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1. ΤΟΠΙΚΑ ∆ΙΚΤΥΑ 

1.1 Εισαγωγή-Ιστορική Αναδροµή 

Το 1968, το Εθνικό Εργαστήριο Φυσικής στη Μ. Βρετανία δηµιούργησε το πρώτο 
δοκιµαστικό δίκτυο. Σύντοµα, η Αµερικανική υπηρεσία DARPA (Defense 
Advanced Research Projects Agency) που κατόπιν ονοµάστηκε ARPA, 
αποφάσισε τη δηµιουργία ενός µεγαλύτερου δικτύου, που τους κόµβους του θ' 
αποτελούσαν οι υπερυπολογιστές (οι ισχυρότεροι υπολογιστές) της εποχής 
εκείνης. Το φθινόπωρο του 1969, ο πρώτος κόµβος τοποθετήθηκε στο UCLA 
(University of California at Los-Angeles) και µέχρι το ∆εκέµβριο του 1969 οι 
κόµβοι έγιναν τέσσερις (στο πανεπιστήµιο Utah, στο πανεπιστήµιο California της 
Santa Barbara, στο UCLA και στο ίδρυµα Stanford Research Institute 
International). Το δίκτυο αυτό ονοµάστηκε ARPANET, προς τιµήν του 
στρατιωτικού χορηγού του. Οι τέσσερις αυτοί πανεπιστηµιακοί υπερυπολογιστές 
µπορούσαν ν' ανταλλάσσουν δεδοµένα µέσω ειδικών τηλεπικοινωνιακών 
γραµµών υψηλής ταχύτητας και µπορούσαν να προγραµµατιστούν από 
απόσταση µέσω άλλων αποµακρυσµένων κόµβων. Έτσι, οι επιστήµονες και οι 
ερευνητές της εποχής εκείνης, µπορούσαν να µοιράζονται ο ένας τους 
υπολογιστές των άλλων. 

Το 1971, οι κόµβοι αυξήθηκαν σε 15 και το 1972 ο αριθµός τους ανέρχονταν σε 
37. Στο δεύτερο αυτό χρόνο λειτουργίας, οι χρήστες επινόησαν το e-mail και µε 
αυτό τον τρόπο το ARPANET µετατράπηκε σταδιακά σ' ένα υψηλής ταχύτητας 
ηλεκτρονικό ταχυδροµείο οµοσπονδιακής έκτασης. Έτσι, ο κύριος φόρτος του 
δικτύου δεν ήταν η χρήση υπολογιστών εξ αποστάσεως (remote login) αλλά η 
συνεχής αναµετάδοση µηνυµάτων: Οι χρήστες χρησιµοποιούσαν το δίκτυο 
κυρίως για ανταλλαγή προγραµµάτων, σηµειώσεων, ερευνητικών εργασιών, 
νέων και κουτσοµπολιών, καθώς οι λογαριασµοί τους (accounts) δηλ. ουσιαστικά 
ο χώρος στον σκληρό δίσκο της εποχής εκείνης που δεσµεύονταν αποκλειστικά 
γι' αυτούς, ήταν προσβάσιµος από άλλους µέσω e-mail. Σήµερα βέβαια υπάρχει 
µεγάλος αριθµός Mail servers για την (προσωρινή) αποθήκευση της 
ηλεκτρονικής αλληλογραφίας των χρηστών µιας γεωγραφικής περιοχής. Η 
ανακάλυψη των ταχυδροµικών λιστών (Mailing lists) δεν άργησε να έρθει, 
εκµεταλλευόµενη την τεχνική µετάδοσης των µηνυµάτων από κόµβο σε κόµβο, 
καθώς το ίδιο µήνυµα µπορούσε να σταλεί ταυτόχρονα σ' όλα τα µέλη της 
"λίστας κοινών ενδιαφερόντων" (multicasting). 

Μέσα στη δεκαετία του '70 το ARPANET µεγάλωσε. Περισσότεροι κόµβοι 
συνδέθηκαν και ακόµη περισσότεροι χρήστες χρησιµοποιούσαν καθηµερινά τις 
υπηρεσίες του δικτύου. Οι χρήστες δεν προέρχονταν πια µόνο από ακαδηµαϊκές 
κοινότητες και ιδρύµατα. Χάρη στην άναρχη δοµή του δικτύου, οποιοσδήποτε 
µπορούσε να συνδεθεί µ' αυτό, εφ' όσον διέθετε έναν υπολογιστή που να µπορεί 
να µιλά τη γλώσσα του δικτύου αλλά κι ένα λογαριασµό (άδεια πρόσβασης) σε 
κάποιον πανεπιστηµιακό υπολογιστή. Μάρκες υπολογιστών, µοντέλα και τεχνικά 
χαρακτηριστικά, ακόµη κι ο ιδιοκτήτης ενός κόµβου, έπαψαν να έχουν σηµασία 



προκειµένου να µπορεί να συνδεθεί ο συγκεκριµένος κόµβος στο δίκτυο. Με τον 
τρόπο αυτό, ακόµη και απλοί πολίτες µπορούσαν να συνδεθούν και να 
επικοινωνήσουν, ν' ανταλλάξουν απόψεις και προγράµµατα. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 



1.2 ΒΑΣΙΚΑ ΣΤΟΙΧΕΙΑ ΤΟΠΙΚΩΝ ∆ΙΚΤΥΩΝ 

Τα Τοπικά ∆ίκτυα (LAN) συνδέουν υπολογιστές και άλλες συσκευές 
επεξεργασίας πληροφοριών εντός των ορίων περιορισµένου χώρου, όπως ένα 
γραφείο, ένα κτίριο, µια µονάδα παραγωγής ή άλλοι εργασιακοί χώροι. Τα LAN 
αποτελούν κοινή πρακτική πολλών επιχειρήσεων, διότι παρέχουν δυνατότητες 
τηλεπικοινωνιακού δικτύου που συνδέουν τους εργαζόµενους, τα τµήµατα και τις 
άλλες οµάδες εργασίας. Σε ένα τοπικό δίκτυο (Local Area Network, LAN), οι 
υπολογιστές είναι εφοδιασµένοι µε µια κάρτα δικτύου που συνδέεται µε το 
καλώδιο του δικτύου. Οι υπολογιστές, µαζί µε έναν εξυπηρετητή αρχείων (file 
server) ο οποίος παρέχει αποθηκευτικό χώρο, και τις υπόλοιπες περιφερειακές 
συσκευές, όπως οι εκτυπωτές, αποτελούν τους κόµβους (nodes) του δικτύου. 
Όλοι οι κόµβοι ενός τοπικού δικτύου βρίσκονται συγκεντρωµένοι σε µια 
περιορισµένη γεωγραφικά περιοχή, ας πούµε σε µια ακτίνα µερικών 
εκατοντάδων µέτρων. H πληροφορία µεταδίδεται σε κοµµάτια που ονοµάζονται 
πλαίσια (frames) και η µετάδοση τους γίνεται στη βασική ζώνη. Τα πλαίσια 
µεταδίδονται σε χρονικές σχισµές (time slices) που παρέχονται στους σταθµούς 
προσωρινά. Οι σχισµές δεν παρέχονται σύµφωνα µε κάποιο πρόγραµµα, αλλά 
κάθε σταθµός τις δεσµεύει δυναµικά, ανάλογα µε τις ανάγκες του. 

Τα τελευταία χρόνια, οι προσωπικοί υπολογιστές δικτυώνονται µε όλο και 
µεγαλύτερους ρυθµούς. Μέχρι το 1994 το 40% όλων των υπολογιστών που 
χρησιµοποιούνται σε επιχειρήσεις αποτελούσαν κόµβους κάποιου είδους 
τοπικού δικτύου. Ταυτόχρονα, ο µέσος αριθµός των χρηστών LAN αυξάνει 
συνεχώς, πράγµα που σηµαίνει µικρότερο εύρος ζώνης ανά χρήστη. 

Οι πιο δηµοφιλείς τύποι LAN είναι το Ethernet και το Token Ring, τα οποία 
ακολουθούν τις τοπολογίες αρτηρίας και δακτυλίου αντίστοιχα. Ο σχεδιασµός 
αυτών των αρχιτεκτονικών είναι παλιός και αρχικά προορίζονταν για συνήθεις 
εφαρµογές και για µεταφορά αρχείων περιορισµένου όγκου. Ο βασικός 
περιορισµός αυτών των δικτύων βρίσκεται στο γεγονός ότι πολλοί κόµβοι 
µοιράζονται το ίδιο φυσικό µέσο. Αυτό οδηγεί αναπόφευκτα σε συγκρούσεις,  
που είτε οδηγούν στην αναµονή κάποιου αποστολέα ή σε απώλεια των 
δεδοµένων και επαναποστολή των δεδοµένων αργότερα. Με άλλα λόγια, ο 
ρυθµός εξυπηρέτησης είναι συνήθως µικρότερος από την ταχύτητα πρόσβασης 
του δικτύου και µικραίνει όσο µεγαλώνει η κίνηση στο δίκτυο. Αυτό σηµαίνει ότι η 
αποστολή µεγάλων όγκων από ένα χρήστη, έχει επιπτώσεις για όλους του 
χρήστες του δικτύου. Επιπλέον, η στατιστική φύση των καθυστερήσεων 
µεταφοράς δυσχεραίνει την αποστολή χρονικά εξαρτώµενης πληροφορίας. Ένα 
πλεονέκτηµα του κοινού µέσου µεταφοράς είναι η εγγενής υποστήριξη του 
multicasting, γιατί κάθε πλαίσιο φθάνει σε όλους τους σταθµούς. 

 

 



Τα LAN παρέχουν: 

• Πρόσβαση σε περισσότερη υπολογιστική ισχύ, πληροφορίες και πηγές 
που δεν θα ήταν εύχρηστες, αν κάθε χρήστης χρειαζόταν ένα ατοµικό 
αντίγραφο, τα προνόµια του προσωπικού υπολογιστή.  

• ∆εν είναι απαραίτητο να εργάζεται κανείς µέσω ενός κεντρικού υπολογιστή 
που πιθανόν δεν ανταποκρίνεται στις απαιτήσεις των χρηστών, όταν 
πολλά άτοµα µοιράζονται τη δυναµικότητά του.  

• Ποικίλους τρόπους για να γίνει ένας οργανισµός αποδοτικότερος και 
αποτελεσµατικότερος, όπως: 

 

1. Κοινό εξοπλισµό: Τα LAN µπορούν να συνδέουν πολλαπλούς σταθµούς 
εργασίας µε έναν λέιζερ εκτυπωτή, µία συσκευή φαξ ή ένα µόντεµ. Αυτό 
σηµαίνει ότι χρειάζεται ένα µόνο µηχάνηµα που είναι διαθέσιµο σε 
πολλούς χρήστες, έτσι ώστε να αποφεύγονται άσκοπες αγορές 
εξοπλισµού.  

2. Κοινά προσωπικά αρχεία: Οι χρήστες LAN µπορούν να επιλέξουν 
προσωπικά αρχεία τα οποία θέλουν να βλέπουν οι συνεργάτες τους, 
όπως σχέδια µηχανικής, προγράµµατα του τµήµατος, συµβόλαια ή 
πρόχειρες σηµειώσεις. Οι συνεργάτες µπορούν να έχουν άµεση 
πρόσβαση σ΄αυτά τα αρχεία χωρίς να καθυστερούν µε την εκτύπωση 
αντιγράφων. 

3. Αποστολή µηνυµάτων: Τα LAN µπορούν να χρησιµοποιηθούν για τη 
διαχείριση του ηλεκτρονικού ταχυδροµείου. 

4. Κοινές βάσεις δεδοµένων: Τα LAN µπορούν να χρησιµοποιηθούν για 
πρόσβαση σε κοινές βάσεις δεδοµένων. Το LAN στην παρακάτω εικόνα 
είναι εγκατεστηµένο γι' αυτόν το σκοπό, καθώς περιλαµβάνει έναν 
διακοµιστή αρχείων για την ανάκτηση δεδοµένων που ζητούνται από τους 
σταθµούς εργασίας. Ο διακοµιστής αρχείων είναι συνδεδεµένος µε έναν 
δίσκο που περιέχει κοινές βάσεις δεδοµένων, όπως η λίστα πελατών της 



εταιρείας και ο τηλεφωνικός κατάλογος. Όταν ένας σταθµός εργασίας 
χρειάζεται πληροφορίες από µια κοινή βάση δεδοµένων, στέλνει ένα 
µήνυµα αιτήµατος στον διακοµιστή αρχείων, ο οποίος ανακτά την 
πληροφορία από το δίσκο και τη στέλνει στο σταθµό εργασίας που τη 
ζήτησε. Κατ' αυτόν τον τρόπο, αποφεύγεται η διατήρηση περίσσιων 
αντιγράφων δεδοµένων. Εκτός από την εξοικονόµηση αποθηκευτικού 
χώρου, οι βάσεις δεδοµένων που βρίσκονται συγκεντρωµένες σε ένα 
µέρος αποτρέπουν προβλήµατα µε µη σύµβατα µεταξύ τους δεδοµένα. 

 

 

 

 

Τα LAN έχουν τρεις χαρακτηριστικές ιδιότητες.  
   

�       Η διάµετρος τους δεν ξεπερνά τα λίγα χιλιόµετρα  

�       ο συνολικός ρυθµός µετάδοσης είναι τουλάχιστον µερικά Mbits/sec  

�       ανήκουν πλήρως σε ένα οργανισµό.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 



 

1.3 ETHERNET 
 

Το Ethernet είναι ένα πρότυπο για το φυσικό επίπεδο δικτύων, το οποίο 
εµφανίστηκε στην Xerox το 1973. Επίσηµα, το πρότυπο καθορίστηκε το 1982 και 
είναι γνωστό ως IEEE 802.3. Τα χαρακτηριστικά του είναι:  

• Ταχύτητα πρόσβασης 10Mbps.  
• H πρόσβαση των κόµβων στο δίκτυο γίνεται µε µια µέθοδο που 

ονοµάστηκε Carrier Sense Multiple Access Collision Detection 
(CSMA/CD).  

• Η τοπολογία του δικτύου είναι δακτύλιος.  
• Το φυσικό µέσο είναι ένα οµοαξονικό καλώδιο διαµέτρου 0.5inches.  

Πριν ένας κόµβος µεταδώσει, 'ακούει' το δίκτυο. Αν το δίκτυο είναι ελεύθερο 
προχωρά στη µετάδοση των δεδοµένων. Αν υπάρχει άλλος κόµβος που 
µεταδίδει την ίδια στιγµή, τότε έχουµε σύγκρουση (collision). Σε αυτήν την 
περίπτωση, ο κόµβος περιµένει για ένα τυχαίο χρονικό διάστηµα και επιχειρεί 
ξανά τη µετάδοση. Όσο µεγαλώνει το πλήθος των κόµβων και αυξάνει το φορτίο 
του δικτύου, οι συγκρούσεις είναι πιο πιθανές. Αυτό έχει ως αποτέλεσµα την 
δραµατική µείωση της πραγµατικής ταχύτητας του δικτύου. ∆εν είναι απίθανο, 
αντί για 10Mbps, η ταχύτητα µεταφοράς να είναι γύρω στα 2.5Mbps. Κατά 
συνέπεια το Ethernet, σε αυτή του τη µορφή, είναι ακατάλληλο για µεταφορά 
συνεχούς πληροφορίας.  

Το αρχικό πρότυπο, το 10Base-5, µπορεί να υποστηρίξει έναν µικρό αριθµό 
κόµβων, µε µέγιστη απόσταση µεταξύ τους 500 µέτρα. Με χρήση επαναληπτών 
(repeaters) µπορούν να συνδεθούν τµήµατα δικτύων, σχηµατίζοντας ένα 
µεγαλύτερο δίκτυο µε µέγιστο µήκος 2500 µέτρα.  

Η παρουσίαση της εξέλιξης 10Base-T του προτύπου, που επέτρεψε τη 
χρησιµοποίηση καλωδίων UTP, έδωσε νέα ώθηση στο Ethernet. Αυτού του 
είδους τα καλώδια είναι φθηνά και ευρέως εγκαταστηµένα, οπότε η υλοποίηση 
του δικτύου είναι πιο οικονοµική. Παράλληλα, εγκαταλείφθηκε η τοπολογία 
αρτηρίας και υιοθετήθηκε η τοπολογία λογικού αστέρα. Στο κέντρο της 
τοπολογίας υπάρχει µια συσκευή προώθησης της πληροφορίας που εισέρχεται 
σε αυτή, σε όλους τους κόµβους που είναι συνδεδεµένοι πάνω της. Η συσκευή 
αυτή ονοµάζεται hub. To 10Base-T είναι ίσως η πιο δηµοφιλής αρχιτεκτονική 
LAN.  

 

 



 

Καλώδιο 
Ρυθµός 
Πρόσβασης 
(Mbps)  

Πρότυπο 

Λεπτό οµοαξονικό 10 10Base-5  
Λεπτό οµοαξονικό 10 10Base-2  
Ευρείας ζώνης 
οµοαξονικό 
(Broadband Coaxial) 

10 10Broad-36  

Οπτική Ίνα 10 10Base-F  
UTP 10  10Base-T 
UTP 1  1Base-5 
UTP 100  100Base-Τ 
UTP 100  100Base-VG 

Πίνακας 7-1. Τα διάφορα πρότυπα Ethernet δικτύων  

O Πίνακας 7-1 παρουσιάζει όλες τις δυνατές µορφές που µπορεί να πάρει το 
Ethernet. Στο όνοµα κάθε προτύπου, το πρώτο νούµερο αφορά το ρυθµό 
πρόσβασης, εκφρασµένο σε Mbps. Το δεύτερο νούµερο δηλώνει τη µέγιστη 
απόσταση σε εκατοντάδες µέτρα.  

 

 

 

 

 

 

 

 

 



2. GIGABIT ETHERNET 
2.1 ΕΙΣΑΓΩΓΗ 
Σήµερα το Ethernet είναι συνώνυµο µε το πρότυπο 802.3 της IEEE για "1-
persistent CSMA/CD LAN". Το πρότυπο 802.3 έχει µία ενδιαφέρουσα ιστορία. Η 
αρχή του έγινε στο Πανεπιστήµιο της Χαβάης µε το δίκτυο ALOHA. Αυτό το 
σύστηµα είναι ο πρόγονος όλων των shared media networks. Το αρχικό 
Ethernet, το οποίο αναπτύχθηκε από την Xerox, βασίστηκε στο ALOHA 
σύστηµα. Ήταν ένα 2.94 Mbps CSMA/CD σύστηµα και χρησιµοποιήθηκε για να 
συνδέσει πάνω από 100 προσωπικούς σταθµούς σε ένα καλώδιο ενός 
χιλιοµέτρου. Ήταν τόσο επιτυχηµένο, ώστε η Xerox, η DEC και η Intel έβγαλαν 
ένα πρότυπο για ταχύτητες 10 Mbps. Το πρότυπο 802.3 βασίζεται στο 10Mbps 
Ethernet.  
Το CSMA/CD αναφέρεται στο πρωτόκολλο που χρησιµοποιούν οι σταθµοί που 
µοιράζονται το µέσο, για να κάνουν έλεγχο πρόσβασης. Ο αποστολέας πρέπει 
να “ακούσει” το µέσο. Αν κανένας άλλος δε µεταδίδει, τότε ο αποστολέας µπορεί 
να µεταδώσει. Αν δύο αποστολείς αρχίσουν την µετάδοση την ίδια χρονική 
στιγµή, τότε λέµε ότι έχουµε σύγκρουση (collision). Οι σταθµοί που µεταδίδουν, 
πρέπει επιπλέον να ελέγχουν το µέσο για συγκρούσεις όταν µεταδίδουν, και να 
µεταδίδουν ξανά το πακέτο αφού περάσει κάποιο χρονικό διάστηµα, αν συνέβη 
σύγκρουση.   
Το αρχικό πρότυπο 802.3 δηµοσιεύθηκε το 1985. Αρχικά δύο τύποι οµοαξονικών 
(coaxial) καλωδίων χρησιµοποιήθηκαν και ονοµάστηκαν Thick Ethernet και Thin 
Ethernet. Αργότερα προστέθηκαν και τα καλώδια UTP (unshielded copper 
twisted pair) . 
Το 1980, όταν η Xerox, η DEC και η Intel εξέδωσαν το πρότυπο DIX Ethernet, τα 
10 Mbps ήταν µεγάλο εύρος ζώνης. Από τότε, καθώς η τεχνολογία 
αναπτυσσόταν, οι απαιτήσεις σε εύρος ζώνης όλο και αυξάνονταν. Το 1995, η 
IEEE υιοθέτησε το 802.3u Fast Ethernet πρότυπο. Το Fast Ethernet είναι ένα 
Ethernet πρότυπο 100 Mbps. Το Fast Ethernet επαλήθευσε την κλιµακωσιµότητα 
του Ethernet. Μέχρι τότε, όλα τα Ethernet λειτουργούσαν µε half-duplex mode, το 
Fast Ethernet ήταν full-duplex.  

Το επόµενο βήµα στην εξέλιξη του Ethernet ήταν το Gigabit Ethernet 

Το πρότυπο Gigabit Ethernet αναπτύχθηκε από την επιτροπή 802.3z της IEEE 
και επισήµως υιοθετήθηκε στις 25 Ιουνίου του 1998.Το Gigabit Ethernet είναι το 
πιο πρόσφατο µέλος της οικογένειας IEEE 802.3 και αναφέρεται ως standard 
IEEE 802.3z. Στόχος του 1000 Base-T είναι αφενός η συµβατότητα µε το 
πρότυπο 802.3 και αφετέρου η αύξηση της ταχύτητας επικοινωνίας στα 1000 
Mdbs. Χρησιµοποιεί είτε οπτική ίνα (από 500m-για πολύτροπη οπτική ίνα-έως 
3Km-για µονότροπη οπτική ίνα), είτε καλώδιο UTP κατηγορίας 5(για αποστάσεις 
µέχρι 100m). Λειτουργεί σε µετάδοση full dublex,αλλά και σε half dublex, όπου 
στη δεύτερη χρησιµοποιεί CSMA/CD. Το 1000 Base-T µπορεί να χρησιµοποιηθεί 
ως ραχοκοκαλιά (backbone) ενδοκτιριακής δικτύωσης ή και για τη σύνδεση 



ισχυρών εξυπηρετητών µε πολλαπλές µονάδες επεξεργασίας και απαιτητικές 
εφαρµογές (ήχος,εικόνα, κινούµενη εικόνα, κλπ).  

2.2 ∆ιαστρωµάτωση 
Το ΙΕΕΕ 802.3z πρότυπο περιλαµβάνει το Gigabit Ethernet MAC, όπως επίσης 
και τρία φυσικά στρώµατα που χρησιµοποιούν την κωδικοποίηση 8Β/10Β. 
Το ΙΕΕΕ 802.3z πρότυπο περιγράφει δύο φυσικά στρώµατα ίνας (fiber physical 
layer standards), τα 1000BASE-LX και 1000BASE-SX, καθώς και ένα φυσικό 
στρώµα χαλκού (copper PHY), το 1000BASE-CX.  
 
Ένα χρόνο αργότερα, τον Ιούνιο του 1999, η ΙΕΕΕ προτυποποίησε το 802.3ab 
µέσω χαλκού (over copper) ως 1000BASE-T  επιτρέποντας Gigabit ταχύτητες να 
µεταδίδονται µέσω Cat-5 καλωδίου.  
Η ΙΕΕΕ επίσης όρισε το Gigabit ΜΙΙ (GMII), το οποίο είναι παρόµοιο µε το Fast 
Ethernet MII και συνδέει το Gigabit MAC και το PHY. 
Μερικά µέλη της IEEE ήθελαν να κάνουν το Gigabit Ethernet µία full-duplex-only 
τεχνολογία. Άλλοι ήθελαν να διατηρηθεί ο κλασσικός CSMA/CD αλγόριθµος και η 
half-duplex λειτουργία. Ο λόγος για τη διατήρηση του CSMA/CD µέρους του 
Ethernet ήταν διπλός. Πρώτον, πολλοί πωλητές δεν ήθελαν να ξανασχεδιάσουν 
τα Ethernet MAC chips τους τελείως. ∆εύτερον, πολλά µέλη της IEEE απλά 
ήθελαν να διαφυλάξουν την 25 ετών κληρονοµιά του CSMA/CD αυτούσια.  
Η παρακάτω εικόνα δείχνει τα διάφορα µέλη του Gigabit-Ethernet. 

 



Σχήµα 1. Gigabit Ethernet Πρότυπα 
 

2.2.1 Φυσικό Επίπεδο 
Το φυσικό επίπεδο του Gigabit Ethernet χρησιµοποιεί ένα συνδυασµό 
πιστοποιηµένων τεχνολογιών του Ethernet και της προδιαγραφής ANSI X3T11 
για κανάλια ινών (ANSI X3T11 Fiber Channel Specification). 
Το Gigabit Ethernet υποστηρίζει τέσσερις τύπους από φυσικά µέσα. 
Περιγράφονται στα πρότυπα  802.3z (1000BASE-X) και 802.3ab (1000BASE-T). 
  

1000BASE-X Πρότυπο 
Το 1000BASE-X πρότυπο βασίζεται στο φυσικό επίπεδο του Καναλιού Ίνας 
(Fiber Channel). Το Κανάλι Ίνας είναι µία διασυνδετική τεχνολογία για την 
σύνδεση σταθµών εργασίας, υπερυπολογιστών,  συσκευών αποθήκευσης και 
περιφερειακών. Το Κανάλι Ίνας έχει µία αρχιτεκτονική τεσσάρων επιπέδων. Τα 
χαµηλότερα δύο επίπεδα, τα FC-0 (Interface και media) και FC-1 
(Encode/Decode) χρησιµοποιούνται στο Gigabit Ethernet. Το µόνο θέµα 
συζήτησης ήταν η ταχύτητα. Το Fiber Channel PMD τρέχει σε 1Gbaud και 
χρησιµοποιεί κωδικοποίηση  8Β/10Β. Αυτό µεταφράζεται σε ρυθµό δεδοµένων 
µόνο 800Mbps. Εποµένως η IEEE αύξησε την ταχύτητα του Fiber Channel PHY 
σε 1.2 Gbaud για να πετύχει πραγµατικό throughput δεδοµένων 1Gbps. 
 

Σχήµα 2. Τρία από τα Gigabit Ethernet PHYs  βασίζονται στο ANSI Fiber 
Channel PHY στα 1.25 Gbaud. 
 
Τρεις τύποι µέσων περιλαµβάνονται στο πρότυπο 1000BASE-X. 



• 1000BASE-SX: Gigabit Ethernet για Οριζόντιες Ίνες:                           
Το 1000BASE-SX είναι πιο οικονοµικό (cost-sensitive) και αναφέρεται σε 
οριζόντιες συνδέσεις ή µικρότερες backbone συνδέσεις. Χρησιµοποιεί το 
ίδιο φυσικό επίπεδο µε το LX και χρησιµοποιεί τις οικονοµικά ανεκτές 
850nm µικρού µήκους κύµατος οπτικές διόδους. Το 1000BASE-SX 
χρησιµοποιεί µόνο πολυτροπικές ίνες (multimode fiber – MMF). Η 
αποστάσεις που υποστηρίζει κυµαίνονται από τα 220m µέχρι τα 550m, 
αναλόγως τον τύπο τον τύπο της καλωδίωσης ίνας που χρησιµοποιείται. 

• 1000BASE-LX: Ethernet για Κατακόρυφα ή Πανεπιστηµιακά 
Backbones:                                                                                                             
Το 1000BASE-LX στοχεύει σε µεγαλύτερες backbone ή κατακόρυφες 
συνδέσεις. Το LX µπορεί να χρησιµοποιήσει είτε πολυτροπικές (MMF) είτε 
µονοτροπικές (single-mode fiber – SMF) και απαιτεί ακριβά 1300nm laser. 
Η ΙΕΕΕ όρισε ένα µήκος segment 5000m για το LX µε µονοτροπικές ίνες. 
Για το LX µε πολυτροπικές ίνες, η απόσταση είναι 550m (full-duplex 
συνδέσεις).  

Ο παρακάτω πίνακάς συνοψίζει τους διαφορετικούς 1000BASE-SX και LX   
συνδυασµούς.  

 
Πίνακας 1. Το 1000BASE-SX και LX µέγιστο µήκος κύµατος ποικίλει αναλόγως 
τον τύπο και την ποιότητα της ίνας που χρησιµοποιείται 
Μήκος 
κύµατος 

Τύπος 
ίνας 

Μήκος 
ίνας (µm) 

Εύρος ζώνης Εξασθένησ
η 

Μέγιστη    
Απόστασ
η 

1000BASE-SX 
400 MHz/km 3.25 500m 50/125µm 
500 MHz/km 3.43 550m 
160 MHz/km 2.33  220m 

850 MMF 

62.5/125µ
m 200 MHz/km 2.53  275m 

1000BASE-LX 
50/125µm 400/500 

MHz/km 
2.32  550m MMF 

62.5/125µ
m 

500 MHz/km 2.32  550m 

 1300 

SMF 10/125µm Huge/infinite 4.50    5000m 
 

• 1000BASE-CX: Gigabit Ethernet για ∆ιπλή χάλκινη Καλωδίωση:          
Το τρίτο φυσικό επίπεδο που βασίζεται στο Κανάλι Ίνας, το 1000BASE-
CX, σχεδιάστηκε για µικρές διασυνδέσεις hubs, switches ή routers. Ο 
χαλκός είναι το προτιµώµενο µέσο γιατί είναι ευκολότερη και γρηγορότερη 
η συναρµολόγηση χάλκινες συνδέσεις καλωδίων παρά ίνες. Η 150-Ω 
διπλή καλωδίωση, παρόµοια µε την καλωδίωση Token Ring της IBM, 
επιλέχθηκε. Το µέγιστο µήκος καλωδίου είναι 25m (half- ή full-duplex). 
∆ύο σύνδεσµοι ορίζονται για το 1000BASE-CX. Επειδή τα φυσικά επίπεδα 
του προτύπου 1000BASE-X προέρχονται από το Πρότυπο Καναλιού Ίνας, 



είναι λογικό να χρησιµοποιηθεί ο ίδιος σύνδεσµος: ο Υψηλής Ταχύτητας 
Σύνδεσµος Σειριακών ∆εδοµένων (High-Speed Serial Data Connector - 
HSSDC), κοινώς γνωστός ως Fiber Channel Style 2 σύνδεσµος. Η ΙΕΕΕ 
όρισε επιπλέον ένα  9-pin D-subminiature σύνδεσµο, ο οποίος επίσης 
χρησιµοποιείται για Token Ring και για 1000BASE-TX µε µονοτροπικές 
ίνες.    

 
 
 

1000BASE-T Πρότυπο 
1000BASE-T: Gigabit Ethernet για 4-ζέυγο Κατηγορίας 5 UTP 
Η επιτροπή της ΙΕΕΕ 802.3ab ολοκλήρωσε ένα νέο πρότυπο που ορίζει Gigabit 
Ethernet µετάδοση µέσω 4-ζευγου κατηγορίας 5 ή καλύτερου καλωδίου. Το 
1000BASE-T είναι ένα µηχανολογικό κατόρθωµα. Όταν πρωτοξεκίνησε η 
100MHz Κατηγορίας 5 καλωδίωση, ο µέγιστος ρυθµός δεδοµένων θεωρείτο ότι 
ήταν γύρω στα 100 Mbps. Οι µηχανικοί της IEEE κατόρθωσαν να πάρουν 10 
φορές παραπάνω µεγαλύτερη ταχύτητα. Το 1000BASE-T συνδυάζει αρκετά τρικ 
για να πετύχει 1000Mbps µέσω της Κατηγορίας 5.  

• Χρησιµοποιεί και τα τέσσερα ζεύγη της Κατηγορίας 5. Μπορεί ακόµα 
να χρησιµοποιηθεί και ο συνηθισµένος σύνδεσµος της κατηγορίας 5 
RJ-45. 

• Χρησιµοποιεί ταυτόχρονη µετάδοση και λήψη σε όλα τα τέσσερα 
ζεύγη. Όλα τα υπόλοιπα φυσικά επίπεδα είτε µεταδίδουν είτε 
λαµβάνουν, αλλά ποτέ και τα δύο. Η ταυτόχρονη µετάδοση και από τα 
δύο άκρα ονοµάζεται και dual-duplex. 

• Για καλύτερη χρήση του διαθέσιµου εύρους ζώνης, χρησιµοποιεί το 
ίδιο σχέδιο κωδικοποίησης που αναπτύχθηκε για το 100BASE-T2, που 
ονοµάζεται PAM5. Το 1000BASE-T λειτουργεί στα 125MHz, την ίδια 
συχνότητα µε το 1000BASE-TX, που είναι πέντε φορές η συχνότητα 
του 100BASE-T2. Επειδή το 1000BASE-T είναι βασικά ένας 
συνδυασµός των 100BASE-TX και 100BASE-T2, αυτό το σχέδιο 
κωδικοποίησης ονοµάζεται και βελτιωµένο TX/T2 (enhanced TX/T2). 

• Συνδυάζει πολλά υπάρχοντα τεχνολογικά χαρακτηριστικά, αλλά ο 
συνδυασµός των τεσσάρων ταυτόχρονων µεταδόσεων και λήψεων και 
στα τέσσερα ζεύγη, η σύνθετη PAM5 κωδικοποίηση και ο υψηλός 
ρυθµός συµβόλων των 125 MHz το κάνουν µία ανώτατου επιπέδου 
τεχνική µετάδοσης τεχνολογία. Αυτό απαιτεί έναν υψηλά έµπειρο DSP 
(Digital Signal Processor) για να το κάνει στην πράξη να δουλέψει. To 
PHY chip µετάδοσης λήψης (tranceiver) και στα δύο άκρα του 
καλωδίου θα είναι στην πραγµατικότητα µία σύνθετη DSP µηχανή που 
θα περιέχει περισσότερα από 200,000 transistors, περίπου τα ίδια µε 
έναν µικροεπεξεργαστή Intel 486. 

 
Πίνακας 2. Μία σύνοψη των διαφορετικών Gigabit Ethernet υλοποιήσεων του 
φυσικού επιπέδου. 



PHY Parameter 1000BASE-T 1000BASE-SX 1000BASE-LX 1000BASE-CX
IEEE Standard 802.3ab  

June 1999 
802.3z 
(July1998) 

Number of 
pairs required  

Four pairs Two strands Two strands Two pairs 

Cable Category 
required 

Category 5 or 
better 

50 or 62.5  
um MMF 

50 or 62.5  
um MMF 
or 8-10 µm 
SMF 

150-Ω 
Twinax 

Cable length 100m 220-550m 5000m (SMF) 
550m (MMF) 

25m 

Encoding 8B/10B 8B/10B 8B/10B 8B/10B 
Connector 
Specified 

RJ-45 √ SC HSSC or DB-9 

Full-duplex 
capable 

Yes √ √ √ 

 

 

2.2.2 MAC Επίπεδο 
Το MAC επίπεδο του Gigabit Ethernet χρησιµοποιεί το ίδιο CSMA/CD 
πρωτόκολλο µε το  Ethernet. Το µέγιστο µήκος ενός segment καλωδίου 
χρησιµοποιείται για τη σύνδεση σταθµών που περιορίζονται από το CSMA/CD 
πρωτόκολλο. Αν δύο σταθµοί ταυτοχρόνως εντοπίσουν ένα µέσο στο οποίο δεν 
µεταδίδει κανείς και αρχίσουν να µεταδίδουν, τότε θα συµβεί σύγκρουση. 
Το Ethernet έχει ελάχιστο µέγεθος frame 64 bytes. Ο λόγος για την ύπαρξη 
ελάχιστου µεγέθους frame είναι για να εµποδίσουµε ένα σταθµό από την 
ολοκλήρωση της µετάδοσης ενός frame, πριν το πρώτο bit έχει φτάσει το 
µακρινό άκρο του καλωδίου, όπου ίσως συγκρουστεί µε ένα άλλο frame. 
Επιπλέον ο ελάχιστος χρόνος για τον εντοπισµό µίας σύγκρουσης είναι ο χρόνος 
που απαιτεί το σήµα για να διαδοθεί από το ένα άκρο του καλωδίου στο άλλο. Ο 
ελάχιστος χρόνος καλείται χρόνος σχισµής (slot time).(Μία πιο χρήσιµη µετρική 
είναι το µέγεθος σχισµής -slot size-  ο αριθµός των bytes που µπορούν να 
µεταδοθούν στο χρόνο σχισµής. Στο Ethernet το µέγεθος σχισµής είναι 64 bytes, 
το ελάχιστο µήκος frame). 
Το µέγιστο µήκος καλωδίου που επιτρέπεται στο Ethernet είναι 2.5 km(µε το 
πολύ τέσσερις επαναλήπτες σε κάθε µονοπάτι). Όσο ο ρυθµός των bit αυξάνεται, 
ο αποστολέας µεταδίδει γρηγορότερα το frame. Σαν αποτέλεσµα, αν τα ίδια 
µεγέθη frames και µήκη καλωδίων διατηρούνται, τότε ο σταθµός µπορεί να 
µεταδίδει  πάρα πού γρήγορα και να µην ανιχνεύει µία σύγκρουση στην άλλη 
άκρη του καλωδίου. Έτσι, δύο πράγµατα πρέπει να γίνουν: (i) Να διατηρηθεί το 
µέγιστο µήκος καλωδίου και να αυξηθεί ο χρόνος σχισµής (και εποµένως το 
ελάχιστο µέγεθος frame) ή (ii) Να διατηρηθεί ο χρόνος σχισµής ίδιος και να 
µειωθεί  το µέγιστο µήκος καλωδίου ή και τα δύο. Στο Fast Ethernet το µέγιστο 



µήκος καλωδίου µειώνεται σε µόνο 100 µέτρα αφήνοντας το ελάχιστο µέγεθος 
frame και το χρόνο σχισµής ανέπαφα. 
Το Gigabit Ethernet διατηρεί τα ελάχιστα και µέγιστα µεγέθη frame του Ethernet. 
Αφού το Gigabit Ethernet είναι δέκα φορές γρηγορότερο από το Fast Ethernet, 
για να διατηρηθεί το ίδιο µέγεθος σχισµής, το µέγιστο µήκος καλωδίου θα έπρεπε 
να µειωθεί περίπου 10 µέτρα, το οποίο δεν είναι χρήσιµο. Αντίθετα, το Gigabit 
Ethernet χρησιµοποιεί ένα µεγαλύτερο µέγεθος σχισµής 512 bytes. Για τη 
διατήρηση της συµβατότητας µε το Ethernet, το ελάχιστο µέγεθος frame δεν 
αυξάνεται, αλλά το ‘carrier event’ (φέρον συµβάν ) προεκτείνεται. Αν το frame 
είναι µικρότερο από 512 bytes τότε γεµίζει µε σύµβολα προέκτασης. Είναι ειδικά 
σύµβολα τα οποία δεν βρίσκονται στο ωφέλιµο φορτίο (payload). Αυτή η 
διαδικασία ονοµάζεται Επέκταση Φέροντος (Carrier Extension). 
 

 

Επέκταση Φέροντος (Carrier Extension) 
Το Gigabit Ethernet  πρέπει να είναι διαλειτουργικό µε τα υπάρχοντα 802.3 
δίκτυα. Η Επέκταση Φέροντος είναι ένας τρόπος για τη διατήρηση των ελάχιστων 
και µέγιστων µεγεθών frame σηµαντικών αποστάσεων καλωδίωσης. 
Για τα µεταφερόµενα εκτεταµένα frames τα σύµβολα προέκτασης 
περιλαµβάνονται στο παράθυρο σύγκρουσης (collision window) που είναι το 
ολικό εκτεταµένο frame που θεωρείται ότι θα συγκρουστεί και το πετάµε. 
Ωστόσο, η ακολουθία ελέγχου frame (Frame Check Sequence- FCS), 
υπολογίζεται µόνο στο αρχικό (χωρίς τα σύµβολα επέκτασης) frame. Τα σύµβολα 
επέκτασης αφαιρούνται πριν το FCS ελεγχθεί από τον αποστολέα. Έτσι το LLC 
(Logical Link Control) επίπεδο δεν γνωρίζει για την προέκταση φορτίου. Η 
παρακάτω εικόνα δείχνει το format ενός Ethernet frame όταν χρησιµοποιείται η 
Επέκταση Φέροντος.  
 

 
Σχήµα 3. Ethernet frame format µε Carrier Extension 
 



Packet Bursting 
Η Επέκταση Φέροντος είναι µία απλή λύση, αλλά σπαταλάει εύρος ζώνης. Πάνω 
από 448 bytes προσθήκης πρέπει να σταλούνε για µικρά πακέτα. Αυτό έχει σαν 
αποτέλεσµα χαµηλό throughput. Στην πραγµατικότητα, για µεγάλο αριθµό 
πακέτων το throughput είναι οριακά καλύτερο από αυτό του Fast Ethernet. 
 Το Packet Bursting είναι µία επέκταση του Carrier Extension. Το Packet bursting 
είναι Carrier Extension συν ένα “ξέσπασµα” από πακέτα. Όταν ένας σταθµός έχει 
έναν αριθµό πακέτων να µεταδώσει, το πρώτο πακέτο τοποθετείται στο χρόνο 
σχισµής αν χρειάζεται, χρησιµοποιώντας την Επέκταση Φέροντος. Τα ακόλουθα 
πακέτα µεταδίδονται το ένα πίσω από το άλλο µε το ελάχιστο IPG (Inter-packet 
gap), µέχρι ένας burst µετρητής (των 1500 bytes) λήξει. Το Packet Bursting 
αυξάνει σηµαντικά το throughput. Η επόµενη εικόνα δείχνει πώς λειτουργεί το 
Packet Bursting. 
 

 
 
Σχήµα 4. Packet Bursting 
 

2.3 GMII (Gigabit Media Independent Interface) 
Τα διάφορα επίπεδα της αρχιτεκτονικής του Gigabit Ethernet πρωτόκολλου 
παρουσιάζονται στην επόµενη εικόνα. Το GMII είναι µία διεπαφή µεταξύ του 
MAC επιπέδου και του φυσικού επιπέδου. Είναι µία επέκταση του MII (Media 
Independent Interface) που χρησιµοποιείται στο Fast Ethernet. Υποστηρίζει 10, 
100 και 1000Mbps ρυθµούς bits. Παρέχει ξεχωριστές 8-bit µετάδοσης και λήψης 
διαδροµές δεδοµένων, έτσι µπορεί να υποστηρίζει λειτουργίες full-duplex όπως 
και half-duplex. 
Το GMII παρέχει δύο σήµατα κατάστασης µέσου: το ένα δηλώνει την παρουσία 
φέροντος, και το άλλο δηλώνει την απουσία σύγκρουσης. Το υπόστρωµα 
Reconciliation (RS – υπόστρωµα προσαρµογής ) αντιστοιχίζει αυτά τα σήµατα 
στις φυσικές αρχές σηµατοδοσίας (PLC) γνωστές από το υπάρχον MAC 
υπόστρωµα. Με το GMII, είναι δυνατόν να συνδεθούν διαφορετικοί τύποι µέσων 
όπως µε κάλυµµα ή χωρίς συνεστραµµένα ζεύγη (shielded and unshielded 



twisted pair) και µονοτροπικές και πολυτροπικές οπτικές ίνες, όσο 
χρησιµοποιούν τον ίδιο MAC ελεγκτή.  
Το GMII διαιρείται σε τρία υποστρώµατα: το PCS, το PMA και το PMD. 
 
 
 
 
 
 

 
Σχήµα 5. Αρχιτεκτονική Gigabit Ethernet 
 

2.3.1 PCS (Physical Coding Sublayer)  
Αυτό είναι το υπόστρωµα του GMII που παρέχει µία ενιαία διεπαφή  στο 
Reconciliation υπόστρωµα για όλα τα φυσικά µέσα. Χρησιµοποιεί κωδικοποίηση 
8B/10B όπως το Κανάλι Ίνας (Fiber Channel). Σε αυτόν τον τύπο 
κωδικοποίησης, οµάδες των 8 bits αναπαρίστανται από 10-bit κωδικές 
οµάδες(code groups). Μερικές κωδικές οµάδες αναπαριστούν 8-bit σύµβολα 
δεδοµένων. Άλλες είναι σύµβολα ελέγχου. Τα σύµβολα επέκτασης που 
χρησιµοποιούνται στο Carrier Extension είναι ένα παράδειγµα συµβόλων 
ελέγχου. 
Η ανίχνευση φέροντος και ο εντοπισµός σύγκρουσης δηµιουργούνται από αυτό 
το υπόστρωµα. Επίσης διαχειρίζεται την διαδικασία αυτό-διαπραγµάτευσης 
(auto-negotiation) µε την οποία το NIC (Network Interface) επικοινωνεί µε το 



δίκτυο για να καθορίσουν την δικτυακή ταχύτητα (10, 100 ή 1000Mbps) και τον 
τρόπο λειτουργίας (full-duplex ή half-duplex). 
 

2.3.2 PMA (Physical Medium Attachment) 
Το υπόστρωµα παρέχει τρόπους ανεξάρτητους µέσου για το PCS για την 
υποστήριξη  διαφορετικών σειριακών bit-oriented φυσικών µέσων. Αυτό το 
επίπεδο διατάσσει σειριακά κωδικές οµάδες για µετάδοση και αποδιατάσσει τα 
λαµβανόµενα bits από το µέσο σε κωδικές οµάδες.  
 

2.3.3 PMD (Physical Medium Dependent)  
Αυτό το υπόστρωµα αντιστοιχίζει το φυσικό µέσο στο PCS. Αυτό το επίπεδο 
ορίζει τη σηµατοδοσία φυσικού επιπέδου που χρησιµοποιείται για φυσικά µέσα. 
Το MDI (Medium Dependent Interface), το οποίο είναι µέρος του PMD, είναι η 
πραγµατική διεπαφή του φυσικού επιπέδου. Αυτό το επίπεδο ορίζει το 
πραγµατική φυσική σύνδεση για διαφορετικούς τύπους µέσων. 
 

2.4 Τοπολογίες 
Το Gigabit Ethernet είναι βασικά µία “Πανεπιστηµιακή Τοπολογία”, δηλαδή για 
χρήση σαν ραχοκοκαλιά (backbone) σε ένα ευρύ πανεπιστηµιακό δίκτυο. 
Χρησιµοποιείται µεταξύ routers, hubs και switches. Μπορεί επίσης να 
χρησιµοποιηθεί για τη σύνδεση server, οµάδες από server και ισχυρούς 
σταθµούς εργασίας. 
Τέσσερις τύποι hardware χρειάζονται για την αναβάθµιση ενός υπάρχοντος 
Ethernet/Fast Ethernet δικτύου σε Gigabit Ethernet. 

• Gigabit κάρτες διασύνδεσης δικτύου (Gigabit Ethernet Network 
Interface Cards – NICS). 

• Ένα άθροισµα από switches που συνδέουν έναν αριθµό Fast Ethernet 
segments σε Gigabit Ethernet. 

• Gigabit Ethernet switches. 
• Gigabit Ethernet επαναλήπτες. 

Τα πέντε περισσότερο πιθανά σενάρια παρουσιάζονται παρακάτω 
 

2.4.1 Αναβάθµιση συνδέσεων µεταξύ server-switch 
Τα περισσότερα δίκτυα έχουν κεντρικοποιηµένους file servers και compute 
servers. Ο server δέχεται αιτήσεις από ένα µεγάλο αριθµό πελατών. Εποµένως, 
χρειάζεται περισσότερο εύρος ζώνης. Συνδέοντας servers σε switches µε Gigabit 
Ethernet, βοηθάει στην επίτευξη υψηλότερων ταχυτήτων πρόσβασης στους 
servers. Αυτός είναι ίσως ο απλούστερος τρόπος για να επωφεληθούµε τα 
πλεονεκτήµατα του Gigabit Ethernet. 
 
 
 



 
 
 
 
 
 
 

 
Σχήµα 6. Σύνδεση server-switch 
 

2.4.2 Αναβάθµιση συνδέσεων µεταξύ switch-switch 
Μία άλλη απλή αναβάθµιση περιλαµβάνει την αναβάθµιση συνδέσεων µεταξύ 
Fast Ethernet switches σε συνδέσεις Gigabit Ethernet µεταξύ 100/1000Mbps 
switches. 
 



 
Σχήµα 7. Αναβάθµιση συνδέσεων switch-switch 

2.4.3 Αναβάθµιση Fast Ethernet Backbone 
Ένα Fast Ethernet backbone switch είναι άθροισµα από πολλαπλά 10/100  Mbps 
switches. Μπορεί να αναβαθµιστεί σε ένα Gigabit Ethernet switch που 
υποστηρίζει πολλαπλά 100/1000 Mbps switches καθώς επίσης και hubs και 
routers που έχουν Gigabit Ethernet interfaces. Μόλις το backbone αναβαθµιστεί, 
servers υψηλής απόδοσης µπορούν να συνδεθούν απευθείας πάνω στο 
backbone. Αυτό θα αυξήσει σηµαντικά το throughput για εφαρµογές που 
απαιτούν υψηλό εύρος ζώνης. 

 
 Σχήµα 8. Αναβάθµιση του backbone 
 

2.4.4 Αναβάθµιση ενός κοινού FDDI backbone 
Το FDDI (Fiber Distributed Data Interface) είναι µία κοινή πανεπιστηµιακή ή 
κτιρίου backbone τεχνολογία. Ένα FDDI backbone µπορεί να αναβαθµιστεί 
αντικαθιστώντας FDDI συγκεντρωτές ή  Ethernet σε FDDI routers µε ένα Gigabit 
Ethernet switch ή επαναλήπτη 



 
Σχήµα 9. Αναβάθµιση ενός FDDI backbone 
.   

2.4.5 Αναβάθµιση σταθµών εργασίας υψηλής απόδοσης 
Όσο οι σταθµοί εργασίας γίνονται όλο και ισχυρότεροι, υψηλότερες σε εύρος 
ζώνης συνδέσεις δικτύου απαιτούνται για τους σταθµούς. Τα τωρινά PCs έχουν 
διαύλους που µπορούν να  στέλνουν µε περισσότερο από 1000Mbps. Το Gigabit 
Ethernet µπορεί να χρησιµοποιηθεί για να συνδέσει τέτοιες υψηλής ταχύτητας 
µηχανές. 
 

 
Σχήµα 10. Αναβάθµιση σταθµών εργασίας υψηλής απόδοσης. 
 

2.5 Πλεονεκτήµατα 
Το Gigabit Ethernet είναι 100 φορές γρηγορότερο από το 10Mbps Ethernet και 
10 φορές από το 100Mbps Fast Ethernet. Τα κύρια πλεονεκτήµατα του Gigabit 
Ethernet περιλαµβάνουν: 
• Αυξηµένο εύρος ζώνης για υψηλότερη απόδοση και εξουδετέρωση των 

bottlenecks. 
• Full-duplex χωρητικότητα, επιτρέποντας στο πραγµατικό εύρος ζώνης να 

διπλασιάζεται εικονικά. 
• Συσσώρευση εύρους ζώνης σε πολλαπλές Gigabit ταχύτητες 

χρησιµοποιώντας Gigabit server adapters και switches. 
• Quality of Service (QoS).  
• Χαµηλό κόστος απόκτησης. 
• Πλήρη συµβατότητα µε τη µεγάλη βάση Ethernet και Fast Ethernet κόµβων. 
• Μετάδοση µεγάλων ποσών δεδοµένων µέσω του δικτύου γρήγορα. 
 



3. Εισαγωγή ΣΤΟ ΠΡΟΤΥΠΟ 10 GIGABIT ETHERNET 
Από τη δηµιουργία του, 25 περίπου χρόνια πριν, το Ethernet έχει εξελιχθεί για να 
ανταπεξέλθει στις ανάγκες των δικτύων που βασίζονται στη µεταφορά πακέτων. 
Εξαιτίας του µικρού κόστους υλοποίησης, της αξιοπιστίας του, της απλότητας 
εγκατάστασης και διατήρησης του, η δηµοτικότητα του ethernet είναι πολύ υψηλή 
έτσι ώστε όλη η κίνηση στο διαδίκτυο αρχίζει και τερµατίζει µε µια ethernet 
σύνδεση. Όµως η µεγάλη απαίτηση για ακόµα ταχύτερα δίκτυα ανάγκασε και το 
ethernet να βελτιωθεί για να µπορεί να ανταποκριθεί µε επιτυχία στη νέα 
πραγµατικότητα. 
Το πρότυπο IEEE 802.3ae 2002 (10 gigabit ethernet πρότυπο) που 
δηµιουργήθηκε, είναι σε κάποια σηµεία διαφορετικό από τις προηγούµενες 
ethernet τεχνολογίες όπως στο γεγονός ότι δουλεύει πάνω από οπτική ίνα και 
λειτουργεί µόνο σε πλήρη αµφίδροµο τρόπο (full duplex) κάνοντας έτσι τα 
πρωτόκολλα ανίχνευσης-συγκρούσεων να µην είναι απαραίτητα. Το ethernet 
µπορεί έτσι να δουλεύει µε 10 gigabits ανά δευτερόλεπτο, διατηρώντας όµως 
όλες τις βασικές λειτουργίες του πρωτοκόλλου ethernet, όπως η µορφή των 
πακέτων, κάνοντας έτσι λειτουργικά τα χαρακτηριστικά του παραδοσιακού 
ethernet στο νέο πρότυπο.    
 
 

3.1 Βασικά Σηµεία του Προτύπου και η Αρχιτεκτονική του 
Το 10 Gigabit Ethernet πρότυπο επεκτείνει τα 802.3ae πρότυπα σε ενσύρµατη 
ταχύτητα που φτάνει τα 10 Gbps, και επίσης επεκτείνει και τις εφαρµογές του 
ethernet για να περιλαµβάνουν WAN συµβατούς συνδέσµους. To πρότυπο 10 
Gigabit Ethernet παρέχει µία σηµαντική αύξηση του εύρους ζώνης, ενώ 
παράλληλα διατηρεί µέγιστη συµβατότητα µε τις ήδη εγκαταστηµένες 802.3 
διεπαφές, προστατεύοντας έτσι τις ήδη υπάρχουσες επενδύσεις στη έρευνα και 
στην παραγωγή και διατηρώντας τις βασικές αρχές λειτουργίας και διατήρησης 
των δικτύων.    
Με βάση το OSI µοντέλο, το ethernet είναι ένα πρωτόκολλο που αναφέρεται στα 
επίπεδα 1 και 2. To 10 Gigabit Ethernet διατηρεί αυτή τη βασική αρχιτεκτονική, 
συµπεριλαµβάνοντας όµως και το πρωτόκολλο ελέγχου πρόσβασης µέσου 
(MAC), και την ethernet µορφή πλαισίου, και το µέγιστο-ελάχιστο µέγεθος 
πλαισίου. Όπως στο Gigabit Ethernet και το 1000BASE-X και το 1000BASE-T 
ακολουθούν το βασικό ethernet µοντέλο, έτσι και το 10 Gigabit Ethernet συνεχίζει 
την ανάπτυξη του ethernet σε ταχύτητα και απόσταση, χρησιµοποιώντας τη 
βασική ethernet αρχιτεκτονική εκτός όµως από την εισαγωγή µιας βασικής 
διαφοράς σε αυτή την αρχιτεκτονική. Από τη στιγµή που το 10 Gigabit Ethernet 
είναι µια πλήρης αµφίδροµη (full duplex) τεχνολογία δε χρειάζεται το CSMA/CD 
(carrier-sensing multiple-access with collision detection) πρωτόκολλο το οποίο 
χρησιµοποιείται σε άλλες ethernet τεχνολογίες. Όµως σε κάθε άλλο θέµα 
αρχιτεκτονικής, το 10 Gigabit Ethernet τηρεί τις αρχές του αρχικού ethernet 
µοντέλου, που κάποιες από αυτές περιγράψαµε παραπάνω. 
Όσον αφορά τώρα το φυσικό επίπεδο (επίπεδο 1), το ethernet PHY συνδέει το 
οπτικό µέσο µε το MAC επίπεδο µε τεχνολογία σύνδεσης όπως φαίνεται και στο 



σχήµα 1. Η αρχιτεκτονική του ethernet διαιρεί το φυσικό επίπεδο σε τρία 
υποεπίπεδα: 
 

1. Φυσικό µέσο εξάρτησης ή PMD 
2. Φυσικό µέσο επισύναψης ή PMA 
3. Φυσικό επίπεδο κωδικοποίησης ή PCS 

 
 

 
 
Σχήµα 11. Η αρχιτεκτονική του πρότυπου 802.3ae. 

 
To PMD υποεπίπεδο παρέχει φυσική σύνδεση και σηµατοδοσία στο µέσο.Οι 
οπτικοί ποµποδέκτες για παράδειγµα αναφέρονται στο PMD. Το PCS 
αποτελείται από κωδικοποιητή (όπως 64Β και 66Β) και από serializer ή 
πολυπλέκτη. Κλείνοντας αυτή τη παράγραφο να πούµε ότι το πρότυπο ΙΕΕΕ 
802.3ae καθορίζει δύο τύπους PHY: 
 

• Το PHY LAN 
• To PHY WAN 

 
Τα παραπάνω προσφέρουν την ίδια λειτουργικότητα, εκτός από το φυσικό 
επίπεδο του WAN, που διαθέτει ορισµένα ειδικά χαρακτηριστικά στο επίπεδο του 
PCS επιπέδου, που καθιστούν δυνατή τη σύνδεση µε SONET STS-192c/SHD 
VC-4-64c δίκτυα. 
 

3.2 Η Χρήση της Ινας στο 10 Gigabit Ethernet 
Όπως αναφέραµε και παραπάνω το 10 Gigabit Ethernet λειτουργεί πάνω από 
οπτική ίνα, τα χαρακτηριστικά της οποίας θα αναλύσουµε σε αυτή τη 
παράγραφο. 



 
 
ΕΞΑΡΤΩΜΕΝΕΣ ΑΠΟ ΤΟ ΦΥΣΙΚΟ ΜΕΣΟ ΣΥΣΚΕΥΕΣ  (PMD’s) 
 
Το πρότυπο ΙΕΕΕ 802.3ae παρέχει ένα φυσικό επίπεδο που υποστηρίζει 
συγκεκριµένες αποστάσεις όσο αφορά την οπτική ίνα. Για να µπορούν να 
τηρούνται οι υποστηριζόµενες αποστάσεις, τέσσερα PMD’s (physical media 
dependent devices) επιλέχθηκαν όπως φαίνεται και στο παρακάτω πίνακα. 
 
 
Πίνακας 3. Τα επιλεγµένα PMD’s για την τήρηση των περιορισµών απόστασης, 

 
 
Η επιλογή λοιπών των PMD’s είναι η εξής: 
 

• Ένα 1310 νανόµετρων σειριακό PMD για την υποστήριξη µονοτροπικής 
ίνας για µέγιστη απόσταση 10km. 

• Ένα 1550 νανόµετρων σειριακό PMD για την υποστήριξη µονοτροπικής 
ίνας για µέγιστη απόσταση 40km 

• Ένα 850 νανόµετρων σειριακό PMD για την υποστήριξη πολυτροπικής 
ίνας για µέγιστη απόσταση 300 µέτρων. 

• Ένα 1310 νανόµετρων WWDM (wide-wave division multiplexing) PMD για 
την υποστήριξη µονοτροπικής ίνας για µέγιστη απόσταση 10km, όπως 
επίσης για την υποστήριξη πολυτροπικής ίνας για µέγιστη απόσταση 300 
µέτρα. 

 
ΙΝΑ 
 
Όπως είναι γνωστό, υπάρχουν δύο τύποι οπτικής ίνας που χρησιµοποιούνται 
στα δίκτυα δεδοµένων και στις τηλεπικοινωνιακές εφαρµογές. Η 10 Gigabit 
Ethernet τεχνολογία όπως ορίζεται από το πρότυπο ΙΕΕΕ 802.3ae υποστηρίζει 
και τους δύο τύπους οπτικής ίνας. Παρόλα αυτά οι αποστάσεις ποικίλουν 
ανάλογα µε το τύπο της οπτικής ίνας και το µήκος κύµατος (nm) που 
χρησιµοποιείται για κάθε εφαρµογή. Στις εφαρµογές µονοτροπικής ίνας το 
πρότυπο ΙΕΕΕ 802.3ae υποστηρίζει 10km για οπτικές µεταδόσεις των 1310 
νανόµετρων και 40km για οπτικές µεταδόσεις των 1550 νανόµετρων. Στη 
περίπτωση όµως της πολυτροπικής ίνας οι αποστάσεις δεν µπορούν να 
ορισθούν εύκολα, εξαιτίας της διαφοροποίησης των διαφορετικών τύπων ινών 



και τον τρόπο που αυτές ορίζονται. Η πολυτροπική ίνα για παράδειγµα ορίζεται 
από τη διάµετρο του πυρήνα (core) και του περιτυλίγµατος (cladding).  Για να 
γίνουµε πιο αντιληπτοί, µια ίνα µε πυρήνα 62.5 µικρόµετρα και διάµετρο 
περιτυλίγµατος 125 µικρόµετρο αναφέρεται ως 62.5/125 µικροµέτρων ίνα. Η 
µεγάλη αποδοχή των πολυτροπικών ινών στα δίκτυα σήµερα χρονολογείται στο 
συνυπολογισµό της 62.5/125 µικροµέτρων ίνας, στο πρότυπο FDDI στη δεκαετία 
του 1980. Να συµπληρώσουµε εδώ ότι ένας άλλος παράγοντας που επηρεάζει 
τη λειτουργία σε συγκεκριµένη απόσταση στη περίπτωση της πολυτροπικής ίνας 
είναι η χωρητικότητα της ίνας όσον αφορά τη µεταφερόµενη πληροφορία και η 
οποία µετριέται σε MHz-km. Αυτό το µέγεθος καθορίζει την απόσταση και το 
ρυθµό bit (bit rate) που ένα σύστηµα µπορεί να λειτουργεί (π.χ 1Gbps ή 
10Gbps). Η απόσταση που µπορεί να διατρέχει ένα σήµα µειώνεται όσο η 
ταχύτητα µετάδοσης αυξάνει όπως φαίνεται και στο παρακάτω πίνακα. 
 
 
 

Πίνακας 4. Οι παράµετροι της πολυτροπικής ίνας. 

 
 
Όταν λοιπόν υλοποιούµε εφαρµογές πάνω από πολυτροπική ίνα για το 10 
Gigabit Ethernet, η κατανόηση των ορίων της απόστασης είναι πάρα πολύ 
σηµαντικό για τις εναλλακτικές λύσεις του 10 Gigabit Ethernet. 
 

3.3 Εφαρµογές του 10 Gigabit Ethernet 
Οι κατασκευαστές αλλά και οι χρήστες συµφωνούν στο ότι το ethernet είναι 
φτηνό, κατανοητό, ευρέως χρησιµοποιούµενο και απόλυτα συµβατό για τα 
σηµερινά δίκτυα LAN. Στις µέρες µας ένα πακέτο µπορεί να αφήσει κάποιου 
server την Gigabit Ethernet θύρα, να ταξιδέψει µέσω ενός DWDM δικτύου, και να 
βρει το δρόµο του προς το PC που διαθέτει Gigabit Ethernet θύρα χωρίς να 
υποστεί επανα-πλαισιοποίηση η κάποιου µετατροπή πρωτοκόλλου. Γενικά το 
ethernet είναι σχεδόν παντού, και αυτή τη λειτουργικότητα του τη διατηρεί και σε 
10 Gigabit Ethernet εφαρµογές. 
 



 

 

3.3.1 ∆ιασύνδεση Ίνας στο 10 Gigabit Ethernet 
Οι διασυνδέσεις ίνας (fabric interconnect), όταν αναφέρονται σε δίκτυα από 
server ή σε δίκτυα αποθήκευσης παραδοσιακά αποτελούν τα αφιερωµένα 
ιδιωτικά δίκτυα λίγων χρηστών όταν συγκρίνονται µε το Ethernet. Αυτά τα δίκτυα 
από server όπως οι τεχνολογίες InfiniBand, Servernet, Myranet, Wulfkit και 
Quadrics, προσφέρουν µεγάλο εύρος ζώνης και µικρές καθυστερήσεις για µικρής 
διαµέτρου (µικρότερα των 20 µέτρων) δίκτυα. Όµως µε εξαίρεση το InfiniBand, 
αυτά είναι ιδιωτικά δίκτυα, τα οποία είναι δύσκολα να συντηρηθούν εξαιτίας των 
λίγων επαγγελµατιών που γνωρίζουν αυτή τη τεχνολογία. Αυτός ο µικρός 
αριθµός έχει ως συνέπεια το υψηλότερο κόστος για server adapters και switches. 
Επίσης να αναφέρουµε ότι όπως µε τις ιδιόκτητες λύσεις αυτός ο τύπος της 
τεχνολογίας δεν είναι διαλειτουργικός, χωρίς τη χρήση κατάλληλων switches και 
δροµολογητών. 
Στη περίπτωση τώρα των δικτύων αποθήκευσης, η έλλειψη προτύπων και τα 
προβλήµατα διαλειτουργικότητας που υπήρχαν, έκαναν δύσκολη την 
εκµετάλλευση των οπτικών καναλιών. Επίσης αυτές οι τεχνολογίες 
αντιµετωπίζουν παρόµοια προβλήµατα µε αυτά των ιδιωτικών δικτύων 
εξυπηρετητών όπως η δυσκολία ανάπτυξης τους εξαιτίας έλλειψης ειδικευµένου 
προσωπικού και η απουσία διαλειτουργικότητας χωρίς τη χρήση ειδικών 
δροµολογητών και switches. 
Η τεχνολογία του 10 Gigabit Ethernet είναι σε θέση να αντικαταστήσει τις 
παραπάνω τεχνολογίες και στη περίπτωση των δικτύων εξυπηρετητών και στη 
περίπτωση των δικτύων αποθήκευσης. Αυτό µπορεί να γίνει για τους παρακάτω 
λόγους: 
 

• Το 10 Gigabit Ethernet προσφέρει το απαιτούµενο εύρος ζώνης. 
Στη πραγµατικότητα και τα InfiniBand και τα οπτικού καναλιού (Fibre 
Channel) δίκτυα θα αρχίσουν τη µαζική εκµετάλλευση της τεχνολογίας 
10 Gigabit Ethernet. 

• Κερδοφόρα σταθεροποίηση κόστους των εξυπηρετητών. Η 
τεχνολογία 10 Gigabit Ethernet εγγυάται σε ένα µοναδικό εξυπηρετητή 
το εύρος ζώνης που χρειάζεται για να αντικαταστήσει πολλούς 
εξυπηρετητές που κάνουν πολλές  διαφορετικές δουλειές. Αυτή η 
κεντρικοποιηµένη διαχείριση συνεισφέρει πάρα πολύ στη 
σταθεροποίηση του εξυπηρετητή. Με ένα µοναδικό ισχυρό εξυπηρετητή 
οι διαχειριστές του συστήµατος µπορούν να ελέγχουν και να 
διαχειρίζονται τους εξυπηρετητές και τις εφαρµογές, από µία µοναδική 
κονσόλα σώζοντας έτσι χρόνο και πόρους. 

• Οργανωµένη ανάπτυξη των χαρακτηριστικών του 10 Gigabit 
Ethernet. Για πρώτη φορά, το Ethernet µπορεί να είναι ένα χαµηλής 
καθυστέρησης δίκτυο εξαιτίας του RDMA το οποίο είναι πολύ σηµαντικό 



στην εξυπηρετητή προς εξυπηρετητή επικοινωνία και σχετίζεται τυπικά 
µε οµαδοποίηση και δίκτυα εξυπηρετητών.    

 
Κλείνοντας να πούµε ότι η αναµενόµενη ευρεία εκµετάλλευση της τεχνολογίας 
TOE, για  10 Gigabit Ethernet adapters µπορεί να είναι πολύ αποδοτική σε host 
συστήµατα µε κάποια αναµενόµενη χρήση CPU. Εξαιτίας της ευρείας υιοθέτησης 
του Ethernet, η τεχνολογία TOE  µπορεί να γίνει πολύ συµφέρουσα από άποψη 
κόστους µε βάση αυτά που προσφέρει. 

3.3.2 Εφαρµογή σε LAN 
Από τη δηµιουργία του το 1973 στο ερευνητικό κέντρο Xerox’s Palo Alto, το 
Ethernet όπως έχουµε ήδη αναφέρει έχει αναπτυχθεί για να ικανοποιεί τις 
απαιτήσεις για όλο και µεγαλύτερη δικτυακή ταχύτητα. Το Ethernet είναι τόσο 
ευρέως διαδεδοµένο όπου κάποιος θα µπορούσε να σκεφτεί ότι κάθε κίνηση στο 
Internet αρχίζει και τελειώνει από το Ethernet. Υπολογίζεται µάλιστα ότι 
περισσότερο από το 90% το κόµβων LAN που υπάρχουν στις επιχειρήσεις είναι 
Ethernet. Σύµφωνα µε στοιχεία της Intel το 75% των νέων LAN θυρών που 
εγκαθίστανται είναι 100Mbps Fast Ethernet σύνδεσµοι, αλλά και οι Gigabit θύρες 
πρόκειται να αυξηθούν. Η οµάδα Dell’Oro είχε αξιολογήσει ότι 32 εκατοµµύρια 
Gigabit Ethernet θύρες θα χρησιµοποιούνται το 2004. 
Εξαιτίας λοιπόν της µεγάλης εξάπλωσης του Ethernet κάθε αλλαγή που θα γίνει 
σε αυτό θα πρέπει να είναι συµβατή µε τις προηγούµενες γενιές. Το 10 Gigabit 
Ethernet όπως και έχουµε αναφέρει είναι συµβατό µε την υπάρχουσα Ethernet 
τεχνολογία αποτελώντας τη νέα γενιά Ethernet. 
Σε ένα σενάριο όπου οι εξυπηρετητές θα λειτουργούν σε ταχύτητα Gigabit, Η 
τεχνολογία του 10 Gigabit Ethernet βρίσκει εφαρµογή στην οµαδοποίηση 
πολλαπλών Gigabit ροών, σε ένα µοναδικό 10 Gigabit Ethernet σύνδεσµο. Μία 
δεύτερη εφαρµογή στο τοµέα των LAN, είναι στo LAN δίκτυο ραχοκοκαλιάς (Back 
bone), για τη σύνδεση πολλών περιοχών σε ένα κέντρο δεδοµένων, ή πιο 
συγκεκριµένα σε µια σύνδεση διακόπτη προς διακόπτη (switch to switch) 
ανάµεσα σε πανεπιστηµιουπόλεις χωρισµένες γεωγραφικά. Μία τρίτη εφαρµογή 
τέλος είναι η διασύνδεση εξυπηρετητών µε την έννοια της συστάδας 
εξυπηρετητών. Το σχήµα που ακολουθεί απεικονίζει τις προαναφερόµενες 
εφαρµογές: 
 
 



  
   
 
Σχήµα 12. LAN 10 Gigabit Ethernet εφαρµογές. 
 
 
Το κίνητρο για τη χρήση της τεχνολογίας 10 Gigabit Ethernet στα LAN 
αποτελείται από δύο βασικούς παράγοντες. Ο πρώτος είναι η αυξανόµενη 
ανάγκη για περισσότερο bandwidth, καθώς επίσης και το κόστος. Με την αύξηση 
των ταχυτήτων στους υπολογιστές γραφείου, όλο και περισσότερες εφαρµογές 
απαιτούν µεγαλύτερες ταχύτητες, καθώς επίσης όλο και περισσότεροι χρήστες 
βασίζονται σε δίκτυα επιχειρήσεων για πρόσβαση σε πληροφορίες µε 
αποτέλεσµα να απαιτείται περισσότερο bandwidth. Ένας από τους βασικούς 
στόχους της εργασιακής οµάδας της ΙΕΕΕ 802.3ae είναι να παρέχει στο 10 
Gigabit Ethernet συνδεσιµότητα µε 3 ή 4 φορές το κόστος του Gigabit Ethernet. 
 

3.3.3 Εφαρµογή σε ΜAN 
Στη περίπτωση των µητροπολιτικών δικτύων (ΜAN) η τεχνολογία 10 Gigabit 
Ethernet µπορεί να χρησιµοποιηθεί για δικτυακή σύνδεση ανάµεσα σε 
αποµακρυσµένες γεωγραφικά περιοχές. Για να γίνει κατανοητό πως αυτό µπορεί 
να επιτευχθεί, πρέπει να είναι γνωστοί οι περιορισµοί και τα προβλήµατα που 
παρουσιάζονται στη ΜAN δικτύωση. Έτσι λοιπόν το SONET/SDH είναι το 
επικρατές πρωτόκολλο µεταφοράς στο ΜAN δίκτυο ραχοκοκαλιάς και επίσης οι 
MAN υπηρεσίες προσφέρονται σαν SONET OC-3 ή OC-12. Τα κύρια 
προβλήµατα στα µητροπολιτικά δίκτυα είναι τα εξής: 
 

1. Μεγάλος αριθµός στοιχείων του δικτύου. 
2. Μεγάλο και πολύπλοκο δίκτυο. 
3. Περισσότερα επίπεδα πρωτοκόλλου. 

 



Για να γίνουν κατανοητά τα παραπάνω, παραθέτουµε στο παρακάτω σχήµα ένα 
MAN. 
 
 

   
 
Σχήµα 13. Παραδοσιακό MAN. 
 
Να σηµειώσουµε εδώ ότι για απλότητα ο όρος MAN αναφέρεται σε δίκτυα για 
αποστάσεις που φτάνουν τα 100km, συνδέοντας π.χ γραφεία σε αυτό το εύρος. 
Με βάση τα παραπάνω κάποιος µπορεί να καταλάβει τις υπηρεσίες που 
παρέχονται από το πρωτόκολλο 802.3ae σκεπτόµενος ένα ευρύτερο LAN. Αν 
εκµεταλλευτούµε λοιπόν τις µεγάλες αποστάσεις που µπορεί να υποστηρίξει 10 
Gigabit Ethernet µε τη χρήση «σκοτεινών» (dark) συνδέσµων οπτικής ίνας 
µεγάλου µήκους κύµατος, µπορούµε να φτάσουµε τις αποστάσεις στις οποίες 
αναφέρονται τα µητροπολιτικά δίκτυα. Το πρότυπο 802.3ae καθορίζει όπως 
προαναφέραµε στο φυσικό επίπεδο το PMD και ένα βασικό µέσο για το PHY 
τύπου 10GBASE LX4. Στο παρακάτω πίνακα µάλιστα µπορείτε το εύρος 
λειτουργίας του 10GBASE LX4 πάνω και από µονοτροπική αλλά και 
πολυτροπική ίνα. 
 
Πίνακας 5. 10GBASE LX4 ιδιότητες. 

 
 



Η µονοτροπική ίνα µπορεί να χρησιµοποιηθεί σε συνδυασµό µε 10 Gigabit 
Ethernet connectors για την πραγµατοποίηση των νέων µητροπολιτικών δικτύων 
(metro networks). Στο παραδοσιακό MAN δίκτυο, το SONET/SDH µπορεί να 
χρησιµοποιηθεί σε σηµείο προς σηµείο συνδέσεις ανάµεσα σε L3/L4 διακόπτες, 
το οποίο όµως µπορεί να αντικατασταθεί από ένα 10 Gigabit Ethernet σηµείο 
προς σηµείο συνδέσεις ανάµεσα σε L3/L4 διακόπτες, µειώνοντας έτσι τη 
πολυπλοκότητα του δικτύου αφού έτσι θα υπάρχουν µικρότερος αριθµός από 
στοιχεία δικτύου, άρα και λιγότερα πρωτόκολλα προς διαχείριση και άρα 
µεγαλύτερο εύρος ζώνης και λιγότερο κόστος. Στο παρακάτω σχήµα φαίνεται η 
µετατροπή που αναφέραµε. 
 

 
Σχήµα 14. 10 Gigabit Ethernet Metro ∆ίκτυο. 
 

3.3.4 Εφαρµογή σε WAN 
Όπως και στη περίπτωση των µητροπολιτικών δικτύων το SONET/SDH είναι το 
κυρίαρχο πρωτόκολλο µεταφοράς στα WAN δίκτυα ραχοκοκαλιάς λειτουργώντας 
µε OC-192 (ταχύτητες των 9.58 Gbps). Η τεχνολογία 10 Gigabit Ethernet έχει 
πάρα πολλές εφαρµογές σε αυτό το τοµέα. Όπως έχουµε αναφέρει και 
παραπάνω το πρότυπο ΙΕΕΕ 802.3ae ορίζει δύο τύπους PHY. Αυτοί είναι το 
LAN και WΑΝ PHY. O κύριος στόχος εδώ ήταν να ορίσουµε ένα SONET 
συµβατό PHY, το οποίο θα λειτουργεί µε ρυθµό µετάδοσης δεδοµένων που θα 
είναι συµβατός µε το OC-192. Έτσι αυτή η WAN PHY διεπαφή θα επέτρεπε 
στους 10 Gigabit Ethernet διακόπτες και δροµολογητές να µπορούν να 
συλλειτουργήσουν µε το SONET εξοπλισµό πρόσβασης, χρησιµοποιώντας την 
δοµή του SONET   για το επίπεδο 1. Όµως αυτό το WAN PHY δε κατέστησε το 
SONET συµβατό για να διατηρηθεί το κόστος του PHY χαµηλό και δε µπορεί να 
συνδεθεί µε τη διεπαφή του SONET άµεσα. 
 



 

 
Σχήµα 15. 10 Gigabit Ethernet in WAN. 
 
To WAN φυσικό επίπεδο διαφέρει από αυτό του LAN, σε ότι αφορά την 
απλοποιηµένη πλαισιοποίηση SONET. Για να κάνουµε τα πράγµατα απλά το 
WAN PHY είναι ένα PHY που κάνει SONET πλαισιοποίηση χρησιµοποιώντας 
SONET/SDH και επιτυγχάνει ρυθµούς των 9.58 Gbps χρησιµοποιώντας τη 
τεχνική του «τεντώµατος του κενού πλαισίων» (inter frame gap stretch 
technique). Αυτή η τεχνική, καθιστά δυνατή τη µεταφορά Ethernet πακέτων κατά 
µήκος του δικτύου WAN, χωρίς την ανάγκη για µετατροπή πρωτοκόλλου στο 
επίπεδο 3. Η µετατροπή και η ενθυλάκωση γίνονται στο PHY στο επίπεδο 1. 
 
Όσο λιγότερα στοιχεία χρησιµοποιούνται σε ένα δίκτυο, τόσο µειώνεται το 
συνολικό κόστος του δικτύου. Η επεξεργαστική ισχύ που χρειαζόταν για τη 
µετατροπή στο επίπεδο 3 δεν απαιτείται πια, µε αποτέλεσµα τη καλύτερη 
λειτουργία του δικτύου και επίσης τη µείωση του κόστους. Εξαιτίας αυτών των 
πλεονεκτηµάτων η τεχνολογία του 10 Gigabit Ethernet µπορεί να αντικαταστήσει 
το SONET/SDH για τις καινούργιες δοµηµένες εγκαταστάσεις δικτύων. 
 

3.3.5 Αποθήκευση 
H αποθήκευση (SAN δίκτυα) είναι ένα πολύ σηµαντικό κοµµάτι στο οποίο το 10 
Gigabit Ethernet µπορεί να χρησιµοποιηθεί. H έννοια της αποθήκευσης είναι 
πολύ σηµαντική για τη σωστή διαχείριση ενός συστήµατος. Επίσης η ανάγκη για 
αποθήκευση συνεχίζει να µεγαλώνει µα την ανάπτυξη του διαδικτύου και του 
ηλεκτρονικού εµπορίου. Μάλιστα αναµένεται µέχρι το 2006 ότι ο συνολικός όγκος 
των internet πακέτων δεδοµένων που πρέπει µα δροµολογηθούν και να 
αποθηκευτούν σε εξυπηρετητές, θα ξεπεράσει 500.000 ανά δευτερόλεπτο. 
Παραδοσιακά η τεχνολογία που χρησιµοποιείται για αποθήκευση είναι η SCSI. 
Όµως υπάρχουν κάποιοι περιορισµοί στην απόσταση (25 µέτρα) , στο 



throughput (1.2 Gbps UltraSCSI), και στο µέγιστο αριθµό των συσκευών (16) στο 
δίαυλο SCSI. Έτσι το οπτικό κανάλι προσφέρει µια καλύτερη εναλλακτική µε 128 
συσκευές στο δίαυλο. Επίσης είναι σε θέση να παρέχει αρκετά καλύτερο 
throughput ( µέγιστο 2 Gbps) και τέλος µπορεί να συνδέσει συσκευές σε 
µεγαλύτερες αποστάσεις (10km). Τα περισσότερα από τα σηµερινά SΑΝ δίκτυα 
χρησιµοποιούν τη τεχνολογία των οπτικών καναλιών. Βέβαια και αυτά έχουν 
µειονεκτήµατα κάποια από τα οποία είναι: 
 

• Μεγάλο κόστος δόµησης συµπεριλαµβανοµένου τα οπτικά κανάλια HBAs 
και τους FC switches. 

• Έλλειψη προτύπων για τη διαχείριση των SAN, QoS, δροµολόγηση, 
ισορροπία φόρτωσης και ασφάλεια. 

 
H IP αποθήκευση αποτελεί ένα εναλλακτικό τρόπο, αποτελεσµατικό από άποψη 
κόστους για τη δηµιουργία SAN δικτύων. Η IP αποθήκευση ήδη χρησιµοποιείται 
στο πεδίο της αποθήκευσης δικτύου (NAS) για µεταφορά αρχείων πάνω από IP 
LAN. H IP αποθήκευση ενισχύει τη βάση Ethernet-TCP/IP και δυνατή τη 
προσπέλαση του αποθηκευτικού χώρου από LAN, MAN ή WAN περιβάλλοντα, 
χωρίς να είναι απαραίτητη η αλλαγή των εφαρµογών αποθήκευσης. Επιτρέπει 
επίσης στους διαχειριστές του συστήµατος να χρησιµοποιήσουν την υπάρχουσα 
Ethernet/IP γνώση καθώς και τα ίδια εργαλεία διαχείρισης. 
 Όµως για δεδοµένα επιπέδου block τα οποία αποθηκεύονται σαν DAS είτε σαν 
SAN, για να εκµεταλλευτούµε τα παραπάνω πλεονεκτήµατα, χρειαζόµαστε νέα 
πρωτόκολλα µεταφοράς για τη µετακίνηση δεδοµένων πάνω από IP δίκτυα. 
Τα πρωτόκολλα αυτά µεταφοράς δεδοµένα επιπέδου block είναι τα iSCSI, FCIP 
και iFCP. Αυτά τα πρωτόκολλα παρέχουν µηχανισµούς που καθιστούν τη SCSI 
και τα οπτικά κανάλια πάνω από IP δίκτυα που χρησιµοποιούν το TCP/IP, σαν το 
πρωτόκολλο µεταφοράς που βρίσκεται από κάτω. Κάποια πλεονεκτήµατα της IP 
αποθήκευσης επιπέδου block είναι: 
 

• Ενίσχυση των υπαρχουσών συσκευών αποθήκευσης (SCSI και Οπτικά 
κανάλια) και των δοµών δικτύωσης (100 Mbps, Gigabit Ethernet). 

• ∆ιαχείριση των IP δικτύων αποθήκευσης µε τα ήδη υπάρχοντα εργαλεία. 
• Εκµετάλλευση της ασφάλειας που παρέχεται από την τεχνολογία IPsec 

που ήδη υπάρχει από κάτω.  
• Μεγιστοποίηση των πόρων αποθήκευσης για να είναι διαθέσιµοι σε 

περισσότερες εφαρµογές. 
• Επέκταση των γεωγραφικών περιορισµών πρόσβασης των DAS και SAN. 
• Χρήση των υπαρχόντων εφαρµογών αποθήκευσης. 

 



  
 
Σχήµα 16. IP διαδικτύωση µε FC SAN κόµβους. 
 
Αν και η IP αποθήκευση έχει πολλά πλεονεκτήµατα έναντι αυτή του οπτικού 
καναλιού, τα FC SAN’s είναι ιδιαίτερα επιτυχηµένα εξαιτίας του γεγονότος ότι 
παρέχουν throughput περίπου το διπλάσιο από τη Gigabit IP αποθήκευση. 
Με τη µεγάλη διαθεσιµότητα των προϊόντων  10 Gigabit Ethernet, η IP 
αποθήκευση αποτελεί µία πολύ ελκυστική προοπτική στην υλοποίηση SAN’s 
από άποψη και κόστους αλλά και throughput (5 φορές το throughput του οπτικού 
καναλιού). Πρόσφατες επιδείξεις από τα συστήµατα Alacritech, Hitachi, Nishan 
έχουν δείξει το πόσο εφικτές είναι οι iSCSI SAN ταχύτητες υλοποίησης στο 
καλώδιο. Τέλος, εκτός από το γεγονός ότι είναι περισσότερο συµφέρουσες από 
τη πλευρά κόστους σε σύγκριση µε τα οπτικά κανάλια, η iSCSI τεχνολογία 
µπορεί να βελτιώσει εφαρµογές όπως αποµακρυσµένο backup και ανάκτηση, και 
αποµακρυσµένη πρόσβαση δεδοµένων. 
 
Στη περίπτωση των υπαρχόντων SANs οπτικών καναλιών, πρωτόκολλα όπως 
το FCIP µπορούν να χρησιµοποιηθούν στη διασύνδεση πολλαπλών οπτικών 
καναλιών για πολύ µεγάλες αποστάσεις (σχήµα 6) έτσι ώστε να ικανοποιούνται οι 
ανάγκες για αποµακρυσµένη πρόσβαση αποθήκευσης και αποµακρυσµένη 
διαχείριση των SANs. Εδώ η τεχνολογία 10 Gigabit Ethernet µπορεί να 
αποτελέσει ένα εξαιρετικό δίκτυο ραχοκοκαλιάς για διασύνδεση µεταξύ 
πολλαπλών κόµβων SAN οπτικών καναλιών.  
Η τεχνολογία 10 Gigabit Ethernet σε συνδυασµό µε άλλες τεχνολογίες µπορεί να 
επιταχύνει τη διαδικασία της IP αποθήκευσης. Για παράδειγµα η λειτουργία των 
εφαρµογών της IP αποθήκευσης µπορεί να βελτιωθεί ακόµα περισσότερο όταν η 
τεχνολογία του 10 Gigabit Ethernet συνδυαστεί µε TOE και RDMA. Εταιρίες 
όπως η Intel ήδη παρέχουν αντάπτορες IP αποθήκευσης, που ενσωµατώνουν τις 
TOE και iSCSI υλοποιήσεις στην NIC. H λειτουργία του TOE µειώνει την 
απασχόληση του επεξεργαστή (έτσι βελτιώνεται το throughput) 
«ξεφορτώνοντας» την επεξεργασία της TCP/IP στοίβας του host στην 
NIC.Επίσης η RDMA αποτελεί µια οµάδα πρωτοκόλλων που σχεδιάστηκε για να 



µειώσει τον πλεονασµό (overhead) της επανασυναρµολόγηση των TCP 
πακέτων. Κλείνοντας να πούµε ότι οι κατασκευαστές chip, αναµένεται στο µέλλον 
να κυκλοφορήσουν RDMA NICs.    
 
 

3.4 Το 10 Gigabit Ethernet στην Αγορά. 
Η Ethernet τεχνολογία είναι η πιο διαδεδοµένη τεχνολογία για υψηλής επίδοσης 
LAN περιβάλλοντα. Οι διάφορες εταιρίες ανά τον κόσµο, έχουν επενδύσει πολλά 
σε θέµατα καλωδίωσης, γενικότερα εξοπλισµού και εκπαίδευσης για το Ethernet. 
Επίσης η µεγάλη εξάπλωση του Ethernet κρατάει το κόστος σε χαµηλά επίπεδα 
και ακόµα κάθε νέα έκδοση του Ethernet κάνει το κόστος επέκτασης ακόµα 
µικρότερο. Στα δίκτυα σήµερα, η αύξηση της δικτυακής κίνησης οδηγεί τους 
παροχείς υπηρεσιών, τους διαχειριστές και τους αρχιτέκτονες δικτύων να ψάξουν 
για γρηγορότερες δικτυακές τεχνολογίες για να µπορούν να ανταποκριθούν στη 
τεράστια απαίτηση για bandwidth. Εδώ λοιπόν δε πρέπει να παραβλέψουµε ότι 
το 10 Gigabit Ethernet έχει δεκαπλάσια ταχύτητα από το Gigabit Ethernet. Έτσι 
µε την προσθήκη της τεχνολογίας Gigabit Ethernet στην οικογένεια Ethernet, ένα 
LAN µπορεί να εξαπλωθεί σε µεγαλύτερες αποστάσεις και να εξυπηρετήσει 
εφαρµογές µε  αυξηµένη απαίτηση για bandwidth.To 10 Gigabit Ethernet τηρεί 
πολλά κριτήρια για αποτελεσµατική υψηλής ταχύτητας λειτουργία, τα οποία 
κάνουν πια φυσική επιλογή την επέκταση και την αναβάθµιση των Ethernet 
δικτύων. Αυτά είναι: 
 

• Η υπάρχουσα δοµή Ethernet κάποιου πελάτη είναι συµβατή µε το10 
Gigabit Ethernet. Επίσης η νέα αυτή τεχνολογία προσφέρει χαµηλό 
κόστος απόκτησης αλλά και συντήρησης σχετικά µε κάποιες εναλλακτικές 
τεχνολογίες. 

• Χρησιµοποιώντας πρωτόκολλα και εργαλεία διαχείρισης που είναι ήδη 
εκτεταµένα στις υπάρχουσες δοµές, το 10 Gigabit Ethernet µπορεί να 
βασιστεί και να λειτουργήσει µε βάση αυτή την υπάρχουσα πείρα. 

• Ευελιξία στο σχεδιασµό δικτύων µε εξυπηρετητή, µε συνδέσεις διακοπτών 
ή δροµολογητών. 

• Πολλοί κατασκευαστές προϊόντων αυτής της τεχνολογίας που είναι και 
απόδειξη της διαλειτουργικότητας του προτύπου. 

 
Καθώς το 10 Gigabit Ethernet µπαίνει στην αγορά και οι κατασκευάστριες 
εταιρίες εξοπλισµού παράγουν 10 Gigabit Ethernet συσκευές, το επόµενο βήµα 
και για τους κατασκευαστές αλλά και για τους παροχείς υπηρεσιών δικτύων, είναι 
ο συνδυασµός του πολύ-gigabit εύρους ζώνης µε έξυπνες υπηρεσίες ο οποίος 
θα οδηγήσει σε πολύ-gigabit δίκτυα µε συνδέσεις που θα φτάνουν τα 10Gbps.H 
σύγκλιση λοιπόν φωνής και δεδοµένων φαντάζει κάτι πολύ εφικτό. Και όπως το 
TCP/IP ενσωµατώνει ιδιαίτερα ισχυρές υπηρεσίες και χαρακτηριστικά, όπως 
φωνή σε πακέτα και βίντεο, έτσι και το Ethernet θα µπορεί να παρέχει τέτοιες 
υπηρεσίες µε ελάχιστες τροποποιήσεις. 



Η τεχνολογία 10 Gigabit Ethernet δεν αυξάνει µόνο τη ταχύτητα του Ethernet στα 
10 Gbps, αλλά επίσης επεκτείνει τη διασύνδεση και την απόσταση λειτουργίας 
στα 40km. Όπως το Gigabit Ethernet έτσι και το 10 Gigabit Ethernet (ΙΕΕΕ 
802.3ae) υποστηρίζει και µέσα µονοτροπικής και πολυτροπικής ίνας. Όµως στη 
περίπτωση του 10 Gigabit Ethernet η απόσταση για µονοτροπική ίνα είναι 40km, 
σε αντίθεση µε το Gigabit Ethernet που είναι 5km. To πλεονέκτηµα να 
πετυχαίνεις µεγαλύτερες αποστάσεις στις εταιρίες που διαχειρίζονται τα δικά τους 
LAN τη δυνατότητα να επεκτείνουν το κέντρο δεδοµένων τους σε µία λιγότερο 
ακριβή τοποθεσία περισσότερο από 40km από τις εγκαταστάσεις τους. Αυτό 
επίσης τους επιτρέπει να έχουν πολλές διαφορετικές εγκαταστάσεις στην 
απόσταση των 40 km. 
Όπως έχουµε δει σε προηγούµενες εκδόσεις του Ethernet το κόστος για 10Gbps 
επικοινωνία έχει µειωθεί σηµαντικά µε την ανάπτυξη τεχνολογιών 10 Gigabit 
Ethernet. Συγκρίνοντας µε τα 10Gbps τηλεπικοινωνιακά laser, η 10 Gigabit 
Ethernet τεχνολογία όπως ορίζεται από το πρότυπο 802.3ae, µπορεί να 
χρησιµοποιεί χαµηλότερου κόστους µη ψυχόµενες ίνες  και VCSEL lasers που 
ελαττώνουν το κόστος της PMD συσκευής. 
 

 

3.5 Το Μέλλον του Το 10 Gigabit Ethernet 
Μέσα σε ένα χρόνο έκδοσης του πρότυπου 802.3ae, η ΙΕΕΕ άρχιζε να ετοιµάζει 
µια καινούργια έκδοση που θα µπορεί να συνεργάζεται µε τι IEEE 802.3ae. ∆ύο 
ερευνητικές οµάδες που συστήθηκαν τον Νοέµβριο του 2002 δουλεύουν πάνω 
σε διαφορετικές αλλά συνεργαζόµενες εκδόσεις του 10 Gigabit Ethernet.H µία 
οµάδα δουλεύει πάνω σε µία πρόταση για 10GBase-T ή καλύτερα 10 Gigabit 
Ethernet πάνω από συνεστραµµένου ζεύγους καλωδίωση, όπως η κατηγορία 5e 
ή η 6. Μία άλλη ερευνητική οµάδα δουλεύει πάνω από τεσσάρων ζευγών δίδυµο 
αξονικό (twin-axial) καλώδιο. Πάντως και οι δύο εκδόσεις αναµένεται να 
µειώσουν το κόστος της 10 Gigabit Ethernet τεχνολογίας που προς το παρόν 
κυµαίνεται ανάµεσα στα $17.000 και στα $80.000. 
Μία πρώτη πρόταση για την τεχνολογία 10 Gigabit Ethernet πάνω από δίδυµο 
αξονικό (twin-axial) καλώδιο είχε ανακοινωθεί για το Μάρτη του 2003. Οι ειδικοί 
εκτιµούν µία τέτοια έκδοση που θα συνεργάζεται µε το 10 Gigabit Ethernet 
µπορεί να είναι 50% φθηνότερη να παραχθεί από switch θύρες οπτικής ίνας και 
κάρτες διεπαφής δικτύου (NIC). Επίσης οι κατασκευαστές chip όπως οι 
Solarflare και Broadcom έχουν προκαθορισµένα σχέδια να αναπτύξουν 10 
Gigabit Ethernet µέσα πυριτίου και επίσης κατασκευαστές δικτυακών συσκευών 
όπως η Force10 Networks αναµένεται να κατασκευάσουν ίδιου σκοπού 
συσκευές. 

VLAN και ETHERNET 
Πέρα από το πρότυπο ΙΕΕΕ 802.3z και επίσης το ΙΕΕΕ 802.3ae αναπτύχθηκαν 
και µια σειρά άλλα πρότυπα από την ΙΕΕΕ µε σκοπό να επεκταθούν και να 



συµπληρωθούν οι δυνατότητες του Gigabit Ethernet. Παρακάτω ακολουθούν 
µερικά από αυτά καθώς και µία σύντοµη περιγραφή. 
 

• 802.1p. Αυτό ορίζει µία µέθοδο που επιτρέπει στους σταθµούς να ζητούν 
προτεραιότητα και επιτρέπει στα switches να µεταφέρουν τις αιτήσεις 
αυτές στο προορισµό τους. 

• 802.1Q.  Ορίζει µια τυποποίηση για εικονικά δίκτυα (VLANS-Virtual LANs). 
• 802.3ad.  Ορίζει µια τυποποίηση για link aggregation (τη δυνατότητα 

ύπαρξης πολλαπλών παράλληλων point to point, switch/switch ή 
switch.server συνδέσεων). 

 
Στην επόµενη παράγραφο θα κάνουµε µια συνοπτική παρουσίαση του VLAN και 
πως αυτό συµπληρώνει το Ethernet.  
 

3.6 VLAN 
Ορίζοντας το VLAN θα µπορούσαµε να πούµε ότι είναι µια συλλογή από πολλά 
δίκτυα, που όµως  εικονικά εµφανίζονται σα να είναι ένα δίκτυο. Ενώ όλα αυτά τα 
δίκτυα είναι φυσικά συνδεδεµένα, λογικά είναι χωριστά. Επίσης τα πρωτόκολλα 
του καθενός µπορεί να είναι διαφορετικά. Μπορεί λοιπόν να υπάρχει ένα switch 
που να ελέγχει και να ρυθµίζει τη κίνηση ενός αριθµού δικτύων (δηµιουργώντας 
ένα VLAN), αλλά δε µπορεί να συνδέσει ένα χρήστη ενός VLAN, µε κάποιο άλλο 
χρήστη. Σε αυτή τη περίπτωση χρειάζεται ένας δροµολογητής, γιατί οι 
δροµολογητές µπορούν να συνδέσουν διαφορετικού τύπο δίκτυα. 
Ένα µεταγώγιµο εικονικό LAN µπορεί να συνδέσει µία οµάδα από LAN 
επιτυγχάνοντας ταχύτητα καλωδίου. Για αυτό το λόγο έχουν αναπτυχθεί Ethernet 
switches για να δηµιουργούν VLAN µε ανάθεση θυρών. Έτσι τώρα µπορούν να 
δηµιουργηθούν VLANs βασισµένα σε MAC διευθυνσιοδότηση  αλλά και σε 
δικτυακή διευθυνσιοδότηση. Αυτό επιτρέπει τα VLANs να χωριστούν σε κλειστές 
λογικές οµάδες χρηστών, τα υποδίκτυα, που θα καθορίζονται από τον έλεγχο 
των διαχειριστών. 
 
Ένα µοντέλο ενός VLAN φαίνεται στο παρακάτω σχήµα: 
 



 

 
 
 
Σχήµα 17. VLAN 
 
 
Στο παραπάνω παράδειγµα ένα µοναδικό switch µπορεί να µεταδώσει 
πληροφορίες από τα δύο marketing floors και από την οµάδα εξυπηρέτησης 
πελάτη, στον ίδιο εξυπηρετητή (LAN1), όπως επίσης µπορεί να µεταδώσει 
πληροφορίες από το LAN2 σε ένα άλλο εξυπηρετητή και τέλος από το LAN3 σε 
ένα τρίτο εξυπηρετητή. Αυτό σηµαίνει ότι ένας χρήστης που δουλεύει στο σταθµό 
εργασίας  δίπλα από εσένα µπορεί να µη µπορεί να σου περάσει πληροφορία, 
ακόµα και αν αυτή ταξιδεύει από το ίδιο switch. 
Πριν κλείσουµε αυτή τη παράγραφο, να πούµε ότι ένα Ethernet VLAN µπορεί να 
εγκαθιδρυθεί µε τα βοήθεια λογισµικού, επιτρέποντας στο διαχειριστή του 
δικτύου να οµαδοποιεί ένα αριθµό από switch θύρες σε µία άλλη υψηλού εύρους 
ζώνης και µικρής καθυστέρησης οµάδα θυρών. Για αναγνωριστικούς σκοπούς 
κατά τη διαχείριση του δικτύου, σε κάθε VLAN δίνεται ένας µοναδικός αριθµός 
δικτύου. Τα VLANs λειτουργούν σε µία αρχιτεκτονική γέφυρας, µεταδίδοντας τα 



δεδοµένα από τις MAC διευθύνσεις πηγής και προορισµού. Η κίνηση ανάµεσα 
στα VLANs φιλτράρεται και διαχειρίζεται από ένα δροµολογητή στο επίπεδο 
δικτύου.     
 

3.6.1 Πλεονεκτήµατα VLAN 
Για να µπορέσουνε να καταλάβουµε πως η τεχνολογία των VLAN µπορεί να 
συνδυαστεί και να συµπληρώσει αυτήν του Gigabit Ethernet παραθέτουµε τα 
βασικά πλεονέκτηµα που αυτό προσδίδει στο δίκτυο. Αυτά είναι: 
 

• Αύξηση της απόδοσης. 
• Βελτίωση της διαχειρισιµότητας. 
• Συντονισµός δικτύων και απλοποίηση των διαµορφώσεων λογισµικού. 
• Ανεξαρτησία Φυσικής τοπολογίας. 
• Βελτίωση του τοµέα της ασφάλειας. 

 
Αύξηση της απόδοσης. 
 
Τα µεταγώγιµα  δίκτυα από τη φύση τους θα αυξήσουν την απόδοση πάνω από 
τις διαµοιραζόµενες συσκευές, µειώνοντας έτσι το ποσοστό των συγκρούσεων. Η 
οµαδοποίηση χρηστών σε λογικά δίκτυα επίσης θα αυξήσει την απόδοση 
εκπέµποντας τα δεδοµένα στους χρήστες που εκτελούν τις ίδιες εργασίες 
ανάµεσα στις διάφορες οµάδες εργασίας. Έτσι λιγότερη κίνηση θα χρειάζεται να 
δροµολογηθεί και οι καθυστερήσεις από τους δροµολογητές θα µειωθούν.  
 
Βελτίωση της διαχειρισιµότητας. 
 
Τα VLANs παρέχουν ένα εύκολο, ευέλικτο και φθηνότερο τρόπο να τροποποιούν 
τις λογικές οµάδες σε µεταβαλλόµενα περιβάλλοντα. Τα VLANs κάνουν τα 
µεγάλα δίκτυα ευκολότερα διαχειρίσιµα επιτρέποντας κεντρική διαµόρφωση των 
συσκευών ακόµα και σε διαφορετικές  τοποθεσίες. 
Συντονισµός δικτύων και απλοποίηση των διαµορφώσεων λογισµικού. 
 
Τα VLANs επιτρέπουν στους διαχειριστές LAN να «συντονίσουν» τα δίκτυα τους 
µε τις λογικές οµάδες χρηστών. Οι διαµορφώσεις λογισµικού µπορούν να γίνουν 
οµοιόµορφες στις µηχανές, µε τη σταθεροποίηση των πόρων ενός τµήµατος σε 
ένα ενιαίο υποδίκτυο. Οι IP διευθύνσεις, οι µάσκες, και τα πρωτόκολλα τοπικών 
δικτύων θα είναι περισσότερο συνεπής κατά µήκος του VLAN. Επίσης σε ένα 
τέτοιο περιβάλλον, λιγότερες υλοποιήσεις του εξυπηρετητή όπως DHCP και 
BOOTP θα είναι αναγκαίες. 
 
 
Ανεξαρτησία Φυσικής τοπολογίας. 
 
To VLAN παρέχει ανεξαρτησία από τη φυσική τοπολογία του δικτύου, 
επιτρέποντας διαφορετικά φυσικές οµάδες εργασίας να συνδεθούν λογικά σε µία 



κοινή περιοχή εκποµπής.Αν η φυσική δοµή είναι ήδη έτοιµη, είναι ένα πολύ απλό 
θέµα η τοποθέτηση θυρών σε νέες τοποθεσίες, σε υπάρχοντα VLANs, εάν 
βέβαια µπορεί να γίνει επέκταση σε αυτές τις τοποθεσίες.   
 
 
Βελτίωση του τοµέα της ασφάλειας. 
 
Τα VLANs έχουν την ιδιότητα να προσφέρουν επιπλέον ασφάλεια, η οποία δεν 
είναι διαθέσιµη σε άλλο διαµοιραζόµενο δικτυακό περιβάλλον. Γνωρίζουµε ότι 
ένα δίκτυο µεταγωγής παραδίδει πλαίσια µόνο σε συγκεκριµένους δέκτες και 
κάνει broadcast µόνο στα µέλη του VLAN. Αυτό επιτρέπει στο διαχειριστή του 
δικτύου, να οµαδοποιήσει τους χρήστες που ζητούν πρόσβαση σε κρίσιµες 
πληροφορίες, σε ξεχωριστά VLANs από τους υπόλοιπους χρήστες, ανεξαρτήτως 
φυσικής τοποθεσίας Επίσης η παρακολούθηση µίας θύρας µε ένα αναλυτή 
κίνησης, θα µας δώσει µόνο τη κίνηση που έχει να κάνει µε αυτή τη συγκεκριµένη 
θύρα, κάνοντας τη παρακολούθηση συγκεκριµένης δικτυακής κίνησης ακόµη πιο 
δύσκολη, προσδίδοντας έτσι ασφάλεια. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



4. Μετάβαση σε gigabit ethernet δίκτυα 

4.1 Προιόντα  και εταιρείες για Gigabit Ethernet  

Εφόσον το Gigabit Ethernet είναι στην ουσία Ethernet, οι τύποι των προίοντων 
Gigabit Ethernet θα είναι αναµενόµενοι: Layer 2 switches, Layer 3 switches (ή 
routing switches),  uplink/downlink modules, Network Interface Cards (NICs), 
Gigabit Ethernet router interfaces και κάποιες νέες συσκευές, οι buffered 
distributors. Υπάρχουν καθαρά multiport Gigabit Ethernet switches µε υψηλής 
απόδοσης backplanes, καθώς επίσης και συσκευές που έχουν και Gigabit 
Ethernet και Fast Ethernet ports στο ίδιο κουτί. Τα Gigabit Ethernet uplinks 
εµφανίστηκαν σαν µονάδες αναβάθµισης για σταθερής διαµόρφωσης Fast 
Ethernet συσκευές ή αποτελούµενα από οµάδες, αλλά µε ένα βασικό σκελετό 
(chassis-based) hubs, για να τους παρέχουν µεγάλης ταχύτητας διασύνδεση στο 
δίκτυο. Οι προµηθευτές των υψηλής απόδοσης routers  αναµένεται, µε τον καιρό, 
να προµηθεύουν και Gigabit Ethernet interfaces. 

O buffered distributor 
Μερικοί Gigabit Ethernet προµηθευτές ανέπτυξαν µία νέα συσκευή που λέγεται 
full duplex repeater ή buffered distributor. Ο buffered distributor είναι µία full 
duplex, multiport, hub-like συσκευή που διασυνδέει δύο ή περισσότερες 802.3 
γραµµές που λειτουργούν στα 1 Gbps ή και πιο γρήγορα. Όπως και ο 802.3 
repeater, είναι µία non-address-filtering συσκευή. Ο buffered distributor προωθεί 
όλα τα εισερχόµενα πακέτα σε όλα τα διασυνδεόµενα links, εκτός από αυτό από 
το οποίο προέρχονται, δεδοµένου µιας διαµοιραζόµενου εύρους ζώνης  
περιοχής, παρόµοια µε ένα σύνολο 802.3 κόµβων που συγκρούνται. Αντίθετα µε 
τον 802.3 repeater, o buffered distributor επιτρέπεται να κρατά σε ενδιάµεση 
µνήµη (buffer) ένα ή περισσότερα εισερχόµενα frames σε κάθε link, προτού τα 
προωθήσει.  
Όπως κάθε συσκευή διαµοιραζόµενου εύρους ζώνης, ο buffered distributor 
πρέπει να διακρίνεται και από τους routers και από τα switches. Ενώ oι routers 
µε τα Gigabit Ethernet interfaces µπορεί να έχουν πίσω πλάνα (backplanes) που 
επιτρέπουν εύρους ζώνης µεγαλύτερα ή µικρότερα από Gigabit τιµές,  τα ports 
που είναι διασυνδεδεµένα στο backplane ενός Gigabit Ethernet buffered 
distributor, διαµοιράζονται ένα gigabit εύρος ζώνης. Αντίθετα, τα backplanes των 
υψηλών αποδόσεων, multiport Gigabit Ethernet switches θα υποστηρίζουν 
πολλών gigabit εύρος ζώνης. 

Oι εταιρείες Gigabit Ethernet  
Σήµερα υπάρχουν 25 περίπου εταιρείες που συµµετέχουν στην Gigabit Ethernet 
Alliance και τις δραστηριότητες της. Σε αυτές περιλαµβάνονται οι εταιρείες που 
είναι οι µεγαλύτεροι προµηθευτές Gigabit Ethernet προιόντων, όπως οι 3Com, 
Rapid City, Extreme Networks, Alteon Networks, Gigalabs, Asante, Bay 
Networks, Cisco, IBM, Intel, Nbase Communications, VLSI technology, UB 
Networks, XLNT, Foundry Networks και άλλες. Ανάµεσα στα προιόντα που 
προσφέρουν, είναι switches, repeaters, Layer 3 switches/routing switches, 



attached servers, Network Interface Cards (NICs), testers/analyzers, 
components, και άλλα προιόντα. Η 3Com µάλιστα είναι η µόνη που έχει εισάγει 
στην αγορά ένα ATM OC-12/Gigabit Ethernet Switch, το CoreBuilder 7000 
switch. 
4.2 Τρόποι µετάβασης σε Gigabit Ethernet δίκτυα 
Αρχικά, οι εφαρµογές του Gigabit Ethernet προορίζονται για campuses ή κτήρια 
που χρειάζονται περισσότερο εύρος ζώνης µεταξύ των routers, switches, hubs, 
repeaters και servers. Το Gigabit Ethernet µπορεί να χρησιµοποιηθεί σε σηµεία 
συµφόρησης του δικτύου όπως: 

 ∆ιαδυνδέσεις switch-to-switch, switch-to-router, switch-to-server και repeater-
to-switch 

 Σύνδεση µε servers υψηλών ταχυτήτων 
 Backbone συνδέσεις 

Στην αρχική του µορφή το Gigabit Ethernet δεν αναµένεται να χρησιµοποιηθεί 
ευρέως στο desktop. Σε κάθε περίπτωση, το network operating system (NOS), οι 
εφαρµογές και οι NIC drivers στο deslktop θα παραµείνουν χωρίς αλλαγές. Ο 
MIS manager µπορεί επίσης να εκµεταλλευτεί την υπάρχουσα πολυτροπική 
οπτική ίνα, αλλά και την τρέχουσα επένδυση σε δικτυακές εφαρµογές και 
εργαλεία. 
Ας υποθέσουµε λοιπόν ότι το αρχικό backbone είναι ένα 10 Mbps Ethernet µε 
διάφορα Ethernet τµήµατα ή  που συνενώνονται σε ένα 10/100 Mbps switch, το 
οποίο µε τη σειρά του έχει διάφορες 10 Mbps Ethernet server συνδέσεις. 
Σύµφωνα µε τα δεδοµένα αυτά : 

 Οι ισχυροί χρήστες αντιµετωπίζουν συµφόρηση στις γραµµές των 10 Mbps.  
 Oι χρήστες στα διαµοιραζόµενα τµήµατα αντιµετωπίζουν µεγάλους χρόνους 
απόκρισης. 

 Όλα τα νέα desktops είναι εξοπλισµένα µε 10/100 PCI κάρτες. 
Οι πιθανοί τρόποι για τη µετάβαση σε Gigabit Ethernet δίκτυο απεικονίζονται 
στον παρακάτω πίνακα: 

1. Αναβάθµιση switch-to-switch 
διασυνδέσεων  Εγκατάσταση 1000 Mbps pipes 

ανάµεσα σε 100/1000 switches 

2. Αναβάθµιση switch-to-server 
διασυνδέσεων  

Επιτυχής υψηλής ταχύτητας 
πρόσβαση σε εφαρµογές και file 
servers 

3. Αναβάθµιση ενός switched 
Fast Ethernet backbone  

Συµπλήρωση Fast Ethernet Switches 
µε ένα Gigabit Ethernet switch ή 
repeater 

4. Aναβάθµιση ενός shared 
FDDI backbone  

Αντικατάσταση FDDI switch ή 
Εthernet-to-FDDI switches-routers µε 
Gigabit Ethernet switches ή repeaters 

1. Αναβάθµιση των οµάδων 
εργασίας υψηλών αποδόσεων  

Gigabit Ethernet NICs για διασύνδεση 
µε Gigabit Ethernet switches ή 
repeaters 



Πίνακας 0-1: Πιθανοί τρόποι migration 

Αναβάθµιση switch-to-switch γραµµών 
Ένας τρόπος είναι να αναβαθµίσουµε το backbone σε 100 Mbps Fast Ethernet 
και η ισχυρή οµάδα εργασίας να είναι σε 100 Mbps Fast Ethernet συνδέσεις 
µεταξύ των ακραίων σταθµών και του switch και να εγκαταστήσουµε 10 Mbps 
switching στις άλλες οµάδες εργασίας που χρειάζονται αποκλειστικά αφιερωµένο 
εύρος ζώνης. To αποτέλεσµα θα είναι οι ισχυροί χρήστες να αποκτήσουν 100 
Mbps ταχύτητα συνδέσεων και τα άλλα οµάδες εργασίας να απολαµβανουν 10 
Mbps αποκλειστικά αφιερωµένο εύρος ζώνης, ενώ παράλληλα τα ήδη 
υπάρχοντα switches και NICs να παραµείνουν ως έχουν. Ακόµα, η ταχύτητα του 
backbone γίνεται 10 φορές µεγαλύτερη ώστε να ανταποκρίνεται στην ανάγκη για 
περισσότερο εύρος ζώνης. Έτσι προκύπτει η παρακάτω εικόνα.   

 
 

 
Εικόνα 0-1: Μετά την αναβάθµιση σε Fast Ethernet 

 
Στη συνέχεια, είναι εύκολο να αναβαθµίζουµε τις γραµµές 100 Mbps ανάµεσα σε 
Fast Ethernet switches ή repeaters σε γραµµές 1000 Mbps µεταξύ 100/1000 
switches. Τέτοιες switch-to-switch γραµµές υψηλού εύρους ζώνης θα 
διευκολύνουν τα 100/1000 switches να υποστηρίξουν ένα µεγαλύτερο αριθµό 
τόσο switched όσο και shared Fast Ethernet τµηµάτων. H παρακάτω εικόνα 
δείχνει το δίκτυο µετά την αναβάθµιση σε Gigabit Ethernet.  
 



 
Εικόνα 0-2: Αναβάθµιση γραµµών switch-to-switch 

Για να αυξήσουµε το backbone εύρος ζώνης ακόµα περισσότερο, µπορούµε να 
αναβαθµίσουµε τις downlink γραµµές προς το Gigabit Ethernet. Τα switches στα 
wiring closets που υποστηρίζουν ισχυρούς χρήστες ή µεγάλα οµάδες εργασίας 
αναβαθµίζονται µε Gigabit Ethernet downlink modules, το basement switch 
αναβαθµίζεται σε 100/1000 ικανότητα και οι key servers αναβαθµίζονται µε 
Gigabit Ethernet NICs. Ένα βασικό σηµείο που πρέπει να προσέξουµε είναι ότι οι 
αναβαθµίσεις του backbone σε Gigabit Ethernet υποστηρίζουν την επέκταση του 
switching µέχρι τα άκρα. Και τα δύο office οµάδες εργασίας υποστηρίζουν τώρα 
switched 10 ή switched 10/100 Ethernet στα desktops. 

Αναβάθµιση switch-to-server γραµµών 
Ο απλούστερος τρόπος αναβάθµισης είναι να αναβαθµίσουµς ένα Fast Ethernet 
switch σε ένα Gigabit Ethernet switch ώστε να κερδίσουµε υψηλή ταχύτητα, 
διασύνδεση 1000 Mbps σε ένα server farm µε super servers υψηλής απόδοσης 
µε εγκατεστηµένα Gigabit Ethernet NICs. H εικόνα δείχνει το δίκτυο πριν και µετά 
την αναβάθµιση. 

 



 
Εικόνα 0-3: Αναβάθµιση switch-to-server γραµµών 

Η αναβάθµιση αυτή θα κοστίσει µόνο την αντικατάσταση του switch. 

Αναβάθµιση switch Fast Ethernet backbone 
Ένα Fast Ethernet backbone switch που συναθροίζει πολλά 10/100 switches 
µπορεί να αναβαθµιστεί σε ένα Gigabit Ethernet switch που υποστηρίζει  
πολλαπλά 100/1000 switches καθώς και άλλες συσκευές όπως routers και hubs 
µε Gigabit Ethernet interfaces και uplinks. Gigabit repeaters ή/και buffered 
distributors µπορούν επίσης να εγκατασταθούν αν χρειάζεται. Gigabit full-duplex 
repeaters εγκαθίστανται όπου χρειάζεται για να συναθροίσουν servers ή να 
χτίσουν Gigabit Ethernet υποστήριξη για οµάδες εργασίας που χειρίζονται πολύ 
µεγάλα αρχεία multimedia και γραφικών. Όταν το backbone αναβαθµιστεί σε ένα 
Gigabit Ethernet switch, οι υψηλής απόδοσης servers µπορούν να συνδεθούν 
κατευθείαν στο backbone µε Gigabit Ethernet NICs, αυξάνοντας έτσι την 
απόδοση στους servers για τους χρήστες που έχουν εφαρµογές µεγάλου εύρους 
ζώνης ή για απαιτητικά σε εύρος ζώνης δεδοµένα αποθήκευσης και backup 
υπηρεσίες. Ακόµη, το δίκτυο µπορεί τώρα να υποστηρίξει ένα µεγαλύτερο αριθµό 
από τµήµατα, µεγαλύτερο εύρος ζώνης ανά τµηµα και έτσι ένα µεγαλύτερο 
αριθµό από κόµβους ανά τµηµα. H παρακάτω εικόνα δείχνει το δίκτυο πριν και 
µετά την αναβάθµιση. 
 

 
 



 
Εικόνα 0-4: Αναβάθµιση ενός Switched Fast Ethernet  backbone 

Αναβάθµιση FDDI backbone 
Ένα FDDI backbone σε campus ή κτήριο µπορεί να αναβαθµιστεί 
αντικαθιστόντας τον FDDI concentrator ή hub ή Ethernet -to- FDDI router µε ένα 
Gigabit Ethernet switch ή repeater. Τα περισσότερα FDDI campus δίκτυα έχουν 
την πλειοψηφία των σταθµών τους συνδεδεµένους σε ένα shared/switched 
Ethernet, οπότε είναι λογικό να µετακινηθούν προς την αναβάθµιση µε  
τεχνολογίες Fast Ethernet και Gigabit Ethernet. Η συνύπαρξη του FDDI µε 
10/100/1000-Mbps Ethernet είναι αναγκαία για την επίτευξη του στόχου µας. Σαν 
ένα ενδιάµεσο βήµα µερικοί χρήστες µπορούν να µεταβούν σε ένα FDDI switch 
προτού εγκαταστήσουν ένα Gigabit Ethernet switch. Η µόνη αναβάθµιση πο 
χρειάζεται έιναι η εγκατάσταση νέων Gigabit Ethernet interfaces στους routers, 
στα switches ή τους repeaters. Όλη η υποδοµή σε οπτική ίνα παραµένει και το 
εύρος ζώνης γίνεται τουλάχιστο δεκαπλάσιο για κάθε τµηµα.  H παρακάτω εικόνα 
δείχνει το δίκτυο πριν και µετά την αναβάθµιση. 
 

 

 
Εικόνα 0-5: Αναβάθµιση ενός Shared FDDI backbone 

Αναβάθµιση σταθµών εργασίας υψηλών αποδόσεων 
Στις τελευταίες φάσεις της υιοθέτησης του Gigabit Ethernet, και καθώς τα Fast 
Ethernet ή FDDI desktops χρειάζονται περισσότερο εύρος ζώνης, τα Gigabit 
Ethernet NICs αναµένεται να χρησιµοποιούνται για να αναβαθµίσουν υψηλής 
απόδοσης desktop computers µε Gigabit Ethernet διασύνδεση. Οι υψηλής 



απόδοσης desktop computers θα διασυνδεονται ύστερα σε Gigabit Ethernet  
switches ή buffered distributors.  H εικόνα δείχνει το δίκτυο πριν και µετά την 
αναβάθµιση. 
 

 
Εικόνα 0-6: Αναβάθµιση οµάδων εργασίας υψηλων αποδόσεων 

Κόστος µετάβασης 
Το κόστος για τη µετάβαση φαίνεται στον παρακάτω πίνακα: 
 

Τεχνολογία Κόστος ανα NIC Κόστος ανά switch port 
Gigabit Ethernet $1000 $3000 
Fast Ethernet $100 $500 
FDDI $1200 $3000 

Πίνακας 0-2: Kόστος διαφόρων τεχνολογιών  

Σύµφωνα µε τους παραπάνω τρόπους µετάβασης, είναι φανερό ότι όσο η 
αναβαθµιση του δικτύου γίνεται πιο κοντά στον τελικό χρήστη, τόσο αυξάνεται το 
κόστος για τη µετάβαση.  
 
 
 

 

 

 

 

 

 

 

 

 

 



5. Σύγκριση του gigabit ethernet µε άλλες τεχνολογίες 

5.1 Γενική επισκόπηση 
Κάθε δικτυακή τεχνολογία έχει τα δικά της χαρακτηριστικά που της προσδίδουν 
τόσο πλεονεκτήµατα έναντι των υπολοίπων όσο και µειoνεκτήµατα. 
Παραθέτουµε ένα συγκριτικό πίνακα µε τις κυριότερες LAN τεχνολογίες και τα 
κύρια χαρακτηριστικά τους: 
 

Ιδιότητες FDDI Switched 100 
Mbps Ethernet 

Gigabit 
Ethernet ΑΤΜ 

Απόδοση 100-Μbps 
simplex 

100-Mbps 
simplex 

1000-Mbps 
simplex 

25-Mbps 
ως 622-
Mbps 

∆υναµική εξέλιξη Μικρή Mερική Μερική Καλύτερη 
Reserved 
Bandwidth Οχι Ναι Οχι Ναι 

Ισόχρονη 
υποστήριξη Οχι Ναι Οχι Ναι 

Μultiple traffic 
classes Oχι Σχεδιάζεται στο 

802.1p 

Σχεδιάζετα
ι στο 
802.1p 

Nαι 

Εκτίµηση 
κόστους Υψηλό Xαµηλό Μέτριο Μέτριο 

Χρήση 
υπάρχουσας 
καλωδίωσης 

Οχι Ναι Οχι Ναι 

Κλιµάκωση 
ταχύτητας Οχι Ναι Οχι Ναι 

Μετάβαση σε 
WAN Oχι Οχι Οχι Ναι 

Πίνακας 6-1: Σύγκριση ιδιοτήτων FDDI, Fast Ethernet, Gigabit Ethernet, και 
ΑΤΜ 

Στον πίνακα 6-2 φαίνονται τα πλεονεκτήµατα και τα µειονεκτήµατα κάθε LAN 
τεχνολογίας ξεχωριστά. 
 

Tεχνολογία Πλεονεκτήµατα Μειονεκτήµατα 

100 Mbps 
Ethernet 
switched 

Scalable, απλό, προστασία 
επένδυσης (ΝΙC, καλωσίωση, 
εξοπλισµό), µερική υποστήριξη 
QoS 

Περιορισµοί απόστασης 

100 Μbps 
Ethernet shared

Φθηνό, απλό, βελτίωση 
ταχύτητας, προστασία 
επένδυσης (NIC, καλωδίωση, 
εξοπλισµό), εύκολο στη 
διαχείριση 

Βασισµένο στις 
συγκρούσεις, 
περιορισµοί απόστασης, 
όχι QoS 



Gigabit Ethernet
Αύξηση ταχύτητας σε 1 Gbps, 
απλό, ενδεχόµενη µείωση 
κόστους 

Ακριβό, όχι QoS, 
περιορισµοί απόστασης, 
βασισµένο σε 
συγκρούσεις 

FDDI Fault-tolerant Ακριβό, όχι QoS, όχι 
upgrade path 

ATM 25, 155, 
622 Mbps 

End-to-end QoS, όχι 
περιορισµοί απόστασης, 
µετάβαση στο OC-48 

Aκριβό 

Πίνακας 6-2: Πλεονεκτήµατα και Μειονεκτήµατα ανταγωνιζόµενων LAN 
τεχνολογιών 

 
Όπως φαίνεται και από τους παραπάνω πίνακες, oι τεχνολογίες Ethernet 
προσφέρουν µια απλή, φθηνή και κατανοητή λύση, υστερούν όµως σε scalability, 
εύρος ζώνης allocation, προέκταση σε WAN, end-to-end ολοκλήρωση, καθώς και 
χαρακτηριστικά QoS που απαιτούνται από τις µελλοντικές multimedia 
εφαρµογές.  
Tο ΑΤΜ είναι αρκετά διαφορετικό από τις υπόλοιπες LAN τεχνολογίες σε 
τουλάχιστον ένα χαρακτηριστικό. Μόνο το Switched 100-Mbps Ethernet έχει 
κοινά χαρακτηριστικά από το υπόλοιπο group, µε το ΑΤΜ. Παρά το γεγονός ότι 
το Εthernet Switching παρέχει µεγάλα ποσά αφοσιωµένου εύρους ζώνης σε 
απλούς χρήστες, τα switched networks συνεχίζουν να λειτουργούν σε µια peer-
to-peer, επιπέδου 2 bridged αρχιτεκτονική. Αυτό µπορεί να είναι ένα βασικό 
µειονέκτηµα καθώς το µέγεθος του δικτύου µεγαλώνει, επιδρώντας στην 
απόδοση, τη διαχείριση, και τη scalability. Eπίσης, το Εthernet έχει περιορισµούς 
στην απόσταση ενώ τα δίκτυα ATM δεν έχουν τέτοιου είδους περιορισµούς. Άλλο 
µειονέκτηµα  της τεχνολογίας Εthernet είναι η ανικανότητα να συνεργαστεί µε 
διαφορετικές LAN τεχνολογίες, όπως το FDDI, χωρίς τη βοήθεια bridges ή 
routers. Στο ATM η εξοµοίωση LAN και τα πρωτόκολλα MPOA επιτυγχάνουν 
συνεργασία µε άλλα LAN. Στο FDDI η υψηλή τιµή του και η έλλειψη εκτεταµένης 
υποστήριξης αποτελούν κύρια µειονεκτήµατα. Το ΑΤΜ έχει το µειονέκτηµα του 
υψηλού κόστους και της πολυπλοκότητας. Kατα αυτό τον τρόπο οι αυξηµένες 
ικανότητες του, δεν αξιοποιούνται από τις επιχειρησιακές εφαρµογές. Ήταν όµως 
η πρωτη τεχνολογία που παρείχε network scalability και QoS. Επίσης έχει πολύ 
καλό έλεγχο εύρους ζώνης.  
To Gigabit Ethernet έχει αναπτυχθεί µε τη βοήθεια του wire-speed routing, 
καθώς η ολοκήρωση της τεχνολογίας έχει ως αποτέλεσµα wire-speed routing 
που εκτιµάται ότι θα χωρέσει δεκάδες χιλιάδες δικτυακές διευθύνσεις σε ένα port. 
Mε αυτό τον τρόπο το Gigabit Ethernet παρέχει  scalability και  απόδοση ισάξια 
µε το ΑΤΜ. Eξάλλου είναι σηµαντικό ότι το ΙP-το µελλοντικά κυρίαρχο δικτυακό 
πρωτόκολλο- σχεδιάστηκε και δουλεύει άριστα σε frame-based δίκτυα. To 
Gigabit Ethernet µπορεί να χειριστεί IP-based multimedia traffic αρκετά 
αποτελεσµατικά.   



5.2 Συγκρίσεις κόστους 
Ο παρακάτω πίνακας συγκρίνει το κόστος προς Mbps των τεχνολογιών  
Ethernet, ΑΤΜ και FDDI. ΄Ολα τα κόστη αντιπροσωπεύουν µέσους όρους, όχι το 
minimun. Eπίσης αυτά τα κόστη θεωρούν ότι ο χρήστης µπορεί να εκµεταλλευθεί 
όλο το καθορισµένο εύρος ζώνης, πραγµα που είναι σπάνιο.Επίσης ειναι άξιο 
αναφοράς ότι οι ταχύτητες ΑΤΜ είναι full-duplex σε αντίθεση µε τις υπόλοιπες 
half-duplex τεχνολογίες, δηλαδή διπλασιάζουν αποτελεσµατικά το διαθέσιµο 
εύρος ζώνης. Επίσης, φαίνεται ότι το Gigabit Ethernet και το 155/622-Mbps ATM 
προσφέρουν το πιο cost-effective εύρος ζώνης. 
 
 
 
Πρωτόκολλ
ο 

Ταχύτητα 
(Mbps) 

Kόστος 
προς NIC 

Kόστος 
προς Switch 
Port 

Κόστος 
προς Mbps 

Gigabit 
Ethernet 

1000 $1000 $3000 $3 

ΑΤΜ 155 310 (155 
FDX) 

$500 $1000 $4,84 

ATM 622 1244 (622 
FDX) 

$4000 $3000 $5,63 

Fast Ethernet 100 $100 $500 $6 
ATM 25 50 (25 FDX) $200 $200 $8 
FDDI 100 $1200 $3000 $42 

Πίνακας 6-3: Συγκρίσεις Κόστους των διαφόρων τεχνολογιών 
 
5.3 Απαίτηση Αγοράς 
Η τιµή δεν είναι η µοναδική θεώρηση. Το µέγεθος της αγοράς, η interoperability 
µεταξύ των vendors, και η interoperability στην τεχνολογία (µε την ήδη 
εγκατεστηµένη βάση) όπως ειπώθηκε και παραπάνω, παίζουν κύριο ρόλο στην 
επιλογή τεχνολογίας. Ο παρακάτω πίνακας δείχνει την κατάσταση της αγοράς για 
κάθε τέχνολογία LAN, την ικανότητα των vendors µε διαφορετικούς εξοπλισµούς 
να συνεργάζονται πάνω στην ίδια τεχνολογία, και την ικανότητα της τεχνολογίας 
να συνεργάζεται µε άλλες τεχνολογίες. 
 

Tεχνολογία Μέγεθος 
Αγοράς 

Interoperability 
των Vendors 

Ιnteroperabilit
y τεχνολογίας 

100-Μbps Ethernet 
switched 

Ραγδαία 
ανάπτυξη  

Καλή ΟΚ 

100-Μbps Ethernet 
shared 

Aναπτυσσόµεν
η 

Καλή Φτωχή 

FDDI Μειωµένη ΟΚ Φτωχή 
Gigabit Ethernet Αναπτυσσόµεν

η 
Φτωχή (ως 
τώρα) 

Άγνωστο 



Πίνακας 6-4. Παράγοντες αγοράς για τεχνολογίες LAN 
 
5.4 Απαιτήσεις χρηστών και εφαρµογών 
Η επιλογή LAN και WAN τεχνολογίας πρέπει να βασίζεται στις ανάγκες των 
χρηστών και των εφαρµογών τους. Ο πίνακας δείχνει τις τεχνολογικές λύσεις 
τόσο του ΑΤΜ όσο και των µη-ΑΤΜ επιλογών για την επίλυση των αναγκών των 
χρηστών και των εφαρµογών. 
 
Στόχος Μη-ΑΤΜ λύση ΑΤΜ λύση 
Αύξηση ταχύτητας ανά 
shared τµηµα 

100/1000 Mbps 
Ethernet, FDDI 155-Mbps ATM 

Aύξηση ταχύτητας ανά 
χρήστη 

Μcro-segment 10 Mbps, 
single-user 10 Mbps 

Aφoσιωµένο 25-Μbps 
ATM 

Aφωσιοµένο BW ανά 
χρήστη 

Switched Ethernet µε 
microsegmentation 

Switched 155-Mbps 
ATM 

∆ιακίνηση φωνής και 
video 

Iso-Ethernet, 100M 
Ethernet 

Oποιοδήποτε ΑΤΜ (25 
ως 155) 

Μειώση 
add/move/changes VLANs LANE VLANs 

Multicast IP multicast IP over ATM multicast, 
LANE 

QoS/BW reservation 802.1p, RTP, RSVP Tυποποηµένη υπηρεσία 
Πίνακας 0-5: ΑΤΜ και µη-ΑΤΜ λύσεις για τις απαιτήσεις χρηστών και 

εφαρµογών 
 
5.5 Απόδοση 
Το ΑΤΜ παρέχει την καλύτερη µεταβατική τεχνολογία από LAN σε WAN (1.5 
Μbps ως OC-48) στη βιοµηχανία. Ένα πλεονέκτηµα του ΑΤΜ είναι η ευρεία 
κλίµακα ταχυτήτων που παρέχει. Τα Ethernet LANs και το ΑΤΜ τρέχουν σε 
συγκριτικές ταχύτητες. Το 25-Μbps ATM είναι ισοδύναµο µε το το 100-Μbps Fast 
Ethernet και χρησιµοποιώντας παρόµοια λογική, το 622-Mbps ATM είναι 
ισοδύναµο µε το simplex Gigabit Ethernet . Έτσι, ένας server µπορεί να έχει 
σύνδεση από 25-Mbps ως 622-Μbps (ταχύτητα µεγαλύτερη από αυτή που 
µπορούν να χρησιµοποιήσουν οι πιο ισχυροί servers. Το ΑΤΜ τυποποιεί  το OC-
48, σχεδόν 2.5 Gbps full-duplex εύρος ζώνης, διπλάσιο του full-duplex Gigabit 
Ethernet και τετραπλάσιο του half-duplex Gigabit Ethernet! Αξίζει να τονιστεί ότι 
πριν από µια δεκαετία, οι περισσότεροι σχεδιαστές LAN δεν πίστευαν ότι οι 
χρήστες θα απαιτούσαν παραπάνω από 10 Mbps. 
Αυτό που πραγµατικά µετρά σε περιβάλλοντα LAN δεν είναι η αποδοτικότητα 
των switching πλαισίων µεταβλητού µήκους ή των ΑΤΜ cells, αλλά αν οι 
συσκευές διαθέτουν το απαιτούµενο hardware ή software για να εκτελέσουν το 
switching και το routing. 



5.6 ΑΤΜ vs Gigabit Ethernet 
Στο σηµείο αυτό στρέφουµε την προσοχή µας µεταξύ ΑΤΜ και Gigabit Ethernet, 
γιατί αυτές είναι οι τεχνολογίες που θα επικρατήσουν στο µέλλον, λόγω της 
τεχνολογικής τος ανωτερότητας σε σχέση µε τις υπόλοιπες.  
Ενώ το Gigabit Ethernet θα συνεργαστεί καλά µε ΙΡ δίκτυα, υπάρχουν κάποια 
ερωτηµατικά σχετικά µε την υποστήριξη προτεραιοτήτων, switching, και QoS. O 
παρακάτω πίνακας παρέχει µία σύγκριση ΑΤΜ µε Gigabit Ethernet σε διάφορες 
ιδιότητες τους. 
 
Ιδιότητα ΑΤΜ Gigabit Ethernet 
υποστήριξη LAN Nαι Ναι 
υποστήριξη WAN Nαι Οχι 
Aναβάθµιση DS1 ως OC-48 1 Gbps 
Mετάβαση από χαµηλές 
ταχύτητες απαιτεί αλλαγή 
hardware 

Ναι Ναι 

Learning curve Yψηλη Χαµηλή  
( λόγω εµπειρίας 
Εthernet) 

Απαίτηση νέου NIC Nαι Ναι 
Κόστος εξοπλισµού Υψηλό Υψηλό 
Υποστήριξη QoS Built-in Σχεδιασµός στο 

802.1p 
∆υσκολία εγκατάστασης Υψηλή Μέτρια 
Ταχύτητα ∆ιακύµανση από DS1 

(1.5 Mbps) ως OC-48 (2.5 
Gbps) 

1 Gbps 

∆ιαµόρφωση Μερική απαίτηση Plug and play 
Ευχρηστία Περισσότερο πολύπλοκη Απλούστερη 

Πίνακας 6-6: ΑΤΜ συγκρινόµενο µε το Gigabit Ethernet 
 
Πίνακας µε αυστηρή αξιολόγηση σηµείων στα οποία υπερτερεί η κάθε 
τεχνολογία.  
 

Gigabit Ethernet vs ΑΤΜ 1998 1999 2000 
Χαρακτηριστικό Πλ./Μειο

. 
Πλ./Μειο
. 

Πλ./Μειο
. 

Κατανόηση Τεχνολ. και λειτουργίες ++ ++ ++ 
Τιµή ++ ++ ++ 
Σχεδιασµός δικτύου και 
manageability 

++ ++ ++ 

Ιnteroperability και σταθερότητα - + + 
Προσαρµοστικότητα - = = 
Wire-speed routing + + + 



Scalability = = = 
Aσφάλεια = = = 
Data QoS = = = 
Audio/Video QoS - - - 
IP multicast = = = 
Uplink απόδοση + + + 
Vlans - = = 

Πίνακας 6-7: Σύγκριση ΑΤΜ και Gigabit Ethernet τεχνολογιών 
Σηµείωση:      + : Gigabit Ethernet έχει πλεονέκτηµα (++ είναι µεγάλο 
πλεονέκτηµα) 
  - : Gigabit Ethernet έχει µειονέκτηµα (++ είναι µεγάλο 
µειονέκτηµα) 
  =:  Gigabit Ethernet και ATM είναι ισοδύναµα 

Κατανόηση Τεχνολογίας και Λειτουργίες 
To ATM είναι ένα πολύπλοκο περιβάλλον. Είναι σαφές ότι δεν υπάρχει µέγαλος 
αριθµός ατόµων που κατανοεί την τεχνολογία. Μια βασική διαφορά στο 
πρωτόκολλο µεταξύ ΑΤΜ και Ethernet είναι το segmentation και reassembly 
των PDUs του χρήστη. Το ΑΤΜ σπάει τα δεδοµένα σε cells καθορισµένου 
µήκους. Στη συνέχεια εγκαθιστά ένα προσανατολισµένο στη σύνδεση virtual 
circuit που εγγυάται εύρος ζώνης και quality στον παραλήπτη. Η 
επανεκπαίδευση του προσωπικού, ο περιορισµένος αριθµός ταλαντούχων 
υπαλλήλων και η πρόκληση της σχεδίασης/διαχείρισης του ΑΤΜ καθιστούν 
δύσκολο το εργο των network managers. Σε όρους κόστος/απόδοση το ΑΤΜ δεν 
είναι πρακτικό λόγω της τεράστιας εγκατεστηµένης βάσης των Ethernet 
desktops.  
Aντίθετα το Ethernet διαθέτει κατανοητη τεχνολογία και λειτουργίες, δηλαδή 
υπερτερεί κατά πολύ του ΑΤΜ. Ως τεχνολογία, το Εthernet ενθυλακώνει τα PDUs 
του χρήστη σε πλαίσια, πάνω σε διαµοιραζόµενο µέσο µε broadcast χωρίς 
σύνδεση. Στηρίζεται στο µηχανισµό ανίχνευσης συγκρούσεων για να χειριστεί την 
συµφόρηση στο κοινό µέσο. Εφόσον τα PDUs του χρήστη είναι πολύ µεγάλα για 
το κοινό µέσο, τότε ένα πρωτόκολλο υψηλότερου επιπέδου φροντιζει για το 
segmentation και το reassembly των PDUs. 

Κόστος 
Αν και το ATM θεωρείται η µελλοντική τεχνολογική επιλογή σε 

περιβάλλοντα WAN, χρειάζεται κάποια οικονοµική διερεύνηση για να 
εγκατασταθεί σε LAN περιβάλλοντα. Σε αυτο το ζήτηµα παίζει ρόλο η cost-
effective εγκατεστηµένη βάση της τεχνολογίας 10/100 Mbps shared και switched 
Ethernet. Το κλειδί για την ένταξη του ATM σε περιβάλλοντα LAN θεωρείται η 
επέκταση και ολοκλήρωση του µε µια νέα γενιά από LAN switches και routers. 
Aυτές οι συσκευές παρέχουν µια βιώσιµη και cost-effective λύση σε επίπεδο LAN 
backbone σε σχέση µε το FDDI, αλλά και cost-effective λύση ως προς Mbps σε 
σχέση  µε το 10/100 Mbps Ethernet στο desktop.  
Στο Gigabit Ethernet οι συσκευές switching και routing υπόσχονται να κοστίζουν 
δύο ή τρεις φορές όσο οι συσκευές 100-Mbps Ethernet full-duplex, ενώ θα 



επιτυγχάνουν 10 προς 1 πλεονέκτηµα απόδοσης ως προς τον εξοπλισµό των 
100 Mbps. Aυτό θα έχει ως αποτέλεσµα µια τριπλάσια ή πενταπλάσια αύξηση σε 
τιµή/απόδοση. Τα ΑΤΜ switches είναι πιο ακριβά από τα συµβατικά LAN 
Ethernet switches, αλλά η διαφορά τείνει να µειωθεί αισθητά 

Το ΑΤΜ είναι µια δαπανηρή τεχνολογία διότι βασίζεται σε ακριβά carrier-
grade physical interfaces. To Gigabit Ethernet και το Fast Ethernet βασίζονται 
στις φυσικές τυποποιήσεις του Fibre Channel και CDDI µε χαµηλότερο κόστος 
και µεγαλύτερη οικονοµία κλίµακας. Το ΑΤΜ/SONET σε 622-Mbps ATM interface 
θα συνεχίσει να είναι ακριβότερο  από τις οπτικές ίνες του Gigabit port. 

Παραθέτουµε µια τρέχουσα σύγκριση τιµών: 
 Fast Ethernet: $175/port Layer 2 και $500/port Layer 3 
 ATM 155: $900/port και $3.500/uplink 
 Gigabit Ethernet: $1.500/port Layer 2 και $3.000/port Layer 3 
 ATM 622: $5.000/port και $10.000/uplink 

Το µέσο Gigabit uplink σε ένα 10/100 switch κοστίζει περίπου 25% του 
622 Mbps ATM uplink, καθιστώντας το ΑΤΜ cost-prohibitive (To Gigabit κοστίζει 
µεταξύ $1000 και $3.500, ενώ το 622-Μbps ΑΤΜ uplink κοστίζει από $7.000 ως 
$10.000)  

Το Gigabit Ethernet αρχίζει να µειώνει τις τιµές, ενώ το ΑΤΜ έχει ήδη 
αρχίσει τα τελευταία 2 χρόνια να το κάνει. Φυσικά, λόγω της κυρίαρχης θέσης 
στην αγορά, το Gigabit Ethernet  θα µειώσει τις τιµές µε ρυθµό µεγαλύτερο από 
αυτό του ΑΤΜ. 

Σχεδιασµός ∆ικτύου και ευχρηστία 
Τα δίκτυα ΑΤΜ από τον αρχικό σχεδιασµό/ανάπτυξη ως την επίλυση 

προβληµάτων παρούσιάζουν δυσκολίες.Με χαρακτηριστικά όπως το MPOA, τα 
switched virtual circuits, το PNNI να είναι στο κορυφαίο επίπεδο ενός 
connectionless δικτύου, είναι δύσκολο να ανιχνευτούν προβλήµατα. Επίσης η 
υλοποίηση του ΑΤΜ εισάγει την απαίτηση για δύο παράλληλα συστήµατα 
διαχείρισης- ένα για το ΑΤΜ backbone και ένα για τις υπόλοιπες LAN συσκευές. 
Aυτό προσθέτει περισσότερο κόστος, πολυπλοκότητα και φόρτο από τα οµογενή 
frame-based LAN. 

Στο σχεδιασµό δικτύου, το ΑΤΜ είναι µια πρόκληση για να συνεργαστεί µε 
τις υπάρχουσες LAN τοπολογίες. Είναι σίγουρα πιο απλό να επεκτείνεις τις 
γνωστές αρχές του Ethernet σε ένα Gigabit routed backbone από το να 
συνδέσεις µια ακµή MPOA µεταξύ switched LANs και ένα πυρήνα ΑΤΜ. Το 
Ethernet είναι µια γνωστή επέκταση των ήδη χρησιµοποιούµενων  τεχνικών που 
µπορεί να χρησιµοποιήσει τα υπάρχοντα εργαλεία διαχείρισης και την εµπειρία. 

Interoperability και Σταθερότητα 
Αποδεδειγµένα το ΑΤΜ είναι µια interoperable και κατάλληλη τεχνολογία. 

Αντίθετα το Gigabit Ethernet τώρα κάνει τα πρώτα του βήµατα και αναµένεται ένα 
χρονικό διάστηµα εώς ότου οι οργανισµοί απελευθερωθούν από τυχόν 
αµφιβολίες. Αυτή τη στιγµή οι εταιρίες δοκιµάζουν την τεχνολογία σε οµάδες 
εργασίας µικρότερης ισχύος, προτού αναπτυχθούν παραπέρα. 



Το ΑΤΜ είναι ακόµα µια single-vendor διάπραξη. Το PNNI στην καρδιά 
κάθε ΑΤΜ backbone switch επιτρέπει µια ευρεία γκάµα χαρακτηριστικών 
προστιθέµενης αξίας. Οι vendors υλοποιούν διαφορετικά  την τυποποίηση PNNI 
για να πετύχουν τα ιδιαίτερα switch χαρακτηριστικά τους. Multi-vendor ATM 
switches θα είναι interoperable αλλά η λειτουργία τους θα είναι περιορισµένη. 

Χρησιµοποιώντας απλά τα τυποποιηµένα χαρακτηριστικά του Ethernet, το 
Gigabit Ethernet θα γίνει πιο interoperable από το ATM. Με την ήδη 
εγκατεστηµένη βάση του Εthernet, η interoperability µεταξύ διαφορετικών Gigabit 
switches και routers έχει πιστοποιηθεί µε πρώιµες δοκιµές. 

Προσαρµοστικότητα και κλιµάκωση (scalability) 
Το ΑΤΜ PNNI είναι ένα interswitch signaling πρωτόκολλο που έχει 

θεωρηθεί ως το πιο κατάλληλο µέσο για να δώσει στα δίκτυα την 
προσαρµοστικότητα και την ανοχή στα λάθη (fault-tolerance) όταν το χρειάζονται. 
Το πρωτόκολλο γεννητικού δέντρου (spanning tree) του Ethernet είναι εξίσου 
αποτελεσµατικό σε προβλήµατα re-routing. 

To ATM παρέχει χαρακτηριστικά εξισορρόπησης φορτίου (load-balancing) 
που επιτρέπουν πολλαπλές γραµµές να ισορροπούν την κυκλοφορία όποτε 
κάποια γραµµή πέφτει. Τα περισσότερα ΑΤΜ ξεκινάνε από 155Μ ΟC-3 και 
συνεχίζει ως 622Μ ΟC-12. To επόµενο βήµα στο ΑΤΜ scalability θα είναι 2,5G 
(OC-48) που θα φτάσει για χρήση LAN πριν το 2000. 

Το Εthernet έχει ένα παρόµοιο χαρακτηριστικό, για την εξισορρόπηση 
φορτίου, µε το οποίο συνδέσεις Fast Ethernet ή Gigabit Ethernet µπορούν να 
πολυπλεχθούν και να δηµιουργήσουν µια µεγαλύτερη σύνδεση (pipe). Το Gigabit 
Ethernet φέρνει µεγαλύτερη LAN scalability από το ΑΤΜ- δεκαπλάσιο άλµα από 
τα 100Μ στα 1000Μ- και θα παρέχει και µηχανισµούς load-balancing. 

Στο φυσικό επίπεδο το ΑΤΜ και το Gigabit Ethernet µπορούν να 
διαµορφωθούν µε εφεδρικά ports, back-up γραµµές και αποθέµατα ισχύος. 

Wire-speed Routing 
To MPOA έδωσε στο ΑΤΜ την ικανότητα να υποστηρίξει routed LAN 

traffic, και επιπλέον υποσχέθηκε να εξαφανίσει τα router bottlenecks που 
µάστιζαν τα LANs. H ιδέα ήταν να παίρνεται µια αρχική routing απόφαση στον 
MPOA server για µια εσωτερική ροή κυκλοφορίας, και να προωθούµε την 
υπόλοιπη χωρίς επεξεργασία µέσω ενός forwarder. 

Eιρωνικά, το MPOA έχει χαµηλότερη απόδοση από το Gigabit switching 
και routing. Ήδη κυκλοφορούν προιόντα Gigabit Routing Switch µε 52 Gbps 
χωρητικότητα και ικανότητα να επεξεργαστούν περισσότερο από 3,75 
εκατοµµύρια πακέτα το δευτερόλεπτο σε wire-speed. Σε αντίθεση οι καλύτερες 
µονάδες MPOA µπορούν να προωθήσουν 100.000 ως 300.000 πακέτα το 
δευτερόλεπτο.Τα tradeoffs κοστος/απόδοση είναι τεράστια. Εξάλλου το 
hardware-based routing εξαφανίζει το πλεονέκτηµα του ΑΤΜ, ότι δηλαδή  το να 
µοιραζεσαι υπολογισµό route σε πολλαπλά, κατανεµηµένα cell-switches έχει 
λιγότερο κόστος σε σχεση µε software-based routers. Η πρόοδος όµως των 
ολοκληρωµένων κυκλωµάτων  έδωσε στα routing switch πακέτα καλύτερη 
απόδοση από το ΑΤΜ/MPOA. 



Ασφάλεια 
Επειδή το ΑΤΜ είναι προσανατολισµένο στην σύνδεση (connection-

oriented) µπορεί θεωρητικα να προσφέρει καλύτερη ασφάλεια δικτύου από το 
connectionless routing/switching. Η αποτυχία του ΑΤΜ να φτάσει στο desktop 
µειώνει την την έννοια της ιδανικής ασφάλειας που θα µπορούσε να προσφέρει. 
Χωρίς end-to-end κυκλώµατα ΑΤΜ, η επικοινωνία δεν πιο ασφαλής από ότι σε 
ένα connectionlees routed δίκτυο. 

Data QoS 
Το ΑΤΜ σχεδιάστηκε για το χειρισµό multimedia. Eίναι λοιπόν φυσικό να 

προσφέρει το πιο αποτελεσµατικό QoS σε σχέση µε τις υπόλοιπες τεχνολογίες. 
Αν και θεωρητικά µπορεί να προσφέρει καταπληκτικό QoS , ακόµα δεν έχει 
εκπληρώσει τον στόχο του. Επειδή µάλιστα το ΑΤΜ στο desktop είναι 
αµφισβητήσιµο,τα πράγµατα γίνονται ακόµα πιο δύσκολα.  

Εthernet-based QoS υπάρχει σήµερα, και θα τελειοποιηθεί µε την πάροδο 
του χρόνου.  Το Gigabit Ethernet θα στηριχθεί κυρίως στο πρότυπο 802.1p και/ή 
το RSVP. Σήµερα οι ανερχόµενες εφαρµογές που χειρίζονται multimedia είναι IP-
based. Aυτές οι εφαρµογές απαιτούν εγγυήσεις υπηρεσίας, αλλά αυτές οι 
εγγυήσεις µπορούν να συνεργαστούν µε το Ethernet. Φυσικά το Ethernet δεν 
εγγυάται το σταθερό εύρος ζώνης του ATM, αλλά µε το αυξανόµενο εύρος ζώνης 
που προσφέρει και τις ικανότητες του QoS, θα υποστηρίξει τις απαιτήσεις 
καθυστέρησης και jitter ΙP-based εφαρµογών φωνής/video. Aυτές οι IP-based 
εφαρµογές που θα µπορέσουν να αξιοποιήσουν τa Layer 2/3 queuing και 
prioritization πρότυπα, θα αναπαριστούν την πλειοψηφία των multimedia 
εφαρµογών.  

IP Multicast -Uplink Απόδοση-VLANs 
Το ΑΤΜ πρόσφατα παρέχει καλή υποστήριξη ΙP multicast, αλλά θα 

αντιµετωπίσει προβλήµατα virtual circuit scalability µε την πάροδο του χρόνου. 
Οι Gigabit routers επίσης υποστηρίζουν σε πραγµατικό χρόνο IP multicasting  
και δεν αντιµετωπίζουν τα ίδια προβλήµατα scalability. 

H απόδοση µεταξύ τερµατικών συσκευών και ενός ΑΤΜ backbone δεν 
επιβραδύνεται σηµαντικά από την µετατροπή frame-to-cell που απαιτείται στο 
ΑΤΜ. Η µετατροπή του πρωτοκόλλου επιβαρύνει το δίκτυο και µειώνει την 
αποτελεσµατική χρησιµοποίηση του εύρους ζώνης. Σε περιβάλλοντα που είναι 
pure packet o λόγος κόστος/απόδοση είναι καλύτερος. 

Το ΑΤΜ παρέχει το µόνο τυποιηµένο πλαίσιο εργασίας για την υλοποιήση 
virtual LANs. Στο Ethernet, τοΙΕΕΕ 802.1p και IEEE 802.1Q, και το Layer 3 VLAN  
θα τυποποιηθούν. Αυτό που πρέπει να τονιστεί είναι ότι τα VLANS παραµένουν 
σε πρώιµο στάδιο. Ο πρώτος λόγος χρησιµοποίησής τους είναι να 
απλοποιηθούν οι δικτυακές κινήσεις και οι αλλαγές. Ο δεύτερος λόγος είναι να 
βοηθήσουν να οργανωθούν οι υπάρχουσες LAN τοπολογίες και να εξαφανίσουν 
τα router bottlenecks. To Gigabit routing θα περιορίσει τις πιέσεις των LAN που 
επιθυµούν αυτή τη χρήση των VLANs. Mέσω του wire-speed routing, τα 
backbones µπορούν εύκολα να χειριστούν τοπολογίες client-server. 
 



6. Η διαµάχη µεταξύ ΑΤΜ και GIGABIT ETHERNET 
 

6.1 Εισαγωγή. 
Από την πρώτη στιγµή εµφάνισης του Gigabit Ethernet έγινε σαφές ότι πρόκειται 
για µια τεχνολογία άκρως διεισδυτική. Αυτό πρακτικά σηµαίνει πως το Gigabit 
Ethernet είχε ως στόχο του όχι µόνο να κυριαρχίσει στην αγορά των οπαδών του 
Ethernet αλλά να πάρει µερίδιο και από την αγορά άλλων τεχνολογιών, µια και 
µπορούσε να υποστηρίξει αυτό που ονοµάζεται gigabit networking. Το τελευταίο 
αυτό χαρακτηριστικό το κατέστησε αυτοµάτως και αντίπαλο της ATM τεχνολογίας 
η οποία φαινόταν ως η πλέον επικρατούσα µελλοντική λύση για εφαρµογές 
πραγµατικού χρόνου µε µεγάλες απαιτήσεις σε εύρος ζώνης. 
Η διαµάχη αυτή έχει αρχίσει να λαµβάνει µεγάλες διαστάσεις. Τόσο η ακαδηµαϊκή 
κοινότητα όσο και οι χρήστες και διαχειριστές των µεγάλων δικτύων έχουν 
χωριστεί σε δύο αντίπαλα στρατόπεδα. Καθένα από αυτά προσπαθεί µε τα δικά 
του επιχειρήµατα να πείσει για την υπεροχή της  τεχνολογίας που υποστηρίζει 
έναντι της άλλης. Βέβαια, όπως πάντα, υπάρχουν και εκείνοι που προσπαθούν 
να αντιµετωπίζουν και τις δύο τεχνολογικές επιλογές από κάποια απόσταση 
ώστε να µπορούν να κρίνουν καλύτερα µε βάση τις ανάγκες τους και όχι το 
συναίσθηµα. Είναι εκείνοι που συνδυάζουν τα πλεονεκτήµατα και των δύο 
τεχνολογιών και µέσα από υβριδικά ή µη δίκτυα και επιτυγχάνουν την καλύτερη 
απόδοση χωρίς υπερβολικό κόστος. 
Το επόµενο υποκεφάλαιο θα περιγράψει τα βασικότερα επιχειρήµατα των 
υποστηρικτών τόσο της ΑΤΜ όσο και της Gigabit Ethernet τεχνολογίας και θα 
γίνει µία ανάλυση πάνω σε καθένα από αυτά. Στο υποκεφάλαιο 7.3 γίνεται µια 
προσπάθεια να καταγραφεί η πραγµατικότητα και εξετάζονται ορισµένα υβριδικά 
δίκτυα µε στοιχεία και από τις δύο τεχνολογίες ενώ τέλος στο υποκεφάλαιο 7.4 
παρουσιάζεται η σηµερινή κατάσταση στο ελλαδικό περιβάλλον και γίνονται 
κάποιες εκτιµήσεις για το πως θα διαµορφωθεί η κατάσταση αυτή στο κοντινό 
µέλλον.   
6.2 ATM vs Gigabit Ethernet. Τα επιχειρήµατα των δύο πλευρών. 
Αναζητώντας κανείς επιχειρήµατα για να στηρίξει την κάθε µια από τις δύο 
τεχνολογίες και συνοµιλώντας µε υποστηρικτές και των δύο πλευρών, µπορεί να 
αντιληφθεί πως κάθε πλευρά διαθέτει µια σειρά από επιχειρήµατα που µπορεί να 
είναι από εξαιρετικά ισχυρά έως εντελώς ασθενικά. Παράλληλα γίνεται σαφές 
πως όλα αυτά επιχειρήµατα περιστρέφονται γύρω από µερικούς βασικούς 
πυρήνες των οποίων τα χαρακτηριστικά βοηθούν στην παραγωγή πολλαπλών 
επιχειρηµάτων που τελικά ανάγονται στο ίδιο βασικό χαρακτηριστικό. Σκοπός 
αυτού του υποκεφαλαίου είναι να παρουσιάσει και να σχολιάσει τα βασικά µόνο 
επιχειρήµατα και των δύο τεχνολογιών. 

Τεχνολογική ωριµότητα της ΑΤΜ τεχνολογίας 
Οι υποστηρικτές της ΑΤΜ τεχνολογίας τονίζουν πως “το ΑΤΜ βρίσκεται αρκετά 
χρόνια στην αγορά, είναι δοκιµασµένο και έχει ωριµάσει περισσότερο σαν 
τεχνολογία σε σχέση µε το Gigabit Ethernet”.  



Το επιχείρηµα αυτό είναι αρκετά πειστικό και κρύβει µέσα του αρκετές αλήθειες 
για την ΑΤΜ τεχνολογία. Πράγµατι, ΑΤΜ δίκτυα υπάρχουν εδώ και 5 χρόνια σε 
µεγάλο εύρος και µάλιστα από το 1997 εώς το 2000 αναµένεται ο αριθµός των 
υπολογιστών που συνδέονται σε ένα ΑΤΜ δίκτυο να αυξάνεται κατά 50% κάθε 
χρόνο. Το γεγονός αυτό ισοδυναµεί µε πενταπλασιασµό των χρηστών ΑΤΜ 
δικτύων µέσα σε µία τετραετία. Συνέπεια του γεγονότος αυτού είναι όλο και 
περισσότερες εταιρείες δικτύων να ασχολούνται µε την ανάπτυξη ΑΤΜ 
λογισµικού και υλικού και έτσι η τεχνολογία αυτή να προσφέρει πιο 
ολοκληρωµένες και αποτελεσµατικές λύσεις. 
Παράλληλα, διάφορες έρευνες που γίνονται από οργανισµούς όπως το ATM-
Forum πιστοποιούν πως οι περισσότεροι διαχειριστές ΑΤΜ δικτύων θεωρούν την 
συγκεκριµένη τεχνολογία αρκέτα ώριµη πλέον. Γενικά η πληθώρα των εταιρειών 
που τα τελευταία χρόνια ασχολούνται µε την ΑΤΜ τεχνολογία έχει οδηγήσει σε 
προϊόντα (υλικού, λογισµικού, διαχείρησης) τα οποία µπορούν να συνδιαστούν 
και να εγγυηθούν την λύση των προβληµάτων και την ικανοποίηση αναγκών των 
σύγχρονων χρηστών των δικτύων κάτω από τον µανδύα της ΑΤΜ τεχνολογίας. 
Τέλος, η ύπαρξη ενός οργανισµού όπως το ΑΤΜ Forum, που απαρτίζεται από 
εταιρείες που παράγουν ΑΤΜ προϊοντα σε συνδιασµό µε την πλούσια δράση 
του, την εγκυρότητά του και την παγκόσµια αποδοχή του, έχει βοηθήσει 
σηµαντικά στην παραγωγή προτύπων και έχει θέσει τα εχέγγυα για την 
µελλοντική ανάπτυξή του ATM και την προσαρµογή του στις µελλοντικές εξελίξεις 
και ανάγκες των χρηστών. 
Το Gigabit - Ethernet από την δική του πλευρά είναι µια τεχνολογία που τώρα 
αναπτύσσεται και ακόµη δεν έχει οριστεί η τελική µορφή πολλών προτύπων. 
Αυτό βέβαια δεν έχει εµποδίσει πολλές εταιρείες να παράγουν ήδη Gigabit - 
Ethernet προϊόντα µια και οι προτυποποιήσεις παρουσιάζουν µια αξιοζήλευτη 
σταθερότητα σε καίρια σηµεία στα τελικά τους βήµατα. Oµως σε καµµία 
περίπτωση ο αριθµός εγκαταστάσεων σε Gigabit - Ethernet δεν µπορεί να 
συγκριθεί µε αυτόν σε ATM.  
To βασικό όµως επιχείρηµα των οπαδών της Gigabit-Ethernet τεχνολογίας είναι 
πως η τελευταία δεν είναι τίποτα παραπάνω από την κλασσική Ethernet 
τεχνολογία, απλά κινείται σε υψηλότερες ταχύτητες. Eτσι, δεν υπάρχει λόγος 
ανησυχίας για την απόδοση και την σταθερότητα αυτής της νέας τεχνολογίας 
αφου αυτά τα χαρακτηριστικά τα εγγυάται το Ethernet, το οποίο κατέχει το 80% 
της παγκόσµιας αγοράς δικτύων και υποστηρίζεται από πολυεθνικούς 
κολοσσούς στον χώρο τον δικτύων και των υπολογιστών γενικότερα. 

QoS στα ΑΤΜ δίκτυα.  
Το δεύτερο µεγάλο επιχείρηµα των υποστηρικτών της ΑΤΜ τεχνολογίας είναι 
πώς “µόνο το ΑΤΜ µπορεί να προσφέρει εγγυηµένη ποιότητα υπηρεσιών και να 
συνδιάσει αποτελεσµατικά κινούµενη εικόνα και ήχο, τα οποία αναµένεται να  
αποτελέσουν την κυρίαρχη µορφή δεδοµένων στα δίκτυα του µέλλοντος.” 
Η αλήθεια είναι πως οι δυνατότητες που προσφέρουν τα ΑΤΜ δίκτυα στον τοµέα 
του QoS είναι πολύ περισσότερες και αποτελεσµατικότερες από αυτές των 



άλλων τεχνολογιών. Στην θεωρία, σε ένα αµιγώς ΑΤΜ περιβάλλον µε εφαρµογές 
γραµµένες για την ΑΤΜ τεχνολογία είναι δυνατό να υπάρχει πλήρης έλεγχος 
πάνω στο εύρος ζώνης που διατείθεται σε κάθε χρήστη κάθε διαφορετική 
χρονική στιγµή. Οι καθυστερήσεις που υπόκεινται χρονικά ευαίσθητα δεδοµένα 
µπορούν να φραχθούν και υπάρχουν δυνατότητες για συνεχή έλεγχο της ροής 
της κυκλοφορίας πάνω στο δίκτυο ώστε να λαµβάνεται απόφαση για το αν θα 
πρέπει να δεσµευτούν πόροι για κάποια επικοινωνία ή όχι. 
Ταυτόχρονα, είναι σηµαντικό να κατανοηθεί από όλους πως το ΑΤΜ γεννήθηκε 
από εθνικούς οργανισµούς τηλεπικοινωνιών και εποµένως πολλά 
χαρακτηριστικά QoS που υποστηρίζει είναι σχεδιασµένα ώστε να εξυπηρετούν 
τις ανάγκες των οργανισµών αυτών. Eτσι, το ισχυρό QoS σε επίπεδο 
κυκλώµατος που υποστηρίζει η ΑΤΜ τεχνολογία στην ουσία αποσκοπεί στην 
καλύτερη και αποδοτικότερη χρήση των παραδοσιακών αποκωδικοποιητών και 
των PBX που υπάρχουν στα δίκτυα των τηλεπικοινωνιακών φορέων. Το γεγονός 
αυτό εξηγεί και την πολύ καλή απόδοση του ΑΤΜ στην οµαδοποίηση και 
µεταφορά δεδοµένων και ήχου πάνω από δίκτυα ευρείας περιοχής. 
Από την δική τους πλευρά οι υποστηρικτές του Gigabit Ethernet ισχυρίζονται 
πως µόνο µέσα από ένα αµιγώς ΑΤΜ περιβάλλον είναι δυνατό να αντιληφθεί ο 
τελικός χρήστης την επίδραση του QoS στην απόδοση του δικτύου. Το κόστος 
όµως µιας τέτοιας λύσης είναι απαγορευτικό στην πλειοψηφία των περιπτώσεων. 
Άλλωστε το πολύ υψηλό εύρος ζώνης που προσφέρει η gigabit τεχνολογία σε 
συνδιασµό µε το γεγονός πως το ποσοστό χρησιµοποίησης του backbone στην 
πλειοψηφία των δικτύων (ακαδηµαϊκών και εµπορικών) δεν ξεπερνα το 50%-
60%, κάνουν πολλούς να πιστεύουν πως στα σηµερινά επίπεδα φόρτου δεν 
χρειάζεται να αναπτυχθούν µηχανισµοί για QoS στα τοπικά δίκτυα. 
Βέβαια, οι πάντες αναγνωρίζουν πως στο µέλλον η διαγραφόµενη κατάσταση 
δεν είναι και τόσο ευοίωνη. Για τον λόγο αυτό και το Gigabit Ethernet προσπαθεί 
να κάνει εξοµοίωση στα χαρακτηριστικά που υποστηρίζει το ΑΤΜ µέσα από 
802.1p τό οποίο είναι ένα πρωτόκολλο προτεραιοτήτων που υποστηρίζει 
κατηγορίες εξυπηρέτησης (TOS- Types Of Service). Το πρωτόκολλο αυτό 
στηρίζεται στο RSVP και σκοπό του έχει να εκµετταλευτεί τα χαρακτηριστικά των 
υπάρχουσων εφαρµογών, οι οποίες είναι όλες πάνω από IP πρωτόκολλο 
δικτύου. Φυσικά δεν µπορεί να εγγυηθεί την ποιότητα µε τρόπο αντάξιο του ΑΤΜ 
όµως η βελτίωση που παρουσιάζεται σε συστήµατα που το χρησιµοποιούν είναι 
θεαµατική. Έτσι µαζί τις βελτιώσεις που αναµένεται να γίνουν στο µέλλον οι 
υποστηρικτές του Gigabit Ethernet πιστεύουν πως η συγκεκριµένη τεχνολογία θα 
µπορέσει να αντιµετωπίσει ικανοποιητικά την µετάδοση πολυµεσικών 
δεδοµένων. 
Η αλήθεια βέβαια είναι πως το ΑΤΜ έχει σηµαντικό προβάδισµα και πως είναι 
αυτή την στιγµή η µόνη αποτελεσµατική πρόταση για υποστήριξη εφαρµογών 
όπως η VoD, όµως σε µη απαιτητικά περιβάλλοντα το Gigabit Ethernet µάλλον 
θα κατορθώσει να ξεπεράσει τον σκόπελο του QoS. 

Η υπάρχουσα υποδοµή και εφαρµογές στρέφονται γύρω από το Ethernet. 
Το ισχυρότερο επιχείρηµα των υποστηρικτών της Gigabit-Ethernet τεχνολογίας 
είναι πως “οι  εφαρµογές και η υποδοµή των σηµερινών δικτύων είναι κατά 80% 



στραµµένες γύρω από την Ethernet τεχνολογία. Είναι λοιπόν φυσικό να 
προσαρµόζονται καλύτερα σε ένα µελλοντικό περιβάλλον Gigabit Ethernet.” 
Το επιχείρηµα αυτό κρύβει µέσα του όλη την δύναµη και τα πλεονεκτήµατα που 
έχει η Gigabit Ethernet  τεχνολογία στην προσπάθειά της να κατακτήσει το 
σύνολο της αγοράς δικτύων. Είναι αλήθεια πως το σύνολο των εφαρµογών για 
δίκτυο είναι γραµµένες για IP πρωτόκολλο στο επίπεδο δικτύου. Μια απόφαση 
για ριζική αναδιοργάνωση του δικτυακού τµήµατος µιας επιχείρησης ή ενός 
οργανισµού θα είχε σαν αποτέλεσµα την ανάγκη για αγορά καινούργιου 
λογισµικού. Το κόστος µιας τέτοιας επένδυσης είναι απαγορευτικό για το 
µεγαλύτερο µερίδιο της αγοράς αφού δεν θα πρέπει να αλλαχτεί το λογισµικό 
των εφαρµογών µόνο αλλά και το λειτουργικό σύστηµα του δικτύου και το 
λογισµικό επόπτευσης, διαχείρησης και χρέωσης. Φυσικά πίσω από µια τέτοια 
ανανέωση κρύβεται και το κόστος επιµόρφωσης του προσωπικού ώστε να 
µπορεί να αντιµετωπίσει τις ανάγκες και της ιδιαιτερότητες της νέας τεχνολογίας. 
Εκτός από το λογισµικό η απόφαση για µετάβαση από την Ethernet στην ΑΤΜ 
τεχνολογία συνεπάγεται και ένα τεράστιο κόστος αντικατάστασης των ενεργών 
συσκευών που φτάνει ώς τις κάρτες δικτύου των προσωπικών υπολογιστών εαν 
αναφερόµαστε σε ένα αµιγώς ΑΤΜ περιβάλλον. Αντίθετα στην περίπτωση του 
Gigabit Ethernet µέρος από τον υπάρχοντα δικτυακό εξοπλισµό µπορεί  να 
επαναχρησιµοποιηθεί. 
Γενικά, γίνεται σαφές ακόµη µέσα και από τις έρευνες που δίνει στην 
δηµοσιότητα το ATM-Forum πως η απόφαση για µετάβαση από την Ethernet 
στην ATM τεχνολογία είναι αρκετά δύσκολη και το κόστος της εξαιρετικά µεγάλο. 
Το Gigabit Ethernet έχει το πλεονέκτηµα πως οι προκάτοχοί του διαθέτουν το 
80% της αγοράς και έτσι είναι πολύ εύκολο να διεισδύσει σε αυτή. Αντίθετα, το 
ΑΤΜ θα πρέπει να πείσει τους ιδιοκτήτες και διαχειρηστές δικτύων για την 
ανάγκη µιας τόσο µεγάλης επένδυσης. 
Επειδή δε, το κόστος είναι ίσως ο σηµαντικότερος παράγοντας στην λήψη µιας 
απόφασης και επειδή λίγες εταιρείες επενδύουν στην πληροφορική και στα 
δίκτυα µε χρονικό ορίζοντα παραπάνω από µια πενταετία, είναι σαφές πως 
µάλλον λίγοι θα επιλέξουν να φύγουν από την Εthernet τεχνολογία όσο αυτή 
καλύπτει έστω και οριακά της ανάγκες τους. Υπό αυτή την προοπτική, είναι πολύ 
πιθανόν το Gigabit Ethernet να υπερισχύσει του ATM τουλάχιστον στο άµεσο 
µέλλον.   
6.3 Συνύπαρξη ΑΤΜ και Gigabit Ethernet σε υβριδικά δίκτυα. 
Εκτός όµως από τους ένθερµους υποστηρικτές των δύο τεχνολογιών υπάρχουν 
και εκείνοι που προτιµούν να κρίνουν την τεχνολογία και τις ανάγκες τους πέρα 
από συναισθηµατισµούς και µε καθαρά αντικειµενικά κριτήρια. Για όλους αυτούς 
το δίλληµα δεν είναι τόσο µεγάλο όσο παρουσιάζεται από άλλους. Κοιτάζοντας 
καλύτερα τα στοιχεία και των δύο τεχνολογιών µπορεί να διακρίνει κανείς δύο 
σηµαντικά µειονεκτήµατα που χαρακτηρίζουν και τις δύο. 
Το πρώτο έχει σχέση να κάνει µε το κόστος και είναι σαφές πως καµµία από τις 
δύο τεχνολογίες δεν µπορεί να υποστηρίξει ότι είναι αρκετά φθηνότερη από την 
άλλη. Το ανοιγµένο κόστος ανά ηλεκτρονικό υπολογιστή που συνδεέται στο 
δίκτυο είναι αρκετά υψηλό και για τις περισσότερες επιχειρήσεις σχεδόν 
απαγορευτικό. Iσως δεν έχει µεγάλη σηµασία αν το κόστος ανά Mbit  για το 



Gigabit Ethernet είναι ελαφρώς µικρότερο από αυτό του 622 ΑΤΜ. Αυτό που 
µετράει για την πλειοψηφία των επιχειρήσεων είναι πως και οι δύο τεχνολογίες 
είναι ακόµη αρκετά ακριβές. Και προφανώς σε ένα περιβάλλον που µοναδικός 
στόχος είναι το κέρδος µια τόσο µεγάλη επένδυση χωρίς να είναι 100% αναγκαία 
δεν πρόκειται να εγκριθεί εύκολα. 
Το δεύτερο πρόβληµα έχει σχέση µε την δυνατότητα που έχουν τµήµατα υλικού 
και λογισµικού από διαφορετικές κατασκευάστριες εταιρείες να συνεργάζονται 
µεταξύ τους, γνωστό και ως interoperability. Παρόλο που και οι δύο τεχνολογίες 
διακυρήτουν πως προϊόντα από διαφορετικές εταιρείες είναι συµβατά µεταξύ 
τους και συνεργάζονται χωρίς πρόβληµα η πράξη έχει δείξει πως κάτι τέτοιο είναι 
από πολύ δύσκολο έως ακατόρθωτο. Ακόµη και προϊόντα από κυρίαρχες 
εταιρείες στον χώρο δεν µπορούν να συνεργαστούν άµεσα χωρίς να 
προγραµµατιστούν κάποια τµήµατά τους. Το γεγονός αυτό θα αναγκάσει τους 
ιδιοκτήτες των µελλοντικών δικτύων να δεθούν πίσω από το άρµα µεγάλων 
εταιριών πληροφορικής µε ότι κόστος µπορεί να συνεπάγεται αυτό. Το στοιχείο 
αυτό αναµένεται να κάνει ακόµη πιο δύσκολη την απόφαση για µετάβαση σε µία 
από τις δύο τεχνολογίες. 
Γίνεται, λοιπόν, κατανοητό πως καµµιά από τις δύο τεχνολογίες δεν είναι εύκολο 
να υποστηρίξει πως αποτελεί την πανάκεια για όλα τα προβλήµατα που 
αντιµετωπίζει ένα δίκτυο µε ανοµοιογενές φορτίου που εκτός των άλλων 
περιλαµβάνει και πολυµεσικές εφαρµογές. Και οι δύο τεχνολογίες µοιάζουν 
πλέον να έχουν συνειδητοποιήσει τα αδύνατα σηµεία τους και να κατανοούν πως 
η ολοκληρωτική επικράτηση κάποιας έναντι της άλλης είναι ουτοπία. Οι οπαδοί 
του Gigabit Ethernet ξέρουν πως η συγκεκριµένη τεχνολογία θα πρέπει να δώσει 
σκληρή µάχη για να επικρατήσει σαν τεχνολογία κορµού σε πανεπιστήµια και 
επιχειρήσης ενώ ελάχιστοι ροµαντικοί υποστηρικτές του ΑΤΜ πιστεύουν πως η 
συγκεκριµένη τεχνολογία θα φτάσει εώς τον τελικό χρήστη. 
Η λύση που µοιάζει να κερδίζει έδαφος είναι αυτή των υβριδικών δικτύων, 
δικτύων δηλαδή που θα συνδιάζουν και τις δύο τεχνολογικές επιλογές. 
Εποµένως ΑΤΜ και Gigabit Ethernet θα πρέπει να συνεργαστούν προκειµένου 
να ικανοποιήσουν τις ανάγκες των χρηστών µε σχετικά χαµηλό κόστος και να 
µπορούν να προσαρµόζονται στις αλλαγές των απαιτήσεων από το δίκτυο χωρίς 
να απαιτείται επανασχεδιασµός όλων των τµηµάτων.  
Το ερώτηµα λοιπόν από την πλευρά του ΑΤΜ είναι πόσο µακρία στο δίκτυο 
κορµού θα φτάνει η συγκεκριµένη τεχνολογία ενώ από την πλευρά του Gigabit 
Ethernet το ερώτηµα είναι πόσο η συγκεκριµένη τεχνολογία θα επεκτείνεται πρός 
το δίκτυο ευρείας ζώνης. Σε πιο σηµείο του δικτύου κορµού οι δύο τεχνολογίες θα 
συναντιούνται εξαρτάται από πολλούς παράγοντες όπως το κόστος, οι 
εφαρµογές, η ποιότητα εξυπηρέτησης, το µέγεθος του δικτύου, η τοπολογία του 
καθώς και οι απαιτήσεις για ανθεκτικότητα σε πιθανές αποτυχίες τµηµάτων του. 
Μερικά πιθανά σενάρια υβριδικών  ΑΤΜ και Gigabit Ethernet δικτύων 
περιγράφονται στα επόµενα σχήµατα. 



Στο σχήµα 7.3-1 παρουσιάζεται ένα κτίριο µε δοµηµένη καλωδίωση και εδώ 
µπορούν να διακριθούν δύο διαφορετικά σενάρια. Το πρώτο είναι αυτό που 
απεικονίζεται και το οποίο δείχνει για το backbone του κτιρίου (κάθετος άξονας) 
να έχει ακολουθηθεί η λύση του Gigabit Ethernet  ενώ γιά τον οριζόντιο άξονα 
έχει ακολουθηθεί η προσέγγιση των 10/100/1000 Gigabit συνδέσεων. Το δίκτυο 
αυτό συνδέεται µε ένα ΑΤΜ δίκτυο το οποίο µπορεί να αποτελεί είτε το WAN 
δίκτυο είτε το backbone ενός µεγαλύτερου δικτύου µέσα  

 
 
 
στο οποίο βρίσκεται και το συγκεκριµένο κτίριο. 
Η εναλλακτική λύση που θα προσφέρει µεγαλύτερη απόδοση και καλύτερη 
ποιότητα υπηρεσιών µε υψηλότερο κόστος φυσικά είναι η ακόλουθη .Gigabit 
Ethernet συνδέσεις σε κάθε όροφο του κτιρίου και ATM συνδέσεις στον κάθετο 
άξονά του.  Στην  σηµερινή πραγµατικότητα η πρώτη λύση θα ήταν αρκετά 
πιθανότερη από την δεύτερη. 
Eνα άλλο σενάριο που εξετάζεται είναι αυτό του backbone σε δίκτυα 
πανεπιστηµιακών ιδρυµάτων (campus networks). Μία λύση που υιοθετείται 
σήµερα και που µοιάζει ικανοποιητική είναι η επιλογή της ΑΤΜ τεχνολογίας για το 
δίκτυο κορµού και µετά για κάθε ίδρυµα ακολουθείται διαφορετική προσέγγιση. 
Αυτό πρακτικά σηµαίνει πως ένα ίδρυµα µπορεί να διαθέτει Gigabit Ethernet 
κάποιο άλλο fast Ethernet κ.ο.κ Η λύση αυτή µοιάζει να απειλείται από την 
επέλαση του Gigabit Ethernet το οποίο θέλει να κατακτήσει τον συγκεριµένο 
χώρο. Γενικά όποια από τις δύο τεχνολογίες καταφέρει να υπερισχύσει στο 
δίκτυο κορµού πανεπιστηµιακών και ερευνητικών χώρων θα µπορεί να µιλάει για 
µια πρώτη νίκη έναντι της αντιπάλου τεχνολογίας. Όµως σίγουρο είναι πως το 
τοπίο δεν θα ξεκαθαρίσει τόσο εύκολα. 

 

 

 

 

 

 

Σχήµα 7.3-1: Backbone κτιρίων µε χρήση ΑΤΜ και Gigabit 
Ethernet 

 



 
Σχήµα 7.3-2: ATM backbone σε campus networks 
Τέλος, παρουσιάζεται ένα µοντέλο µε Gigabit Ethernet στο backbone και 
πρόσβαση σε ένα ATM δίκτυο ευρείας ζώνης. Είναι το µοντέλο που για πολλούς 
θα είναι αυτό που θα επικρατήσει τα αµέσως επόµενα χρόνια. 

 



Σχήµα 7.3-3: Gigabit Ethernet backbone µε ATM στο WAN 

Γενικά, δεν υπάρχουν χρυσοί κανόνες και µέθοδοι που να δείχνουν που πρέπει 
να επιλεχθεί η λύση του ATM και που του Gigabit Ethernet. Πάντως είναι γεγονός 
πως η προέλευση των δύο αυτών τεχνολογιών παίζει σηµαντικό ρόλο στην 
εξέλιξη των χαρακτηριστικών τους και κατ’επέκταση προαποφασίζει σε µεγάλο 
βαθµό σε ποιά περιβάλλοντα θα χρησιµοποιηθούν. Έτσι, για το ΑΤΜ που 
προέρχεται από τους κρατικούς οργανισµούς τηλεπικοινωνιών (και δεν είναι 
απίθανο να επιστρέψει τελικά σε αυτούς) καλό θα ήταν να χρησιµοποιηθεί όταν: 

 Απαιτείται µία υποδοµή για µετάδοση ήχου, δεδοµένων και video 
 Χρειάζεται ανθεκτικότητα σε λάθη του δευτέρου επιπέδου και καταµερισµός 
φορτίου στο δίκτυο  και 

 ‘Οταν είναι ανάγκη να υπάρχει αποτελεσµατική µεταγωγή ανάµεσα σε 
LAN/MAN/WAN δίκτυα. 

Αντίθετα το Gigabit Ethernet που απευθύνεται σε εφαρµογές γραφείου καλό θα 
ήταν να χρησιµοποιηθεί όταν : 

 Η απλότητα και το κόστος παίζουν πρωτεύοντα ρόλο. 
 Oταν πρωτόκολλα όπως το RSVP και το 802.1p είναι επαρκή για δεδοµένα 
που θεωρούνται ευαίσθητα σε χρονικές καθυστερήσεις και 

 Oταν είναι ιδιαίτερα σηµαντική η χωρίς προβλήµατα διασύνδεση µε τους 
προσωπικούς υπολογιστές που έχουν πρόσβαση στο δίκτυο. 

6.4 Η ελληνική πραγµατικότητα και το µέλλον. 
Η ελληνική αγορά αποτελεί αυτή την στιγµή ένα περιβάλλον µε πολλές 
ιδιαιτερότητες και είναι εξαιρετικά επιφόβο να προβλεφθεί ποιά από τις δύο 
τεχνολογίες θα επικρατήσει τελικά στον ελλαδικό χώρο. 
Ένα βασικό χαρακτηριστικό της ελληνικής πραγµατικότητας είναι τα απότοµα 
τεχνολογικά άλµατα που κάνει κατά καιρούς µε αποτέλεσµα να µην 
παρακολουθεί όλα τα στάδια της εξέλιξης των διάφορων τεχνολογιών. Το 
χαρακτηριστικό αυτό είναι θετικό για πολλές επιχειρήσεις και οργανισµούς αφού 
δεν χρειάζεται να ξοδεύουν συνεχώς κονδύλια για ανανέωση της υποδοµής και 
του δικτυακού εξοπλισµού τους. Από την πλευρά όµως των µηχανικών και 
επιστηµόνων οι επιδράσεις αυτού του φαινοµένου είναι αρνητικές αφού δεν είναι 
δυνατό να παρακολουθηθεί η πορεία κάποιας τεχνολογίας και να ωριµάσει στην 
συνείδησή τους. 
Ένα δεύτερο χαρακτηριστικό είναι οι αστάθµητοι παράγοντες που στην ελλάδα 
επηρρεάζουν σε πολύ µεγάλο βαθµό τεχνολογικές αποφάσεις και εξελίξεις. ∆εν 
είναι σίγουρο πως η επιλογή δικτυακών τεχνολογιών γίνεται πάντα µε γνώµονα 
της ανάγκες και τις οικονοµικές δυνατότητες του ελληνικού κράτους. Έτσι αν, για 
παράδειγµα, στα πλαίσια κάποιου εξοπλιστικού προγράµµατος του στρατού 
επιλεγεί η εγκατάσταση και η χρήση ενός ΑΤΜ δικτύου τότε η τεχνολογία αυτή 
αυτοµάτως αποκτά προβάδισµα, αφού ο στρατός αποτελεί ένα απο τα 
µεγαλύτερα περιβάλλοντα δοκιµής νέων τεχνολογιών και επηρρεάζει τις 
αποφάσεις των δηµοσίων οργανισµών. Το ίδιο θα συνέβαινε αν κάποια ανάλογη 



απόφαση λάµβανε κάποιο µεγάλο πανεπιστηµιακό ίδρυµα όπως το Ε.Μ.Π , το 
Α.Π.Θ ή το Π.Π . Πρέπει λοιπόν οι δύο τεχνολογίες πρώτα να κατακτήσουν τα 
περιβάλλοντα που αναφέρθηκαν και µετά να επεκταθούν στην ευρύτερη ελληνική 
αγορά. 
Επιπλέον, είναι σαφές πως στην ελλάδα σήµερα, ίσως να µην είναι ακόµα 
αναγκαίες οι δύο αυτές τεχνολογίες. Το στοιχείο αυτό υπαγορεύεται από την 
έλλειψη απαιτητικών, δικτυακά, εφαρµογών που να προσαρµόζονται στα 
ελληνικά δεδοµένα και από τις όχι και τόσο ευοίωνες προβλέψεις για την αύξηση 
του αριθµού των χρηστών Internet στην ελλάδα. Άλλωστε τα ήδη υπάρχοντα 
δίκτυα κορµού πολλών πανεπιστηµιακών ιδρυµάτων σπάνια χρησιµοποιούνται 
σε  ποσοστό µεγαλύτερο του 10-15% κατά µέσο όρο, γεγονός που φανερώνει 
την µη επιτακτική ανάγκη για µετάβαση σε άλλες δικτυακές τεχνολογίες. Το 
στοιχείο αυτό αν συνδιαστεί µε τα µεγάλα τεχνολογικά άλµατα που αναφέρθηκαν 
προηγουµένως φανερώνει τον κίνδυνο κάποια από τις δύο αυτές τεχνολογίες να 
µην προλάβει να ωριµάσει και να αναπτυχθεί στην ελλάδα. 
Σχετικά µε την σηµερινή κατάσταση καµµία από τις δύο τεχνολογίες δεν έχει 
δοκιµαστεί πλήρως σε ελληνικό περιβάλλον. ΑΤΜ δίκτυα υπάρχουν λίγα και µόνο 
από ιδιωτικές εταιρείες που ενοικιάζουν υποδοµή του Ο.Τ.Ε προκειµένουν να 
υλοποιήσουν τα δικά τους δίκτυα. Σε πανεπιστηµιακό επίπεδο δεν υπάρχει αυτή 
την στιγµή δίκτυο κορµού σε ΑΤΜ. Ο Ο.Τ.Ε έχει εξαγγείλει πως την 1/1/2000 θα 
υπάρχει δηµόσιο ΑΤΜ δίκτυο στην ελλάδα µε σηµεία πρόσβασης σε όλες τις 
µεγάλες επαρχιακές πόλεις. Το ζητούµενο είναι αν θα υπάρξουν οργανισµοί που 
θα τοποθετήσουν χρήµατα σε αλλαγή εξοπλισµού και υποδοµής για να 
εκµεταλλευτούν την δυνατότητα που τους προσφέρει ο Ο.Τ.Ε . 
Το Gigabit Ethernet δεν έχει πολλά σηµεία παρουσίας στον ελληνικό χώρο. 
Αξιολογότερη προσπάθεια είναι αυτή του Ε.Μ.Π, το οποίο επέλεξε την 
συγκεκριµένη τεχνολογία για να αναβαθµίσει το δίκτυο κορµού του. Υπήρξαν 
βέβαια αρκετά προβλήµατα , µε κυριώτερο την µη ικανοποιητική αντιµετώπιση 
των πολλών VLAN’s που υπάρχουν σε ένα τόσο ετερογεννές περιβάλλον, όµως 
ίσως αυτή η επιλογή να δίνει ένα ελαφρό προβάδισµα στην συγκεκριµένη 
τεχνολογία. 
Για το άµεσο µέλλον προβλέψεις δεν είναι εύκολο να γίνουν. Είναι γεγονός πως 
το ποσοστό που κατέχει η τεχνολογία Ethernet στην ελληνική αγορά ξεπερνά το 
80% που ισχύει για τον διεθνή χώρο. Το στοιχείο αυτό από µόνο του ίσως να 
δείχνει µία κατεύθυνση. Από την άλλη  ξένες εταιρείες που θα προσφέρουν 
δίκτυα κορµού και υπηρεσίες και στον ελληνικό χώρο, µετά την απελευθέρωση 
της σταθερής τηλεφωνίας, είναι πιθανό να προωθήσουν την ΑΤΜ τεχνολογία 
αφού θα εξυπηρετεί καλύτερα τις ανάγκες τους για συνδιασµένη µετάδοση 
δεδοµένων και ήχου. Τέλος, δεν είναι καθόλου σίγουρο κατά πόσο θα 
χρειαστούµε στην ελλάδα τις δύο αυτές τεχνολογίες µε βάση την εώς τώρα 
δικτυακή πολιτική και δραστηριότητά µας. 
Το πιθανότερο πάντως σενάριο είναι πως η Ελλάδα δύσκολα θα ξεφύγει από το 
άρµα της Ethernet τεχνολογίας αφού κάτι τέτοιο θα απαιτούσε µεγάλη επένδυση 
σε υποδοµή και δικτυακές συσκευές καθώς και επανεκπαίδευση όλου του 
προσωπικού που ασχολείται µε την διαχείρηση δικτύου. Κάτι τέτοιο µοιάζει 
απίθανο για την ελληνική πραγµατικότητα που δεν έχει συνηθίσει σε µεγάλου 



ύψους επενδύσεις σε έργα πληροφορικής. Eτσι, ίσως το Gigabit Ethernet, 
τουλάχιστον στην Eλλάδα, να κατακτήσει µεγαλύτερο µερίδιο αγοράς από ότι το 
ΑΤΜ. 
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