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ABSTRACT

Dimitris N. Souravlias. MSe, Computer Science Department, University of Ioannina,
Greece. June, 2011. Novelty-aware Event Delivery. Thesis Supervisor: Evaggelia Pi-
toura.

In publish/subscribe systems users express their interests by submitting long standing
queries, called subscriptions, and get notified whenever new events that match their in-
terests become available.

Traditional publish/subscribe systems forward to users all available pieces of infor-
mation that are relevant to one of their interests. In an effort to avoid overwhelming
the users with this ever-growing ocean of relevant information, in this work we propose
a new notion of relevance that is called novelty-aware relevance. An event is considered
novelty-aware relevant, if it matches a subscription whose previously matching events were
rarely delivered to the user. Novelty-aware relevance is used in a per user filtering mecha-
nism, called novelty-based event filtering, that filters out relevant, but less novelty-aware
relevant events in an effort to maximize the information gain received by the user.

We have fully implemented our approach and present our extensive experimental re-
sults which show that user-perceived novelty maintains a per user steady load and leads
to efficient and effective event pruning.




EKTETAMENH IIEPIAHUH ZTA EAAHNIKA

Aruntploc LovpaPhdc tou Nixohdou xat tng Awatepivnc. MSe, Tudjua ITAnpogopt-
xrc, Maveriotiuo Iwavvivev, Iodviog, 2011. Awdtalr, I'eyovotwy Baoet Tou Xpbvou Ar-
utovpyiac touc. ExBAérouca: Evayyehia [Titoupd.

Eta ovothuata €xdoanc/cuvdpouric, ol yprioTec exppdlouy Ta evBlagépovtd Touc uroPBdh-
hovtag ouveyy epwTriuata, Ta orola ovoudlovtal cuvBpoués, xat evruepdvovtat OTayv véa
yeyovota mou tatptdlouv ota evBlagépovtd Toug yivovtar SabBéowa.

Ta rapadootaxd cuothuata éxdoore/cuvdpourc tpowbolv otouc xpiiotes 6heg Tig da-
Béowec TArpovopiec mou elval oyeTiXég UE Ta evBlaPépovtd Toug. Xe wa Rpoondfeta va
AROPUYOUUE VI XATAXAUOOUUE TO Yp1oTn Ue autdv Tov Tepdotio dyxo mhnpogoplac, Tpo-
teivouue wa véa Bedpnon trc ouoyétiong uetadd ouvdpourc xat YEYOvVOTOG, Trv omoia
xaholue cvoyétor, ue Bdor, to novelty. ‘Eva yeyovog eivar ayetixd ue Bdorn to novelty,
av Taptdet ue ua auvdpour, Trc orotac Ta YEYovéTta ato raperdév rapadidoviat ordvia
oto xpriotn. H ouvoyétior, ue Baon 1o novelty ypnowonoteitan yia xdfe yprioty wg évac
unyavioudc othtgapiouatoc, Tou ovoudletar giitpdpioua ue Béon to novelty. O unyaw-
oubs authe araheiper Ta AyGTEPO OYETIXA YEYOVOTA, UE GToY0 v alinor Tou xépdoug
e RATEoPOptac Tou AauBdver o ypRoTrg.

Yy rapoloa epyaocia, apyixd wpoteivouue éva fewpntixd uovtéro, drou opiouue
v évvota g novel ouvdpouric xat Bdoer autic opiloune TRV €vvola NG GUOYETLOTG ME
Béor, to novelty. T to @uitpdpioua Yeyovotwy rpoteivoupe 800 véoug akyopifiuoug:
évav alydplBuo deryuatohrlac xat évav aiydplBuo xatweriov. Kat ov 8o alydpiBuot
araleipouy o€ Rpayuatixd ypévo ta MYOTEPO OYETLXd YEYOVOTA, UE otéyo TNV alinom
Tou xépdoug g ~Anpogopia mou Aaufdver o ypriotrc. Exouue vloroujcer mhipws TRy
TPOGEYYLON HAS XAl RAPOUGLELOVUE TA EXTEVY AROTEAECUATA TWV TELPAUATWY Hag.




CHAPTER 1

INTRODUCTION

1.1 Scope of Thesis

1.2 Thesis Outline

1.1 Scope of Thesis

Publish/Subscribe systems offer an attractive alternative to search by providing a proac-
tive model of information supply that disburdens the users of the hard task of explicit
search. In such systems. users {or subscribers) express their interest in specific pieces
of data (or events) through long standing queries called subscriptions. Then, they get
notified whenever an information source (or publisher) generates an event that is relevant
(or matches) one of their subscriptions. Examples of such proactive delivery include news
aggregators. RSS feeds and notification services in social networks such as Facebook and
Twitter.

Traditional publish/subscribe systems forward to the users all events that are relevant
to one of their subscriptions. In an effort to avoid overwhelming the users with this buge
volume of relevant data, we introduce a new notion of relevance between subscriptions
and events that is called novelty-aware relevance.

Novelty is gaining increasing interest in information retrieval as evaluation measure
[10], [11]. As there is not a formal definition, one can define novelty as the need to
limit redundancy by avoiding results with overlapping content. In our previous work
{1], we have explored novelty as a ranking criterion in publish/subscribe delivery. Our
interpretation of novelty is that an event is considered novelty-aware relevant, if it matches
a subscription whose previously matching events were rarely delivered to the user.

This streaming notion of novelty is desirable for a major reason; making rare events
visible and thus increasing the information gain of the user. Consider a user that submits
subscriptions with varying rates of matching events. As an example, take a user in a social
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networking application like Twitter, that follows both publishers that are very productive
in terms of content generation and publishers that generate information seldom. Novelty-
aware relevant events (i.e. events that match subscriptions which have been matched by
events rarely delivered in the past) will be forwarded to the user whereas less relevant
will be discarded, targeting that all subscriptions of the user will be equally represented
in the stream of delivered events.

The focus of this work is on incorporating novelty-aware relevance in a per user filtering
mechanism, called novelty-based event filtering, that filters out relevant, but less novelty-
aware relevant events. To this end, we propose two algorithms than work in on-line
mode; a threshold-based and a novelty-biased sampling algorithm. The first forwards to
the user events that have novelty scores above a per user threshold. The second forwards
to the user with high probability events that their matching subscriptions have been rarely
matched in the past.

"1.2 Thesis Outline

The rest of this thesis is structured as follows. In Chapter 2, we present the model
and define the notion of novelty-aware relevance. Also, we present the relation between
novelty and entropy. In Chapter 3, we explore novelty-based event filtering and present
our threshold-based and novelty-biased sampling algorithms along with their variations.
In Chapter 4, we present our evaluation setup and experimental results. Chapter 5 de-
scribes related work and finally Chapter 6 concludes this thesis with a summary of our
contributions and outlines future work.
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CHAPTER. 2

MODEL

2.1 Event-Delivery Model
~ 2.2 Novelty-Aware Relevance
2.3 Novelty and Entropy

2.4 Subscription Subsumption

2.1 Event-Delivery Model

We consider a generic event delivery approach based on a typical publish/subscribe
(pub/sub) model. In this model, users express their interests in certain events via long-
standing queries, called subscriptions. Whenever an event is generated or published, it
is matched against the current subscriptions. Matching events are then delivered to the
corresponding users.

There are two broad types of publish/subscribe systems that differ on the expres-
sive power of the subscription language: (a) topic-based and (b) content-based ones. In
topic-based systems, users subscribe to topics and get notified when events on matching
topics are generated. In content-based systems, subscriptions specify conditions that the
content associated with the event must satisfy. Our novelty model is applicable to both
types. Many popular web applications fall under this generic pub/sub paradigm. For
example, many social networking sites such as Twitter and Facebook allow their users
to “follow” the content generated by their friends. RSS feeds and news aggregators are
other examples.

Let us assume that event matching is exact that is an event e either matches or does not
match a subscription s. We denote this by match(e, s) which is equal to 1 if subscription
s matches event e and 0 otherwise.

12




2.2 Novelty-Aware Relevance

Let U be the set of ail users, S be the set of all subscriptions, and / be the (potentially
infinite) sequence of input events in the system. Further, let A/ C I be the set of all
input events that match at least one subscription in the system, and O C M the set of
all such events that were delivered to subscribers. For a specific user u € U, we denote as
S(u) C S the set of the subscriptions of u, M (u) C M the set of all input events matching
a subscription s € S(u), and as O,(u) C M,(u) the set of all events being delivered to u
as a result of matching s.

Further, let Af(u) = e;,... €; ... be the sequence of all input events matching at least
one of u’s subscriptions. We denote with Af;(u) the subsequence of Af(u) up to event e;,
and by M ;(u) C M;(u) the sequence of events up to event e; matching subscription s.
Similarly, let O;(u) be the subsequence of AM;(u) that includes only the events delivered
to u, and O, j(u) C Oj(u) be the sequence of events delivered to u as a result of matching
s.

Typically, an event e is considered relevant to the interests of a user u and thus
delivered to the user if it matches at least one of the subscriptions s € S(u). In this work,
we make the case that the relevance of events does not depend solely on the user interests
but also on the events previously delivered to that user, that is on how much novel an
event is with respect to what the user has seen in the past. We call this new notion of
relevance novelty-aware event relevance. To define the novelty-aware event relevance, let
us first define the novelty of a subscription s. We discern two major ways of defining the
novelty of a subscription; one according to the delivery rate model and the other according
to the delivery interval model.

2.2.1 Delivery Rate Model

Let R, ;(u) be an indicator variable associated with subscription s € S(u), counting the
number of events in O;,_;(u); that is, Rs,(u) = |O,-1(u)| = f, if exactly f of the events
in Z,_, were delivered to u as a result of s being matched and being the most novel among
other matched subscriptions. Then, the novelty score of s for u at time t is given by:

Rs.t(u)

el
Note that the fraction in eq. 2.1 is equal to the delivery rate of s at time ; that is, the
fraction of all input events in I;_; having been delivered as a result of matching s.

novel g (s, u.t) =1 — (2.1)

2.2.2 Delivery Interval Model

Let L,, be an indicator variable associated with subscription s € S(u), recording the last
event before ¢ which was delivered as a result of subscription s; that is:

L = ] max {7 :ej € Ogp-r(u)}, if Ogy(u) #0
st t — 1, otherwise
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Then:
novel,-me,(s, u, t) =t- Ls,t' (2.2)

Note that novelin..(-) is in essence the time between consecutive deliveries of events
matching s. Naturally, the mean value of this metric, that is, the inter-delivery time for
8, is equal to the inverse of the delivery frequency for s.

Given the above ways of computing subscription novelty, a subscription s is novel for
user u at time ¢ if and only if its score is above an appropriate per user threshold th(u):

Definition 2.1. Subscription s is novel for user u at time t iff novel(s, Os:_1(u)) > th(u)
Also, the following theorem holds:
Theorem 2.1. Both novel,,:(-) and noveliner(-) result in equivalent rankings.

Proof can be found in the Appendix.

2.2.3 Novelty-aware Event Relevance

In our model, each event e is delivered to user u if and only if it is novelty-aware relevant
to at least one of the subscriptions of the user u. An event e is novelty-aware relevant if
and only if both of the following conditions hold:

(a) The event e matches at least one of the subscriptions s € S(u).
(b) At least one of the subscription s that is matched by e has a novelty score above user
threshold th(u).

Each event e delivered to the user u is associated with a novelty score that indicates how
much novel it is for user u. This score is computed in accordance with the score of the
subscriptions that cover it. In the simple case, in which event e matches exactly one
subscription s € S(u), the novelty score of the event is assigned the novelty score of the
subscription that covers it. In the case that we have multiple matches, the novelty score
of the event is assigned the score of the most novel of the subscriptions (i.e. that has the
highest novelty score) of user u that cover e.

For example, take two subscriptions s; = {director = S.Spielberg, genre = sci — fi}
and s, = {genre = sci — fi,release_year > 1999}. Note that none of the subscriptions
covers the other. An event that matches both subscriptions will get the score of the most
novel one. For example, if many events that match subscription s; have been delivered to
the user and only a few that match subscription s,, then the event is assigned the score
of s, (that is the most novel one) so that rare events are noticed.

14




2.3 Novelty and Entropy

2.3.1 Entropy

In information theory, entropy is a measure of the uncertainty associated with a random
variable. It was first introduced by Shannon in [2]. Entropy quantifies the expected value
of the information that is contained in a message and is measured in terms of bits. The
entropy H of a discrete random variable X with posible values {zi, 2, ..., z,} is:

H(X,n) = E(I(X)) (2.3)

Here E denotes the expected value and I denotes the information content of X. If p
denotes the probability mass function of X, then entropy can be written explicity as:

H(X,n) =~} p(z:) - loga(p(x:)) (24)
=1
" Theorem 2.2. Entropy is marimized when p(z;) = 1/n, fori = 1, ..., n, that is when

the random variable X follows a uniform distribution.

The value of the maximum entropy is equal to:

n

Hopez(X,n) = — Z 1/n-log2(1/n) = n-1/n-logs(n) = loga(n) (2.5)

i=1
In this work, we measure the entropy of events of the output stream, namely the events
that are delivered to a user u. In our case, the probability mass function is based on the
probability that an event e that is delivered to user, matches one of the subscriptions in
S(u) = {s1, s2. ..., Sp} of the user u.
For example, let S(u) = {s1, s2, s3} be the subscriptions of the user u and 100 the
total number of events that are delivered to him. Also, suppose that 20 of the delivered
events match subscription s;, 30 match s; and 50 match s3. Then the output entropy is:

3
H(X,3) = —Zp(xi)'logz(l)(l‘i))

= —[(20/100) - log2(20/100) + (30/100) - log(30/100)
+ (50/100) - log>(50/100)] = 1.48548

Intuitively, high output entropy value indicates a more uniform-like distribution of the
output stream and a higher probability that novel events will be finally noticed.

2.3.2 Improving Output Entropy

We now give the definition of the most novel subscription of user u at time ¢.

15




Definition 2.2. The most novel subscription of user u at time t is the subscription with
the lowest novelty score of the subscriptions of the user.

Let N be the number of events delivered to the user u and e; be the N+1 event
that is delivered to the user. Also, let H{X, N) be the entropy of the first /N events and
H(X, N +1) be the value of the entropy after the delivery of the e, event.

Theorem 2.3. The difference between H(X,N) and H(X,N + 1) is mazimized if the
event e, matches the most novel subscription of the user u.

Proof can be found in the Appendix. Intuitively, the delivery of an event that matches
the most novel subscription of the user, leads to the maximum possible increase of the
output entropy.

Let L(s) = {s1,82,--.,5m} be the list of the m subscriptions of the user u sorted in
a descending order from the most popular subscription to the least popular one. Let 7y,
Tsps - - -5 Ts,, e the corresponding matching rates with r;, > r,, > ... > 1, and d;,, d;,,
..., d,,, be the corresponding target delivery rates of events the match each subscription.
Also, let |O,(u)| be the number of events delivered to the user u up to the arrival of the
matching event e,. We aim at improving the entropy of the delivered events, namely we
want the target delivery rates of the subscriptions to be equal and independent from the
corresponding matching rates. Next, we present the minimum 7., and the maximum
filtering rate 7,,,, per user u in order to maximize the entropy of delivered events.

Observation 2.1. The minimum target delivery rate per subscription is equal to m,
namely one matching event per subscription is delivered. Consequently, the minimum

filtering rate rmn per user u is equal to '[_o,"(lu)['

Observation 2.2. The marimum target delivery rate per subscription is equal to rs,,
namely each subscription has a delivery rate equal to the matching rate of the least popular
one (i.e. the most novel). Consequently, the mazimum fillering rate r,,,, per user u is
equal tom - rs,,.

Note that if the filtering rate r per user u is less than 7,,;, or more than r,,,, the
subscriptions will not achieve an equal delivery share and thus the entropy will not be
maximized.

2.3.3 Other Measures

The fairness measure (3] is used in network engineering to determine whether users or
applications receive a fair share of system resources. In our work, we use fairness to
determine whether users receive a fair share of events per matching subscription.

The fairness F of a stream of events delivered to the user u that match one of the
subscriptions S(u) = {s), $2, ..., $a} of u is equal to:
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(b) Subscription Graph with dummy subscriptions

Figure 2.1: Subscription graph

(3. O, (w))?
F(S], 525000y sn) = —1’%____ (26)
n-y 02 (u)

i=1

The value of the fairness ranges from %, which is the worst case to 1, which is the
best case and it is maximized when all subscriptions of the user match the same number
of delivered events. Using the above scenario for calculating entropy, the corresponding

value of fairness is:

(20 + 30 + 50)?

—0.87
3. (202 + 307 + 508) _ 001 THY

F(31,80,83) =

2.4 Subscription Subsumption

Our model supports subscription subsumption or coverage. We say that subscription s,
is more specific than subscription s; if and only if, V event e such that match(e, s2) = 1,
it holds that match(e,s;) = 1. This may happen for example when s, is a subscription
expressing interest in a general topic (e.g., a drama movie) and s; is a subscription ex-
pressing interest in a most specific one (e.g., a drama movie with duration less than 120
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min).

Suppose that a user u has submitted to the publish/subscribe system the subscriptions
that Figure 2.1(a) shows. Let e; be the event {type = drama, length = 90, rating = 5.0}
that matches subscription s4. Clearly, e; matches subscriptions s;, s2 and s3.

The first question that arrises is the novelty score of which subscription should be
updated (reduced), if event e, is delivered. If e, is delivered then the novelty scores of
all subscriptions that match it are updated. Intuitively, if e, is delivered the novelty of
all subscriptions in the path from the root to the most specific matching subscription is
reduced, as the part {type = drama} is common in all matching subscriptions.

The next question that arrises is the way that we compute the entropy of the delivered
events. We compute the entropy at the most specific subscription that matches an event, if
it is delivered. Continuing the previous example, if ¢, is delivered, we compute the entropy
at the most specific subscription that matches e;, which is subscription s;. In case, that
the node of the most specific subscription that matches an event has children nodes, then
the system adds some dummy subscriptions (linked to the most general subscriptions with
dotted lines in Fig. 2.1(b)). For example, if event ¢, is {type = drama} then the entropy
is computed at the dummy subscription {type = drama, OTHER}.

When a delivered event matches subscriptions that each is not more specific than the
other then the novelty score of each subscription is updated. For example, let e, be the
event {type = drama AND type = sci-fi}. Notice that the subscriptions are disjoint,
namely {type = drama} N {type = sci-fi} = §. In this case, the novelty scores of both
subscriptions are updated.
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CHAPTER 3

NOVELTY-BASED EVENT FILTERING

3.1 Relevance Filtering
"3.2 Algorithms
3.3 Aging

3.4 Distributed Setting

3.1 Relevance Filtering

In this section, we focus on the use of novelty for enhancing event delivery. Since the input
stream of events can be large, instead of delivering all matching events to all users, rele-
vance filtering can be used to select and deliver the most relevant events to each user. The
reason for this is twofold: (a) user satisfaction and (b) system performance. From a user
perspective, with relevance filtering, each user receives a subset of the most representative
events, instead of being overwhelmed with all matching ones. From a system perspective,
filtering events based on novelty decreases the system load and network traffic.

In this work, we introduce a new way of filtering out non-relevant events that is called
novelty-based event filtering. We consider novelty-based event filtering as a second-stage
step that follows the relevance filtering of the event matching process. This new notion
of filtering is both history-based and user-based; only events that were delivered to the
user u in the past affect the decision of delivering new events to u.

Suppose that the publish/subscribe system limits the subset of events that each user
receives with a maximum delivery rate per user threshold rry(u) € [0,1]. Our objective
is to maximize the per user information gain by delivering events that cover fairly the
subscriptions of the user, that is all subscriptions achieve equal number of delivered events.
In this work, we quantify the quality of the information content that user receives by using
entropy. High entropy values express high information gains received by the user as they
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indicate a more uniform-like distribution of delivered events. We now formally state the
Subsequence Selection Problem.

Subsequence Selection Problem Given user u, the set S(u) of the subscriptions of
u. the sequence M (u) of matching events, a maximum delivery threshold rpy(u) € [0,1]
and a period P of time, select a subsequence O(u) of events with size k = ryy(u) - P and
deliver it to user u such that the entropy H of O(u) is maximized:

O(u); = argmaX(y), subsequence of M(u)H(O (u)k) (31)

3.2 Algorithms

In this section, we present our novelty-aware algorithms. Our algorithms aim at improving
the entropy of the input stream of events that match at least one of the subscriptions of

-the user by filtering out non-novel events. We propose a threshold-based algorithm that
uses an adaptive per user threshold; a matching event that has a novelty score above this
threshold is delivered to the user; else it is discarded. Further, we propose a novelty-biased
sampling algorithm that uses a sampling rate per subscription of the user and filters out
matching events that with high probability are non-novel. Our algorithms work only in
an on-line mode, as at the time of each event arrival, the decision whether it is novel or
not is made without knowing about the complete event stream.

3.2.1 Lazy vs Eager Mode

We propose a lazy and an eager mode that are both applicable to the threshold-based and
the novelty-biased sampling algorithm. The major difference between the lazy mode and
eager one is the time the threshold/sampling rate is adjusted. In the first case, we assume
that the stream of matching events Af(u) is partitioned in disjoint periods of P events.
The threshold/sampling rate are adjusted at the end of each period. In the second case,
when a matching event arrives, it is inserted in a sliding window of size W. The sliding
window is tuple-based; when a new event e, arrives, the least recent event (i.e. the event
that has been inserted in the window W units before ¢,) slides out from the window. In
the eager update case, the threshold/sampling rate are adjusted when a new matching
event is inserted in the window.

When the threshold-based algorithm uses the eager mode, a considerable computa-
tional overhead is induced. In this mode, the computation of the threshold is based on the
last W matching events of the user u. As we will shortly see, when a new event arrives,
the threshold is updated. This update requires sorting the novelty scores of the events in
the window with each arrival of a matching event.
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3.2.2 Rate-based vs Interval-based Scoring Mode

In section 2.2, we have discerned two major ways of computing the novelty of a subscrip-
tion; a rate-based scoring mode according to the delivery rate model and an interval-based
one according to the delivery interval model. We remind that the rate-based scoring mode
is based on a per subscription delivery rate; the more events are delivered for a subscrip-
tion, the less novel the subscription is. The interval-based scoring mode is based on the
distance of the current event that matches subscription s, from the previous event in the
stream that matches subscription s. The bigger the distance, the more novel subscrip-
tion s is. Our scoring modes are combined with both the threshold-based and the the
novelty-biased sampling algorithm.

3.2.3 Threshold-based Algorithm

Algorithm 1 Threshold-based Algorithm - Lazy Mode
“Input: A sequence of matching events M (u), the set S(u) of the subscriptions of u, a

maximum delivery rate rry(u) and a period length P
Output: A sequence of delivered events O(u)

1: begin

2: thr(u) < 0

3: delivered — 0

4: k — Tyy;(u) - P

5: L « empty list

6: for all ¢, € M(u) do

7: & «— the subscription matched by e,

8: if novel(s,u,t) > thr(u) and delivered < k then

9: deliver e, to u
10: delivered «— delivered + 1
11:  end if

12:  insert novel(s,u,t) to L
13:  if (t % P) =0 then

14: sort L in descending order
15: thr(u) «— k' element of L
16: clear L

17:  end if

18: end for

19: end

Now, we present the threshold-based algorithm. When a new event ¢, that arrives at
the system matches at least one of the subscriptions of the user u, the algorithm reaches
a binary decision whether the event e, is either novel or not for u. More specifically, the
score of the most novel of the matching subscriptions (i.e. that has the highest novelty

21




score) is compared against a novelty-aware per user threshold. In case that the score is
above the threshold, the event is delivered to user along with a score that indicates how
much novel the event e, for user u is; else it is discarded. The score of the delivered event
is equal to the score of the most novel subscription that it matches.

The total number of delivered events per period/window is limited by a maximum
delivery rate rry(u). In case the rate of the total delivered events becomes equal to
rryu(u), then no more events are delivered in the current period/window. The threshold
is adjusted at the end of each period/window and is equal to the k% highest novelty score
of the previous period/window, where k = rry(u) - P and k = rpy(u) - W respectively.
Algorithm 1 shows the pseudocode of the algorithm with the lazy mode.

3.2.4 Novelty-biased Sampling Algorithm

We propose a novelty-biased sampling algorithm that online filters out non-novel events
for the user u. For each subscription of the user a sampling rate is computed. Let e,

-be the current event that matches at least one of the subscriptions of user u. The more
novel the subscription s that matches the event e, is, the highest the probability that e,
will be delivered to the user. Intuitively, the highest the value of the sampling rate of
subscription S of user u is, the highest the probability that the event e, that matches s
will be delivered to the user.

The computation of the sampling probability, when the rate-based scoring is used, is
based on the following: Let rry(u) be the maximum delivery rate per user u, S(u) be
the set of the subscriptions of the user u, s be a subscription in S{u). Also, let e be an
event and P.:n(s) be the probability that event e matches subscription s. Intuitively,
we want each subscription of the user to achieve the same delivery rate, that is an equal
number of delivered events, thus ’I—g’(’u(—;‘l) where |S(u)| is the number of the subscriptions
of the user.

Consequently, the sampling probability per subscription s is equal to:

1, if Pmﬂtch(S) < 'r-m(l‘-l

b o) — ) 1S(u)] 3.2
sampl( ) { rIT;(;ISII) X ”Thdla(:T))ll’ otherwise ( )

Proof can be found in the Appendix.
When the interval-based scoring is used, the sampling rate is equal to:

1a if I)match(s) < T—TL(Q

o 1S (u)]
Psampl(s) = rT”(u)~| BZ:U)IDist(eﬁ,,cfn) (3-3)
1=1] .
EOREAD] , otherwise

M(u)
where ) Dist(e?,es)) is the addition of the distances of events e, and e, that match
i=1

the same subscription s and |M,(u)| is the number of events that match subscription s.
The distance is measured in terms of matching events. n denotes the sequence number of
matching event e,, that is n—1 events were matched before e,, and m denotes the sequence
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number of matching event e,,,. Then, the distance Dist(e,e5,) is equal to m — n, with

Mg (u)f
Dist(es .e2,)

m > n. Note that “=—=
that match subscription s. Intuitively, the bigger the interarrival distance of s, the highest
the probability that an event that matches subscription s will be delivered.

is equal to the average interarrival distance of events

Algorithm 2 Novelty-biased Sampling Algorithm - Lazy Mode

Input: A sequence of matching events A (u), the set S(u) of the subscriptions of user u,
a maximum delivery rate rry(u) and a period length P

Output: A sequence of delivered events O(u)

1: begin

2: delivered — 0

3 k—rpyu)-P

4: for all ¢, € M(u) do

5. choose a number z uniformly at random in [0,1]
6: s «— the subscription matched by e,

7:  if Psgmpi(s) < r and delivered < k then

8 deliver ¢, to u

9: delivered «— delivered + 1

10: end if

11 if (t % P) =0 then
12: for all s € S(u) do

13: if lll;{;((s))li i rlls,_(%ll_) then

14: Psampl(s) =1

15: else

16: Piampi(8) — ’_ITS_'(':)LI) ) Tli%))-ll
17: end if

18: end for

19: end if

20: end for

21: end

When a new event e, arrives that matches at least one subscription of the user u, we
generate a number z uniformly at random. If z has a lower value than the sampling rate
of the most novel subscription s that matches e, and the number of delivered events is less
than k£ = rpy(u) - P then it is delivered to the user u. Intuitively, an event that matches
a subscription which was rarely matched, has a high probability to reach the user. We
present the pseudocode of the novelty-biased sampling algorithm when the rate-based
scoring mode and the lazy update mode is used (Algorithm 2). We omit the pseudocode
when the interval-based scoring mode of the algorithm is used as it differs from the rate-
based scoring one in the way that the subscription sampling rate is computed. Also, we
omit the pseudocode when the eager mode is used as it differs from the lazy one only in the
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time that the subscription sampling rate is computed as we have previously illustrated.

Our sampling algorithm is both space and time efficient compared to our threshold-
based algorithm. It does not require maintaining and sorting a list of scores of events per
period/window. However, it has some drawbacks. Consider a scenario where a popular
(i.e. highly matched) subscription s is not matched in certain periods of time. Recall that
the computation of Pyampi($) is based on sharing equally the maximum total delivery rate
rry(u) among the subscriptions of the user. Assigning a fraction of 71y (u) to subscription
s in periods when not matched, results in limiting the number of events delivered to the
user, as this fraction will not be used. Further, the probability P;y.m(s) in periods when
s not matched takes high values, thus when s again highly matched, a huge number of
its matching events will be delivered to the user. Consequently, the entropy of delivered
events will deteriorate.

Due to the above reasons, the threshold-based algorithm is a) resistant in radical
changes of the distribution of the input stream and b) achieves a higher total delivery
rate than the sampling algorithm when changes in the distribution of the input occur as

“it does not take into account the number of the subscriptions of the user.

3.3 Aging

The computation of the subscription novelty score can be based on the history of previous
delivered events. To incorporate the former delivery history into the novelty score of a
subscription, we consider an aging factor v (i.e. a weight factor) that takes values in [0,1].

Let novel(s.u,t) be the novelty score of subscription s of user v when event e, is
delivered and novel(s, u,t’) be the novelty score of subscription s of user u when event ¢
is delivered with ' < t. The novelty score novel(s,u,t) of subscription when event e, is
delivered, when the aging factor is used, is computing according to the following formula:

novel(s,u,t) = v - novel(s,u,t) + (1 — ) - novel(s, u,t’) (3.4)

Note that when 7 is equal to 1, no aging is introduced. Also, when 7 is equal to 0,
the current novelty score is equal to the previous one, that is the score is not updated.

3.4 Distributed Setting

We have presented the algorithms with the assumption that we have a centralized setting,
namely each subscription of the user is at the same node of the publish/subscribe system.
Now, we consider the case that the subscriptions of the user are distributed across a
number of nodes of the publish/subscribe system. We discuss the effect of the distribution
of the subscriptions on the threshold-based and the novelty-biased sampling algorithm.
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3.4.1 Threshold-based Algorithm

In the rate-based scoring mode, the computation of the novelty score of the subscription
s is based on the number of events that match s and are delivered to the user and
the number of events that match at least one of the subscriptions of the user. In the
interval-based scoring mode, the novelty score is based on the time measured in terms
of matching events between two consecutive deliveries of events that match s. Both
variations are based on the total number of events that match at least one subscription of
the user. Each subscription maintains the number of its matching events. Consequently,
the computation of the total matching events per user requires the communication of the
nodes that maintain the subscriptions of the user with each update of the subscription
novelty score.

Further, the adjustment of the threshold requires sorting the novelty scores of the
events of the previous period/window. Since each event score is stored locally (i.e. in the
node of the matching subscription), a distributed top-k algorithm is needed for computing
the threshold.

3.4.2 Novelty-biased Sampling Algorithm

Both the rate-based and the interval-based scoring mode require the total number of
matching events of the user and the number of the active subscriptions of the user. A
subscription is active if it has been matched by at least one event. As explained earlier,
the total number of matching events per user induces a considerable communication over-
head. Also, the number of active subscriptions of the user, requires the communication
between the nodes that maintain the subscriptions of the user. The more often is the
communication, the more accurate is the sampling algorithm. In our work, the number
of active subscriptions of the user is updated periodically.
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CHAPTER 4

EXPERIMENTAL EVALUATION

4.1 Synthetic Data

“4.2 Real Data

In this section, we present the results of the experimental evaluation of the performance
of our novelty-aware algorithms. We present results for both synthetic and real data. To
evaluate our approach, we have extended the SIENA notification service with our novelty
functionality.

4.1 Synthetic Data

For the following experiments, we generate different input streams, each of which consists
of 100000 events. The popularity of the events follows a zipf distribution to mimic the
distribution that follow real web data [4). For each user, we generate a number of 10
mutually exclusive subscriptions, such that all published events of our scenarios match
one of the subscriptions of the user. Also, we use an aging factor that influences the
novelty subscription score. The aging factor that is equal to 1 indicates no aging. Our
input parameters are summarized in Table 4.1.

Table 4.1: Input parameters

Description Range Default
input stream (S) 100000
# size of period/window (P) | 100,1000 1000
maximum rate (maZyate) 0.2
aging factor (v) 0.1,0.5,1.0 1.0

# of subscriptions (V) 10

# of users (U) 1

event distribution zipf, a = 0.75,1.25 | 1.25
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Figure 4.1: Threshold-based Algorithm
4.1.1 Threshold-based Algorithm

First, the goal is to compare the effectiveness of the four variants of the threshold-based
algorithm in terms of the achieved output entropy, the average interdelivery distance, the
standard deviation of the interdelivery distance and the number of events delivered to the
user (Figure 4.1). The events follow a zipf distribution with skew a = 1.25.
Eager vs Lazy Mode. Figure 4.1(a) shows the output entropy versus the time mea-
sured in periods of events. We see that both the eager and the lazy update mode achieve
the same output entropy. Recall, however, that the eager mode induces a considerable
computational overhead. Consequently, both update modes are equivalently effective, but
it is more efficient to apply the lazy mode to the threshold-based algorithm. Figure 4.1(b)
shows the number of events delivered to the user versus the time measured in periods of
events. We see that in all approaches, the number of events delivered to the user converges
to the maximum delivery rate per user threshold r that is equal to 0.2.
Rate-based vs Interval-based Scoring Mode. In Figure 4.1(a), we see that the rate-
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Figure 4.2: Threshold

based scoring mode outperforms the interval-based one in terms of the achieved entropy
for both the eager and the lazy mode. This occurs because the rate-based scoring results
in a more accurate ranking that deploys the history of delivered events and adapts more
effectivelv to the distribution of the input stream. This becomes more clear, when we
experiment with the average distance of events that match the some subscription and
are delivered to the user (i.e. average interdelivery distance) that Figure 4.1(c) depicts.
Intuitively, the optimal average interdelivery distance is equal to the number of the sub-
scriptions of the user (here 10), namely each event is delivered to the user after the arrival
of 10 matching events. Figure 4.1(d) shows the standard deviation of the interdelivery
distance. We see that the rate-based scoring has a value around 0.0. which is the optimal
value, for both the lazy and the eager mode. This indicates that the interdelivery dis-
tance for events that match the same subscription has small deviations around the average
interdelivery distance, namely we have the ideal interdelivery distance per subscription
which is equal to 10.

Threshold. Then, we experiment with the behavior of the threshold. Figure 4.2(a) shows
the threshold with the time measured in periods of events when the rate-based scoring
mode is used. When the eager mode is used, we witness a fast threshold conversion,
whereas when the lazy mode is used, the threshold needs a “warm-up” period to become
stable. Figure 4.2(b) shows the behavior of the threshold, when the interval-based scoring
is used. Again, we witness faster threshold conversion when the eager mode is used in
comparison with the lazy mode.

Period/Window. Finally, we explore the role of the period/window of size P used
by the threshold-based algorithm. Recall, that in the eager mode the calculation of the
threshold is based on the last P matching events (sliding window), whereas in the lazy
mode the threshold is updated over the P matching events of the previous period. We
set P = 100 events and evaluate the algorithm in terms of the output entropy, the av-
erage interdelivery distance, the standard deviation of the interdelivery distance and the
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Figure 4.3: Period

number of delivered events. In Figure 4.3(a), we see that a smaller period size results
in a lower value of the output entropy for the interval-based scoring mode. Further, we
see that the rate-based scoring mode outperforms the interval-based one in terms of the
average interdelivery distance (Figure 4.3(c)), the standard deviation of the interdelivery
distance (Figure 4.3(d))and the number of delivered events (Figure 4.3(b)).

4.1.2 Novelty-biased Sampling Algorithm

We evaluate the effectiveness of the four variants of the novelty-biased sampling algorithm
in terms of the achieved output entropy, the average interdelivery distance, the standard
deviation of the interdelivery distance and the number of events delivered to the user
(Figure 4.4).

Eager vs Lazy Mode. In Figure 4.4(a), we see that the output entropy converges to
the same final value for both modes. We witness the same behavior with the standard
deviation of the interdelivery distance in Figure 4.4(d) and the average interdelivery dis-
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Figure 4.4: Novelty-biased Sampling Algorithm

tance in Figure 4.4(c). The main difference between the two modes is the time that the
novelty-biased sampling algorithm converges to the final value of the entropy, the average
interdelivery distance and the standard deviation of the interdelivery distance; the usage
of the eager update mode results in a faster conversion.

Rate-based vs Interval-based Scoring Mode. In Figure 4.4(c), we see that both
modes result in the same values of the average interdelivery distance. In Figure 4.4(a),
we witness small variations of the achieved entropy between the two scoring modes; rate-
based scoring seems to be a bit more effective. But, in Figure 4.4(d), we clearly see
that rate-based scoring mode results in a lower value of the standard deviation than the
interval-based one for both the eager and the lazy mode. Regarding the number of deliv-
ered events, Figure 4.4(b) shows that when the interval-based scoring is used, more events
are delivered to the user.
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Figure 4.5: Threshold-based vs Novelty-biased Sampling Algorithm

4.1.3 Threshold-based vs Novelty-biased Sampling Algorithm

Next, we compare the most effective variant of the threshold-based algorithm and the
one of the novelty-biased sampling algorithm against a baseline approach (“random-
sampling”), where a percentage of the matching events per period are randomly selected
and delivered to the user. We see that our algorithms outperform the random sam-
pling alternative in terms of the output entropy (Figure 4.5(a)), the average interdelivery
distance (Figure 4.5(c)) and the standard deviation of the interdelivery distance (Fig-
ure 4.5(d)). Also, we see that the threshold-based and novelty-biased sampling algorithm
are equally effective in terms of the achieved entropy and the average interdelivery dis-
tance. However, the sampling algorithm outperforms the threshold-based one in terms of
the standard deviation of the interdelivery distance. Regarding the number of delivered
events, Figure 4.5(b) depicts that when the threshold-based algorithm is used, a bit more
events are delivered to the user.
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Figure 4.9: “Insertion/Deletion” Scenario - Novelty-biased Sampling Algorithm

4.1.4 Transient data distribution

“Skew-transient” scenario. Next, we evaluate our algorithms when the distribution
of the input stream of events changes. We consider two scenarios where the popularity
of specific events of the input stream changes over time. In the first “Skew-transient”
scenario, we change the skew of the distribution of the input stream. More specifically,
the first half of the input stream follows a zipf distribution with a = 0.75, whereas the
second one a zipf distribution with o = 1.25. Figure 4.6 shows that the effectiveness of
almost all of our algorithms measured in terms of entropy, remains unaffected as the skew
of the distribution changes. However, as the skew increases, we witness small variations
of the measured entropy when the time-based scoring mode is used.

“Skew-reverse” scenario. In the second “Skew-reverse” scenario, we reverse the popu-
larity of subscriptions of the user. More specifically, in the second half of the input stream,
the most popular subscription becomes the less popular one, the second most popular one
becomes the second less popular one and so on. Figure 4.7 depicts the measured entropy
with the time in periods of events. We see that the effeciveness of the different variants of
the threshold-based algorithm remains unaffected as the distribution changes. However,
we see that the novelty-biased sampling algorithm is very sensitive to the changes of the
input distribution. To see why, take a subscription that is rarely matched in the past and
thus converges to a high sampling rate. As the input distribution changes radically in the
middle of the input stream, the less frequently matched subscription becomes the most
popular one. Consequently, events that match the most popular subscription are delivered
to the user with high probability and thus the value of the output entropy deteriorates.
“Insertion/Deletion” scenario. Finally, we consider an “Insertion/Deletion” scenario,
where a user unsubscribes from some of their subscriptions. More specifically, in the first
half of the input stream the user has submitted 10 subscriptions, whereas in the second
half he has unsubscribed from 5 of them. In Figure 4.8(a), we see that the considering
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Figure 4.10: Rate-based Scoring Mode - Threshold-based Algorithm

scenario affects the output entropy which deteriorates. Note, however, that the entropy
in the first half of the input stream is measured over the 10 matching subscriptions of the
user, whereas in the second half over the 5 matching subscriptions of the user. Conse-
quently, we see that in this scenario, the threshold-based algorithm not only retains its
effectiveness but also adapts quickly to the change of the number of subscriptions of the
user. This is also confirmed in Figure 4.8(b), where we see that after the change in the
number of subscriptions, the average interdelivery distance is equal to 5.

As for the novelty-biased sampling algorithm, Figure 4.9 depicts that the both the
entropy and the average interdelivery distance are affected by the change in the number
of subscriptions, especially when interval-based scoring mode is used. This is due to the
fact that the computation of the sampling rate per subscription is based on the number
of active subscriptions of the user, namely the subscriptions that have been matched
by at least one event. In the second half of the input stream, the number of matching
subscriptions is equal to 5. Recall, that the novelty-sampling algorithm, periodically,
updates the number of the active subscriptions of the user. This periodic update has an
effect on the measured entropy and average interdelivery distance.

4.1.5 Aging

Next, we evaluate our algorithms when an aging factor v is used that takes values in [0,1].
An aging factor equal to 1 indicates no aging, whereas an aging factor equal to 0 indicates
that the novelty score of the subscription is equal to the previous novelty score (i.e. the
score is not updated). We report results only for the lazy mode, as in the previous section
we have shown that it is equally effective, but more efficient than the eager update mode.
Threshold-based algorithm. First, we report results when the aging factor is used in
the threshold-based algorithm.
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Figure 4.11: Interval-based Scoring Mode - Threshold-based Algorithm

Rate-based Scoring Mode. As expected, using aging with the rate-based scoring mode
does not improve the measured entropy as Figure 4.10(a) depicts. This is due to the fact
that the rate-based scoring mode is already based on the history of previous delivered
events. Also, we see in Figure 4.10(b) that the standard deviation of the interdelivery
distance deteriorates a bit when aging is used. Consequently, aging and rate-based scoring
mode is not a good combination.

Interval-based Scoring Mode. In the Interval-based scoring mode, as Figure 4.11
depicts, the lower the value of the aging factor v (i.e. more aging), the higher the im-
provement of the entropy and the standard deviation of the interdeliverv distance. Recall
that the novelty score of the event is based on the distance from the previous event that
matches the same subscription and is delivered to the user. When aging is used, the
computation of the novelty score deploys the former delivery history and leads to better
results.

Novelty-biased sampling algorithm. Next, we evaluate the novelty-biased sampling
algorithm when aging is used.

Rate-based Scoring Mode. Figure 4.12 depicts the entropy(left) and the standard de-
viation of the interdelivery distance(right). We see that the more aging is used, the slower
is the conversion of the algorithm, namely the slower is the conversion of the sampling
rate of each subscription.

Interval-based Scoring Mode. When the interval-based scoring mode is used, we also
see that the usage of aging leads to a slow conversion of the sampling rate of each sub-
scription. We omit the figures that show the effect of the aging when the interval-based
scoring mode is used, as the results are equivalent to the rate-based scoring mode.
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Figure 4.13: Subsumption

4.1.6 Subscription Subsumption

Next, we consider a scenario with subscription subsumption or coverage. The user has
Smeitth 10 SUbSCl'iptiODS {S], Sg, 53, Sq, S,5, Sﬁ, S7, Sg, Sg, Sw}, where S] covers Sg and
S3, Sz covers Sy and Ss. Also, S¢ covers S7 and Sg, S7 covers Sg and Sjg. We have gener-
ated events that follow a zipf distribution with skew a = 1.25, considering the real-world
scenario that most general subscriptions are matched more frequently. Figure 4.13 depicts
the high value of the measured entropy when both the threshold-based and the novelty-
biased sampling algorithm are used. Consequently, we show that when a subsumption
scenario is considered, the choice to use the most novel subscription among other matching

subscriptions for threshold/sampling rate comparison leads to effectiveness.
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Figure 4.15: Threshold-based Algorithm - Real dataset

4.2 Real Data

In this section, we present results for a real-world dataset. We have used Twitter, a
popular networking site, in order to collect a real-time log file. We have followed (i.e.
subscribed to) 10 news agencies and collected events (i.e. tweets) that they have generated
from 24th January 2011 until 24th March 2011. The log file consists of 17362 entries and
its size is approximately 2.0 MB. In this dataset, we have considered the source that
generates each event as the subscription that the user has submitted. The popularity
of subscriptions (i.e. the percentage of events each source generates) follows a zipf-like
distribution as Figure 4.14(a) depicts. Figure 4.14(b) depicts the generation activity of
each source versus time measured in periods of events. In the next experiments, we have
used an aging factor y = 0.1 in the interval scoring mode of both the threshold-based and
the novelty-biased sampling algorithm.
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Figure 4.16: Novelty-biased Sampling Algorithm - Real dataset

Threshold-based algorithm. Figure 4.15(a) shows the entropy with the time in periods
of events. We see that the eager mode - rate-based scoring mode variant outperforms all
variants in terms of the achieved entropy. This is due to the fact that it adapts more
effectively to the nature of the distribution of the real-dataset. Despite the fact that
the real dataset follows a zipf-like distribution, we have witnessed that in each period,
events do not follow a distribution similar to the distribution of the whole dataset. Some
news agencies are in some periods highly productive, whereas in others are not. Also,
we see that the interval-based scoring mode achieves the worst entropy values for both
the eager and the lazy mode. Figure 4.15(b) that shows the standard deviation of the
interdelivery distance illustrates more clearly the differences in the effectiveness between
the four variants.

Novelty-biased sampling algorithm. Next, we present results for the novelty-biased
sampling algorithm. Figure 4.16(a) shows the entropy, whereas Figure 4.16(b) shows the
standard deviation of the interdelivery distance. We see that the lazy mode is less effective
than the eager mode. Again, the reason is that the eager mode adapts more accurately
to the distribution of the input stream.

38



CHAPTER 5

RELATED WORK

5.1 Ranked Publish/Subscribe

" 5.2 Novelty-aware Delivery

5.1 Ranked Publish/Subscribe

In this section we present related work about ranked publish/subscribe systems.

The authors of (5] consider the problem of publish/subscribe delivery where a published
event is stored or discarded due to limited storage capacity. In their model a subscriber
receives the k most relevant publications per subscription within a sliding window of w
time units. The relevance between a subscription and a publication is computed using a
binary user-defined ranking function.

The proposed solution is based on the fact that at some point in time all publications
that belong to the top-k relevant subscriptions of a subscriber will eventually be delivered
to her. Publications that belong to the k most relevant publications at the moment
of their publishing are called excellent candidates and thus delivered to the subscriber
immediately. Publications that can be among the top-k publications at some later time
of their publishing with a probability at least I" are called good candidates and delivered to
the subscriber at that time. Publications with probabilities smaller than I" are discarded.

Each subscription is associated with a sorted queue that stores both excellent and
good candidates and is called publications queue. More specifically, excellent candidates
are stored at the head of the queue which is of size k and good candidates are stored at
the tail of the queue. The minimum size of the tail depends on the value of the given
probability I', aiming that an adequate number of good candidates (i.e. that have a high
probability that will enter the top-k publications) can be stored there.

Another work that focuses on the problem of ranked publish/subscribe is {6]. In this
work, the authors propose extending subscriptions to allow users express that some events
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are more relevant or interesting to them than others. The proposed model uses preferential
subscriptions to compute event scores. Events that match highly preferred subscriptions
get higher scores than those that match subscriptions of low preference.

Also, a top-k variant of the problem is introduced where only highly ranked events are
delivered to subscribers, along with a number of delivery policies. In periodic delivery,
subscribers receive an amount of important events every period of time. In sliding window
delivery, the subscriber receives a number of highly ranked events within a tuple-based
window of size w. Every time a new event is produced, the top-k event computation
restarts. In historv-based filtering, the decision of delivering an event is based on previous
history, namely whether it is among the last top-k events that the subscriber has already
seen.

The model in addition to user preferences takes into account content diversity, where
the content of an event differs from other highly ranked events. as a means to increase
user satisfaction. Diversity is modelled as the distance between the recently published
event and the set of events that have already been delivered to the user.

The authors of [7] consider the problem of ranked publish/subscribe in a reverse way.
They aim at recovering the most relevant matching subscriptions for a published event,
instead of locating the most relevant events for a subscription of the user. This notion of
matching arises naturally in applications related to online-advertising, online-job finding
etc. where the stream of incoming users corresponds to events who aim at retrieving only
the most important subscriptions based on some predifined criteria.

In the proposed model an event e is represented as a point (uj, ..., uy) over a d-
dimensional space D and a subscription s is represented as a set of intervals (/y, ..., Iy)
over space D. A subscription matches exactly an event if the event is fully contained in
the hyper-rectangle of the subscription. Relaxed matching can also occur if at least one
dimension of the event is contained in the corresponding interval of the subscription. In
the case of exact matching, each subscription is associated with a score, whereas in the
case of relaxed matching each interval of the subscription is associated with a weight, and
the score of the subscription is the sum of the weights of the matching dimensions. The
overall goal is to retrieve the top subscriptions ordered by their score.

The authors propose two novel indexing structures to achieve efficient top-k retrieval
both in time and space, the Interval R-tree (IR-tree) and the Score-Optimal R-tree
(SOPT-R-Tree). The IR-tree is an extension of the typical Interval Tree [8]. Each node
of the Interval Tree stores a list of intervals. In the worst case, answering a query may
require traversing the entire node list. The IR-tree is based on the idea of replacing
this list with an R-tree [9] that indexes the intervals that are stored in a node in order
to achieve efficient query times. The SOPT-R-tree data structure is an extension of the
scored R-tree. In the scored R-tree, intervals are grouped together by their scores, namely
top-scored intervals are grouped together in a tree node, the next lower-scored intervals
are grouped together etc. In the worst case, answering a query often leads to visiting all
the leaf nodes of the scored R-tree. The SOPT-R-tree tackles this problem with a clever
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rearrangement of the indexed intervals.

5.2 Novelty-aware Delivery

Novelty has been used in the context of information retrieval systems as a criterion to
rank search results in order to increase user satisfaction. The authors of [10] consider the
problem of ranking documents that are relevant to a query submitted by a user. They
propose a probabilistic model that considers the relevance of a document in respect with
the documents the user has seen before it.

Both information need of the user and information that is present in a document
are modelled with information nuggets. Information nuggets are common in the summa-
rization and question answering communities. An information nugget usually represents
specific pieces of information. For example a nugget may represent an answer to a ques-
tion. A document is relevant if it contains a least one nugget that is included in the

-information need of the user. The computation of relevance depends on the estimation
of the probability that the information need of a user u contains nugget n;, denoted
P(n; € u) and the probability that a document d contains nugget n;. denoted P(n; € d).

The estimation of P(n; € d) is based on a model where a human assesor reaches a
binary decision whether a given nugget is included in the document or not. Negative
decisions are always condidered correct whereas positive ones may be erroneous with
an error probability I'. The estimation of P(n; € u) requires knowledge about user
preferences which can be determined impicitly or explicitly by former user behavior and
feedback.

The decision whether a new document contains novel information for a user is com-
puted against a list of documents that the user has seen in the past. More specifically,
the novelty rank of a document is the probability that the nuggets that it contains are
not included in the documents that the user has already seen.

In the context of adapting filtering [11], novelty has been used as a second-stage
filtering step that follows the step of relevance filtering. The authors introduce a suite of
similarity functions that compare the current document against the content of documents
that have been delivered to the user.

The set difference measure assumes that each document is represented as a set of words.
The novelty of a new document d is computed by the number of new words that it includes.
More specifically, a word w that is frequent in the new document and less frequent in old
documents may indicate that d covers novel information. The cosine distance measure
assumes that each document is represented by a vector of words. The similarity between a
new document d and each of the old documents is computed as a cosine distance between
word vectors of documents. High distance indicates high information novelty. Another
measure is distributional similarity. It uses the Kullback-Leibler divergence that is a well-
known distributional similarity function to compute the novelty of a document against
another, given the word distribution of both documents.
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Finally, they propose a simple threshold-based technique that discards documents with
novelty score below a threshold. The threshold only decreases and when it becomes too
low there is not a way of increasing it again.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

In this thesis, we introduce a new notion of relevance that is based on the former event
delivery activity of the user and is called novelty-aware relevance. We define the novelty
of a subscription according to the delivery rate model and the delivery interval model and
introduce corresponding ways to compute subscription and event novelty scores.

Our overall goal in this work has been to present an efficient and effective filtering
mechanism to increase the information gain of the user by forwarding only novelty-aware
relevant events. To this end, we introduce two new algorithms that work in on-line mode;
a threshold-based algorithm and a novelty-biased sampling algorithm. The first forwards
to the user events that have novelty scores above a threshold. The second forwards to
the user with high probability events that their matching subscriptions have been rarely
matched in the past.

Our focus has been to increase user satisfaction by delivering to the user an equal
number of events per subscription. There are many directions for future work. Novelty-
aware relevance is only one of the criteria to characterize the importance of an event.
Other possible criteria include relevance, source authoritativeness, content diversity and
user preferences. How to combine such criteria for effectiveness is a difficult problem.
In this work we have explored novelty-aware relevance from a user perspective. Another
interesting dimension is exploring novelty from a system perspective mainly regarding
system performance. For example, novelty-based filtering can be viewed as a filtering
mechanism for groups of users with similar interests mainly targeting in decreasing the
overall computational and network overhead by forwarding only novelty-aware relevant
events.
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APPENDIX

We give the proof of Theorem 2.1.

Proof. Both for rate and interval-based novelty ranking, the threshold is defined as the
k-th larger score during either the previous period (in lazy mode) or the current window
(in eager mode). Let thr 4. be the threshold for rate-based ranking, and thrin.- be the
frequency-based threshold.

For rate-based ranking we have:

mwelraie(31 u) = P(nO'UEIrate(S, Ol—l(u)) > thrrate)
1-P (nouelrate('S: Ot—l(u)) < thrrate)
= 1-P (novelmte(s, Or-1(w)) < novel®, (s, o,,_l(u)))

= 1-pP (1 _ [O1_1(u)]| <1-— IO(I:)(U)!))

He-s]  — 17!
-1 (1920 |O(k)(u)|)>
Heeal 7 Hwl
In periodic mode |I;_;| = |J4)| as subscription scores are recomputed at the end of

every period and thus the denominator is the same for all subscriptions and equal to the
number of events in the period. Moreover, in eager mode |I;_1| = |I(x)| as well since the
denominator in both scores is the number of events in the window. Thus:

provel,ae(s,u) = 1 — P (|0,-1(u)] > |Owy(u)l) (6.1)
On the other hand, for interval-based ranking it holds that:
pnovelinger(s,u) = P (noveliner (s, 01-1(w)) > thringer)
= 1 - P(noveliner (s, 01-1(v)) < thTinter)
= 1~ P (novelinier (5, 0r-1(w)) < novelfpl, (s, Oy..](u)))
= 1-P({—Lyy <t'—Lyy)

Intuitively, the mean of ¢t — L, is equal to the interdelivery time for subscription s and

thus the inverse of the delivery frequency of s. That is: E(t—Ls.) = 7 er;l,, e = Wh-lx(u)l ,
|

1y

or E(t - L,,) = =1l That makes the above equation: -

T jOe—y(u)]”
[fea] Hwl )
[Oi-1(u)] ~ |Ow(u)

pnovelyye (s,u) =1~ P (
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Last, as in rate-based ranking, |I,—i| = || for both period and sliding window modes.
Substituting in the above equation we get:

proveliner(s,u) = 1 — P (|Or—1(u)| > |0y (u)|) (6.2)
Comparing equations 6.1 and 6.2 concludes the proof. »
Then, we give the proof of Theorem 2.3.

Proof. Let u be a user, S(u) = {s1,52,-..,5m} be the set of the subscriptions of the user
and |O,| be the number of events delivered to the user u. Also, let |O,(u)| denote the
number of events delivered to the user u that match subscription s € S(u) and p(s) denote
the delivery rate of subscription s that is equal to |Os(u)|/|O,|. The entropy of the events
delivered to the user u is equal to:

H(X,m) =~ ZP(Si) - loga(p(s:)) (6.3)

Let J(s;) = p(s;) - loga(p(s;)), with 1 < i < m. From Equation 6.3 we have:

H(X,m) = — i I(s:) (6.4)
i=1

An event that is delivered and matches subscription s € S contributes to the total
entropy a factor -7(s). Let e, be a new event that arrives at the system and matches
subscription s. In case e, is delivered, it contributes to the total entropy a factor - /(s +46),

: _ _0@)|=04(u)i
with 6 = e momn > 0-
We define as AT a distance function that is equal to the difference between -I(s) and

-I(s + §), that is:

Al(s) = I(s) - I(s + &) = p(s) - loga(p(s)) — p(s + 6) - loga(p(s +6))  (6.5)

We aim at delivering the event that contributes at most to the total entropy, namely
that has the highest value of distance function AlJ.
The first derivate of the distance function A[ is:

AI'(s) = loga(p(s)) — loga(p(s + 6)) < 0 (6.6)

The first derivative of the distance function is negative, so it is a monotonically de-
creasing function. The distance function takes its highest value, when an event is delivered
that matches a subscription that has the lowest delivery rate, namely the most novel sub-
scription. &

We give the proof of Equation 3.2.

Let S(u) be the set of the subscriptions of user u, s be a subscription in S(u) and e
be an event. Also, let {O,(u)| be the number of delivered events that match s, |M,(u)| be
the number of events that match s, |M(u)| be the number of events that match at least
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one of the subscriptions in S(u) and |O(u)| be the number of events that are delivered to
the user. We define the following probabilities:

P(e delivered |e matches s, u) = ||}|OJS((Z))I|
P(e matches s) = Ppcn (8) = llﬁﬂ?((Z))ll

The sampling probability P;,.,(s) of subscription s is equal to P(e delivered |e matches

s).

Piampt () = P (e delivered |e matches s)
|05 ()|
'MS(U)I
_j0w)] M)
|M(u)| | M (u)l

Let rry(u) be the maximum delivery rate of user u. We want each subscription to

achieve the same number of delivered events, that is ré?llstl) Consequently, we want %)LI‘
1M (u)|

to be equal to TTTs"Ier_)ul) Also, note that s (@)l is equal to inverse matching probability

of subscription s, that is P—m%m. Consequently, the sampling probability Pyampi(s) of
subscription s is:

1, if Praten(s) < TZ2)

Piampi(8) ={ rra(e)  IM@)| ISl
——ITS’('u)l M@ otherwise
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