
University of Ioannina
Department of Mathematics

PhD Dissertation

Chrysostomos Psaroudakis

Representation Dimension,
Cohen-Macaulay Modules and

Triangulated Categories

Ioannina, 2013





The present dissertation was carried out under the PhD program of the Department
of Mathematics of the University of Ioannina in order to obtain the degree of Doctor of
Philosophy.

Accepted by the seven members of the evaluation committee on September 11th, 2013:

• Apostolos Beligiannis (Supervisor, Associate Professor, University of Ioannina)

• Nikolaos Marmaridis (Professor, University of Ioannina)

• Apostolos Thoma (Professor, University of Ioannina)

• Olympia Talelli (Professor, University of Athens)

• Ioannis Emmanouil (Professor, University of Athens)

• Hara Charalambous (Professor, University of Thessaloniki)

• Athanassios Papistas (Professor, University of Thessaloniki)

The acceptance of this dissertation by the Department of Mathematics of the Uni-
versity of Ioannina does not imply the approval of the opinions of the writer (section
202 par. 2 Law 5343/1932 and section 50 par. 8 Law 1268/1982).

Statutory Declaration

I declare herewith statutorily that the present dissertation was carried out under the
international ethical and academical rules and under the protection of intellectual prop-
erty. According to these rules, I avoided plagiarism of any kind and I made reference
to any source which I used in this thesis.





To my teacher Apostolos Beligiannis and to my wife Ioanna Katrakazou





Acknowledgement

First and foremost I would like to express my sincere gratitude to my advisor Apos-
tolos Beligiannis for being a real teacher for me over the last eight years — and not
only in mathematics. He has always encouraged and helped me very generously. His
guidance was invaluable for learning several different topics in algebra and generally in
mathematics. During my PhD I remember several moments of uncertainty. Apostolos
Beligiannis was always there helping me with his deep knowledge. I want to thank him
for sharing and discussing with me, so kindly, his powerful ideas, his inspiration and
his insight. It was a great honor for me to be his student, and without him this thesis
would have never been completed.

I am also very grateful to Nikolaos Marmaridis and Apostolos Thoma for being
the interior members of the evaluation committee and for supporting me strongly over
all these years. Further, I would like to thank the other members of the committee:
Olympia Talelli and Ioannis Emmanouil from the University of Athens, and Hara Char-
alambous and Athanassios Papistas from the University of Thessaloniki, for their useful
comments and interesting questions.

During my PhD I spent a few months in Bielefeld, as well as in Trondheim and in
Stuttgart. It is a great pleasure to thank Henning Krause, Øyvind Solberg and Steffen
Koening for the warm hospitality and the excellent working conditions. I would also
like to thank several members of their groups for providing a very friendly environment
and for useful discussions. Moreover, I want to acknowledge Edward L. Green and Jorge
Vitória for the fruitful collaborations and the enjoyable discussions we had.

My sincere thanks to Andreas Savas-Halilaj for his continuous encouragement through
our everyday conversations and to Ioannis Giannoulis for his big support and advice
during the last two years. Moreover, I want to thank Christos Tatakis, my office mate
for almost six years, for helping me always in difficult circumstances. Special thanks to
Magdalini Lada for her support and for the generous hospitality (with Øyvind) during
my visits in Trondheim. I would also like to thank George Vafiadis for his help with
LATEX. Further, I want to mention several friends that helped me a lot all these years:
Marios, George, Tolis, Akis, Grigoris, Andreas, Maria, Thodoros, Giannis, Anastasia,
Mike, Fot, Nikitas, Panos, Kostas, Katerina, Kle(i)o, Leftheris, . . . .

I would also like to thank the Department of Mathematics of the University of
Ioannina for providing me with an office and all needed facilities and help. Further, I
would like to acknowledge the financial support from ”HERAKLEITOS II”.

Last but not least, I wish to thank my parents Kostas and Eleni, my sister and her
family: Evagelia-Dimos-Kostantinos-Nefeli, my grandparents Christos and Argiro and
of course my wife Ioanna Katrakazou for the continuous support, love and faith to me.

This thesis is dedicated to two very important persons in my life : my teacher
Apostolos and my wife Ioanna. Σας ευχαριστώ απó ♥!
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Περίληψη

Σε αυτήν τη διδακτορική διατριβή μελετάμε ομολογικές διαστάσεις που εμφανίζονται

στη Θεωρία Αναπαραστάσεων Αλγεβρών του Artin. Η βασική μας έρευνα επικεντρώνε-

ται στη διάσταση αναπαράστασης (representation dimension) και στην περατοκρατική και

ολική διάσταση (finitistic and global dimension) για Artin άλγεβρες, στην κλάση των

προτύπων Cohen-Macaulay και στη διάσταση Rouquier τριγωνισμένων κατηγοριών. Το

κατάλληλο εννοιολογικό πλαίσιο, από τη σκοπιά μας, για τη μελέτη αυτή είναι οι συγκολλή-

σεις αβελιανών κατηγοριών (recollements of abelian categories), μια θεμελειώδης έννοια

που έχει εμφανιστεί στην ΄Αλγεβρα, στη Γεωμετρία και στην Τοπολογία, και η ευρέως

γενική κλάση των δακτυλίων Morita. Πριν εξηγήσουμε αναλυτικότερα το κίνητρο αυτής

της μελέτης συνοψίζουμε παρακάτω τα βασικά της στοιχεία :

• Ταξινομούμε συγκολλήσεις κατηγοριών προτύπων (Κεφάλαιο 1).

• Αναπτύσσουμε μια γενικευμένη ομολογική θεωρία για συγκολλήσεις αβελιανών

κατηγοριών (Κεφάλαιο 2).

• Δίνουμε εφαρμογές για τη διάσταση αναπαράστασης και την περατοκρατική διά-

σταση για άλγεβρες του Artin (Κεφάλαιο 5).

• Κατασκευάζουμε μια αβελιανή κατηγορία που υλοποιεί ένα αφηρημένο μοντέλο

της κατηγορίας προτύπων υπεράνω ενός δακτυλίου Morita και μελετάμε συνθή-

κες περατότητας συγκεκριμένων υποκατηγοριών της (Κεφάλαιο 3).

• Δίνουμε ικανές συνθήκες για το πότε οι δακτύλιοι Morita, ως άλγεβρες του Ar-
tin, είναι Gorenstein και παρουσιάζουμε εφαρμογές σε πρότυπα Cohen-Macaulay
(Κεφάλαιο 4).

• Δίνουμε φράγματα για τη διάσταση Rouquier τριγωνισμένων κατηγοριών (Κε-

φάλαιο 5).

Το 1971 ο Auslander [10] όρισε τη διάσταση αναπαράστασης για μια άλγεβρα του

Artin Λ ως μια αριθμητική αναλλοίωτη μέτρησης της πολυπλοκότητας της θεωρίας αναπα-

ράστασης της άλγεβρας Λ. Από την άλλη πλευρά μια σημαντική αναλλοίωτη της μέτρησης

της ομολογικής πολυπλοκότητας της άλγεβρας Λ είναι η περατοκρατική διάσταση της Λ
η οποία ορίσθηκε από τους Bass, Rosenberg, Zelinsky [21] στα τέλη της δεκαετίας του

50. Σημειώνουμε ότι η διάσταση αναπαράστασης συνδέεται άμεσα με την εικασία περατο-

κρατικής διάστασης. Συγκεκριμένα οι Igusa και Todorov [66] έδειξαν ότι κάθε άλγεβρα

του Artin με διάσταση αναπαράστασης το πολύ 3 ικανοποιεί την εικασία περατοκρατικής

διάστασης, δηλαδή η περατοκρατική διάσταση είναι πεπερασμένη. Μετά από αυτό το αποτέ-

λεσμα ήταν εύλογο το ερώτημα αν κάθε άλγεβρα του Artin έχει διάσταση αναπαράστασης

το πολύ 3. Στο πλαίσιο αυτό σημαντικές κλάσεις αλγεβρών αποδείχθηκαν ότι έχουν διά-

σταση αναπαράστασης το πολύ 3. Επίσης, είναι γνωστό από τον Iyama [67] ότι η διάσταση

αναπαράστασης μιας άλγεβρας του Artin είναι πάντα πεπερασμένη. Το 2006 ο Rouquier
έδειξε ότι η εξωτερική άλγεβρα Λ(kn), όπου το k είναι σώμα και n ≥ 1, έχει διάσταση

αναπαράστασης n+1. Το βασικό εργαλείο για αυτό το αποτέλεσμα ήταν η διάσταση τριγω-

νισμένων κατηγοριών, η οποία ονομάζεται σήμερα διάσταση Rouquier, που εισήχθηκε από

τον ίδιο [113]. Τα παραπάνω εξηγούν το σημαντικό ρόλο που διαδραματίζει η διάσταση

αναπαράστασης στη δομή και στην πολυπλοκότητα της κατηγορίας των προτύπων καθώς

και τις αλληλεπιδράσεις της με εργαλεία από τον «κόσμο» των τριγωνισμένων κατηγοριών.

Από την άλλη πλευρά όμως υπάρχουν κλάσεις προτύπων που ο τύπος αναπαράστασής τους
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διαδραματίζει σημαντικό ρόλο, όχι μόνο για την κατηγορία των προτύπων, αλλα στη δομή

του δακτυλίου. Το 1967 ο Auslander [9], [13] όρισε την κλάση των προτύπων Cohen-
Macaulay γενικεύοντας την κλάση των πεπερασμένα παραγόμενων προβολικών προτύπων.

Η δομή και η (ομολογική) πολυπλοκότητα της κατηγορίας Gproj Λ των πεπερασμένα πα-

ραγόμενων προτύπων Cohen-Macaulay (γνωστά και ως Gorenstein-προβολικά πρότυπα)

χαρακτηρίζει, υπό μια έννοια, το αν ο δακτύλιος είναι Gorenstein. Συγκεκριμένα η Λ είναι

Gorenstein αν, και μόνο αν, η ευσταθής κατηγορία των Gorenstein-προβολικών προτύπων

είναι τριγωνικά ισοδύναμη με την κατηγορία ιδιομορφιών της Λ, όπως αυτή έχει ορισθεί

από τους Buchweitz [31] και Orlov [103].

Σκοπός της παρούσας διατριβής είναι να αναπτύξουμε μια γενικευμένη ομολογική θεω-

ρία για συγκολλήσεις αβελιανών κατηγοριών και να μελετήσουμε δακτύλιους Morita από

τη σκοπιά κυρίως της θεωρίας αναπαραστάσεων αλγεβρών και της ομολογικής άλγεβρας

Gorenstein, έχοντας ως στόχο εφαρμογές στις ομολογικές διαστάσεις κατηγοριών και

δακτυλίων. Για συγκολλήσεις αβελιανών κατηγοριών μελετάμε πως σχετίζονται διάφορες

ομολογικές αναλλοίωτες και διαστάσεις των εμπλεκόμενων κατηγοριών και επιπλέον τα-

ξινομούμε συγκολλήσεις από κατηγορίες προτύπων, αποδεικνύοντας έτσι μια εικασία του

Kuhn. Το βασικό κίνητρο για την ενασχόληση μας με τις συγκολλήσεις αβελιανών κατηγο-

ριών είναι ερωτήματα και προβλήματα αναφορικά με τη διάσταση αναπαράστασης καθώς και

με την περατοκρατική διάσταση. Από την άλλη το έναυσμα για τη μελέτη των δακτυλίων

Morita πηγάζει από τη συχνή εμφάνιση αυτών των δακτυλίων στη θεωρία αναπαραστάσεων

αλγεβρών και τη σχέση τους με συγκολλήσεις.

Οι συγκολλήσεις αβελιανών κατηγοριών είναι ακριβείς ακολουθίες αβελιανών κατηγο-

ριών 0 −→ A −→ B −→ C −→ 0 έτσι ώστε ο συναρτητής έγκλεισης i : A −→ B
και ο συναρτητής πηλίκο e : B −→ C να έχουν αριστερά και δεξιά συζυγείς συναρτητές.

Διαγραμματικά μια συγκόλληση αβελιανών κατηγοριών συμβολίζεται ως εξής :

A
i // B

e //

q

zz

p

cc C

l

{{

r

cc Rab(A ,B,C )

Γενικά οι συγκολλήσεις ορίσθηκαν πρώτα στο πλαίσιο των τριγωνισμένων κατηγοριών από

τους Beilinson, Bernstein και Deligne [22] για τη μελέτη των παραγόμενων κατηγοριών

από δράγματα (sheaves) σε κατάλληλους τοπολογικούς χώρους. Το πρώτο σημαντικό πα-

ράδειγμα συγκολλήσεων στο πλαίσιο των αβελιανών κατηγοριών εμφανίστηκε από τους

MacPherson και Vilonen [91] για την κατασκευή των perverse sheaves. Επίσης ο Kuhn
χρησιμοποίησε συγκολλήσεις κατηγοριών για τη μελέτη της generic θεωρίας αναπαρα-

στάσεων της γενικευμένης γραμμικής ομάδας. Σημειώνουμε ακόμα το έργο των Cline,
Parshall και Scott που συνέδεσαν συγκολλήσεις παραγόμενων κατηγοριών με κατηγορίες

υψίστου βάρους (highest weight) και ημι-κληρονομικές (quasi-hereditary) άλγεβρες. Από

την άλλη οι Happel [61,63], Beligiannis, Reiten [30], και πρόσφατα οι Hugel, Koenig,
Liu [2–4], και Chen, Xi [33–35] μελέτησαν σχέσεις μεταξύ συγκολλήσεων τριγωνισμένων

κατηγοριών και θεωρίας Tilting, ομολογικών εικασιών, stratifications παραγόμενων κατη-

γοριών και αλγεβρικής Κ-θεωρίας. Οι συγκολλήσεις αβελιανών κατηγοριών εμφανίζονται

με φυσιολογικό τρόπο και στη θεωρία αναπαραστάσεων. Για παράδειγμα κάθε ταυτοδύ-

ναμο στοιχείο σε ένα δακτύλιο επάγει μια συγκόλληση μεταξύ των κατηγοριών προτύπων

υπεράνω των δακτυλίων R, R/ReR και eRe. Πιο γενικά ένας δακτύλιος Morita, δηλαδή
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δακτύλιος πινάκων της μορφής :

Λ(φ,ψ) =

(
A ANB

BMA B

)
όπου A, B δακτύλιοι και ANB, BMA διπρότυπα, επάγει δύο συγκολλήσεις κατηγοριών

προτύπων. Γενικότερα έστω C μια προσθετική κατηγορία και X, Y δυο αντικείμενα

της C . Τότε ο δακτύλιος ενδομορφισμών EndC (X ⊕ Y ) είναι δακτύλιος Morita, και

μάλιστα κάθε δακτύλιος Morita προκύπτει με αυτόν τον τρόπο. Τα παραπάνω παραδείγματα

καθώς και άλλες καταστάσεις όπου εμφανίζονται συγκολλήσεις αβελιανών κατηγοριών που

σχετίζονται με δακτύλιους Morita, αποτελούν ένα ισχυρό κίνητρο για τη διατριβή.

Η αναλυτική περιγραφή των Κεφαλαίων της διατριβής, καθώς και των κυριότερων α-

ποτελεσμάτων της, έχει ως εξής :

Κεφάλαιο 1 : Στο Κεφάλαιο 1 ταξινομούμε συγκολλήσεις κατηγοριών προτύπων. Ο Ku-
hn [82] είχε εικάσει ότι αν οι εμπλεκόμενες κατηγορίες σε μια συγκόλληση είναι κατηγορίες

προτύπων υπεράνω k-αλγεβρών πεπερασμένης διάστασης (k σώμα), τότε η συγκόλληση

αυτή είναι ισοδύναμη (με κάποια κατάλληλη έννοια), με μια συγκόλληση που επάγεται α-

πό ένα ταυτοδύναμο στοιχείο. Το κεντρικό αποτέλεσμα του κεφαλαίου αυτού, Θεώρημα

1.3.6, είναι η απόδειξη της εικασίας του Kuhn, και μάλιστα γενικά για δακτυλίους. Η δομή

του Κεφαλαίου 1 είναι η εξής: Στην ενότητα 1.1 συγκεντρώνουμε βασικές έννοιες πε-

ρί των συγκολλήσεων αβελιανών κατηγοριών και παρουσιάζουμε πληθώρα παραδειγμάτων

συγκολλήσεων που θα χρησιμοποιηθούν σε όλη τη διατριβή. Στην ένοτητα 1.2 ταξινο-

μούμε συγκολλήσεις αβελιανών κατηγοριών αντιστοιχίζοντας κατάλληλες TTF-τριάδες.
Στην ενότητα 1.3 ταξινομούμε συγκολλήσεις κατηγοριών προτύπων υπεράνω δακτυλίων

αποδεικνύοντας έτσι την εικασία του Kuhn, και τέλος στην ενότητα 1.4 παρουσιάζουμε

ένα παράδειγμα συγκόλλησης που δεν επάγεται από κάποιο ταυτοδύναμο στοιχείο. Τα

αποτελέσματα των ενοτήτων 1.2, 1.3, 1.4 είναι σε συνεργασία με τον Jorge Vitória στο

άρθρο [109] με τίτλο Recollements of Module Categories.

Κεφάλαιο 2 : Το κύριο αντικείμενο μελέτης του Κεφαλαίου 2 είναι η ομολογική συμ-

περιφορά των συγκολλήσεων αβελιανών κατηγοριών. Ιδιαίτερα εξετάζουμε τις ομάδες

επεκτάσεων Ext, τις ολικές ομολογικές διαστάσεις και τις περατοκρατικές διάστασεις

των εμπλεκόμενων κατηγοριών σε μια συγκόλληση, και κυρίως πως σχετίζονται μετα-

ξύ τους. Το βασικό πρόβλημα για τις ομάδες επεκτάσεων Ext είναι το πότε ο συναρτητής

i : A −→ B είναι μια k-ομολογική εμφύτευση, δηλαδή πότε επάγει φυσικούς ισομορφι-

σμούς im : ExtmA (−,−) −→ ExtmB(i(−), i(−)) για κάθε 0 ≤ m ≤ k ≤ ∞, και το πότε

ο συναρτητής e : B −→ C επάγει, περιορισμένος σε κάποιες κατάλληλες υποκατηγορίες,

φυσικούς ισομορφισμούς em : ExtmB(−,−) −→ ExtmB(e(−), e(−)) για 0 ≤ m ≤ k, όπου

0 ≤ k ≤ ∞. Στα Θεωρήματα 2.1.10 και 2.1.11 λύνουμε τα παραπάνω δυο προβλήματα δί-

νοντας ικανές και αναγκαίες συνθήκες ώστε να έχουμε τους ζητούμενους ισομορφισμούς.

Σημειώνουμε ότι τα αποτελέσματα αυτά γενικεύουν και επεκτείνουν αποτελέσματα των

Auslander-Platzeck-Todorov [14] και Geigle-Lenzing [56]. Στις ενότητες 2.2 και 2.3
δίνουμε φράγματα για την ολική και περατοκρατική διάσταση κάτω από ορισμένες φυσιο-

λογικές υποθέσεις. Ενδεικτικά, αποδεικνύουμε ότι η ολική ομολογική διάσταση της B
είναι πάντα φραγμένη από την ολική ομολογική διάσταση της A και την ολική ομολογική

διάσταση της C και από το supremum των προβολικών διαστάσεων στην B των προβο-

λικών αντικειμένων της A . Τα βασικά αποτελέσματα σε αυτές τις δυο ενότητες είναι τα

Θεωρήματα 2.2.1, 2.2.8, 2.2.9, 2.3.2 και 2.3.6. Τέλος στην ενότητα 2.4 δίνουμε εφαρμογές

στη Θεωρία Δακτυλίων χρησιμοποιώντας τα παραδείγματα συγκολλήσεων της ενότητας
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1.1. Επισημαίνουμε ότι τα αποτελέσματα των ενοτήτων 2.2, 2.3 και 2.4, αναφορικά με

τις ομολογικές διαστάσεις, γενικεύουν πληθώρα αποτελεσμάτων στη βιβλιογραφία, όπως

των Auslander-Platzeck-Todorov [14] και Fossum-Griffith-Reiten [49]. Τα αποτελέσμα-

τα του κεφαλαίου αυτού βρίσκονται στο άρθρο [108] με τίτλο Homological Theory of
Recollements of Abelian Categories.

Κεφάλαιο 3 : Στο Κεφάλαιο 3 κατασκευάζουμε μια αβελιανή κατηγορία που αναπαριστά

ένα αφηρημένο μοντέλο για την κατηγορία προτύπων υπεράνω ενός δακτυλίου Morita.
Στις πρώτες τρεις ενότητες εξετάζουμε διάφορες ιδιότητες αυτής της κατασκευής, μελε-

τώντας κυρίως δομικές ιδιότητες. Στην τέταρτη ενότητα μελετάμε συνθήκες περατότητας

συγκεκριμμένων υποκατηγοριών της. Στις ενότητες που ακολουθούν μελετάμε ομολογι-

κές ιδιότητες αυτής της αβελιανής κατηγορίας, προετοιμάζοντας ουσιαστικά το έδαφος για

το Κεφάλαιο 4 αφού πολλά από τα αποτελέσματα αυτού του κεφαλαίου χρησιμοποιούνται

εκεί.

Κεφάλαιο 4 : Κύριο αντικείμενο μελέτης του Κεφαλαίου 4 είναι οι δακτύλιοι Morita
κυρίως από τη σκοπια της θεωρίας αναπαράστασεων αλγεβρών. Στην ενότητα 4.1 συγκεν-

τρώνουμε τις απαραίτητες έννοιες και παράδειγματα που θα μας χρειαστούν στο κεφαλαίο

αυτό. Στην ενότητα 4.2 περιγράφουμε τα προβολικά, τα ενέσιμα και τα απλά πρότυπα υ-

περάνω ενός δακτυλίου Morita που είναι άλγεβρα του Artin. Χρησιμοποιώντας αυτήν την

περιγραφή χαρακτηρίζουμε πότε ένας δακτύλιος Morita είναι άλγεβρα selfinjective και ως

άμεση συνέπεια αυτού δίνουμε ένα άνω φράγμα για τη διάσταση αναπαράστασης του δα-

κτύλιου Morita Λ(φ,ψ) όπου A = B = N = M είναι άλγεβρες selfinjective και φ = ψ = 0.
Στις ενότητες 4.3 και 4.4 μελετάμε συνθήκες περατότητας για υποκατηγορίες της κατηγο-

ρίας προτύπων ενός δακτυλίου Morita και δίνουμε φράγματα για την ομολογική διάσταση

ενός Morita δακτυλίου, στην περίπτωση όπου φ = ψ = 0. Τα βασικά αποτελέσματα των

ενοτήτων αυτών είναι τα Θεωρήματα 4.3.4, 4.3.6 και 4.4.9, 4.4.14 αντίστοιχα. Σημειώνουμε

ότι τα αποτελέσματα της ενότητας 4.3 έχουν αποδειχτεί στο γενικό πλαίσιο των κατηγο-

ριών Morita στην ενότητα 3.4 του Κεφαλαίου 3. Στην τελευταία ενότητα 4.5 εξετάζουμε

το πότε ένας δακτύλιος Morita, που είναι άλγεβρα του Artin, είναι Gorenstein. Το κύριο

αποτέλεσμα της παραγάφου αυτής είναι το Θεώρημα 4.5.3 που δίνει μια ικανή συνθήκη

ώστε ένας δακτύλιος Morita να είναι Gorenstein. Χρησιμοποιώντας το αποτέλεσμα αυ-

τό χαρακτηρίζουμε τα Gorenstein-προβολικά πρότυπα υπεράνω του δακτυλίου Morita με

A = B = N = M και όπου η A είναι μια Gorenstein Artin άλγεβρα, βλέπε Θεώρημα

4.5.10. Τα αποτελέσματα του κεφαλαίου αυτού είναι σε συνεργασία με τον Edward L.
Green στο άρθρο [60] με τίτλο On Artin Algebras Arising from Morita Contexts.

Κεφάλαιο 5 : Το τελευταίο Κεφάλαιο 5 ασχολείται με τη διάσταση Rouquier τριγωνισμέ-
νων κατηγοριών και τη διάσταση αναπαράστασης αλγεβρών του Artin. Στην ενότητα 5.1
μελετάμε τη διάσταση Rouquier σε σχέση και με το πρόβλημα ανύψωσης μιας συγκόλλη-

σης αβελιανών κατηγοριών σε μια συγκόλληση των αντίστοιχων παραγόμενων κατηγοριών.

Ιδιαίτερα στο Θεώρημα 5.1.6, δίνουμε ικανές και αναγκαίες συνθήκες ώστε, μια συγκόλ-

ληση αβελιανών κατηγοριών να επάγει μια συγκόλληση τριγωνισμένων κατηγοριών στις

αντίστοιχες παραγόμενες κατηγορίες των φραγμένων συμπλόκων. Στη συνέχεια δίνουμε

φράγματα για τη διάσταση Rouquier μιας τριγωνισμένης κατηγορίας T σε μια συγκόλληση

τριγωνισμένων κατηγοριών (U,T,V). Συγκεκριμένα στο Θεώρημα 5.1.10 αποδεικνύουμε

ότι max {dimU, dimV} ≤ dimT ≤ dimU+ dimV+ 1, όπου με dimT συμβολίζουμε τη διά-

σταση Rouquier της T. Τέλος εφαρμόζουμε τα παραπάνω σε δακτυλίους με ταυτοδύναμα

στοιχεία και ιδιαίτερα σε τριγωνικούς δακτύλιους πινάκων. Στην τελευταία ενότητα αυτού

του κεφαλαίου μελετάμε το πως συμπεριφέρεται η διάσταση αναπαράστασης σε καταστάσεις
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συγκολλήσεων αβελιανών κατηγοριών (A ,B,C ). Καταρχήν ορίζουμε την κατάλληλη έν-

νοια της διάστασης αναπαράστασης σε αβελιανές κατηγορίες. Στη συνέχεια αποδεικνύουμε

ότι αν, η διάσταση αναπαράστασης της B είναι το πολύ 3, τότε και η διάσταση αναπαράστα-

σης της C είναι επίσης το πολύ 3. Επίσης, κάτω από κάποιες υποθέσεις, συγκρίνουμε τη

διάσταση αναπαράστασης της B με αυτή της A και εξετάζουμε γενικά το πότε η διάσταση

αναπαράστασης της C είναι μικρότερη ή ίση από τη διάσταση αναπαράστασης της B. Τα

παραπάνω αποτελέσματα αποτελούν τα Θεωρήματα 5.2.2 και 5.2.3. Στη συνέχεια δίνουμε

εφαρμογές για τη διάσταση αναπαράστασης αλγεβρών του Artin, βλ. Πορίσματα 5.2.5 -

5.2.14. Το τελευταίο βασικό αποτέλεσμα αυτής της διατριβής, βλ. Θεώρημα 5.2.15, δίνει

συνθήκες ώστε, η περατοκρατική διάσταση μιας άλγεβρας του Artin να είναι πεπερασμένη

και σχετίζει με γόνιμο τρόπο τη διάσταση αναπαράστασης με την περατοκρατική διάσταση.

Τα αποτελέσματα του κεφαλαίου αυτού βρίσκονται στο άρθρο [108] με τίτλο Homological
Theory of Recollements of Abelian Categories.
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Introduction

In this thesis we investigate homological invariants arising in the representation
theory of Artin algebras. The main focus of our study is on the representation, finitistic
and global dimension of Artin algebras, the class of Cohen-Macaulay modules and the
Rouquier dimension of triangulated categories. The proper conceptual framework, from
our perspective, for this study is the general setting of recollements of abelian categories,
a concept which is fundamental in algebra, geometry and topology, and the closely
related omnipresent class of Morita rings. Before we explain the motivation of our work
we summarize below the main features of this thesis :

• Classify recollements of module categories.

• Develop a general homological theory of recollements of abelian categories.

• Construct an abelian category which represents an abstract model for the
category of modules over a Morita ring and study finiteness conditions on
certain subcategories.

• Give sufficient conditions for Gorensteinness of Morita rings, in the context of
Artin algebras, and provide applications to Cohen-Macaulay modules.

• Provide bounds for the Rouquier dimension of triangulated categories.

• Give applications to representation and finitistic dimension of Artin algebras.

1. Background and Overview

The representation dimension of an Artin algebra has been introduced by Auslan-
der [10] with the expectation that : “this notion gives a reasonable way of measuring how
far an Artin algebra is from being of finite representation type”. This hope was based
on his famous result, that an Artin algebra Λ is of finite representation type if and
only if the representation dimension of Λ is at most two. It should be noted that the
representation dimension is strongly connected with the finitistic dimension conjecture
explicitly formulated by Bass [21]. In fact Igusa and Todorov [66] have shown that
the finitistic dimension conjecture is valid for any Artin algebra of representation di-
mension at most three. Several classes of algebras have representation dimension less
than or equal to 3 and it is known from Iyama that the representation dimension of
an Artin algebra is always finite [67]. Recently these important invariants were com-
bined with tools coming from the world of triangulated categories. Rouquier [112] has
shown that there is no upper bound for the representation dimension of Artin alge-
bras. More precisely Rouquier proved that the exterior algebra Λ(kn), where k is a
field and n ≥ 1 an integer, has representation dimension n + 1. This was the first
example where the representation dimension is greater or equal to 4. The main tool
for this result was the notion of dimension for triangulated categories introduced by

18



2. MOTIVATION AND EXAMPLES 19

Rouquier [113]. In conclusion representation dimension provides a homological crite-
rion for finite representation type and in some sense measures the homological com-
plexity of the module category. On the other hand the representation type of certain
subcategories of the module category gives information on the structure of the ring.
In the mid-sixties Auslander [9], [13] introduced the class of Cohen-Macaulay modules
(also known as: totally reflexive modules [70], modules of G-dimension zero [13,130],
maximal Cohen-Macaulay modules [16, 30] or Gorenstein-projective modules [47]) as
a natural generalization of finitely generated projective modules. The structure of the
category Gproj Λ of finitely generated Gorenstein-projective modules measures how far
the ring Λ is from being Gorenstein. It is well known that the stable category Gproj Λ
is triangulated and there is an equivalence with the singularity category of Λ, in the
sense of Buchweitz [31] and Orlov [103], if and only if Λ is Gorenstein. But for the ring
itself, the representation type of the category Gproj Λ has significant consequences. For
example consider a Noetherian commutative, local, complete Gorenstein ring Λ. If Λ is
of finite Cohen-Macaulay type [27], [29] (Gproj Λ is of finite representation type, i.e. the
set of isomorphism classes of indecomposable Gorenstein-projective modules is finite),
then Λ is a simple singularity. For more details see Yoshino’s book [129] and the recent
book of Leuschke and Wiegand [86]. We refer also to the work of Beligiannis [29] for
a representation-theoretic study of Gorenstein-projective modules and algebras of finite
Cohen-Macaulay type.

Our aim in this thesis is to investigate homological aspects of recollements of abelian
categories and to study Morita rings in the context of Artin algebras, concentrating
mainly at representation-theoretic and homological aspects. In the context of recolle-
ments of abelian categories we investigate how various homological invariants and di-
mensions of the categories involved in a recollement situation are related. Moreover
we classify recollements of abelian categories whose terms are module categories, thus
solving a conjecture by Kuhn. Our interest in recollements is motivated from questions
and problems on representation and finitistic dimension of Artin algebras and the in-
terrelation between them. On the other hand our interest in Morita rings is motivated
by the frequent occurrence of this class of matrix rings in the representation theory
of Artin algebras and elsewhere, and the interpretation of their module categories via
suitable recollements.

2. Motivation and Examples

In this part of the introduction we give motivation for the study of recollements of
abelian categories and Morita rings, we present illuminating examples, and we explain
also the connections between them.

2.1. Recollements of Abelian Categories. We start by explaining how natu-
rally recollements of abelian categories arise/appear in different branches of mathemat-
ics.

• Recollements of Abelian Categories in Algebra : Let R be a ring and e an idempotent
element of R. Associated with the data (R, e) are the rings eRe, R/ReR and their
module categories Mod-R, Mod-eRe, Mod-R/ReR. Since we have a surjective ring
homomorphism R −→ R/ReR it follows that the restriction functor from the module
category of R/ReR to the module category of R is fully faithful. On the other hand the
assignment X 7→ eX, where X is a (left) R-module, induces an exact functor from the
module category of R to the module category of eRe. Moreover these two functors have
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left and right adjoints. Hence any pair (R, e) induces the following situation between
the module categories over the rings R/ReR, R and eRe :

Mod-R/ReR
inc // Mod-R

e(−)
//

R/ReR⊗R−

vv

HomR(R/ReR,−)

hh
Mod-eRe

Re⊗eRe−

ww

HomeRe(eR,−)

ff

The situation described above is a typical example of a recollement situation, namely
a recollement induced by an idempotent element, and it should be considered as the
universal example concerning recollements of module categories. This statement will be
explained in Chapter 1.

• Recollements of Abelian Categories in Geometry : Let X be a topological space and U
an open subspace of X. Denote by F the complement of U in X. Let OX be a sheaf
of commutative rings on X and denote by OU , resp. OF , the restricted sheaves of rings
on U , resp. F . Then the abelian categories Mod-OF , Mod-OX , Mod-OU , of sheaves of
Oi-modules, where i = F,X or U , are related via the following recollement :

Mod-OF
i // Mod-OX

e //

q

ww

p

gg Mod-OU

l

ww

r

gg

It should be noted that the above situation is the classical example of a recollement
of abelian categories arising in topology and in algebraic geometry, and has appeared
in the work of Beilinson, Bernstein and Deligne [22]. There are also various derived
versions of the above recollement at the level of triangulated categories. We refer to the
book [71] for more details.

• Recollements of Abelian Categories in Topology : Let Fq be a finite field of characteristic
p and order |Fq| = q = ps, where p is a fixed prime. We denote by Fun (Fq) the functor
category with objects the functors from finite dimensional Fq-vector spaces to Fq-vector
spaces, and with morphisms the natural transformations between such functors. It is
well known that Fun (Fq) is an abelian category. Let F ∈ Fun (Fq). Then for every
finite dimensional Fq-vector space V (say dimFq V = n) the object F (V ) becomes a
module over the group algebra Fq[GLn(V )]. This observation shows that we can view
the objects of Fun (Fq) as generic representations of the general linear group over Fq.
Then Fun (Fq) is called the category of generic representations [81]. Denote by Mk(Fq)
the multiplicative semigroup of k × k matrices over Fq, and consider the categories
of modules Mod-Fq[GLk(Fq)] and Mod-Fq[Mk(Fq)], where Fq[Mk(Fq)] is the semigroup
algebra. Then from basic results of Kuhn [81,82] we have the following diagram:

Mod-Fq[GL3(Fq)]

���� ��

Mod-Fq[GL2(Fq)]

���� ��
· · · // Mod-Fq[M3(Fq)]

���� ��

// Mod-Fq[M2(Fq)]

���� ��

// Mod-Fq[M1(Fq)] // 0

Mod-Fq[M2(Fq)] Mod-Fq[M1(Fq)]
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where the vertical diagrams are recollements of module categories and the inverse limit
of the horizontal sequence of Mod-Fq[Mk(Fq)], k ≥ 1, is the category Fun (Fq). The
category of generic representations Fun (Fq) is a fundamental object of study and has
strong connections with several different topics, like: Symmetric groups, Schur algebras,
Topological Hochschild Homology, Steenrod algebra. We refer to the important work
of Kuhn [81–83] for more details on the above subject and the use of recollements of
abelian categories in this area of mathematics.

We continue now by describing the notion of recollements for abelian categories and
we give also some more motivation.

Recollements of abelian categories are exact sequences of abelian categories

0 // A
i // B

e // C // 0

where the inclusion functor i represents A as a Serre subcategory of B and the functor
e represents C as the quotient category B/A , enjoying the additional property that
the inclusion functor i admits a left adjoint q and a right adjoint p, and the quotient
functor e admits a left adjoint l and a right adjoint r. Such a recollement situation of
abelian categories is denoted throughout this thesis by the following diagram:

A
i // B

e //

q

zz

p

cc C

l

{{

r

cc Rab(A ,B,C )

Recollement situations were introduced first in the context of triangulated cate-
gories by Beilinson, Bernstein and Deligne, see [22], in their axiomatization of the
Grothendieck’s six functors for derived categories of sheaves obtained from stratifica-
tions of spaces. In this connection a fundamental example of a recollement situation of
abelian categories appeared in the construction of perverse sheaves, by MacPherson and
Vilonen [91]. In the late eighties, Cline, Parshall and Scott, working in the context of
representation theory, indicated the connections between recollements of derived cate-
gories, highest weight categories, and quasi-hereditary algebras, see [38], [107], and later
Kuhn used recollements of certain abelian categories in his study of generic representa-
tion theory of the general linear group, see [82]. On the other hand, Happel [61,63], and
recently Hugel, Koenig, Liu [2–4], and Chen, Xi [33–35] studied connections between
recollements of triangulated categories in connection with tilting theory, homological
conjectures, stratifications of derived categories of rings, and algebraic K-theory. It is
well known that recollements and TTF-triples of triangulated categories are in bijec-
tion [22], [30], [99]. In this connection Beligiannis-Reiten investigates hereditay torsion
pairs in triangulated categories and discuss applications on homological conjectures and
tilting theory, see [30, Chapter IV] for more details.

It should be noted that recollements of abelian or module categories appear quite
naturally in various settings and are omnipresent in representation theory. Typically
recollement situations arise from the endomorphism ring of a direct sum of two objects
in an additive category. For instance, as we discussed above, any idempotent element e
in a ring R induces a recollement situation between the module categories over the rings
R, R/ReR and eRe. More generally the ring associated to a Morita context induces
two recollements situations, and many categories arising from natural constructions in
ring and module theory, for example comma categories, are related via a recollement
situation. This includes module categories over one sided Artinian rings and module
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categories which play an important role in Galois theory of rings. Finally we mention
that any full subcategory X of an additive category C induces a recollement situation
between the module categories over C , X, and C /X, considered as rings with several
objects, and where the latter denotes the stable category of C modulo the subcategory
X.

The examples mentioned above and the important role they play in various contexts
suggests naturally the following two problems:

• The general study of homological invariants associated to the abelian categories A ,
B, C of the recollement Rab(A ,B,C ), and how they are related.

• The classification of recollements whose terms are module categories.

Our main aim in this thesis is to investigate in detail the above problems concentrating
in the behavior of global dimension, finitistic dimension and representation dimension
under recollement of abelian categories and then to give applications to ring theory.
We also study when a recollement situation between abelian categories induces a rec-
ollement situation between the corresponding bounded derived categories, and we give
applications to Rouquier’s dimension of the triangulated categories involved in a rec-
ollement situation. Finally we classify recollements whose terms are module categories,
thus answering a conjecture by Kuhn.

2.2. Morita Rings. Morita contexts, also known as pre-equivalence data, have
been introduced by Bass in [20], see also [41], in his exposition of the Morita Theorems
on equivalences of module categories. Let A and B be unital associative rings. Recall
that a Morita context over A, B, is a 6-uple M = (A,N,M,B, φ, ψ), where BMA is a
B-A-bimodule, ANB is an A-B-bimodule, and φ : M ⊗A N −→ B is a B-B-bimodule
homomorphism, and ψ : N ⊗BM −→ A is an A-A-bimodule homomorphism, satisfying
the following associativity conditions, ∀m,m′ ∈M , ∀n, n′ ∈ N :

φ(m⊗ n)m′ = mψ(n⊗m′) and nφ(m⊗ n′) = ψ(n⊗m)n′

Associated to any Morita context M as above, there is an associative ring, the Morita
ring of M, which incorporates all the information involved in the 6-uple M, defined to
be the formal 2× 2 matrix ring

Λ(φ,ψ)(M) =

(
A ANB

BMA B

)
where Λ(φ,ψ)(M) = A⊕N ⊕M ⊕B as an abelian group, and the formal matrix multi-
plication is given by(

a n
m b

)
·
(
a′ n′

m′ b′

)
=

(
aa′ + ψ(n⊗m′) an′ + nb′

ma′ + bm′ bb′ + φ(m⊗ n′)

)
The Morita ring of a Morita context, not to be confused with the notion of a (right
or left) Morita ring appearing in Morita duality, has been studied explicitly by various
authors in ring, module, or representation, theoretic framework; in this connection we
refer to the papers by Amitsur [1], Muller [97], Green [59], Cohen [40], Loustaunau [89],
and Buchweitz [32], among others. We refer also to the classical textbooks [85], [92],
[116] for the terminology of Morita rings.

It should be noted that Morita rings form an omnipresent class of rings, providing
sources of many important examples and the proper conceptual framework for the study
of many problems in several different contexts in ring theory. We describe briefly some
important examples and situations where Morita rings are involved.
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• Examples of Morita Rings : Let A be a ring and MA be a right A-module. If B =
EndA(M) is the endomorphism ring of A, then viewing M as a B-A-bimodule and
setting N = HomA(M,A), it is easy to see that there exist naturally induced bimodule
homomorphisms φ and ψ and a Morita context M = (A,M,N,B, φ, ψ). Hence any pair
(A,MA), where A is a ring and MA is a right A-module induces a Morita context.

An important special case is when M = eA, where e2 = e is an idempotent element
of A. Clearly then N = HomA(M,A) = Ae and B = eAe, and the Morita ring Λ(φ,ψ)(M)
takes the form

Λ(φ,ψ)(M) =

(
A Ae
eA eAe

)
On the other hand if e2 = e ∈ A is an idempotent element of A and f = 1A − e, then
the Pierce decomposition of A with respect to the idempotents e, f induces a Morita
context M(e, f) = (eAe, eA, fA, fAf, α, β), and the ring A is isomorphic to

A ∼= Λ(φ,ψ)(M(e, f)) =

(
eAe eAf
fAe fAf

)
Note that since any Morita ring Λφ,ψ(M) contains the idempotents e =

(
1A 0
0 0

)
and

f = 1Λ − e = e =
(

0 0
0 1B

)
, it is not difficult to see that there is a ring isomorphism

Λφ,ψ(M) ∼= Λφ,ψ(M(e, f)). It follows that any Morita ring is isomorphic to the Morita
ring arising from the Pierce decomposition of a ring A with respect to two orthogonal
idempotents whose sum is the identity of A. We mention that, as a consequence, any
upper or lower triangular matrix ring is a Morita ring.

As another important example, in a more general context, let C be an additive
category and X, Y be arbitrary objects of C . We view M := HomC (X, Y ) as an A-
B-bimodule and N := HomC (Y,X) as a B-A-bimodule in a natural way, where A =
EndC (X) and B = EndC (Y ). It is easy to see that there is a Morita context M =
(A,M,N,B, φ, ψ) and an isomorphism of rings

EndC (X ⊕ Y ) ∼= Λφ,ψ(M)

i.e. Morita rings appear as endomorphism rings of a direct sum of objects in any additive
category. This is the universal example of a Morita ring since it is not difficult to see
that any Morita ring arises in this way. On the other hand the above construction gives
the well-known bijective correspondence µ : C −→ M between pre-additive categories
C with two objects X, Y and Morita Contexts M = (A,N,M,B, φ, ψ). Under this
correspondence µ(X) = EndC (X) = A, µ(Y ) = EndC (Y ) = B, M = HomC (X, Y ),
N = HomC (Y,X) and the maps φ and ψ are given by the composition of maps in C . As
a consequence the study of Morita rings subsumes the study of pre-additive categories
with two objects and can be considered as 2-dimensional ring theory.

• Morita Rings and Extensions of Grothendieck Categories : Let 0 −→ D −→ C −→
E −→ 0 (∗) be an exact sequence of Grothendieck categories. The sequence (∗) is called
an extension of C /D (' E ) by D . Already Gabriel in his thesis [54] has proved that
any locally Noetherian category (i.e. a Grothendieck category with a set of Noether-
ian generators), for instance the category of quasi-coherent sheaves over a Noetherian
scheme or the module category over a left Noetherian ring, can be obtained by succes-
sive extensions of locally finite categories (i.e. a Grothendieck category with a set of
generators of finite Jordan-Hölder length). It is a natural problem to classify the exten-
sions (∗) of locally finite categories or more generally of locally noetherian categories.
Roos has classified such extensions in the stable case [114]. Recall that an extension
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(∗) is called stable if the injective envelope of any object of D in C lies in D . Suppose
that the extension (∗) is stable and the categories D ,C and E are locally Noetherian.
Then there are equivalences of categories :

D
' // TC(A0)o , E

' // TC(A1)o and C
' // TC(A)o , A =

(
A0 M
0 A1

)
where the rings A0, A1 and A are topologically coherent, topologically coperfect and
complete, and TC(A0)o (resp. TC(A1)o, TC(A)o) is the dual category of the category of
left linearly topologized modules over A0 (resp. A1, A) which are topologically coherent
and complete. The solution of the above problem in the nonstable case is not known.
Roos suggests that in order to attack the nonstable case one has to develop a theory
about Morita rings with a linear topology and try also to determine how the homological
properties of a Morita ring Λ(φ,ψ) are related to those of A, B, N , M , φ and ψ. We
refer to [104], [114] for more background and details on the above problem.

The examples and situations mentioned above and the important role they play in
various different contexts provide a motivation for studying Morita rings in a general
context using homological and representation-theoretic tools. Our second aim in this
thesis is to study Morita rings, mainly in the context of Artin algebras, concentrating
at representation-theoretic and homological aspects.

3. Organization and the Main Results

The organization and the main results of this thesis are as follows. In Chapter 1
we classify recollements of abelian categories whose terms are module categories. Kuhn
conjectured in [82] that if the categories of a recollement are equivalent to categories of
modules over finite dimensional algebras over a field, then the recollement is equivalent,
in a certain sense, to one induced by an idempotent element in the way we described
in section 2.1 above. We solve this conjecture for general rings. More precisely we have
the following first main result of this thesis, see Theorem 1.3.6.

Theorem A. (Joint with J. Vitória [109]) Let A be a ring. A recollement of Mod-A
is equivalent to a recollement in which the categories involved are module categories if
and only if it is equivalent to a recollement induced by an idempotent element of a ring
S, Morita equivalent to A.

As a consequence we get that if A is semiprimary, in particular a finite dimensional
algebra as in Kuhn’s situation, then any recollement of Mod-A is equivalent to a rec-
ollement induced by an idempotent element of A, see Corollary 1.3.8. Chapter 1 is
structured as follows. Section 1.1 collects preliminaries notions and results on recolle-
ments of abelian categories that will be useful throughout the thesis and we fix notation.
We also give a variety of model examples of recollements that will be used in the sequel
as illustrations of our main results. In section 1.2, we discuss TTF-triples in abelian
categories and we use them to classify recollements of abelian categories. In section 1.3
we focus on recollements of module categories, proving Kuhn’s conjecture. Finally in
section 1.4 we give an example of a recollement not induced by an idempotent element.

In Chapter 2 we investigate several homological aspects of recollements of abelian
categories. In section 2.1 we study the homological behavior of the six functors in-
volved in the adjoint triples (q, i, p) and (l, e, r) of a recollement situation (A ,B,C )
of abelian categories. More precisely we are interested in finiteness conditions of the
derived functors of p, q, l and r, as well as in the problem of when the exact functor
i : A −→ B induces natural isomorphisms im : ExtmA (−,−) −→ ExtmB(i(−), i(−)), for
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0 ≤ m ≤ k ≤ ∞, i.e. when i is a a k-homological embedding, and also in the problem
of when the exact functor e : B −→ C induces, restricted to suitable subcategories,
natural isomorphisms em : ExtmB(−,−) −→ ExtmB(e(−), e(−)), up to some steps, i.e. for
0 ≤ m ≤ k, where 0 ≤ k ≤ ∞. It turns out that the answer to the above problems
are closely related and depend on the behavior of the k-generalized perpendicular sub-
category of B associated to A , see Definition 2.1.1, and the subcategory Xk (or Yk) of
B consisting of all objects admitting a truncated projective (or injective) resolution by
projectives (or injectives) coming from the quotient category C via the section functor
l (or r). Note that the following second main result of this thesis, see Theorems 2.1.10
and 2.1.11, extend and generalize related results of Auslander-Platzeck-Todorov [14],
formulated in the setting of finitely generated modules over an Artin algebra equipped
with an idempotent ideal, and Geigle-Lenzing [56], formulated in the context of classi-
cal perpendicular categories, i.e. k = 1, and homological epimorphisms of rings. In the
next result µ : le −→ IdB is the counit of the adjoint pair (l, e) and ν : IdB −→ re is the
unit of the adjoint pair (e, r).

Theorem B. ( [108] ) Let (A ,B,C ) be a recollement of abelian categories and
assume that B and C have enough projective and injective objects.

(i) The following statements are equivalent.
(a) The functor i : A −→ B is a k-homological embedding.
(b) ImµP ∈ Xk−1, ∀P ∈ Proj B.
(c) Im νI ∈ Yk−1, ∀I ∈ Inj B.

(ii) The following statements are equivalent.
(a) The map enZ,W : ExtnB(Z,W ) −→ ExtnC (e(Z), e(W )) is invertible, ∀W ∈

B, (resp. ∀Z ∈ B), and 0 ≤ n ≤ k.
(b) Z ∈ Xk+1 (resp. W ∈ Yk+1).

In section 2.2 and 2.3 of Chapter 2, which form a unit, we study the problem of how
various dimensions, including global and finitistic dimension, of the abelian categories
involved in a recollement situation (A ,B,C ) are related. Although one can not expect
in general a precise relation, see Example 2.4.8, we prove the existence of several bounds
concerning the global and finitistic dimension under natural assumptions. In section 2.2
we first show that the global dimension of B is always bounded by the sum of the global
dimensions of A and C plus the supremum of the projective dimension in B of the
projectives of A , see Theorem 2.2.1. On the other hand if the functor i is a homological
embedding, meaning that i is a k-homological embedding ∀k ≥ 0, then in Theorem
2.2.8 we give lower and upper bounds for the global dimension of B in terms of the
global dimensions of A and C and related projective or injective dimensions in B of
objects coming from A . It follows in particular that if B is hereditary, then so are A
and C (Theorem 2.2.9). Under the assumption that any projective object of A has,
via the inclusion i, projective dimension at most one, we show that finiteness of global
dimension of B is equivalent to finiteness of the global dimension of both A and C
(Corollary 2.2.18). Finally we give precise formulas for projective or injective dimension
for objects lying in special subcategories of A , B and C , and we apply our results to
stratified abelian categories, see Corollary 2.2.22. Our results in this section extend
and generalize several results of the literature, including those of Auslander-Platzeck-
Todorov [14]. In section 2.3 we study the finitistic dimension, denoted by FPDM

for an abelian category M, and how it behaves in a recollement situation (A ,B,C ).
After introducing the notion of the locally bounded homological dimension, l.b.hom.dimF ,
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of a right exact functor F between abelian categories, see Definition 2.3.2, we prove
our first main result of the section, namely: if the section functor l : C −→ B has
locally bounded homological dimension, then the finitistic projective dimension of C is
bounded by the finitistic projective dimension of B plus the locally bounded homological
dimension of the section functor l (Theorem 2.3.2). Under various natural conditions,
we also give lower and upper bounds for the finitistic dimension of B in terms of the
finitistic dimension of A and C , and related homological invariants. The results of this
section, applied to comma categories, generalize and extend results of Fossum-Griffith-
Reiten [49]. Indicatively we state the following main result on global and finitistic
dimension of the categories involved in a recollement situation.

Theorem C. ( [108] ) Let (A ,B,C ) be a recollement of abelian categories such
that B and C have enough projective objects.

(i) We have :

gl. dim B ≤ gl. dim A + gl. dim C + sup{pdB i(P ) | P ∈ Proj A }+ 1

(ii) If the functor l : C −→ B has locally bounded homological dimension, then :

FPD (C ) ≤ FPD (B) + l.b.hom.dim l

The final section 2.4 of Chapter 2 is devoted to applications in Ring Theory, guided
by the examples analyzed in section 1.1 of Chapter 1. More precisely we apply our
results of sections 2.2 and 2.3 to recollements of module categories arising from (α)
pairs (R, e) consisting of a ring R and an idempotent e ∈ R, (β) triangular matrix rings
or more generally rings of Morita Contexts, (γ) quasi-hereditary rings. Our results give
a nice interplay between global and finitistic dimension and generalize and extend a
host of related results in the literature.

In Chapter 3 we construct an abelian category which represents an abstract model
for the category of modules over a Morita ring Λ(φ,ψ). Let A and B be two abelian
categories, F : A −→ B and G : B −→ A two additive functors, and φ : FG −→ IdB

and ψ : GF −→ IdA two natural transformations such that F (ψ) = φF and G(φ) =
ψG. Then from this data we define the Morita category M(φ, ψ), see section 3.1, and
we examine when the latter is an abelian category. The first three sections collects
several structural properties of this category. In the fourth section we study finiteness
conditions on subcategories of the Morita category M(0, 0) and in the remaining sections
we investigate some homological aspects of this construction. This chapter serves as an
introductory step for Chapter 4 and several of its results are used later on.

In Chapter 4 we discuss Artin algebras arising from Morita contexts. More precisely
we study Morita rings Λ(φ,ψ) in the context of Artin algebras concentrating mainly at
representation-theoretic and homological aspects. In section 4.1 we collect preliminary
notions and results on Morita rings that will be useful throughout this chapter and we
fix notation. In particular we describe the module category over a Morita ring and also
we analyze the connections with recollement situations between the involved module
categories. In section 4.2 we describe the projective, injective and simple modules in
case the Morita ring is an Artin algebra. Using this description we characterize when
the Morita ring is selfinjective and then, as an immediate consequence of this we give an
upper bound for the representation dimension of the Morita ring Λ0,0(M) arising from
the Morita context M where A = B = M = N = Λ is a selfinjective Artin algebra and
φ = 0 = ψ.
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In sections 4.3 and 4.4 we study finiteness conditions on subcategories of the module
category of a Morita ring Λ(φ,ψ)(M) arising from a Morita context M = (A,N,M,B, φ, ψ),
and also we investigate the global dimension of Λ(φ,ψ)(M), in the special case when the
bimodule homomorphisms φ and ψ are zero. One advantage for working in this setting
is that the module categories Mod-A, Mod-B, Mod-

(
A 0

BMA B

)
, Mod-

(
A ANB
0 B

)
are fully

embedded into the module category Mod-Λ(0,0)(M) as functorially finite subcategories.
Indeed we prove in Theorem 3.4.9 that the above natural subcategories of Mod-Λ(0,0) are
bireflective (i.e. the full embedding functors have left and right adjoints) and therefore
they are functorially finite in Mod-Λ(0,0), closed under isomorphic images, direct sums,
direct products, kernels and cokernels. More generally we show in Theorem 3.4.11 that if
U is a functorially finite subcategory of Mod-A and V is a functorially finite subcategory
of Mod-B, then under some additional conditions the subcategories U and V induce a
functorially finite subcategory of Mod-Λ(0,0)(M), thus generalizing some well known re-
sults of the literature, see [120], in the setting of triangular matrix rings. In section 4.4,
after introducing the notion of an A-tight (resp. B-tight) projective Λ(0,0)-resolution, see
Definition 4.4.2, we give an upper bound for the global dimension of Λ(0,0) in terms of
the global dimension of A and B. In particular in Theorem 4.4.9 we show the following
main result of this Chapter.

Theorem D. (Joint with E.L. Green [60]) Let Λ(0,0) =
(

A ANB
BMA B

)
be a Morita ring

which is an Artin algebra and suppose that M has a B-tight projective Λ(0,0)-resolution
and N has an A-tight projective Λ(0,0)-resolution. Then :

gl. dim Λ(0,0) ≤ gl. dimA+ gl. dimB + 1

Further in Theorem 4.4.14 we deal with the case where either M or N does not have a
tight projective Λ(0,0)-resolution and we present some formulas for the global dimension
of Λ(0,0). We provide examples which show that the inequalities of our bounds are sharp
and that the inequalities can be proper, see Examples 4.4.10, 4.4.11 and 4.4.15.

The final section 4.5 of Chapter 4 is devoted to investigate when a Morita ring Λ(φ,ψ),
which is an Artin algebra, is Gorenstein and discuss applications of this result. The
following main result of Chapter 4, which is Theorem 4.5.3, gives a sufficient condition
for a Morita ring to be Gorenstein. For an Artin algebra Λ we denote by (proj Λ)<∞,
resp. (inj Λ)<∞, the full subcategory of mod-Λ consisting of the Λ-modules of finite
projective, resp. injective, dimension.

Theorem E. (Joint with E.L. Green [60]) Let Λ(φ,ψ) be a Morita ring which is an
Artin algebra such that the adjoint pair of functors (M ⊗A−,HomB(M,−)) induces an
equivalence

M ⊗A − : (projA)<∞ // (injB)<∞ : HomB(M,−)
'oo

and the adjoint pair of functors (N ⊗B −,HomA(N,−)) induces an equivalence

N ⊗B − : (projB)<∞ // (injA)<∞ : HomA(N,−)
'oo

Then the Morita ring Λ(φ,ψ) is Gorenstein.

For example if Λ is a Gorenstein Artin algebra then the matrix algebra ∆(φ,φ) =(
Λ Λ
Λ Λ

)
is Gorenstein, see Corollary 4.5.5. As a consequence of the above result we

characterize the Gorenstein-projective modules over the Morita ring ∆(φ,φ) =
(

Λ Λ
Λ Λ

)
,

see Corollary 4.5.10, in case Λ is a Gorenstein Artin algebra.
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The final Chapter 5 of this thesis is devoted to Rouquier’s dimension for triangulated
categories and to representation dimension of Artin algebras. In section 5.1 of chapter 5
we study the Rouquier dimension of triangulated categories in connection with finding
conditions ensuring that a recollement of abelian categories induces a recollement of
triangulated categories at the level of the corresponding bounded derived categories. In
fact we give several equivalent conditions for the existence of a triangulated recollement
of the bounded derived categories of the abelian categories involved in a recollement
situation, in terms of homological finiteness properties of the functors q, p, l, and r (see
Definition 5.1.5). More precisely our first main result of this section is the following,
see Theorem 5.1.6 for more details.

Theorem F. ( [108] ) Let (A ,B,C ) be a recollement of abelian categories and
assume that B and C have enough projective and injective objects.

(i) The following statements are equivalent :
(a) The functor i : A −→ B is a homological embedding, and the functor

q : B → A , resp. p : B −→ A , is of locally finite homological, resp.
cohomological, dimension.

(b) There exists a recollement of triangulated categories

Db(A )
Db(i)

// Db(B)
Db(e)

//

Lbq

vv

Rbp

gg
Db(C )

l′

ww

r′

gg

(ii) The following statements are equivalent :
(a) The functor i : A −→ B is a homological embedding, and the functor

l : C → B, resp. r : C −→ B, is of locally finite homological, resp.
cohomological, dimension.

(b) There exists a recollement of triangulated categories

Db(A )
Db(i)

// Db(B)
Db(e)

//

q′

vv

p′

gg
Db(C )

Lbl

ww

Rbr

gg

Next we give bounds for the dimension of a triangulated category T, in the sense of
Rouquier [113] (see Definition 5.1.7), in a recollement situation (U,T,V) of triangulated
categories. In this context we have our second main result of this section, see Theorem
5.1.10 for more details.

Theorem G. ( [108] ) Let (U,T,V) be a recollement of triangulated categories.
Then :

max {dimU, dimV} ≤ dimT ≤ dimU + dimV + 1

As a consequence if one of the four functors q, p, l, and r of a recollement of abelian
categories (A ,B,C ) has finite (co)homological dimension (in an appropriate sense,
see Definition 5.1.5), then we get Theorem 5.1.12 : max {dim Db(A ), dim Db(C )} ≤
dim Db(B) ≤ dim Db(A ) + dim Db(C ) + 1. Finally we give applications to Rouquier’s
dimension of bounded derived categories of rings. In fact if Λ =

(
R RNS
0 S

)
is a triangular



3. ORGANIZATION AND THE MAIN RESULTS 29

matrix ring then as a consequence of the above we get that : max {dim Db(R), dim Db(S)}
≤ dim Db(Λ) ≤ dim Db(R) + dim Db(S) + 1, see Corollary 5.1.15.

In the last section section of Chapter 5 we study the representation dimension, de-
noted by rep. dimM for an abelian category M, and how it behaves in a recollement
situation (A ,B,C ) between abelian categories. Firstly we review Auslander’s notion of
representation dimension in the context of abelian categories, see Definition 5.2.1. Note
that if M = mod-Λ, where Λ is an Artin algebra, then our definition coincides with the
one given by Auslander, namely : rep. dim Λ = min{gl. dim EndΛ(X ⊕ Λ⊕ D(Λ)) | X ∈
mod-Λ}. Recall also that a Λ-module Y = X ⊕ Λ⊕ D(Λ) that realizes the minimum is
called an Auslander generator of mod-Λ. Our first main result shows that if the repre-
sentation dimension of B is at most three, then the same holds for the representation
dimension of C , and, under an additional condition, the representation dimension of
A . Finally we show that rep. dim C ≤ rep. dim B, provided that there exists an Aus-
lander generator of B enjoying special properties. These are Theorems 5.2.2 and 5.2.3
respectively. As an application we derive several results on representation and finitis-
tic dimension of Artin algebras, see Corollaries 5.2.5 - 5.2.14. The final main result,
Theorem 5.2.15, of this thesis gives an interesting interplay between representation di-
mension and finitistic dimension, and presents situations where the finitistic dimension
of an Artin algebra is finite using a basic construction of Auslander. We summarize
next some of the above main results.

Theorem H. ( [108] ) Let Λ be an Artin algebra and e an idempotent element of
Λ.

(i) If rep. dim Λ ≤ 3 then :

rep. dim eΛe ≤ 3

In particular, we have :

rep. dim Λ ≤ 3 ⇐⇒ rep. dim EndΛ(P ) ≤ 3

for any finitely generated projective Λ-module P .
(ii) Let Λ ⊕ X be an Auslander generator of Λ. If the functor HomΛ(X,Λ) ⊗Λ

− : mod-Λ −→ mod-Γ has locally bounded homological dimension, then :

fin. dim Λ ≤ rep. dim Λ + l.b.hom.dim HomΛ(X,Λ)⊗Λ − < ∞

Conventions and Notations. We compose morphisms f : A −→ B, g : B −→ C
in a given category in a diagrammatic order, i.e the composition of f , g is denoted
by f ◦ g. We use the usual anti-diagrammatic order when we compose functors and
when we apply elements to morphisms in categories. For a ring R we work usually with
left R-modules and the corresponding category is denoted by Mod-R. Our additive
categories are assumed to have finite direct sums and our subcategories are assumed to
be closed under isomorphisms and direct summands. For all unexplained notions and
results concerning the representation theory of Artin algebras we refer to the book [18],
see also [7], [131]. For the homological algebra used throughout this thesis we refer to
the books [65], [115], [123], and for the theory of triangulated categories see [98].



CHAPTER 1

Recollements of Module Categories

In this Chapter we give definitions and useful properties of recollements of abelian
categories. We also give a variety of model examples that will be useful throughout this
thesis and we fix notation. We define when two recollements of abelian categories are
equivalent and we establish a correspondence between recollements of abelian categories
up to equivalence and certain TTF-triples. For module categories we show also a corre-
spondence with idempotent ideals, recovering a theorem of Jans [69]. Finally, we show
that a recollement of abelian categories whose terms are module categories is equivalent
to one induced by an idempotent element, thus proving a conjecture by Kuhn [82]. The
results of sections 1.2, 1.3 and 1.4 are included in the paper entitled : Recollements of
Module Categories [109] which is joint work with Jorge Vitória.

1.1. Preliminaries on Recollements of Abelian Categories

In this section we give the definition of recollement between abelian categories and
we fix notation. We also include a variety of examples that will be used throught in
this thesis.

To begin with, we recall the definition of a recollement situation in the context of
abelian categories, see for instance [50, 61, 82]. For an additive functor F : A −→ B
between additive categories, we denote by ImF = {B ∈ B |B ∼= F (A) for some A ∈ A }
the essential image of F and by KerF = {A ∈ A | F (A) = 0} the kernel of F .

Definition 1.1.1. A recollement situation between abelian categories A ,B and C
is a diagram

A
i // B

e //

q

zz

p

cc C

l

{{

r

cc Rab(A ,B,C )

henceforth denoted by (A ,B,C ), satisfying the following conditions:

1. (l, e, r) is an adjoint triple.
2. (q, i, p) is an adjoint triple.
3. The functors i, l, and r are fully faithful.
4. Im i = Ker e.

In this case the category B is said to be the recollement of A and C .

Throughout this chapter we fix a recollement (A ,B,C ) of abelian categories as in
Definition 1.1.1. Then we have the adjoint pairs (l, e), (e, r), (q, i), and (i, p). We
always denote by µ : le −→ IdB, resp. κ : ip −→ IdB, the counit of the adjoint pair (l, e),
resp. (i, p), and by λ : IdB −→ iq, resp. ν : IdB −→ re, the unit of the adjoint pair
(q, i), resp. (e, r). In the following remarks we isolate some easily established properties
of a recollement situation which will be useful later.

30
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Remark 1.1.2. (i) The functors e : B −→ C and i : A −→ B are exact, since
from the Definition 1.1.1 the functors e and i have left and right adjoints.

(ii) The composition of functors ql = pr = 0. Indeed for every A ∈ A we have:

HomA (ql(C), A) ' HomB(l(C), i(A)) ' HomC (C, ei(A)) = 0

We infer that ql(C) = 0 for every C ∈ C and then our claim follows. Similarly
we show that pr = 0.

(iii) Since the functor i : A −→ B is fully faithful it follows that the counit qi
'−→

IdA of the adjoint pair (q, i) is invertible and the unit IdA
'−→ pi of the adjoint

pair (i, p) is invertible (see [90]).

(iv) Since the functor r : C −→ B is fully faithful the counit er
'−→ IdC of the

adjoint pair (e, r) is invertible and since the functor l : C −→ B is fully faithful

the unit IdC
'−→ el of the adjoint pair (l, e) is invertible ( see [90] ).

(v) The functor i induces an equivalence between A and the Serre subcategory
(i.e. closed under subobjects, quotients and extensions) Ker e = Im i of B. In
the sequel we shall view the above equivalence as an identification.

(vi) Since the exact functor e admits a fully faithful left adjoint and a fully faithful
right adjoint, it follows that A is a localizing and colocalizing subcategory
of B and there is an equivalence B/A ' C [54]. In particular any rec-
ollement Rab(A ,B,C ) induces a short exact sequence of abelian categories
0 −→ A −→ B −→ C −→ 0.

In section 1.2 we will discuss in more detail the notions of Serre, localizing and
colocalizing subcategories.

Remark 1.1.3. Let e : B −→ C be an exact functor between abelian categories
which is part of an adjoint triple (l, e, r) where l or r is fully faithful. Note that l is
fully faithful if and only if r is fully faithful. Denote by µ : le −→ IdB the counit of the
adjoint pair (l, e) and ν : IdB −→ re the unit of the adjoint pair (e, r). It is easy to see
that for any object B ∈ B, the assignments Ker νB =: p(B) ←[ B 7→ q(B) := Coker µB
induce functors q : B −→ Ker e and p : B −→ Ker e. It is straightforward to check that
(q, i, p) is an adjoint triple, where i : Ker e −→ B is the inclusion, and so (Ker e,B,C )
is a recollement of abelian categories.

Remark 1.1.4. Let B be an abelian category and A a Serre subcategory of B.
Then we have the exact sequence of abelian categories 0 −→ A −→ B −→ B/A −→ 0.
Assume that B is a Grothendieck category with projective covers and A is a Serre
subcategory of B which is closed under products and coproducts. Then from [78] the
quotient functor B −→ B/A has a left and right adjoint. Therefore from Remark
1.1.3 we have the recollement of abelian categories (A ,B,B/A ).

Remark 1.1.5. Let (A ,B,C ) be a recollement of abelian categories and suppose
that B has enough projective and injective objects. Then the functor q : B −→ A
preserves projective objects since we have the adjoint pair (q, i) and the functor i : A −→
B is exact. Similarly the functor p : B −→ A preserves injective objects. Let A be
an object of A . Then i(A) ∈ B and there exists an epimorphism P −→ i(A) with
P ∈ Proj B. Applying the functor q we obtain the epimorphism q(P ) −→ A and
q(P ) ∈ Proj A . Hence the category A has enough projective objects and Proj A =
add q(Proj B). Note that if X is a full subcategory of an abelian category A then
addX denotes the full subcategory of A consisting of all direct summands of finite
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coproducts of objects of X. Similarly the category A has enough injective objects and
Inj A = add p(Inj B). Suppose that C has enough projective and injective objects.
Then the functor l : C −→ B preserves projective objects since we have the adjoint pair
(l, e) and the functor e : B −→ C is exact. Similarly the functor r : C −→ B preserves
injective objects.

We continue with the following result which we will need in the sequel, see also [50].

Proposition 1.1.6. Let (A ,B,C ) be a recollement of abelian categories.

(i) There are equivalences of categories :

p : {B ∈ B | ip(B) ' B} ' // A {B ∈ B | iq(B) ' B} : q
'oo

In particular, an object B ∈ B belongs to i(A ) if and only if B ' iq(B) if and
only if B ' ip(B).

(ii) Let B ∈ B. Then we have the exact sequences

0 // Ker µB // le(B)
µB // B

λB // iq(B) // 0

and

0 // ip(B)
κB // B

νB // re(B) // Coker νB // 0

where the objects Ker µB and Coker νB lie in i(A ).

Proof. Part (i) is straightforward since we have isomorphisms qi ' IdA and IdA '
pi. For part (ii) we prove only the existence of the first exact sequence. Let B be an
object of B. Then from the counit µB : le(B) −→ B of the adjoint pair (l, e) we have
the exact sequence 0 −→ Ker µB −→ le(B) −→ B −→ Coker µB −→ 0 in B. Applying
the exact functor e : B −→ C we infer that e(Ker µB) = 0 = e(Coker µB), i.e. Ker µB
and Coker µB are objects of i(A ). Since Coker µB = i(A) for some A ∈ A it follows
from (i) that iq(Coker µB) ' Coker µB. Since the functor iq is right exact and ql = 0,
the assertion follows from the following commutative diagram:

le(B)
µB //

��

B

λB
��

// Coker µB

' λCoker µB
��

// 0

0 // iq(B)
' // iq(Coker µB) // 0

The proof that the sequence 0 −→ ip(B)
κB−→ B

νB−→ re(B) −→ Coker νB −→ 0 is exact
is similar. �

1.1.1. Examples of Recollements of Abelian Categories. We continue by
giving a variety of examples of recollements of abelian categories which will be used
throughout in the next Chapters.

Example 1.1.7. (Idempotents) Let R be a ring and e2 = e ∈ R an idempotent.
Then we have a recollement

Mod-R/ReR
inc // Mod-R

e(−)
//

R/ReR⊗R−

vv

HomR(R/ReR,−)

hh
Mod-eRe

Re⊗eRe−

ww

HomeRe(eR,−)

ff
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where the category Mod-R/ReR of (left) modules over R/ReR is the kernel of the
functor e(−) : Mod-R −→ Mod-eRe. Note that if R is semiprimary, then any idempo-
tent ideal I is of the form ReR for an idempotent e ∈ R, see [45]. Hence idempotent
ideals in semiprimary rings induce recollements of module categories. The recollement
R(Mod-R/ReR,Mod-R,Mod-eRe) is said to be the recollement of Mod-R induced by
the idempotent element e. In the last section of this Chapter we show that a recolle-
ment whose terms are module categories is equivalent to one induced by an idempotent
element, thus answering a question by Kuhn in [82].

We now turn our attention to recollement arising from a ring with two idempotent
elements.

Example 1.1.8. (Morita Contexts) Let R, S be rings, M a S-R-bimodule and N
a R-S-bimodule. Let φ : M ⊗R N −→ S be a S-S-bimodule homomorphism and let
ψ : N ⊗S M −→ R be a R-R-bimodule homomorphism. Then the above data allow us
to define the Morita ring :

Λ(φ,ψ) =

(
R RNS

SMR S

)
where the addition of elements of Λ is componentwise and multiplication is given by(

r n
m s

)
·
(
r′ n′

m′ s′

)
=

(
rr′ + ψ(n⊗m′) rn′ + ns′

mr′ + sm′ ss′ + φ(m⊗ n′)

)
The Λ(φ,ψ)-modules are tuples (X, Y, f, g) where X ∈ Mod-R, Y ∈ Mod-S, f : M ⊗R
X −→ Y and g : N ⊗S Y −→ X such that the following diagrams are commutative :

N ⊗S M ⊗R X
ψ⊗1X

��

1N⊗f // N ⊗S Y
g

��
R⊗R X

' // X

M ⊗R N ⊗S Y
φ⊗1Y

��

1M⊗g // M ⊗R X
f
��

S ⊗S Y
' // Y

If (X, Y, f, g) and (X ′, Y ′, f ′, g′) are Λ(φ,ψ)-modules, then a morphism (X, Y, f, g) −→
(X ′, Y ′, f ′, g′) in Mod-Λ(φ,ψ) is a pair of homomorphisms (a, b) where a : X −→ X ′ is a
morphism in Mod-R and b : Y −→ Y ′ is a morphism in Mod-S such that the following
diagrams are commutative :

M ⊗R X
1M⊗a

��

f // Y

b
��

M ⊗R X ′
f ′ // Y ′

N ⊗S Y
1N⊗b

��

g // X

a
��

N ⊗S Y ′
g′ // X ′

Then from Example 1.1.7 using the idempotent elements e1 =
(

1R 0
0 0

)
and e2 =

(
0 0
0 1S

)
of Λ(φ,ψ), we derive the following recollements of abelian categories :

Mod-Λ/Λe1Λ
inc // Mod-Λ(φ,ψ)

e1(−)
//

Λ/Λe1Λ⊗Λ−

uu

HomΛ(Λ/Λe1Λ,−)

ii
Mod-e1Λe1

Λe1⊗e1Λe1
−

vv

Home1Λe1
(e1Λ,−)

ii
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Mod-Λ/Λe2Λ
inc // Mod-Λ(φ,ψ)

e2(−)
//

Λ/Λe2Λ⊗Λ−

uu

HomΛ(Λ/Λe2Λ,−)

ii
Mod-e2Λe2

Λe2⊗e2Λe2
−

vv

Home2Λe2
(e2Λ,−)

ii

where Mod-Λ/Λe1Λ ' Mod-S/ Imφ, Mod-e1Λe1 ' Mod-R, Mod-Λ/Λe2Λ ' Mod-R/ Imψ
and Mod-S ' Mod-e2Λe2.

Typically rings of the form Λ(φ,ψ) arise as endomorphism rings Λ = EndM(X ⊕ Y ),
where X and Y are arbitrary objects in an additive category M: clearly then we have
an isomorphism

Λ '
(

EndM(X) HomM(X, Y )
HomM(Y,X) EndM(Y )

)
Then setting eX =

(
IdX 0

0 0

)
and eY =

(
0 0
0 IdY

)
, as above we obtain the recollements of

abelian categories :

Mod-EndM(Y )/ Imφ // Mod-Λ //
uu

ii
Mod-EndM(X)

vv

gg

Mod-EndM(X)/ Imψ // Mod-Λ //
uu

ii
Mod-EndM(Y )

vv

gg

For a general study of Morita rings via extensions of abelian categories see Chapter
3. In Chapter 4 we study the representation theory of such rings under some restrictions.

The following example is a special case of the above recollement situation and arises
in the Galois theory of noncommutative rings.

Example 1.1.9. (Skew Group Rings and Invariant Subrings) Let R be a ring and G
be a finite group of automorphisms of R. Associated with R and G we have the fixed
ring RG = {r ∈ R | g(r) = r for every g ∈ G} and the skew group ring R ∗ G =
{
∑

g∈G rgg | rg ∈ R} with multiplication given by the rule (rg)(sh) = rg−1(s)gh for

every r, s ∈ R and g, h ∈ G. Then the ring R is a left and right RG-module, R is a left
and right R ∗G-module and we have bimodule homomorphisms φ : R⊗RG R −→ R ∗G
and ψ : R⊗R∗G R −→ RG, see [88]. Then the Morita ring Λ(φ,ψ) =

(
RG R
R R∗G

)
is defined

and the following diagrams:

Mod-R ∗G/ Imφ // Mod-
(
RG R
R R∗G

)
//

uu

jj
Mod-RG

uu

ii

Mod-RG/ Imψ // Mod-
(
RG R
R R∗G

)
//

tt

ii
Mod-R ∗G

uu

ii

are recollements of module categories by Example 1.1.8.

The homological theory of the next example was studied in [14].

Example 1.1.10. (Trace Ideals) Let Λ be an Artin algebra and U a two-sided idem-
potent ideal in Λ, so U = ΛeΛ for some idempotent element of Λ. Then we know
from [14] that U = τP (Λ) for some projective Λ-module P , where τP (Λ) is the trace of
P in Λ. Recall that τP (Λ) is the ideal

∑
Im f where f ranges over HomΛ(P,Λ). Also



1.1. PRELIMINARIES ON RECOLLEMENTS OF ABELIAN CATEGORIES 35

associated with Λ we have the Artin algebras Λ/U and Γ = EndΛ(P ). Then we have
the following recollement of abelian categories:

mod-Λ/U
inc // mod-Λ

HomΛ(P,−)
//

Λ/U⊗Λ−

ww

HomΛ(Λ/U,−)

gg
mod-Γ

P⊗Γ−

xx

HomΓ(HomΛ(P,Λ),−)

ee

More generally, let R be a ring and P a finitely generated projective R-module. Then
as above we have a recollement (Ker HomR(P,−),Mod-R,Mod-Γ), where Γ = EndR(P ).
Note that Ker HomR(P,−) is a module category: by a result of Auslander there exist a
uniquely determined idempotent ideal α of R such that Ker HomR(P,−) = Mod-R/α,
see [12], where we refer for the explicit description of the ideal α.

The following example shows that the module category of a left Artinian ring can
be placed always in the right part of a recollement.

Example 1.1.11. (Artinian Rings) Let Λ be a left Artinian ring. Then by a ba-
sic result of Auslander, see [10], there exists a semiprimary ring Γ (i.e. the Jacob-
son radical rΓ is nilpotent and Γ/rΓ is semisimple) of finite global dimension and an
idempotent element e ∈ Γ such that Λ ' eΓe. Therefore, we have the recollement
(Mod-Γ/ΓeΓ,Mod-Γ,Mod-Λ).

Example 1.1.12. (Comma Categories) Let G : B −→ A be a right exact functor
between abelian categories. The objects of the comma-category C = (G,B,A ), denoted
also as C = (Id ↓ G), are triples (A,B, f) where f : G(B) −→ A is a morphism in A .
A morphism γ : (A,B, f) −→ (A′, B′, f ′) in C consists of two morphisms α : A −→ A′

in A and β : B −→ B′ in B such that f ◦ α = G(β) ◦ f ′. It is well known that the
comma category C is abelian since the functor G is right exact. Assume that G has a
right adjoint G′ : A −→ B and let ε : GG′ −→ IdA be the counit and η : IdB −→ G′G
be the unit of the adjoint pair (G,G′). We define the following functors :

(i) The functor TB : B −→ C is defined by TB(Y ) = (G(Y ), Y, IdGY ) on objects
Y ∈ B and given a morphism β : Y −→ Y ′ in B then TB(β) = (G(β), β) is a
morphism in C .

(ii) The functor UB : C −→ B is defined on objects (A,B, f) ∈ C by UB(A,B, f) =
B and given a morphism (α, β) : (A,B, f) −→ (A′, B′, f ′) in C then UB(α, β) =
β is a morphism in B. Similarly we define the functor UA : C −→ A .

(iii) The functor ZB : B −→ C is defined on objects Y ∈ B by ZB(Y ) = (0, Y, 0)
and given a morphism β : Y −→ Y ′ in B then ZB(β) = (0, β) is a morphism
in C . Similarly we define the functor ZA : A −→ C .

(iv) The functor q : C −→ A is defined on objects (A,B, f) ∈ C by q(A,B, f) =
Coker f and if (α, β) : (A,B, f) −→ (A′, B′, f ′) is a morphism in C then we
have the induced morphism q(α, β) : Coker f −→ Coker f ′.

(v) The functor HA : A −→ C is defined on objects X ∈ A by HA (X) =
(X,G′(X), εX) and given a morphism α : X −→ X ′ in A then HA (α) =
(α,G′(α)) is a morphism in C .

(vi) The functor p : C → B is defined on objects (A,B, f) ∈ C by p(A,B, f) =
Ker (ηB ◦G′(f)) and if (α, β) : (A,B, f) −→ (A′, B′, f ′) is a morphism in C
then we get the morphism p(α, β) : Ker (ηB ◦G′(f)) −→ Ker (ηB′ ◦G′(f ′)).
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It is easy to check that the above data define the following recollements :

A
ZA // C

UB //

q

zz

UA

cc B

TB

{{

ZB

cc and B
ZB // C

UA //

UB

{{

p

cc A

ZA

{{

HA

cc

Example 1.1.13. (Subcategories) Let C be a skeletally small additive category and
let X a full subcategory of C . Let i : X −→ C be the inclusion functor. We denote
by Mod-C the category of additive functors C op −→ Ab to the category Ab of abelian
groups. It is well-known that the restriction functor res : Mod-C −→ Mod-X, G 7→
res (G) = G ◦ i is exact and admits a fully faithful left and a fully faithful right adjoint,
see [12] and [79]. Its kernel Ker res is identified with the full subcategory of Mod-C
consisting of all functors F : C op −→ Ab vanishing on X and this last category is
equivalent to the module category Mod-C /X over the stable category C /X. It follows
from Remark 1.1.3 that the triple (Mod-C /X,Mod-C ,Mod-X) is a recollement of abelian
categories. An interesting special case of the above recollement situation is the following.
Let Λ be an Artin algebra and let X be a full subcategory of mod-Λ containing the
projectives. Then we have the recollement (Mod-X,Mod-X,Mod-Λ) where X is the
stable category of X modulo projectives.

We continue with the following classical example of a recollement of abelian cate-
gories arising in Algebraic Geometry. We refer to [71], [72], and to the stacks project
[122] for more details on sheaves over topological spaces.

Example 1.1.14. (Sheaves over topological spaces) Let X, Y be two topological
spaces and f : X −→ Y a continuous map. Let F be a presheaf of sets on X. Then for
every open subset V of Y the pushforward of F is defined by

f∗F(V ) = F(f−1(V ))

where f−1(V ) is an open subset of X since the map f is continuous. Then it is easy
to see that we have a functor f∗ : PSh(X) −→ PSh(Y ), where PSh(X), resp. PSh(Y ),
is the category of presheaves of sets on X, resp. Y . The functor f∗ has a left adjoint
defined by

fp : PSh(Y ) −→ PSh(X), G 7→ fpG(U) = colimf(U)⊆V G(V )

where the colimit runs over the open neighbourhoods V of f(U) in Y . Consider now a
sheaf F of sets on X. We write Sh(X) for the category of sheaves of sets on X. Since
f is continuous it follows that the pushforward f∗F of F is a sheaf of sets on Y . Then
we obtain a functor

r : Sh(X) −→ Sh(Y ), F 7→ rF(V ) = F(f−1(V ))

which has a left adjoint as well. If G is a sheaf of sets on Y , then the left adjoint is
defined by

e : Sh(Y ) −→ Sh(X), G 7→ eG = (fpG)Sheaf
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where (fpG)Sheaf is the sheafification of the presheaf fpG and is called the pullback sheaf.
In other words the functor e is the following composition:

Sh(X)
inc // PSh(X)

f∗ //

(−)Sheaf

ww
PSh(Y )

fp

ww
Sh(Y )

incoo

e=inc◦fp◦(−)Sheaf

ll

where sheafification (−)Sheaf is a left adjoint of the inclusion functor Sh(X) −→ PSh(X)
and fp is the left adjoint of the pushforward f∗ on presheaves.

Let X be a topological space as above and consider now U an open subspace of
X. Denote by F the complement of U in X. For simplicity we denote again by Sh(X)
the category of sheaves of abelian groups on X. Recall that an abelian sheaf on X is
an abelian presheaf on X such that the underlying presheaf of sets is a sheaf. In the
setting of abelian sheaves we also have the pullback functor e : Sh(X) −→ Sh(U), the
pushforward functor r : Sh(U) −→ Sh(X) and (e, r) is an adjoint pair. But moreover in
this case (U ⊂ X) the functor e has a simplest description. In particular we have

e : Sh(X) −→ Sh(U),G 7→ eG(V ) = G(V )

for V open subset of U , and the sheaf eG is called the restriction of G to U . It turns out
that for an open immersion U −→ X the functor e has a left adjoint defined as follows,
first on presheaves :

lp : PSh(U) −→ PSh(X), F 7→

 F(V ) V ⊂ U

0 V 6⊂ U

and then if F is an abelian sheaf on U we define l : Sh(U) −→ Sh(X) to be (lpF)Sheaf,
i.e. the sheafification of the abelian presheaf lpF. Thus so far we have the adjoint triple
(l, e, r) :

Sh(X)
e // Sh(U)

l

ww

r

gg

and since el ' IdSh(U) we infer that the functors l and r are fully faithful. The kernel
of the pullback functor e consists of all sheaves F of abelian groups on X such that for
every open subset V of U we have F(V ) = 0. Hence Ker e consists of all sheaves of
abelian groups on the complement of U , i.e. on F = X\U . Then from Remark 1.1.3
we have the following recollement of abelian categories :

Sh(F )
i // Sh(X)

e //

q

ww

p

gg
Sh(U)

l

ww

r

gg

Consider again a topological space X and U an open subset. Let OX be a sheaf of
commutative rings on X and denote by OU , resp. OF , the restricted sheaves of rings
on U , resp. F . Then the abelian categories Mod-OF , Mod-OX , Mod-OU , of sheaves of
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modules are related via the following recollement :

Mod-OF
i // Mod-OX

e //

q

ww

p

gg Mod-OU

l

ww

r

gg

where the above functors are defined in a similar way. For more information on Sheaves
on Spaces and the use of the above recollements in Algebraic Geometry we refer to the
book [43], see also Chapter 6 of the Stacks project [122].

Example 1.1.15. (Generic Representations, Kuhn [81–83]) Let Fq be a finite field
of characteristic p and order |Fq| = q = ps, where p is a fixed prime. Denote by
Mk(Fq) the multiplicative semigroup of k × k matrices over Fq and by GLk(Fq) the
general linear group over Fq. Consider the categories of modules Mod-Fq[GLk(Fq)] and
Mod-Fq[Mk(Fq)], where Fq[GLk(Fq)] is a group algebra and Fq[Mk(Fq)] is a semigroup
algebra. Then for R = Fq[Mk(Fq)] and

e =

(
Ik−1 0

0 0

)
we derive from Example 1.1.7 that the following diagram:

Mod-Fq[GLk(Fq)]
i // Mod-Fq[Mk(Fq)]

e //

q

tt

p

jj
Mod-Fq[Mk−1(Fq)]

l

tt

r

jj

is a recollement of abelian categories. Note that the ideal ReR consists of all noninvert-
ible matrices and therefore R/ReR = Fq[GLk(Fq)]. We refer to Kuhn [81–83] for more
details on the above recollements and their uses in generic representation theory.

The last example shows a natural way that recollements of abelian categories arise
from recollements of triangulated categories.

Example 1.1.16. (Recollements of Hearts, [22, Beilinson-Bernstein-Deligne]) Let
Rtr(U,T,V) be a recollement of triangulated categories, i.e. we have three triangulated
categories U, T and V and the following triangulated functors between them:

U
i // T

e //

q

||

p

bb V

l

||

r

bb Rtr(U,T,V)

satisfying the analogues axioms as in the abelian case, that is (l, e, r) and (q, i, p) are
adjoint triples, the functors i, l, and r are fully faithful and Im i = Ker e, see Definition
5.1.1 for more details. Recall from [22] that a t-structure in a triangulated category
T is a pair (T≤0,T≥0) of full subcategories such that setting T≤n = Σ−n(T≤0) and
T≥n = Σ−n(T≥0), ∀n ∈ Z, the following conditions are satisfied:

(i) HomT(T≤0,T≥1) = 0, i.e. HomT(X, Y ) = 0 ∀X ∈ T≤0 and ∀Y ∈ T≥1.
(ii) T≤0 ⊆ T≤1 and T≥1 ⊆ T≥0.

(iii) For every D ∈ T there exists a triangle X −→ D −→ Y −→ Σ(X) such that
X ∈ T≤0 and Y ∈ T≥1.
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Then from [22] it follows that the heart H = T≤0 ∩ T≥0 of a t-structure (T≤0,T≥0) is
an abelian category and we have the full embedding ε : H −→ T.

Let TU = (U≤0,U≥0) be a t-structure in U and TV = (V≤0,V≥0) be a t-structure in
V. Then from [22] we have the t-structure TT = (T≤0,T≥) in T defined by

T≤0 =
{
x ∈ T | e(X) ∈ V≤0 and q(X) ∈ U≤0

}
and

T≥0 =
{
x ∈ T | e(X) ∈ V≥0 and p(X) ∈ U≥0

}
Consider the hearts HU, HT and HV of the corresponding t-structures TU, TT and TV.
Then we claim that the following diagram:

HU
i′ // HT

e′ //

q′

yy

p′

dd HV

l′

yy

r′

dd Rab(HU,HT,HV)

is a recollement of abelian categories. To show this we need to recall some basic facts
about t-structures in triangulated categories.

Let T be a triangulated category with suspension functor Σ and let (T≤0,T≥0) be
a t-structure in T. Associated to the t-structure (T≤0,T≥0) are the truncation functors
τ≤n : T≤n −→ T and τ≥n : T≥n −→ T. Let D be an object of T. Then from (iii) there
is a triangle X −→ D −→ Y −→ Σ(X) such that X ∈ T≤0 and Y ∈ T≥1. Thus we
have the triangle Σn(X) −→ Σn(D) −→ Σn(Y ) −→ Σn+1(X) with Σn(X) ∈ T≤0 and
Σn(Y ) ∈ T≥1, and therefore we obtain the triangle :

X // D // Y // Σ(X)

with X ∈ T≤n and Y ∈ T≥n+1. Let D′ ∈ T, f : D −→ D′ a morphism and X ′ −→
D′ −→ Y ′ −→ Σ(X ′) a triangle as above with X ′ ∈ T≤n and Y ′ ∈ T≥n+1. Since
HomT(X, Y ′) = 0 we have the following commutative diagram:

X //

g

��

D //

f

��

Y //

h
��

Σ(X)

Σ(g)

��
X ′ // D′ // Y ′ // Σ(X ′)

and since HomT(X,Σ−1(Y ′)) = 0 it follows that the maps g and h are unique. Thus
for D′ = D and f = IdD we infer that the objects X and Y are unique up to a
unique isomorphism. Then the truncations functors are defined on objects D ∈ T by
τ≤n : T≤n −→ T, τ≤n(D) = X, and τ≥n+1 : T≥n+1 −→ T, τ≥n+1(D) = Y , and given a
morphism f : D −→ D′ then τ≤n(f) = g and τ≥n+1(f) = h. Hence for any object D of
T there is a triangle

τ≤n(D) // D // τ≥n+1(D) // Σ(τ≤n(D))

where τ≤n(D) ∈ T≤n, τ≥n+1(D) ∈ T≥n+1 and the morphism τ≥n+1(D) −→ Σ(τ≤n(D))
is uniquely determined. Note that the truncation functor τ≤n is a right adjoint of the
inclusion functor T≤n −→ T and also the truncation functor τ≥n+1 is a left adjoint of
the inclusion functor T≥n+1 −→ T. To proceed we need the following functor :

H0 : T −→ HT = T≤0 ∩ T≥0, X 7→ H0(X) = τ≥0τ≤0(X) ' τ≤0τ≥0(X)
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It is not difficult to check that the object H0(X) = τ≥0τ≤0(X) lies in the heart HT and
the functors τ≥0τ≤0 and τ≤0τ≥0 are isomorphic.

Let T and V be two triangulated categories with t-structures (T≤0,T≥0) and (V≤0,V≥0)
respectively. A functor e : T −→ V is called

(i) left t-exact if e(T≥0) ⊆ V≥0,
(ii) right t-exact if e(T≤0) ⊆ V≤0 and

(iii) t-exact if e is both left t-exact and right t-exact.

Assume that the functor e has a right adjoint r : V −→ T. Then from [22] the functor
e is right t-exact if and only if r is left t-exact and moreover if these conditions are
satisfied then we have the adjoint pair (H0

V ◦ e ◦ εT,H0
T ◦ r ◦ εV) between the hearts HT

and HV. For more details on t-structures we refer to [22], [57], [72, Chapter X] and
the lecture notes of Milicic [93].

Consider the following diagram:

U

H0
U

��

i // T

H0
T

��

e //

q

{{

p

cc V

H0
V

��

l

{{

r

cc Rtr(U,T,V)

H0

��
HU

εU

YY

i′ // HT

εT

YY

e′ //

q′

yy

p′

dd HV

εV

YY

l′

yy

r′

dd Rab(HU,HT,HV)

ε

XX

where the functors of Rab(HU,HT,HV) are defined as follows:

q′ = H0
U ◦ q ◦ εT l′ = H0

T ◦ l ◦ εV

i′ = H0
T ◦ i ◦ εU e′ = H0

V ◦ e ◦ εT

p′ = H0
U ◦ p ◦ εT r′ = H0

T ◦ r ◦ εV

We have:

(i) (l′, e′, r′) is an adjoint triple.
From the above and since (l, e, r) is an adjoint triple, it remains to show that
l is right t-exact, e is left t-exact or right t-exact and r is left t-exact. Let
X ∈ V≤0. Then l(X) ∈ T≤0 since e(l(X)) ' X ∈ V≤0 and q(l(X)) = 0 ∈ U≤0.
Thus l is right t-exact and in the same way we get that e and r are left t-exact.

(ii) (q′, i′, p′) is an adjoint triple.
Similarly as in (i) our statement follows.

(iii) The functors i′, l′ and r′ are fully faithful.
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We first show that the functor l′ : HV −→ HT is fully faithful, equivalently the
unit IdHV

−→ e′l′ is an isomorphism. Let Y be an object of HV. Then we have

e′l′(Y ) = H0
V e εT H0

T l εV(Y )

= H0
V e εT H0

T(l(Y ))

= H0
V e εT(τ≥0(l(Y ))) l : right t-exact

= H0
V e τ≥0(l(Y ))

' H0
V τ
≥0 e l(Y ) e : t-exact

' H0
V τ
≥0(Y )

= Y

Thus the functor l′ is fully faithful. Then since (l′, e′, r′) is an adjoint triple
we infer that the functor r′ is fully faithful as well. Similarly, using that the
functor i : U −→ T is t-exact we derive an isomorphism q′i′(X) ' X for every
X ∈ HU. Hence the functor i′ : HU −→ HT is fully faithful.

(iv) Im i′ = Ker e′.
Let X ∈ HU. Since the functor i is t-exact it follows that i(X) ∈ HT. Thus
i′ = i restricting on the heart HU and similarly since e is t-exact we have e′ = e
on the heart HT. Then i′ ◦ e′ = i ◦ e = 0.

Finally, after the above, we infer that Rab(HU,HT,HV) is a recollement of abelian cat-
egories, called the recollement of hearts.

1.2. Recollements of Abelian Categories and TTF-triples

Throughout, A denotes an abelian category and all subcategories considered are
strict (i.e. closed under isomorphisms). In this section we discuss some aspects of
TTF-triples in abelian categories and our aim is to establish a correspondence between
recollements of abelian categories and certain TTF-triples. We start by defining torsion
pairs.

Definition 1.2.1. [42,121] A torsion pair in A is a pair (X,Y) of full subcate-
gories satisfying the following conditions :

(i) HomA (X,Y) = 0, i.e. HomA (X, Y ) = 0 ∀X ∈ X, ∀Y ∈ Y;
(ii) For every object A ∈ A , there are objects XA in X and Y A in Y and a short

exact sequence

0 −→ XA −→ A −→ Y A −→ 0

Given a torsion pair (X,Y) in A , we say that X is a torsion class and Y is a
torsion-free class. It follows easily from the definition that

X = ◦Y := {A ∈ A : HomA (A, Y ) = 0,∀Y ∈ Y}
Y = X◦ := {A ∈ A : HomA (X,A) = 0,∀X ∈ X}

and that the assignment RX(A) = XA (respectively, LY(A) = Y A) yields an additive
functor RX : A −→ X (respectively, LY : A −→ Y) which is right (respectively, left)
adjoint of the inclusion functor iX : X −→ A (respectively, iY : Y −→ A ). Hence, X

(respectively, Y) is a reflective (respectively, coreflective) subcategory of A . Moreover,
the endofunctors iXRX and iYLY satisfy :

• iXRX is a radical functor, i.e., there is µ : iXRX −→ IdA a natural transfor-
mation such that µA is a monomorphism and iXRX(Coker µA) = 0.
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• iYLY is a coradical functor, i.e., there is ν : IdA −→ iYLY a natural transfor-
mation such that µA is an epimorphism and iYLY(Ker νA) = 0.
• Both iXRX and iYLY are idempotent, i.e., both µiXRX(A) and νiYLY(A) are iso-

morphisms, for all A in A .

In fact, there are bijections between torsion pairs in A , idempotent radical functors
F : A −→ A and idempotent coradical functors G : A −→ A . Thus, the endofunctors
iXRX and iYLY determine the torsion pair uniquely, for more details see [42, Theorem
2.8], [100, Theorem 1.2].

We continue by illustrating the notion of torsion pair with two standard examples
in the category of abelian groups.

Example 1.2.2. Consider the category of abelian groups Mod-Z and let T (re-
spectively, F) denote its full subcategory of abelian groups whose elements have finite
(respectively, infinite) order. Let G be an abelian group and denote by T (G) = {g ∈
G | ∃n ∈ N : gn = e} its torsion subgroup, i.e. the subgroup of G formed by its ele-
ments of finite order. Note that T (G) is a normal subgroup of G and the quotient group
F (G) = G/T (G) is the torsion-free quotient group of G. Then we have the following
exact sequence of abelian groups :

0 // T (G) // G // F (G) // 0

and clearly HomZ(T,F) = 0. Thus (T,F) is a torsion pair in Mod-Z. Moreover, the
right adjoint RT to the inclusion functor iT is given by associating to an abelian group
its torsion subgroup. It is clear that iTRT is an idempotent radical functor and that it
determines T as the class of objects X such that iTRT(X) ∼= X.

More generally, for a domain R and M an R-module consider its torsion submodule :

tM = {m ∈M | rm = 0 for some nonzero r ∈ R}

Then M is a torsion module if tM = M and is torsion-free if tM = {0}. Note that if
R is not a domain, tM is not necessary a submodule of M . We denote by Xt the full
subcategory of Mod-R consisting of all torsion R-modules and by Ytf the full subcategory
of Mod-R formed by the torsion-free R-modules. Then it is easy to see that for every
R-module M there is an exact sequence 0 −→ tM −→ M −→ M/tM −→ 0 where
tM ∈ Xt and M/tM ∈ Ytf, and HomR(X, Y ) = 0 for every X ∈ Xt and Y ∈ Ytf. Hence
(Xt,Ytf) is a torsion pair in Mod-R.

Example 1.2.3. Let Mod-Z be the category of abelian groups. Let D be the full
subcategory of divisible groups and R the full subcategory of reduced groups. Recall
that an abelian group G is called divisible if for every x ∈ G and every positive integer
n there exists an element y ∈ G such that ny = x. Typical examples of divisible abelian
groups are the rational numbers Q and the real numbers R. Another example of a
divisible group is Z/p∞. Denote by D(G) the subgroup of G generated by all divisible
subgroups of G. Note that D(G) is divisible subgroup of G and G is called reduced if
D(G) = 0. We will show that (D ,R) is a torsion pair in Mod-Z.

(i) Let f : D −→ R be a homomorphism of abelian groups with D ∈ D and R ∈ R.
First note that Im f is divisible. Indeed, let y = f(x) and n > 0. Since x ∈ D and D
is divisible there exists an element d ∈ D such that nd = x. Then nf(d) = f(nd) =
f(x) = y and thus Im f is a divisible subgroup of R. But since R is reduced it follows
that f = 0. Hence HomZ(D ,R) = 0.
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(ii) Recall that a group G is divisible if and only if it is an injective object in the
category of abelian groups. This implies easily that any divisible subgroup D of G is a
direct summand of G. Consider the divisible subgroup D(G) of G. Then we have

G = D(G)⊕H
and we claim that H is reduced. Since the divisible subgroup D(H) of H ≤ G is
contained in D(G) and D(G) ∩ H = 0 it follows that D(H) = 0, i.e. H is reduced.
Thus every group G splits as a direct sum G = D(G)⊕H where D(G) is the divisible
subgroup of G and H is a reduced subgroup of G. Then we have the short exact sequence
of abelian groups :

0 // D(G) // G // H // 0

Hence (D ,R) is a torsion pair in Mod-Z. In fact (D ,R) is a split torsion pair since
for every abelian group G the torsion subobject D(G) of G is a direct summand of G.

Often, torsion and torsion-free classes can be identified by closure properties. Recall
that A is said to be well-powered ( [121] ) if the class of subobjects of any given
object forms a set.

Proposition 1.2.4. [42, Theorem 2.3] Let A be a well-powered, complete and
cocomplete abelian category. A full subcategory X is a torsion (respectively, torsion-free)
class if and only if it is closed under quotients, extensions and coproducts (respectively,
subobjects, extensions and products).

Recall from [121] that a torsion pair (X,Y) in A is hereditary if X is closed under
subobjects and cohereditary if Y is closed under quotients. We will be interested in
classes which are both torsion and torsion-free.

Definition 1.2.5. [121] A triple (X,Y,Z) of full subcategories of A is called a
torsion torsion-free triple (TTF-triple, for short) (and Y is a TTF-class) if (X,Y)
and (Y,Z) are torsion pairs.

Clearly, if (X,Y,Z) is a TTF-triple in A , then the torsion pair (X,Y) is cohereditary
and (Y,Z) is hereditary. By Proposition 1.2.4, when A is well-powered, complete and
cocomplete, a full subcategory Y of A is a TTF-class if and only if it is closed under
products, coproducts, extensions, subobjects and quotients. We refer to [30] for further
details on torsion theories and TTF-triples in both abelian and triangulated categories.
In ring theory, TTF-triples are well understood due to the following result of Jans, which
establish a bijection between TTF-triples and idempotent ideals and it will be proved
in section 1.3 (Proposition 1.3.4) using our results on TTF-triples of abelian categories.
Note that by an idempotent ideal of a ring A, we mean a two-sided ideal I of A such
that I2 = I.

Theorem 1.2.6. [69, Corollary 2.2] There is a bijection between TTF-triples in
Mod-A and idempotent ideals of the ring A.

We start with an adaptation of the classical bijection between torsion pairs and idem-
potent radicals to TTF-triples. This will, later, yield a proof for Jans’ correspondence
of Theorem 1.2.6.

Proposition 1.2.7. Let A be a well-powered, complete and cocomplete abelian cat-
egory A . There are bijections between the following classes :

(i) TTF-triples in A ;
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(ii) Left exact radical functors F : A −→ A preserving products;
(iii) Right exact coradical functors G : A −→ A preserving coproducts.

Proof. We show a bijection between (i) and (ii) (a bijection with (iii) can be
obtained dually). Let (X,Y,Z) be a TTF-triple in A . The TTF-class Y is clearly
bireflective and, hence, the inclusion functor iY of Y in A admits a left adjoint LY and
a right adjoint RY. Thus, iY is exact and iYRY is a left exact radical functor preserving
products. We define a correspondence :

Φ: (X,Y,Z) � // (iYRY : A −→ A ).

Given a left exact radical functor F : A −→ A preserving products, it is easy to see
that F is idempotent and (YF := {A ∈ A | F (A) = A},Y◦F = KerF ) is a hereditary
torsion pair (see also [121, Proposition VI.1.7]). Since F preserves products, YF is
closed under products and thus, Proposition 1.2.4 shows that YF is a TTF-class. Hence,
we can associate a TTF-triple to F as follows.

Ψ: F � // (◦YF ,YF ,Y
◦
F )

Finally, it easily follows that Φ and Ψ are inverse correspondences. �

Remark 1.2.8. To be left exact and to preserve products is the same as to commute
with limits and dually to be right exact and to preserve coproducts is the same as to
commute with colimits, see [94].

For a subcategory Y of A closed under subobjects, quotients and extensions, Gabriel
constructed in [54] an abelian category A /Y with morphisms

HomA /Y(e(M), e(N)) = lim−→
N′≤N :N′∈Y

M ′≤M :M/M ′∈Y

HomA (M ′, N/N ′). (1.2.1)

Such a subcategory Y is called a Serre subcategory and it yields an exact and essen-
tially surjective quotient functor e : A −→ A /Y. A Serre subcategory Y is said to be
localising (respectively, colocalising) if j∗ admits a right (respectively, left) adjoint.
Moreover, it is said to be bilocalising if it is both localising and colocalising. These
properties are related to the structure of subcategories orthogonal to Y with respect to
the pairings HomA (−,−) and Ext1

A (−,−) (in the sense of Yoneda), i.e.,

⊥Y := {A ∈ A : HomA (A, Y ) = 0 = Ext1
A (A, Y ),∀Y ∈ Y} and

Y⊥ := {A ∈ A : HomA (Y,A) = 0 = Ext1
A (Y,A),∀Y ∈ Y}.

Theorem 1.2.9. [56, Lemma 2.1, Proposition 2.2] The following hold for a Serre
subcategory Y of A .

(i) The quotient functor e induces fully faithful functors Y⊥ −→ A /Y and ⊥Y −→
A /Y.

(ii) The functor e : Y⊥ −→ A /Y is an equivalence if and only if Y is localising, in
which case a quasi-inverse for e is its right adjoint r.

(iii) The functor e : ⊥Y −→ A /Y is an equivalence if and only if Y is colocalising,
in which case a quasi-inverse for e is its left adjoint l.
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Localisations and colocalisations with respect to a torsion pair (X,Y) in A first
appeared in [54] (see also [100], [121]). As in [100], we say that (X,Y) is strongly
hereditary, (respectively strongly cohereditary), if there is a functor L : A −→ A
(respectively, C : A −→ A ), the localisation, (respectively the colocalisation) func-
tor with respect to (X,Y), and a natural transformation φ : IdA −→ L (respectively,
ψ : C −→ IdA ) such that, for all A in A :

(i) Ker φA,Coker φA ∈ X (respectively, KerψA,CokerψA ∈ Y);
(ii) L(A) ∈ Y (respectively, C(A) ∈ X);
(iii) L(A) is X-divisible (respectively, C(A) is Y-codivisible), meaning that the

functor HomA (−, L(A)) (respectively, HomA (C(A),−)) is exact on exact se-
quences, 0→ K →M → N → 0, with N ∈ X (respectively, K ∈ Y).

The embedding in A of Im L, the Giraud subcategory of A associated with (X,Y),
admits an exact left adjoint such that L is given by the composition of the functors and
φ is the unit of this adjunction ( [100]). Also, Im L is the full subcategory of X-divisible
objects of Y. Dual statements holds for Im C.

Definition 1.2.10. We say that a TTF-triple (X,Y,Z) in A is strong if (X,Y) is
strongly cohereditary and (Y,Z) is strongly hereditary.

If A has enough projectives (respectively, injectives), then by [100, Theorem 1.8-
1.8∗], a torsion pair is cohereditary (respectively, hereditary) if and only if it is strongly
cohereditary (respectively, strongly hereditary)

The next result identifies TTF-classes which are localising and colocalising.

Lemma 1.2.11. Let (X,Y,Z) be a TTF-triple in A . Then Y is a localising subcategory
of A if and only if (Y,Z) is a strongly hereditary torsion pair. Dually, Y is a colocalising
subcategory if and only if (X,Y) is a strongly cohereditary torsion pair.

Proof. It is enough to prove the first statement. Suppose that the torsion pair
(Y,Z) is strongly hereditary. Let L and φ : IdA −→ L be the associated localisation
functor and natural transformation, respectively, and e : A −→ A /Y the quotient
functor. Recall that L = il, where i : G −→ A is the inclusion functor of the Giraud
subcategory G := Im L in A and l is its left adjoint. We observe that ei : G −→ A /Y is
an equivalence. It is essentially surjective since it is easy to check that eφ is a natural
equivalance between e and eL. On the other hand, it is fully faithful by the description
(1.2.1) of morphisms in A /Y. Indeed, given M and N in G, there are no subobjects of
N lying in Y and, for all subobjects M ′ of M such that M/M ′ lies in Y, Y-divisibility
guarantees that HomA (M ′, N) = HomA (M,N). Since both ei and l have right adjoints
then so does (ei)l ∼= eL ∼= e.

Conversely, suppose that Y is a localising subcategory of A and let r : A /Y −→ A
be the right adjoint of the quotient e : A −→ A /Y. Given any object A in A , consider
the map given by the unit of the adjunction φA : A −→ re(A). We will show that this
is a localisation with respect to (Y,Z). By Theorem 1.2.9, re(A) lies in Y⊥ and, thus, in
Z = Y◦. Since e is exact and er ∼= IdA /Y, it is also clear that e(Ker φA) = 0 = e(Coker φA)

and, thus, both Ker φA and Coker φA lies in Y. Finally, since Ext1
A (Y, re(A)) = 0 for all

Y in Y, re(A) is Y-divisible, as wanted. �

Remark 1.2.12. In Lemma 1.2.11 we in fact prove that, if Y is a localising subcate-
gory and r is the right adjoint of the quotient functor e : A −→ A /Y, then the Giraud
subcategory G associated to the strongly hereditary torsion pair (Y,Z) coincides with
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Y⊥. Similarly, the Co-Giraud subcategory H of A induced by the strongly coheredi-
tary torsion pair (X,Y) (formed by the Y-codivisible objects of X) coincides with the
subcategory ⊥Y.

Our aim is to establish a correspondence between recollements of abelian categories
up to equivalence and strong TTF-triples. For this reason we define an equivalence
relation on the class of recollements of B. Although seemingly artificial, Lemma 1.2.14
shows that Definition 1.2.13 is natural.

Definition 1.2.13. Two recollements Rab(A ,B,C ) and Rab(A ′,B′,C ′) are equiv-
alent if there are equivalence functors Φ: B −→ B′ and Θ: C −→ C ′ such that the
diagram below commutes up to natural equivalence, i.e. there is a natural equivalence
of functors between Θe and e′Φ.

B

Φ '
��

e // C

Θ'
��

B′
e′ // C ′

Lemma 1.2.14. Two recollements Rab(A ,B,C ) and Rab(A ′,B′,C ′) are equivalent
if and only if there are equivalences Φ: B −→ B′, Ψ: A −→ A ′ and Θ: C −→ C ′

such that the six diagrams associated to the six functors of the recollements commute up
to natural equivalences.

Proof. The condition in the lemma is clearly sufficient to get an equivalence of
recollements. Conversely, suppose that we have an equivalence of recollements as in
Definition 1.2.13. Recall that left (or right) adjoints of naturally equivalent functors are
naturally equivalent. Thus, the left (or right) adjoints of Θe and of e′Φ are equivalent.
Such adjoints can be obtained by choosing a quasi-inverse of the equivalences Φ and
Θ. Using then the fact that the composition of two quasi-inverse functors is naturally
equivalent to the identity functor, we easily get the desired natural equivalences between
Φl and l′Θ and between Φr and r′Θ. Up to equivalence, the two recollements are uniquely
determined by these functors (see Remark 1.1.3). Let Ψ be the restriction of Φ to Ker e
(which is equivalent to A ), where e : B −→ C . Then, the diagram associated with
the inclusion functor i : Ker e −→ B clearly commutes and so do the other two, by an
adjunction argument analogous to the one above. �

We summarize next the above discussion about equivalent recollements :

A
i // B

e //

q

zz

p

cc C

l

{{

r

cc
'

(Ψ,Φ,Θ)
// A

i // B
e //

q

zz

p

cc C

l

{{

r

cc

ks Def.

1.2.13
+3 B

Φ '
��

e // C

Θ'
��

B′
e′ // C ′

ksLemma

1.2.14
+3 B

Φ '
��

C

Θ'
��

loo

B′ C ′
l′oo

B

Φ '
��

C

Θ'
��

roo

B′ C ′
r′oo

B

Φ '
��

e // C

Θ'
��

B′
e′ // C ′

A

Ψ '
��

i // B

Φ'
��

A ′ i′ // B′

A

Ψ '
��

B

Θ'
��

qoo

A ′ B′
q′oo

A

Ψ '
��

B

Φ'
��

poo

A ′ B′
p′oo
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Equivalences of recollements whose outer equivalence functors (Ψ and Θ in the
lemma) are the identity functor have been studied in [50]. Equivalences of recollements
of triangulated categories also appear in [107, Theorem 2.5].

In the following theorem, we use the fact that structural properties of B, such as
TTF-triples, are preserved under equivalence.

Theorem 1.2.15. Let B be an abelian category. The following are in bijection.

(i) Equivalence classes of recollements of abelian categories Rab(A ,B,C );
(ii) Strong TTF-triples (X,Y,Z) in B;

(iii) Bilocalising TTF-classes Y of B;
(iv) Bilocalising Serre subcategories Y of B.

Proof. Let Rab(A ,B,C ) be a recollement of B. Firstly, (Ker q, i(A ),Ker p) is a
TTF-triple in B. The adjoint triple (q, i, p) ensures that

HomB(Ker q, i(A )) = 0 = HomB(i(A ),Ker p)

Let B be an object of B. From Proposition 1.1.6, we have an exact sequence

0 // Ker µB // le(B)
µB // B // iq(B) // 0

where Ker µB lies in i(A ). Applying the right exact functor q to the sequence, we see
that q(ImµB) = 0. Thus, the sequence

0 −→ ImµB −→ B −→ iq(B) −→ 0

shows that (Ker q, i(A )) is a torsion pair. Similarly, the exact sequence induced by
νB : B −→ re(B) can be used to show that (i(A ),Ker p) is a torsion pair in B. Since
Rab(A ,B,C ) is a recollement, i(A ) is a bilocalising subcategory of B. Hence, by
Lemma 1.2.11, the torsion pairs (Ker q, i(A )) and (i(A ),Ker p) are, respectively, strongly
cohereditary and strongly hereditary and (Ker q, i(A ),Ker p) is a strong TTF-triple.
Note that this TTF-triple depends only on the equivalence class of the recollement.
Indeed, if Rab(A ′,B′,C ′) is a recollement equivalent to Rab(A ,A ,C ) via an equivalence
Φ: B′ −→ B, then the corresponding TTF-class of B associated to it is given by Φi′(A ′)
which coincides, by Lemma 1.2.14, with i(A ).

We construct now an inverse correspondence (see also [100, Theorem 4.5]). Let
(X,Y,Z) be a strong TTF-triple in B. Since Y is a TTF-class, it follows that it is bire-
flective and hence the embedding i of Y in B admits a left adjoint q and a right adjoint
p. It is also a Serre subcategory, and we consider the quotient functor e : B −→ B/Y.
Since the triple is strong it follows from Lemma 1.2.11 that Y is bilocalising. Thus, e
has both left and right adjoints, l and r respectively, which are fully faithful (because
er and el are naturally equivalent to IdB/Y, see [54]). Hence, we have a recollement
Rab(Y,B,B/Y). Clearly these correspondences are inverse to each other, up to equiva-
lence of recollements.

Finally, since i(A ) is a bilocalising TTF-class as well as a (bireflective) Serre sub-
category, the bijection between (i) and (ii) easily implies the bijections between (i), (iii)
and (iv). �

Under some conditions on B, the above bijection becomes more clear.

Corollary 1.2.16. If B has enough projectives and injectives, then the equivalence
classes of recollements of B are in bijection with the TTF-triples in B.
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Proof. Let (X,Y,Z) be a TTF-triple in B. Since B has enough projectives and
injectives it follows from [100, Theorem 1.8/1.8∗] that every TTF-triple in B is strong.
The result then is a consequence of Theorem 1.2.15. �

Given a recollement, we then have the following notable equivalences.

Corollary 1.2.17. Let Rab(A ,B,C ) be a recollement of B, G be the Giraud sub-
category associated to the torsion pair (i(A ),Ker p) and H the Co-Giraud subcategory
associated to the torsion pair (Ker q, i(A )). Then, the quotient functor e induces :

(i) an equivalence i(A )⊥ = G = Im r
∼= // B/i(A ) ,

(ii) an equivalence ⊥i(A ) = H = Im l
∼= // B/i(A ) and

(iii) an equivalence Ker q ∩ Ker p
∼= // B/i(A ) .

Proof. Statements (i) and (ii) follow immediately from the fact that the TTF-triple
(Ker q, i(A ),Ker p) is strong and from Remark 1.2.12. Statement (iii) is well-known for
TTF-triples, see [58, Theorem 1.9] or [30, Proposition 1.3]. �

1.3. Kuhn’s Conjecture on Recollements of Module Categories

Let A be a unitary ring and Mod-A the category of right A-modules. Our purpose
in this section is to classify recollements of Mod-A whose terms are module categories.
Kuhn conjectured in [82] that if the categories of a recollement are equivalent to cate-
gories of modules over finite dimensional algebras over a field, then it is equivalent to
one arising from an idempotent element. In this section we prove this conjecture for
general rings.

To study recollements of Mod-A we look at its bireflective subcategories, which are
classified by epimorphisms in the category of unitary rings. A ring homomorphism
f : A −→ B is an epimorphism if and only if the restriction functor f∗ : Mod-B −→
Mod-A is fully faithful ( [121]). Theorem 1.3.1 states that all bireflective subcategories
of Mod-A arise in this way. Two ring epimorphisms f : A −→ B and g : A −→ C lie in
the same epiclass of A, if there is a ring isomorphism h : B −→ C such that g = hf .

Theorem 1.3.1. [68, Theorem 1.6.3] [56] [55, Theorem 1.2] There is a bijection
between epiclasses of A and bireflective subcategories of Mod-A, defined by assigning to
an epimorphism f : A −→ B, the subcategory XB := Im f∗. Moreover, a full subcategory
X of Mod-A is bireflective if and only if it is closed under products, coproducts, kernels
and cokernels.

Given a ring epimorphism f : A −→ B, let ψM : M −→ M ⊗A B denote the unit
of the adjoint pair (− ⊗A B, f∗) at a right A-module M (given by ψM(m) = m ⊗ 1B,
for all m in M). Note that ψN is an isomorphism for all N in XB. In fact, ψM is
the XB-reflection of the right A-module M . In particular, f : A −→ B, regarded as a
morphism in Mod-A, is the XB-reflection ψA.

Some properties of a ring epimorphism f : A −→ B can be seen from the bireflective
subcategory XB. In particular we have the following result.

Lemma 1.3.2. [119, Theorem 4.8] Let f : A −→ B be a ring epimorphism. Then
XB is extension-closed if and only if TorA1 (B,B) = 0.

Proof. Suppose that TorA1 (B,B) = 0 and let 0 −→ X −→ Y −→ Z −→ 0 be
an exact sequence of A-modules, where X and Z are B-modules. Let M be a right



1.3. KUHN’S CONJECTURE ON RECOLLEMENTS OF MODULE CATEGORIES 49

B-module and let 0 −→ K0 −→ F −→ M −→ 0 be an exact sequence of B-modules
with F free. Then from the long exact sequence :

0 // TorA1 (M,B) // K0 ⊗A B // F ⊗A B // M ⊗A B // 0

we get that
TorA1 (M,B) = 0 (∗)

since the unit of the adjoint pair (−⊗A B, f∗) is an isomorphism for all objects of XB.
Let N be a left B-module and 0 −→ L0 −→ F ′ −→ N −→ 0 be an exact sequence of
B-modules where F ′ is free. Then from (∗) we have the following exact commutative
diagram:

0 // TorA1 (M,N)

��

// M ⊗A L0

'
��

// M ⊗A F ′

'
��

// M ⊗A N

'
��

// 0

0 // TorB1 (M,N) // M ⊗B L0
// M ⊗B F ′ // M ⊗B N // 0

and this implies that
TorA1 (M,N) ' TorB1 (M,N) (∗∗)

Then using the relation (∗∗) we have the following exact commutative diagram:

0 // X

'
��

// Y

��

// Z

'
��

// 0

0 // X ⊗A B // Y ⊗A B // Z ⊗A B // 0

Hence Y ' Y ⊗AB and so Y is a B-module. We infer that the subcategory XB is closed
under extensions in Mod-A.

Suppose that XB is extension closed and let 0 −→ K0 −→ F −→ B −→ 0 be an
exact sequence of right A-modules with F free. Then applying the functor −⊗A B we
obtain the following long exact sequence :

0 // TorA1 (B,B) // K0 ⊗A B // F ⊗A B // B ⊗A B // 0

From the following pushout diagram:

0 // K0

��

// F

��

// B // 0

0 // K0 ⊗A B // N // B // 0

it follows that N is a B-module since XB is closed under extensions. Then we have the
exact commutative diagram:

0 // K0

��

// F

��

// B // 0

0 // TorA1 (B,B) // K0 ⊗A B // F ⊗A B

��

// B // 0

0 // K0 ⊗A B // N // B // 0

and this implies that TorA1 (B,B) = 0. �
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Since Mod-A has enough projectives and injectives, by Corollary 1.2.16, there is
a bijection between equivalence classes of recollements of Mod-A and TTF-triples in
Mod-A. Moreover, there is a bijection between TTF-classes and bireflective Serre sub-
categories, since the closure conditions for both types of subcategories are the same (see
Proposition 1.2.4 and Theorem 1.3.1). In particular, any bireflective Serre subcategory
of Mod-A is bilocalising by Lemma 1.2.11. In the following result we describe these
categories in terms of ring epimorphisms. Similar results can be found in [11, Section
7] and in [56, Proposition 5.3].

Proposition 1.3.3. Let Y be a bireflective Serre subcategory of Mod-A. Then there
is an idempotent ideal I of A such that Y is the essential image of the restriction functor
induced by the ring epimorphism f : A −→ A/I.

Proof. Since Y is a bireflective subcategory of Mod-A, by Theorem 1.3.1, there
is a ring epimorphism f : A −→ B, for some ring B, such that f∗(Mod-B) = Y. We
will now prove that f is surjective. Since Y is a TTF-class, (◦Y,Y) is a torsion pair
and the composition iYLY (iY being the inclusion Y −→ Mod-A and LY its left adjoint)
is the idempotent coradical functor sending a module M to its torsion-free part. In
particular the unit of this adjunction is surjective on every A-module. On the other
hand, since f∗(Mod-B) = Y, it follows that iYLY is naturally equivalent to f∗(−⊗A B).
Thus, ψM : M −→ M ⊗A B is surjective for every A-module M . In particular, f = ψA
is surjective. Since f∗(Mod-B) is closed under extensions, for I = Ker f we have by
Lemma 1.3.2

0 = TorA1 (B,B) = TorA1 (A/I,A/I) = I/I2

and, thus, we infer that Y = f∗(Mod-A/I), with I2 = I. �

We now recover Jans’ bijection between TTF-triples and idempotent ideals (Theorem
1.2.6) and classifiy equivalence classes of recollements of Mod-A.

Proposition 1.3.4. There is a bijection between equivalence classes of recollements
of Mod-A, TTF-triples in Mod-A and idempotent two-sided ideals of A. In particular
the bijections are given as follows :

•
{

equivalence classes of recollements of Mod-A
}
←→

{
TTF-triples in Mod-A

}

A
i // Mod-A

e //

q

||

p

aa C

l

||

r

aa
� // (Ker q, i(Mod-B),Ker p)

(Y,Mod-A, (Mod-A)/Y) �oo (X,Y,Z)

•
{

idempotent two-sided ideals of A
}
←→

{
TTF-triples in Mod-A

}
I � A, I2 = I � // (◦YF ,YF := {X ∈ Mod-A | F (X) = X},Y◦F )

and F = f∗(−⊗A A/I) : Mod-A −→ Mod-A

I �oo (X,Y,Z), Y = f∗(Mod-A/I)
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Proof. The bijection between equivalence classes of recollements and TTF-triples
follows from Corollary 1.2.16, since Mod-A has enough projectives and injectives. The
bijection between TTF-triples and idempotent ideals of A can be seen as a consequence
of Proposition 1.2.7. Indeed, the bijection in that proposition assigns to a TTF-triple
a functor which, by Proposition 1.3.3, is precisely f∗(− ⊗A A/I) for some idempotent
ideal I and f : A −→ A/I the canonical projection, thus uniquely determined by the
ideal I. Conversely, given an idempotent ideal I and the quotient map f : A −→ A/I
it is easy to check that f∗(−⊗AA/I) is a right exact idempotent coradical endofunctor
of Mod-A preserving coproducts. Indeed, for any module X in Mod-A we have the
isomorphism X ⊗R R/I ' X/XI. Thus we have the exact sequence 0 −→ XI −→
X −→ X/XI −→ 0 in Mod-A and since the ideal I is idempotent it follows that
XI ⊗A A/I ' XI/XI2 ' XI/XI = 0. Hence the functor f∗(−⊗A A/I) is right exact
coradical and preserves coproducts since f∗ and −⊗A A/I are left adjoints. �

Definition 1.3.5. We say that a recollement of Mod-A is a recollement by mod-
ule categories if it is equivalent to a recollement in which the categories involved are
module categories.

We recall the conjecture made by Kuhn in [82].

Conjecture [82] Let A be a finite dimensional algebra over a field. Then any rec-
ollement of Mod-A by module categories is equivalent to a recollement induced by an
idempotent element.

Indeed, we prove Kuhn’s conjecture for any ring A.

Theorem 1.3.6. A recollement of Mod-A is a recollement by module categories if
and only if it is equivalent to a recollement induced by an idempotent element of a ring
S, Morita equivalent to A.

Proof. By Proposition 1.3.4, any recollement of Mod-A is equivalent to

Mod-A/I
inc // Mod-A

e //

−⊗AA/I

ww

HomA(A/I,−)

gg
CI ,

l

xx

r

ee (1.3.1)

for some idempotent ideal I of A and CI the corresponding quotient category. Clearly,
if I is generated by an idempotent element e in A, then CI is equivalent to Mod-eAe,
see Example 1.1.7.

Conversely, assume that (1.3.1) is equivalent to a recollement by module categories.
Let P be a small (i.e., HomCI (P,−) commutes with coproducts) projective generator of
CI , which exists since we assume that CI is equivalent to a module category. Let us
denote by C the ring EndCI (P ) and by Θ the equivalence HomCI (P,−) : CI −→ Mod-C.
The object l(P ) is projective since we have the adjoint pair (l, e) and the functor e
is exact. It is also small since e commutes with coproducts and P is small. Since a
projective object is small in a module category if and only if it is finitely generated,
there is a surjective map p : A⊕n −→ l(P ), for some n in N. This surjective map splits
since l(P ) is a projective A-module, i.e., there is an injective map h : l(P ) −→ A⊕n such
that ph = Idl(P ). Let S denote the endomorphism ring of A⊕n, i.e., S = EndA(A⊕n),
and let Φ := HomA(A⊕n,−) denote the Morita equivalence between Mod-A and Mod-S.
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Then we have a surjection Φ(p) : S = Φ(A⊕n) −→ Φ(l(P )) which splits via Φ(h), i.e.,
Φ(l(P )) is a direct summand of S. Moreover, it is precisely generated by the idempotent
Φ(h)Φ(p) in EndS(S), which, under the isomorphism EndS(S) ∼= S is identified with hp.
Denote this element by e. Clearly, eS is the image of Φ(h)Φ(p) and it is isomorphic to
Φ(l(P )) in Mod-S. Since both l and Φ are fully faithful, we have the following chain of
ring isomorphisms:

C = HomCI (P, P ) ∼= HomA(l(P ), l(P )) ∼= HomS(Φ(l(P )),Φ(l(P )))
∼= HomS(eS, eS) ∼= eSe

The last isomorphism is α : eSe −→ EndS(eS), sending an element in eSe to the endo-
morphism given by left multiplication with it. This is clearly an injective ring homo-
morphism. Given an endomorphim g of eS, g is given by left multiplication with g(e).
Since g(e) lies in eS and g(e)e = g(e2) = g(e), g(e) lies in eSe. Thus, α is surjective.
Now, the functors Θ: CI −→ Mod-eSe and Φ form an equivalence of recollements from
R(Mod-A/I,Mod-A,CI) to R(Mod-S/SeS,Mod-S,Mod-eSe). Indeed, we have natural
isomorphisms

Θe(M) = HomCI (P, e(M)) ∼= HomA(l(P ),M)
∼= HomS(Φ(l(P )),Φ(M)) = HomS(eS,Φ(M))

Since the functor HomS(eS,−) is the quotient functor Mod-S −→ Mod-eSe, Φ and Θ
form an equivalence of recollements, as wanted. �

Under additional conditions, we can say more about the ideal I of A. If A ad-
mits the Krull-Schmidt property for finitely generated projective A-modules (i.e., A is
semiperfect), we can simplify the statement of the theorem.

Corollary 1.3.7. Let A be a semiperfect ring. Then a recollement of Mod-A is
a recollement by module categories if and only if the associated idempotent ideal I is
generated by an idempotent element.

Proof. This follows from the proof of Theorem 1.3.6. Let P be a basic (i.e., every
indecomposable summand occurs with multiplicity one) small projective generator of
CI . Then l(P ) is also basic. Since A satisfies the Krull-Schmidt property for projective
modules, l(P ) is a direct summand of A⊕n if and only if it is a direct summand of A.
Using the arguments in the proof of Theorem 1.3.6 for S = A, we see that there is an
equivalence of recollements induced by Φ, IdMod-A and Ψ from the recollement (1.3.1)
to the recollement induced by the idempotent element e (see Example 1.1.7). Thus, the
essential image of the embeddings Mod-A/I −→ Mod-A and Mod-A/AeA −→ Mod-A
coincide. By Theorem 1.3.1, the epimorphisms f : A −→ A/I and g : A −→ A/AeA
must then lie in the same epiclass, i.e., there is an isomorphism h : A/I −→ A/AeA
such that hf = g. Note now that, since h is an isomorphism, we have I = Ker(f) =
Ker(g) = AeA, thus showing that I = AeA, as wanted. �

Recall that A is semiprimary if the Jacobson radical r of A is nilpotent and A/r is
semisimple. Indeed, semiprimary rings are semiperfect (see, for example, [85, Corollary
23.19]) and every idempotent ideal is generated by an idempotent element of A ( [45]).
Finite dimensional algebras over a field are well-known examples of semiprimary rings.
The following corollary provides an answer to Kuhn’s question in the context where it
appeared.
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Corollary 1.3.8. Let A be a semiprimary ring. Then any recollement of Mod-A is
equivalent to a recollement induced by an idempotent element of A. In particular, any
recollement of Mod-A is a recollement by module categories.

Proof. Let I be the idempotent ideal associated to a recollement of Mod-A, as in
the proof of Theorem 1.3.6. Since A is semiprimary, I = AeA for some e idempotent
element of A. Therefore, the equivalent recollement (1.3.1) is induced by the ring
epimorphism f : A −→ A/AeA, thus finishing the proof. �

1.4. A recollement not induced by an idempotent element

In this section we present an example of a recollement of Mod-R which is not induced
by an idempotent element.

We start by recalling some basics for von Neuman regular rings.

Definition 1.4.1. A ring R is called von Neuman regular if for every a ∈ R there
exists an element x ∈ R such that a = axa.

A von Neuman regular ring is also called absolutely flat. This is due to the charac-
terization that over a von Neuman regular ring every left R-module is flat [84, Theorem
4.21]. In what follows we need the following result.

Lemma 1.4.2. [124, Proposition 2.1] Let R be a von Neuman regular ring and P a
projective R-module. Then every finitely generated submodule of P is a direct summand
of P , i.e. P is regular.

From now on and until the end of this section we fix a field K. Set

R :=
∞∏
i=1

K and I :=
∞⊕
i=1

K

We have the following easy observation.

Lemma 1.4.3. Let K be a field and R, I as above. Then R is a unital commutative
von Neumann regular ring and I is a two-sided idempotent ideal of R.

Proof. Since K is a field it follows that for every a ∈ K there exists an element
x = a−1 ∈ K such that axa = a. Thus K is a von Neumann regular ring. Then since the
multiplication of elements in R is componentwise we infer that R is a unital commutative
von Neumann regular ring. It is easy to verify that I is a two-sided idempotent ideal of
R. Note that in a von Neumann regular ring every ideal is idempotent. �

Let π : R −→ R/I denote the canonical quotient map and π∗ : Mod-R/I −→ Mod-R
the corresponding (fully faithful) restriction functor. As in Theorem 1.3.6 consider the
recollement of Mod-R induced by I :

Mod-R/I
π∗ // Mod-R

e //

−⊗RR/I

ww

HomR(R/I,−)

gg
CI ,

l

xx

r

ee

The statement of this section is as follows.

Proposition 1.4.4. The recollement of Mod-R induced by the idempotent ideal I is
not equivalent to any recollement induced by an idempotent element.
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Proof. We will show that the category CI is not equivalent to a category of mod-
ules. By Theorem 1.3.6 the recollement cannot be equivalent to a recollement by module
categories and, thus, it cannot be induced by an idempotent element.

Recall that the recollement above satisfies Im l ⊆ Ker(− ⊗R R/I). For any module
M in Mod-R, M ⊗R R/I is isomorphic to M/MI. Therefore, we have

CI
∼= Im l ⊆ {M ∈ Mod-R | MI = M}

Let P be a small projective generator in CI . Then Q := l(P ) is a small (i.e., finitely
generated) projective R-module such that QI = Q. We write Sj for the one dimensional
simple module corresponding to the copy of the field in position j, with j ∈ N.

First we claim that there is k in N such that HomR(Sk, Q) 6= 0. Indeed, by the
Hom-tensor adjunction

HomR(Q⊗R I,Q) ∼= Hom(Q,HomR(I,Q)),

and since, for Q projective with Q ⊗R R/I = 0, we conclude that Q ⊗R I ∼= Q and,
thus, HomR(I,Q) 6= 0. Since I =

⊕∞
i=1 Si, we have the claim.

Secondly, since Q is regular (see Lemma 1.4.2), every simple Sk embedded in Q is a
summand of Q. Therefore, if we define the set

J := {i ∈ N | Hom(Si, Q) 6= 0},
it is then clear that, since each Si is simple, ⊕i∈JSi is a summand of Q. Since Q is a
finitely generated R-module, this implies that J is a finite set. Observe now that, for
all k, Sk lies in Im l and that Sk is projective since

RR :=
k∏
i=1

Si ⊕ Sk ⊕
∞∏

i=k+1

Si

Choose now k in N \ J . Clearly Hom(Q,Sk) = 0, since any map would have to
be surjective, thus splitting and forcing k to lie in J . This, however, implies that
HomCI (P, e(Sk)) = 0, which is a contradiction with the assumption that P is a projec-
tive generator for CI . �

Remark 1.4.5. More examples of this nature occur in the class of rings considered
in [117].



CHAPTER 2

Homological Theory of Recollements of Abelian Categories

In this Chapter we investigate several homological aspects of recollements of abelian
categories. First we compare the extension groups between the categories involved in
a recollement of abelian categories. Further we investigate the global and finitistic
dimension of the categories involved in a recollement situation. Note that these results
extend and generalize related results of Auslander-Platzeck-Todorov [14], formulated
in the setting of finitely generated modules over an Artin algebra equipped with an
idempotent ideal. We also give applications to ring theory. In Chapter 5 we will discuss
applications of these results on finitistic and representation dimension of Artin algebras.
The results of this Chapter are included in the paper entitled : Homological Theory of
Recollements of Abelian Categories, see [108].

2.1. Generalized Perpendicular Categories and Homological Embeddings

Let as before (A ,B,C ) be a recollement of abelian categories :

A
i // B

e //

q

zz

p

cc C

l

{{

r

cc Rab(A ,B,C )

Our purpose in this section is to study the derived functors of the six functors involved
in a recollement as well as the relationship and the interplay between the extension
functors of the abelian categories A , B and C . Note that since the functors i and e
are exact, they induce natural maps:

inX,Y : ExtnA (X, Y ) // ExtnB(i(X), i(Y )) and enZ,W : ExtnB(Z,W ) // ExtnC (e(Z), e(W ))

In this connection we are interested in finding necessary and sufficient conditions such
that the induced homomorphisms inX,Y and/or enZ,W are invertible for 0 ≤ n ≤ k.

2.1.1. Generalized Perpendicular Categories. Let M be an abelian category
and U ⊆ M be a full subcategory. For integers 0 ≤ i ≤ k we denote by Ui⊥k the full
subcategory of M which is defined by

Ui⊥k = {M ∈M | ExtnM(U,M) = 0, ∀ i ≤ n ≤ k}
We also denote by U1⊥∞ the full subcategory of M defined by

U1⊥∞ = {M ∈M | ExtnM(U,M) = 0, ∀n ≥ 1}
Similarly the full subcategories i⊥kU and i⊥∞U are defined. Note that U0⊥1 and 0⊥1U are
the right and left perpendicular categories of U as defined by Geigle-Lenzing, see [56].

Definition 2.1.1. For 0 ≤ k ≤ ∞, the right k-perpendicular subcategory i(A )0⊥k of
A in B is defined by

i(A )0⊥k = {B ∈ B | ExtnB(i(A), B) = 0, ∀A ∈ A and 0 ≤ n ≤ k}
55
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and dually the left k-perpendicular subcategory 0⊥k i(A ) of A in B is defined by

0⊥k i(A ) = {B ∈ B | ExtnB(B, i(A)) = 0, ∀A ∈ A and 0 ≤ n ≤ k}
In order to study the main properties of the generalized perpendicular categories of

A in B, it will be useful to introduce, for 0 ≤ n ≤ ∞, the following full subcategories
of B which describe objects which admit (truncated) projective or injective resolutions
by objects from the quotient category C :

Xn = {B ∈ B | ∃ exact sequence l(Pn) −→ · · · −→ l(P0) −→ B −→ 0, Pi ∈ Proj C ,

0 ≤ i ≤ n}
Yn = {B ∈ B | ∃ exact sequence 0 −→ B −→ r(I0) −→ · · · −→ r(In), Ii ∈ Inj C ,

0 ≤ i ≤ n}
Note that l(Pi) ∈ Proj B and r(Ii) ∈ Inj B, see Remark 1.1.5.

We begin with the following result which describes the quotient category C of a
recollement.

Proposition 2.1.2. Let (A ,B,C ) be a recollement of abelian categories and as-
sume that C has enough projective and injective objects.

(i) We have : 0⊥1 i(A ) = X1 and Y1 = i(A )0⊥1.
(ii) There are equivalences :

e|X1 : X1
' // C Y1 : e|Y1

'oo

Proof. (i) Let B ∈ X1. Then there exists an exact sequence

0 // K1
// l(P1)

����

// l(P0) // B // 0

K0

;;

;;

with P1, P0 ∈ Proj C . Applying the functor HomB(−, i(A)) and the adjoint pair (l, e),
we infer that HomB(B, i(A)) = 0 and Ext1

B(B, i(A)) ' HomB(K0, i(A)) = 0. Hence
B ∈ 0⊥1 i(A ). Conversely suppose that B ∈ 0⊥1 i(A ). Then the object e(B) ∈ C and
since C has enough projective objects there exists an epimorphism a0 : P0 −→ e(B)
with P0 ∈ Proj C . Then from Proposition 1.1.6 we have the exact sequence

le(B)
µB // B

0 // iq(B) // 0

and so the morphism µB is an epimorphism since HomB(B, i(A)) = 0 for every A ∈ A .
Hence we have the epimorphism l(a0)◦µB : l(P0) −→ B which induces an exact sequence
0 −→ K0 −→ l(P0) −→ B −→ 0, i.e. B ∈ X0. From the long exact sequence

0 // HomB(B, i(A)) // HomB(l(P0), i(A)) // HomB(K0, i(A)) // Ext1
B(B, i(A)) // 0

it follows that HomB(K0, i(A)) ' HomB(l(P0), i(A)) since Ext1
B(B, i(A)) = HomB(B, i(A))

= 0. But then HomB(K0, i(A)) = 0 for every object A ∈ A since HomB(l(P0), i(A)) '
HomC (P0, ei(A)) = 0. Therefore repeating the same argument as above it follows that
K0 ∈ X0 and then we infer that the object B ∈ X1. Hence X1 = 0⊥1 i(A ) and similarly
we obtain that Y1 = i(A )0⊥1 .

(ii) Clearly, le(B) ' B for every B ∈ X1. This implies that the categories C and
X1 are equivalent. See also Corollary 1.2.17. Finally, similar arguments prove the other
equivalence. �
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The following result characterizes when an object in B belongs to the subcategory
Xn.

Proposition 2.1.3. Let (A ,B,C ) be a recollement of abelian categories, where B
has enough projective and injective objects and C has enough projective objects. Then
for any B ∈ B, the following are equivalent:

(i) B ∈ Xk.
(ii) ExtnB(B, i(A)) = 0 for every A ∈ A and 0 ≤ n ≤ k.
(iii) ExtnB(B, i(I)) = 0 for every I ∈ Inj A and 0 ≤ n ≤ k.

Then :
0⊥k i(A ) = Xk = 0⊥k i(Inj A )

Proof. (i) ⇒ (ii) By hypothesis there exist an exact sequence l(Pk) −→ · · · −→
l(P1) −→ l(P0) −→ B −→ 0 which is part of a projective resolution of B since Pi ∈
Proj C for every i = 0, · · · , k. Let A be an object of A . Then from the complex 0 −→
HomB(B, i(A)) −→ HomB(l(P0), i(A)) −→ · · · −→ HomB(l(Pk), i(A)) it follows that
ExtnB(B, i(A)) = 0 for every 0 ≤ n ≤ k since HomB(l(Pi), i(A)) ' HomC (Pi, ei(A)) = 0.

(ii) ⇒ (i) Let k = 0. Then as in the proof of Proposition 2.1.2 we infer that B ∈ X0

since HomB(B, i(A)) = 0 for every A ∈ A . The case k = 1 was done explicitly in
Proposition 2.1.2. We continue inductively. Assume that the result holds for every
0 ≤ n ≤ k − 1. Let ExtnB(B, i(A)) = 0 for every A ∈ A and 0 ≤ n ≤ k. Then we have
the following exact sequence:

0 // Kk−1
// l(Pk−1) // · · · // l(P0) // B // 0

and from the exact sequence

0 // HomB(Kk−2, i(A)) // HomB(l(Pk−1), i(A)) // HomB(Kk−1, i(A)) // Ext1
B(Kk−2, i(A)) // 0

we obtain the isomorphism

Ext1
B(Kk−2, i(A)) ' HomB(Kk−1, i(A))

since HomB(l(Pk−1), i(A)) = 0. Then from the following isomorphisms:

ExtkB(B, i(A)) ' Extk−1
B (K0, i(A)) ' · · · ' Ext1

B(Kk−2, i(A)) ' HomB(Kk−1, i(A)) = 0

we infer that Kk−1 ∈ X0. Thus the object B ∈ Xk.
(iii) ⇔ (ii) The implication (ii) ⇒ (iii) is obvious. Let A ∈ A and 0 −→ K0 −→

P0 −→ B −→ 0 be an exact sequence with P0 ∈ Proj B. From the exact sequence

0 // HomB(B,−) // HomB(P0,−) // HomB(K0,−) // Ext1
B(B,−) // 0 (2.1.1)

we have HomB(P0, i(I)) ' HomB(K0, i(I)) since HomB(B, i(I)) = 0 = Ext1
B(B, i(I)) for

every I ∈ Inj A . Hence we obtain the isomorphism

HomA (q(P0), I) ' HomA (q(K0), I) (2.1.2)

for every I ∈ Inj A . Let 0 −→ A −→ I0 −→ I1 be the start of an injective coresolution
of A. Then from the isomorphism (2.1.2) we have HomA (q(P0), A) ' HomA (q(K0), A)
and hence HomB(P0, i(A)) ' HomB(K0, i(A)). Then from the exact sequence (2.1.1)
it follows that HomB(B, i(A)) = 0 = Ext1

B(B, i(A)) for every A ∈ A . Then the result
follows from the long exact sequence

· · · // Ext1
B(B, i(I)) // Ext1

B(B, i(Σ(A))) // Ext2
B(B, i(A)) // · · ·
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obtained from the short exact sequence 0 −→ i(A) −→ i(I) −→ i(Σ(A)) −→ 0 with
I ∈ Inj A . �

We state now the dual result which characterizes the objects of B lying in Yn. The
proof is similar with the proof of Proposition 2.1.3 and is left to the reader.

Proposition 2.1.4. Let (A ,B,C ) be a recollement of abelian categories, where B
has enough projective and injective objects and C has enough injective objects. Then
for any B ∈ B, the following are equivalent :

(i) B ∈ Yk.
(ii) ExtnB(i(A), B) = 0 for every A ∈ A and 0 ≤ n ≤ k.

(iii) ExtnB(i(P ), B) = 0 for every P ∈ Proj A and 0 ≤ n ≤ k.

Then :

i(A )0⊥k = Yk = i(Proj A )0⊥k

2.1.2. Idempotent Functors. Let F : B −→ B be an endofunctor for an abelian
category B. We recall that if F is a subfunctor of IdB, say via natural monic µ : F −→
IdB, then F is called radical if F(Coker µ) = 0, and is called idempotent, if µF : F2 −→ F is
invertible. Dually if F is a quotient functor of IdB, say via a natural epic ν : IdB −→ F,
then F is called coradical if F(Ker ν) = 0 and is called idempotent, if νF : F −→ F2 is
invertible.

Now we use the natural maps µ : le −→ IdB and ν : IdB −→ re to define idempotent
radical subfunctors and idempotent coradical quotient functors of the identity functor
of the middle part B of a recollement:

(i) The functor F : B −→ B is defined by F(B) = ImµB on the objects B ∈
B and given any morphism b : B −→ B′ in B then we get the morphism
F(b) : ImµB −→ ImµB′ .

(ii) The functor G : B −→ B is defined by G(B) = Im νB on the objects B ∈
B and given any morphism b : B −→ B′ in B then we have the morphism
G(b) : Im νB −→ Im νB′ .

Proposition 2.1.5. Let (A ,B,C ) be a recollement of abelian categories. Then the
functors F, ip : B −→ B are idempotent radical subfunctors of IdB and the functors
G, iq : B −→ B are idempotent coradical quotient functors of IdB.

Proof. Clearly the functor F : B −→ B is a subfunctor of IdB and from the
following diagram

lele(B)

le(ρB) %% %%

le(µB)

'
// le(B)

ρB $$ $$

µB // B

le(F(B))
le(ξB)

99

µF(B)

// F(B)
<< ξB

<<

it follows that the map le(ξB) is epic and µF(B) = le(ξB)◦ρB. Since the map µF(B) is epic
we have F2(B) = ImµF(B) ' F(B), ∀B ∈ B, i.e. the functor F is idempotent. Clearly F
is radical since F(Coker ξB) = F(iq(B)) = 0. Similarly we prove the other claims for the
functors ip,G and iq. �
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2.1.3. Homological Embeddings. To state our first main result of this section
we need the following notion which will play an important role in the sequel.

Definition 2.1.6. An exact functor i : A −→ B between abelian categories is called
a k-homological embedding, k ≥ 0, if the map inX,Y : ExtnA (X, Y ) −→ ExtnB(i(X), i(Y )) is
invertible, ∀X, Y ∈ A and 0 ≤ n ≤ k. The functor i is called a homological embedding,
if i is a k-homological embedding, ∀k ≥ 0.

Remark 2.1.7. (i) Let (A ,B,C ) be a recollement of abelian categories. Then
the functor i : A −→ B is 1-homological embeding since inX,Y : ExtnA (X, Y ) −→
ExtnB(i(X), i(Y )) is an isomorphism for every X, Y ∈ A and n = 0, 1. This
is a well-known result due to Oort, see [101], and can be easily proved using
that A is a Serre subcategory of B.

(ii) If i : A −→ B is a k-homological embedding, then the map

ik+1
X,Y : Extk+1

A (X, Y ) −→ Extk+1
B (i(X), i(Y ))

is a monomorphism for every X, Y ∈ A , see [101].

The following example shows that there are examples of functors which are k-
homological embedding but fail to be (k + 1)-homological embeddings.

Example 2.1.8. Let Λ be the path algebra of the quiver

1 // 2 // · · · // k // k + 1 // k + 2

modulo the ideal generated by the paths of lenght 2. Then, as in Example 1.1.10, con-
sider the recollement of abelian categories (mod-Λ/U,mod-Λ,mod-EndΛ(P3 ⊕ · · · ⊕ Pk+1),
where the idempotent ideal U = τP3⊕···⊕Pk+1

(Λ) is the trace of the projective Λ-module
P3 ⊕ · · · ⊕ Pk+1 in Λ. Auslander, Platzeck and Todorov proved in [14] that U is k-
idempotent but not k + 1-idempotent, i.e. the map inX,Y : ExtnΛ/U(X, Y ) −→ ExtnΛ(X, Y )
is invertible, ∀X, Y ∈ mod-Λ/U and n = 0, 1, · · · , k, but it is not invertible for n = k+1.
It follows that the functor i : mod-Λ/U −→ mod-Λ is a k-homological embedding but
not a (k + 1)-homological embedding. For more details see [14].

We need the following well known lemma.

Lemma 2.1.9. Let A be an abelian category and A
g−→ B

f−→ C a sequence of
morphisms such that

HomA (X,A)
g∗ // HomA (X,B)

f∗ // HomA (X,C)

is exact for every X ∈ A . Then A
g−→ B

f−→ C is exact.

Proof. For X = A we have the exact sequence

HomA (A,A)
g∗ // HomA (A,B)

f∗ // HomA (A,C)

and consider the morphisms IdA ∈ HomA (A,A) and g ∈ HomA (A,B). Then since
g∗ ◦ f∗ = 0 it follows that f∗(g) = 0, i.e. g ◦ f = 0, and therefore we have Im g ⊆ Ker f .
Let a : X −→ B be a morphism such that a ◦ f = 0. Then f∗(a) = 0 and thus there
exists a morphism b : X −→ A such that g∗(b) = a, i.e. b ◦ g = a. We infer that
Ker f ⊆ Im g. Hence the sequence A −→ B −→ C is exact. �

We are ready now to prove our first main result which gives characterizations for
the functor i : A −→ B to be a k-homological embedding.
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Theorem 2.1.10. Let (A ,B,C ) be a recollement of abelian categories and assume
that B has enough projective and injective objects. Then the following statements are
equivalent.

(i) The functor i : A −→ B is a k-homological embedding.
(ii) ExtnB(i(P ), i(Y )) = 0, for every P ∈ Proj A , Y ∈ A and 1 ≤ n ≤ k.

(iii) ExtnB(i(X), i(I)) = 0, for every I ∈ Inj A , X ∈ A and 1 ≤ n ≤ k.
(iv) ExtnB(i(P ), i(I)) = 0, for every P ∈ Proj A , I ∈ Inj A and 1 ≤ n ≤ k.
(v) F|ProjB ∈ Xk−1.
(vi) G|InjB ∈ Yk−1.

(vii) Rnp(i(I)) = 0 for every I ∈ Inj A and 1 ≤ n ≤ k.
(viii) Rnp(i(A)) = 0 for every A ∈ A and 1 ≤ n ≤ k.
(ix) Lnq(i(P )) = 0 for every P ∈ Proj A and 1 ≤ n ≤ k.
(x) Lnq(i(A)) = 0 for every A ∈ A and 1 ≤ n ≤ k.

Proof. (i) ⇒ (ii) Let P ∈ Proj A . Then ExtnB(i(P ), i(Y )) ' ExtnA (P, Y ) = 0 for all
1 ≤ n ≤ k and Y ∈ A .

(ii)⇒ (i) Let X, Y ∈ A and let 0 −→ K0 −→ P0 −→ X −→ 0 be an exact sequence
with P0 ∈ Proj A . From Remark 2.1.7(i) we know that the map i1X,Y : Ext1

A (X, Y ) −→
Ext1

B(i(X), i(Y )) is an isomorphism for every X, Y ∈ A . Then from the following exact
commutative diagram:

0 = Ext1
A (P0, Y )

'
��

// Ext1
A (K0, Y )

'
��

' // Ext2
A (X, Y )

i2X,Y
��

// Ext2
A (P0, Y ) = 0

��

0 = Ext1
B(i(P0), i(Y )) // Ext1

B(i(K0), i(Y ))
' // Ext2

B(i(X), i(Y )) // Ext2
B(i(P0), i(Y )) = 0

it follows that the map i2X,Y is invertible. Continuing the above long exact Ext-sequences

we infer that i3X,Y is invertible since so is the map i2K0,Y
. Then the result follows by

induction on n.
(i) ⇔ (iii) This is similar to the proof of the equivalence (i) ⇔ (ii).
(ii) ⇔ (iv) The direction (ii) ⇒ (iv) is clear, so it remains to prove that (iv) ⇒ (ii).

Let Y ∈ A and 0 −→ Y −→ I −→ ΣY −→ 0 be exact, where I ∈ Inj A . Then from
the exact commutative diagram

HomA (P, Y ) // //

'
��

HomA (P, I) // //

'
��

HomA (P,Σ(Y ))

'
��

HomB(i(P ), i(Y )) // // HomB(i(P ), i(I)) // HomB(i(P ), i(Σ(Y ))) // Ext1
B(i(P ), i(Y )) // 0

we have Ext1
B(i(P ), i(Y )) = 0 for every Y ∈ A . Then the result follows from the long

exact Ext-sequence of the above diagram using induction on n.
(ii)⇔ (v) Let Y ∈ A and P ∈ Proj B. From Proposition 1.1.6 and Proposition 2.1.5

we have the short exact sequence 0 −→ F(P ) −→ P −→ iq(P ) −→ 0. Since the functor i
is fully faithful and (q, i) is an adjoint pair we have HomB(iq(P ), i(Y )) ' HomB(P, i(Y ))
and then we get the isomorphism:

Extn+1
B (iq(P ), i(Y )) ' ExtnB(F(P ), i(Y ))

for every n ≥ 0. Then since Proj A = add q(Proj B) we infer that (ii) holds if and only
if ExtnB(iq(P ), i(Y )) = 0 for every P ∈ Proj B, Y ∈ A and 1 ≤ n ≤ k. This is equivalent
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to ExtnB(F(P ), i(Y )) = 0 for every P ∈ Proj B, Y ∈ A and 0 ≤ n ≤ k − 1. Then from
Proposition 2.1.3 this is equivalent to F(P ) ∈ Xk−1 and so we are done.

(iii) ⇔ (vi) The proof of this equivalence is dual to (ii) ⇔ (v) and is left to the
reader.

(i) ⇒ (vii) Let I ∈ Inj A and 0 −→ i(I) −→ I0 −→ I1 −→ · · · −→ Ik an injective
coresolution of i(I) in B. Since ExtnB(i(X), i(I)) = 0, for any X ∈ A and 1 ≤ n ≤ k,
the complex

0 −→ HomB(i(X), i(I)) −→ HomB(i(X), I0) −→ · · · −→ HomB(i(X), Ik)

is exact and clearly it is isomorphic to the complex

(∗) : 0 −→ HomA (X, I) −→ HomA (X, p(I0)) −→ · · · −→ HomA (X, p(Ik))

Then from Lemma 2.1.9 it follows that the sequence

0 −→ I −→ p(I0) −→ p(I1) −→ · · · −→ p(Ik)

is exact since the complex (∗) is exact for every X ∈ A . We infer that Rnp(i(I)) = 0
for every 1 ≤ n ≤ k.

(vii) ⇒ (viii) Let A ∈ A and

0 // A // I0

����

// I1 //

����

· · · // Ik

Σ(A)
99

99

Σ2(A)
::

::

an injective coresolution of A in A . Then if we apply the functor p : B −→ A to the
short exact sequence 0 −→ i(A) −→ i(I0) −→ i(Σ(A)) −→ 0 we get the following long
exact sequence

0 // A // I0 // Σ(A) // R1p(i(A)) // R1p(i(I0)) // R1p(i(Σ(A))) // R2p(i(A)) // R2p(i(I0))

Since R1p(i(I0)) = 0 = R2p(i(I0)) it follows that R1p(i(A)) = 0 and R1p(i(Σ(A))) '
R2p(i(A)) (∗). On the other hand from the short exact sequence 0 −→ i(Σ(A)) −→
i(I1) −→ i(Σ2(A)) −→ 0 we have the exact sequence 0 −→ Σ(A) −→ I1 −→ Σ2(A) −→
R1p(i(Σ(A))) −→ 0 and (∗) gives R2p(i(A)) = 0. Then continuing with the same
procedure we infer that Rnp(i(A)) = 0 for every 1 ≤ n ≤ k.

(viii) ⇒ (i) Let X, Y ∈ A and 0 −→ i(Y ) −→ I0 −→ I1 −→ · · · −→ Ik an injective
coresolution of i(Y ) in B. Then the sequence 0 −→ Y −→ p(I0) −→ p(I1) −→ · · · −→
p(Ik) is an injective coresolution of Y in A since Rnp(i(Y )) = 0 for every 1 ≤ n ≤ k.
Therefore from the following exact commutative diagram:

0 // HomB(i(X), i(Y ))

'
��

// HomB(i(X), I0)

'
��

// HomB(i(X), I1)

'
��

// · · · // HomB(i(X), Ik)

'
��

0 // HomA (X, Y ) // HomA (X, p(I0)) // HomA (X, p(I1)) // · · · // HomB(X, p(Ik))

it follows that the map inX,Y : ExtnA (X, Y ) −→ ExtnB(i(X), i(Y )) is invertible for every
1 ≤ n ≤ k. Therefore the functor i : A −→ B is a k-homological embedding.

Dually we prove the implications (i)⇒ (ix)⇒ (x)⇒ (i) and so the proof is finished.
�
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Closely related to i : A −→ B being a k-homological embedding, also in connec-
tion with the behavior of perpendicular categories, is the question of when the map
enZ,W : ExtnB(Z,W ) −→ ExtnC (e(Z), e(W )), induced from the exact quotient functor
e : B −→ C , is invertible for every 0 ≤ n ≤ k. In this respect we have the follow-
ing result.

Theorem 2.1.11. Let (A ,B,C ) be a recollement of abelian categories and assume
that B and C have enough projective and injective objects. Then the following state-
ments are equivalent.

(i) The map enZ,W : ExtnB(Z,W ) −→ ExtnC (e(Z), e(W )) is invertible, ∀W ∈ B,
(resp. ∀Z ∈ B), and 0 ≤ n ≤ k.

(ii) Z ∈ Xk+1 (resp. W ∈ Yk+1).

Proof. (ii)⇒ (i) Let k = 0. Since Z ∈ X1 there exists an exact sequence l(P1) −→
l(P0) −→ Z −→ 0 with P1, P0 ∈ Proj C . Then P1 −→ P0 −→ e(Z) −→ 0 is exact in C
and since (l, e) is an adjoint pair we have the following exact commutative diagram:

0 // HomB(Z,W )

��

// HomB(l(P0),W )

'
��

// HomB(l(P1),W )

'
��

0 // HomC (e(Z), e(W )) // HomC (P0, e(W )) // HomC (P1, e(W ))

Hence the map e0
Z,W : HomB(Z,W ) −→ HomC (e(Z), e(W )) is invertible. Suppose now

that k = 1, i.e. Z ∈ X2. Then we have the exact sequence l(P2) −→ l(P1) −→ l(P0) −→
Z −→ 0 where P0, P1, P2 ∈ Proj C and let K0 be the kernel of the morphism l(P0) −→ Z.
Then K0 ∈ X1 and the exact commutative diagram

0 // HomB(Z,W )

'
��

// HomB(l(P0),W )

'
��

// HomB(K0,W )

'
��

// Ext1
B(Z,W )

e1Z,W
��

// 0

0 // HomC (e(Z), e(W )) // HomC (P0, e(W )) // HomC (e(K0), e(W )) // Ext1
C (e(Z), e(W )) // 0

shows that the map e1
Z,W is invertible. Finally suppose that Z ∈ Xk+1 and that the

result holds for every object B ∈ Xm and m < k + 1, i.e. the map em−1
B,W is invertible.

Then the object K0 ∈ Xk and hence from our induction hypothesis the map ek−1
K0,W

is
invertible. Therefore from the commutative diagram

Extk−1
B (K0,W )

ek−1
K0,W

'
��

' // ExtkB(Z,W )

ekZ,W
��

Extk−1
C (e(K0), e(W ))

' // ExtkC (e(Z), e(W ))

we deduce that the map ekZ,W : ExtkB(Z,W ) −→ ExtkC (e(Z), e(W )) is invertible for every
W ∈ B.

(i) ⇒ (ii) Assume that the map enZ,W is invertible for every W ∈ B and 0 ≤ n ≤ k.
We will prove that Z ∈ Xk+1. Hence from Proposition 2.1.3 we have to show that
ExtnB(Z, i(I)) = 0 for every I ∈ Inj A and 0 ≤ n ≤ k + 1. Let us suppose first that
k = 0. This means that we have the isomorphism HomB(Z,W ) ' HomC (e(Z), e(W ))
for every W ∈ B and we have to prove that Z ∈ X1. Let I ∈ Inj A and

0 −→ i(I) −→ J −→ Σ(i(I)) −→ 0 (∗)
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be an exact sequence with J ∈ Inj B. Then e(J) ' e(Σ(i(I))) and from the following
long exact sequence :

0 // HomB(Z, i(I)) // HomB(Z, J)

'
��

// HomB(Z,Σ(i(I)))

'
��

// Ext1
B(Z, i(I)) // 0

HomC (e(Z), e(J))
' // HomC (e(Z), e(Σ(i(I))))

we derive that HomB(Z, i(I)) = 0 = Ext1
B(Z, i(I)). Thus Z ∈ X1. Assume now that the

map enZ,W is invertible for every W ∈ B and 0 ≤ n ≤ k. Then we have ExtnB(Z, i(I)) '
ExtnC (e(Z), ei(I)) for every 0 ≤ n ≤ k and therefore we obtain that ExtnB(Z, i(I)) = 0
for every 0 ≤ n ≤ k. Hence it remains to prove that Extk+1

B (Z, i(I)) = 0. From the long
exact homology sequence obtained from the exact sequence (∗) we have the following
isomorphisms:

Extk+1
B (Z, i(I)) ' ExtkB(Z,Σ(i(I))) ' ExtkC (e(Z), e(Σ(i(I))))

' ExtkC (e(Z), e(J)) ' ExtkB(Z, J)

This clearly implies that Z ∈ Xk+1 since Extk+1
B (Z, i(I)) = 0. �

As a consequence of Theorem 2.1.10 and Theorem 2.1.11 we have the following.

Corollary 2.1.12. Let (A ,B,C ) be a recollement of abelian categories and as-
sume that B and C have enough projective and injective objects. Then the following
statements are equivalent.

(i) The functor i : A −→ B is a (k + 1)-homological embedding.
(ii) F|ProjB ∈ Xk.

(iii) The map enF(P ),− : ExtnB(F(P ),−) −→ ExtnC (e(F(P )), e(−)) is invertible, for ev-
ery P ∈ Proj B and 0 ≤ n ≤ k − 1.

(iv) G|InjB ∈ Yk.
(v) The map en−,G(I) : ExtnB(−,G(I)) −→ ExtnC (e(−), e(G(I))) is invertible, for ev-

ery I ∈ Inj B and 0 ≤ n ≤ k − 1.

Let R be a ring with an idempotent element e ∈ R. In this case the full subcategory
Xn of Mod-R consists of all objects B ∈ B such that there exists an exact sequence
Re ⊗eRe Pn −→ · · · −→ Re ⊗eRe P0 −→ B → 0 with Pi ∈ Proj (eRe), and dually we
have an analogous description for Yn.

The next consequences of Theorems 2.1.10 and 2.1.11 generalize results of Auslander-
Platzeck-Todorov [14].

Corollary 2.1.13. Let (Mod-R/ReR,Mod-R,Mod-eRe) be a recollement of rings.
Then the following statements are equivalent.

(i) The functor i : Mod-R/ReR −→ Mod-R is a (k + 1)-homological embedding.
(ii) ExtnR(R/ReR, Y ) = 0 for every Y ∈ Mod-R/ReR and 1 ≤ n ≤ k + 1.

(iii) ExtnR(X, I) = 0 for every X ∈ Mod-R/ReR, I ∈ Inj (R/ReR) and 1 ≤ n ≤
k + 1.

(iv) ExtnR(R/ReR, I) = 0 for every I ∈ Inj (R/ReR) and 1 ≤ n ≤ k + 1.
(v) ReR ∈ Xk.
(vi) The map enReR,W : ExtnR(ReR,W ) −→ ExtneRe(eR, eW ) is invertible for every

W ∈ Mod-R and 0 ≤ n ≤ k − 1.
(vii) TorRn (R/ReR, Y ) = 0 for every Y ∈ Mod-R/ReR and 1 ≤ n ≤ κ+ 1.
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(viii) TorRn (R/ReR,R/ReR) = 0 for every 1 ≤ n ≤ κ+ 1.

Part (ii) of the following consequence of Corollary 2.1.13 gives the connections be-
tween homological embeddings and homological epimorphisms in the sense of Geigle-
Lenzing [56].

Corollary 2.1.14. Let R be a ring and e2 = e an idempotent element of R.

(i) The map enZ,W : ExtnR(Z,W ) −→ ExtneRe(eZ, eW ) is invertible for every 0 ≤
n ≤ k and for every W ∈ Mod-R (resp. Z ∈ Mod-R) if and only if Z ∈ Xk+1

(resp. W ∈ Yk+1).
(ii) The following are equivalent:

(a) The natural map R −→ R/ReR is a homological epimorphism of rings.
(b) ReR ∈ X∞.
(c) The functor i : Mod-R/ReR −→ Mod-R is a homological embedding.

Example 2.1.15. Let R be a ring and e an idempotent element of R such that the
idempotent ideal ReR is a projective R-module. Let Y be a R/ReR-module. Then
Ext1

R(R/ReR, Y ) = 0 and since pdRR/ReR ≤ 1 we have ExtnR(R/ReR, Y ) = 0 for every
n ≥ 1. Therefore from Corollary 2.1.13 it follows that the functor i : Mod-R/ReR −→
Mod-R is a homological embedding.

2.1.4. Syzygies and Extensions. Let (A ,B,C ) be a recollement of abelian cat-
egories. In this subsection we investigate objects B ∈ B such that there exists a
projective resolution of the form:

· · · // l(Q2) // l(Q1) // l(Q0)

����

// Pk−1
// · · · //// P0

// B // 0

Ωk
B(B)

99

99

In other words, we are interested for objects B ∈ B with a syzygy Ωk
B(B), for some

k � 0, such that Ωk
B(B) ∈ X∞. If such an object exists then from Theorem 2.1.11 we

have the isomorphism ExtnB(Ωk
B(B),W ) ' ExtnC (e(Ωk(B)), e(W )) for every n ≥ 0 and

W ∈ B. Hence we can ask the following natural question:

Can we obtain an isomorphism ExtnB(B,W )
'−→ ExtnC (e(B), e(W )) for some n ≥ λ when

the object B has a syzygy such that Ωk(B) ∈ X∞ for some k � 0 ?

The motivation for this question is the finite generation hypothesis on Hochschild co-
homology, see [110] for more details. Indeed, we will show, under a condition, that the
above question has an affirmative answer. For the purpose of our application we need
to work with extensions.

Let C and D be abelian categories and e : C −→ D an exact functor. If

ξ : 0 −→ Xn
fn−→ Xn−1 · · · → X1

f1−→ X0 −→ 0

is an exact sequence in C , then we denote by e(ξ) the following exact sequence

e(ξ) : 0 −→ e(Xn)
e(fn)−→ e(Xn−1) −→ · · · −→ e(X1)

e(f1)−→ e(X0) −→ 0

in D . It is clear that this operation commutes with Yoneda product; that is, if ξ and ζ
are composable exact sequences in C , then e(ξζ) = e(ξ) · e(ζ). For every pair of objects
X and Y in C and every nonnegative integer i, we define a group homomorphism

eiX,Y : ExtiC (X, Y ) −→ ExtiD(e(X), e(Y ))
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by

e0
X,Y (f) = e(f) for a morphism f : X −→ Y ;

eiX,Y ([η]) = [e(η)] for an i-fold extension η of X by Y , where i > 0.

To proceed further we need the following easy result.

Lemma 2.1.16. Let n be an integer, and let

ε : 0 −→ X −→ Em−1 −→ · · · −→ E0 −→ Y −→ 0

be an exact sequence where pdEi ≤ n for every i. Then for every i > n, the map

ε∗ : ExtiA (X,Z) −→ Exti+mA (Y, Z)

given by ε∗([η]) = [ηε] is an isomorphism.

Proof. If 0 −→ X −→ E0 −→ Y −→ 0 is an exact sequence with pdA E0 ≤ n
then from the long exact homology sequence we obtain that ExtiA (X,Z) ' Exti+1

A (Y, Z)
for every i > n and Z ∈ A . Then continuing inductively on the length of ε we get the
isomorphism ε∗ for every i > n. �

Now we are ready to prove the following result which answers the question stated
above.

Theorem 2.1.17. Let (A ,B,C ) be a recollement of abelian categories, where B
and C have enough projective and injective objects. Let n be an integer, and assume
that pdC e(P ) ≤ n for every projective object P in B. Let B be an object of B which
has a projective resolution of the form

· · · −→ l(Q2) −→ l(Q1) −→ l(Q0) −→ Pm−1 −→ Pm−2 −→ · · · −→ P0 −→ B −→ 0,

where every Qi is a projective object of C . Then for every i > m + n and every object
B′ of B, the map

eiB,B′ : ExtiB(B,B′)
∼=−→ ExtiC (e(B), e(B′))

is an isomorphism.

Proof. Let

π : 0 −→Mm −→ Pm−1 −→ · · · −→ P1 −→ P0 −→ B −→ 0

be the beginning of the chosen projective resolution of B, where Mm denotes the mth
syzygy of B. Consider the following group homomorphisms:

ExtiB(B,B′)
π∗←− Exti−mB (Mm, B

′)
ei−m
Mm,B′−−−−→ Exti−mC (e(Mm), e(B′))

(e(π))∗−−−−→ ExtiC (e(B), e(B′))
(2.1.3)

Here, the maps π∗ and (e(π))∗ are isomorphisms by Lemma 2.1.16 (for (e(π))∗ we use
the fact that pdC e(P ) ≤ n for every projective object P in B). The map ei−mMm,B′

is an
isomorphism by Theorem 2.1.11. Thus, we have an isomorphism

(e(π))∗ ◦ ei−mMm,B′
◦ (π∗)−1 : ExtiB(B,B′) −→ ExtiC (e(B), e(B′))

We want to show that this is the same map as eiB,B′ . We consider an element [η] ∈
Exti−mB (Mm, B

′), and follow it through the maps (2.1.3). We then get the following
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elements:

ExtiB(B,B′) Exti−mB (Mm, B
′)

π∗

∼=
oo

ei−m
Mm,B′

∼=
// Exti−mC (e(Mm), e(B′))

(e(π))∗

∼=
// ExtiC (e(B), e(B′))

[ηπ] [η]�oo � // [e(η)] � // [e(η) · e(π)]

[e(ηπ)]

This shows that our isomorphism takes any element [ζ] ∈ ExtiB(B,B′) to the element
[e(ζ)] ∈ ExtiC (e(B), e(B′)). Thus, our isomorphism is eiB,B′ . �

2.2. Global Dimension

In this section we study the connections between the global dimension of the cate-
gories involved in a recollement (A ,B,C ) of abelian categories.

Our first aim is to prove, and analyze the consequences, of the following result which
gives an upper bound for the global dimension of B in terms of the global dimension
of A and C .

Theorem 2.2.1. Let (A ,B,C ) be a recollement of abelian categories such that B
and C have enough projective objects. Then :

gl. dim B ≤ gl. dim A + gl. dim C + sup{pdB i(P ) | P ∈ Proj A }+ 1

For the proof we shall need the following auxiliary results which are interesting in
their own right. To begin with, we recall the following well known result (c.f. [123]).

Lemma 2.2.2. Let 0 −→ A1
α1−→ A2

α2−→ A3
α3−→ A4 −→ 0 be an exact sequence in

an abelian category A with enough projective objects.

(i) If A4 = 0, then :
(a) If pdA A1 < pdA A2, then pdA A3 = pdA A2.
(b) If pdA A1 > pdA A2, then pdA A3 = pdA A1 + 1.
(c) If pdA A1 = pdA A2, then pdA A3 ≤ pdA A1 + 1.
(d) pdA A3 ≤ max {pdA A1 + 1, pdA A2}.

(ii) If A4 6= 0, then : pdA A3 ≤ max{pdA A1 + 1, pdA A2, pdA A4}.

Proof. Part (i) is standard, see [65], [115], [123]. For part (ii) consider the short
exact sequences

0 // A1
// A2

// Im a2
// 0 and 0 // Im a2

// A3
// A4

// 0

By virtue of part (i)(d), we obtain that pdA Im a2 ≤ max{pdA A1 + 1, pdA A2}. Then
the result follows from the following long exact sequence :

· · · // Extn−1
A (Im a2, A

′) // ExtnA (A4, A
′) // ExtnA (A3, A

′) // ExtnA (Im a2, A
′) // · · ·

where A′ lies in A . �

Lemma 2.2.3. Let A be an abelian category with enough projective objects and let
A ∈ A . If there exists an exact sequence :

0 // Xm
// · · · // X1

// X0
// A // 0

with pdA Xi ≤ n for all 0 ≤ i ≤ m, then pdA A ≤ m+ n.
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Proof. If 0 −→ X1 −→ X0 −→ A −→ 0 is exact with pdA Xi ≤ n then from the
long exact Ext-sequence we get that pdA A ≤ n+ 1. Then by induction on m the result
follows. �

To proceed further we need the notion of the A -relative global dimension of B
which is defined by:

gl. dimA B := sup{pdB i(A) | A ∈ A }

Lemma 2.2.4. Let (A ,B,C ) be a recollement of abelian categories and assume that
C has enough projective objects. Let C ∈ C . Then :

pdB l(C) ≤ pdC C + gl. dimA B + 1

Proof. If gl. dimA B = ∞ or pdC C = ∞ there is nothing to prove. Assume that
gl. dimA B = n. The proof will proceed by induction on the projective dimension of
C. If C is a projective object of C , then l(C) is a projective object of B and so the
result follows. Suppose now that pdC C = m and that the result holds for every object
of C with projective dimension less than of m, i.e., pdB l(C ′) ≤ pdC C

′+n+ 1 for every
object C ′ ∈ C with pdC ′ < m. Since pdC C = m we have the exact sequence

0 // Pm
am // · · · // P2

a2 // P1

j0 ����

a1 // P0
a0 // C // 0

K0

>> i0

>>

where the objects Pi ∈ Proj C and K0 = Ker a0. Because pdC K0 < m, from the
induction hypothesis we deduce that pdB l(K0) ≤ pdC K0+n+1 ≤ m−1+n+1 = m+n.
Since the functor l : B −→ C is right exact we have the following exact sequence

0 // L1l(C) // l(K0)

����

l(i0)
// l(P0)

l(a0)
// l(C) // 0

Ker l(a0)
::

::
(2.2.1)

We claim that the object L1l(C) ' Ker l(i0) ∈ i(A ). Since the functor e : B −→ C

is exact and the unit IdC
'−→ el is invertible we have e(Ker l(i0)) ' Ker i0 and so

e(Ker l(i0)) = 0. Hence pdB L1l(C) ≤ n. Then from the short exact sequence 0 −→
L1l(C) −→ l(K0) −→ Ker l(a0) −→ 0 we have pdB Ker l(a0) ≤ m + n. Therefore from
the exact sequence (2.2.1) it follows that pdB l(C) ≤ m+n+1 since l(P0) ∈ Proj B. �

The following result gives some upper bounds for the global dimension of B, C and
completes the proof of Theorem 2.2.1.

Proposition 2.2.5. Let (A ,B,C ) be a recollement of abelian categories and as-
sume that B and C have enough projective objects. Then :

(i) gl. dim B ≤ gl. dimA B + gl. dim C + 1.
(ii) gl. dimA B ≤ gl. dimA + sup{pdB i(P ) | P ∈ Proj A }.
(iii) gl. dimC ≤ gl. dimB + sup{pdC e(P ) | P ∈ Proj B}.

In particular if either (α) the functor p : B −→ A is exact, or (β) the categories B
and C have enough injectives and the functor q : B −→ A is exact, then :

gl. dim B ≤ gl. dim A + gl. dim C + 1
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Proof. (i) Let B be an object of B. Suppose that gl. dimA B = n <∞ and
gl. dim C = m < ∞. From Proposition 1.1.6 there exists the exact sequence

0 −→ Ker µB −→ le(B)
µB−→ B −→ Coker µB −→ 0 where the objects Ker µB

and Coker µB belong to i(A ). Hence pdB Ker µB ≤ n and pdB Coker µB ≤ n.
Then from Lemma 2.2.2 and Lemma 2.2.4 we have the following bound:

pdB B ≤ max {n+ 1, pdB le(B), n}
≤ max {n+ 1, pdC e(B) + n+ 1, n}
= pdC e(B) + n+ 1

Since e(B) is an object of C we infer that pdB B ≤ m + n + 1 and the result
follows.

(ii) Let A be an object of A and suppose that sup{pdB i(P ) | P ∈ Proj A } = n <
∞. We will prove that pdB i(A) ≤ pdA A + n. If A is a projective object of
A then pdB i(A) ≤ n and so our result holds. Suppose now that pdA A = m.
Then we have the exact sequence

0 −→ Pm −→ · · · −→ P1 −→ P0 −→ A −→ 0

where the objects Pi ∈ Proj A for 0 ≤ i ≤ m. Hence pdB i(Pi) ≤ n and since
the functor i : A −→ B is exact we infer from Lemma 2.2.3 that pdB i(A) ≤
m+ n.

(iii) Suppose that gl. dim B = m <∞ and sup{pdC e(P ) | P ∈ Proj B} = n <∞.
Let C be an arbitrary object of C . Then l(C) ∈ B and so there exists an
exact sequence

0 −→ Pm −→ · · · −→ P1 −→ P0 −→ l(C) −→ 0

with Pi ∈ Proj B for 0 ≤ i ≤ m. Then applying the functor e : B −→ C we
obtain the exact sequence

0 −→ e(Pm) −→ · · · −→ e(P1) −→ e(P0) −→ C −→ 0

where pdC e(Pi) ≤ n for all 0 ≤ i ≤ m. Therefore from Lemma 2.2.3 we
conclude that pdC C ≤ m+ n.

Finally if the functor p is exact then the inclusion i preserve projectives as a left
adjoint of p. In this case we have gl. dimA B ≤ gl. dimA and the assertion follows from
Theorem 2.2.1. Case (β) is dual. �

We continue with some consequences of the above results.

Corollary 2.2.6. Let (A ,B,C ) be a recollement of abelian categories and assume
that B and C have enough projective objects.

(i) If gl. dimA B <∞ and gl. dim C <∞ then gl. dim B <∞.
(ii) If gl. dim A < ∞ then gl. dimA B < ∞ if and only if sup{pdB i(P ) | P ∈

Proj A } <∞.
(iii) If gl. dim B < ∞ then gl. dim C < ∞ if and only if sup{pdC e(P ) | P ∈

Proj B} <∞.

Proof. The result follows immediately from Propostion 2.2.5. �

Remark 2.2.7. If 0 −→ B
b0−→ I0 b1−→ I1−→· · · is an injective coresolution of

B ∈ B then we denote by Σn(B) the nth cosyzygy of B, that is the image of the
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morphism bn : In−1 −→ In. Also, we denote by Σn(B) the full subcategory of B
consisting of the nth cosyzygy objects of B. Then since

ExtnB(i(P ),Σm(B)) ' Extn+m
B (i(P ), B) and ExtnC (e(P ),Σm(C)) ' Extn+m

C (e(P ), C)

for every n ≥ 1, we have the following:

(i) sup{pdB i(P ) | P ∈ Proj A } ≤ m if and only if Σm(B) ⊆ i(Proj A )1⊥∞ .

(ii) sup{pdC e(P ) | P ∈ Proj B} ≤ m if and only if Σm(C ) ⊆ e(Proj B)1⊥∞ .

The following result gives an upper bound for the global dimension of B provided
that the functor i : A −→ B is a homological embedding.

Theorem 2.2.8. Let (A ,B,C ) be a recollement of abelian categories such that B
and C have enough projective and injective objects. If the functor i : A −→ B is a
homological embedding, then :

gl. dim A ≤ gl. dim B ≤ sup{pdB i(P ) | P ∈ Proj A }+
max{sup{idBi(I) | I ∈ Inj A }+gl. dim A , gl. dim C }

Proof. Let B ∈ B and suppose that sup{pdB i(P ) | P ∈ Proj A } = m <∞. Then
from Remark 2.2.7 we have Σm(B) ⊆ i(Proj A )1⊥∞ and from Proposition 1.1.6 we have
the following exact sequence :

0 // ip(Σm(B)) // Σm(B) // Im νΣm(B)
// 0 (2.2.2)

Then since the map inX,Y : ExtnA (X, Y ) −→ ExtnB(i(X), i(Y )) is invertible for everyX, Y ∈
A and n ≥ 0, Σm(B) ⊆ i(Proj A )1⊥∞ , and HomB(i(P ), ip(Σm(B))) ' HomB(i(P ),Σm(B))
we have

ExtnB(i(P ), Im νΣm(B)) = 0

for every n ≥ 0 and P ∈ Proj A . Thus from Proposition 2.1.4 we infer that Im νΣm(B) ∈
Y∞ and therefore from Theorem 2.1.11 we have the isomorphism

ExtnB(Z, Im νΣm(B)) ' ExtnC (e(Z), e(Im νΣm(B)))

for every n ≥ 0 and Z ∈ B. This implies that

idB Im νΣm(B) ≤ gl. dim C

Similarly as in the proof of Proposition 2.2.5(ii) we obtain

idBip(Σm(B)) ≤ idA p(Σm(B)) + sup{idBi(I) | I ∈ Inj A }
Hence from the above inequalities, the exact sequence (2.2.2) yields

idBΣm(B) ≤ max{sup{idBi(I) | I ∈ Inj A }+ gl. dim A , gl. dim C }
and the assertion follows since idB B ≤ idB Σm(B) +m. �

The following result shows that if B is hereditary then the categories A and C are
hereditary as well.

Theorem 2.2.9. Let (A ,B,C ) be a recollement of abelian categories and suppose
that B and C have enough projective objects. If gl. dim B ≤ 1, then :

gl. dim A ≤ 1 and gl. dim C ≤ 1

Conversely, if gl. dim A ≤ 1 and gl. dim C ≤ 1 then :

gl. dim B ≤ 3 + sup{pdB i(P ) | P ∈ Proj A }
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Proof. Let C be an object of C and · · · −→ P1
a1−→ P0

a0−→ C −→ 0 a projective
resolution of C. Since the functor l : C −→ B is right exact we have the exact sequence

0 // Ker l(a1) // l(P1)

����

l(a1)
// l(P0)

l(a0)
// l(C) // 0

Ker l(a0)
::

::

where the objects l(P1) and l(P0) are projective in B. Since gl. dim B ≤ 1, the ob-
ject Ker l(a0) is projective and therefore the short exact sequence 0 −→ Ker l(a1) −→
l(P1) −→ Ker l(a0) −→ 0 splits. Applying the functor e we get the split exact sequence
0 −→ e(Ker l(a1)) −→ el(P1) −→ e(Ker l(a0)) −→ 0. Since e is exact and the unit

IdC
'−→ el is invertible we have e(Ker l(a0)) ' Ker a0 and e(Ker l(a1)) ' Ker a1. Hence

the exact sequence 0 −→ Ker a1 −→ P1 −→ Ker a0 −→ 0 splits, so Ker a0 is projective as
a direct summand of P1. Hence pdC C ≤ 1 and therefore gl. dim C ≤ 1. Let A1, A2 ∈ A
and 0 −→ K −→ P −→ A1 −→ 0 be a short exact sequence with P ∈ Proj A . Then
we have the exact commutative diagram:

Ext1
A (P,A2)

'i1P,A2
��

// Ext1
A (K,A2)

'i1K,A2
��

' // Ext2
A (A1, A2)

i2A1,A2
��

// Ext2
A (P,A2)

��

Ext1
B(i(P ), i(A2)) // Ext1

B(i(K), i(A2))
' // Ext2

B(i(A1), i(A2)) // Ext2
B(i(P ), i(A2))

where, by Remark 2.1.7(i), the vertical maps i1P,A2
and i1K,A2

are invertible. Since

gl. dim B ≤ 1 we have Ext2
B(i(A1), i(A2)) = 0 = Ext2

B(i(P ), i(A2)) and thus Ext2
A (A1, A2)

= 0. This implies that gl. dim A ≤ 1. The converse follows directly from Theorem
2.2.1. �

Remark 2.2.10. The implication gl. dim B ≤ 1 ⇒ gl. dim A ≤ 1 holds without
assuming enough projectives. Indeed let A1, A2 ∈ A ; since the functor i : A −→ B
is 1-homological embeding, see Remark 2.1.7(i), it follows from [101] that the map
i2A1,A2

: Ext2
A (A1, A2) −→ Ext2

B(i(A1), i(A2)) is a monomorphism. Since gl. dim B ≤ 1 we

have Ext2
B(i(A1), i(A2)) = 0 and therefore Ext2

A (A1, A2) = 0. Hence gl. dim A ≤ 1.

Now we turn our attention to the study of the structure of the categories Xn and Yn
in connection with the behaviour of the homological dimensions of the categories A ,
B, and C . We begin with the following observation.

Corollary 2.2.11. Let (A ,B,C ) be a recollement of abelian categories and assume
that B and C have enough projective and injective objects.

(i) If B ∈ X∞ then pdB B = pdC e(B).
(ii) If B ∈ Y∞ then idB B = idC e(B).

(iii) If X1 = X∞ or Y1 = Y∞ then gl. dim C ≤ gl. dim B.

Proof. Parts (i) and (ii) follow from Theorem 2.1.11 using that the quotient functor
e : B −→ C is surjective on objects. Let X1 = X∞ and suppose that gl. dim B = n <∞.
Let C ∈ C and P1 −→ P0 −→ C −→ 0 be an exact sequence with P1, P0 ∈ Proj C . Then
l(C) ∈ X∞ and from (i) we have pdC C = pdC el(C) = pdB l(C) ≤ n. Hence gl. dim C ≤
gl. dim B. Similarly using the other hypothesis we obtain the same result. �
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Remark 2.2.12. Suppose that the functor i : A −→ B is a homological embed-
ding and let I ∈ Inj B. By Theorem 2.1.10 we have G(I) ∈ Y∞, hence idB G(I) =
idC e(G(I)) ≤ gl. dim C by Corollary 2.2.11. Then by Proposition 1.1.6 we have idB ip(I) ≤
gl. dim C + 1. This shows that Theorem 2.2.8 improves Theorem 2.2.1.

The following result characterizes when the inclusions X1 ⊇ X∞ or Y1 ⊇ Y∞ are
equalities, in terms of properties of the quotient functor of the recollement.

Proposition 2.2.13. Let (A ,B,C ) be a recollement of abelian categories and as-
sume that B and C have enough projective and injective objects. Then :

(i) Y1 = Y∞ if and only if the functor r : C −→ B is exact, equivalently the
functor e : B −→ C preserves projectives.

(ii) X1 = X∞ if and only if the functor l : C −→ B is exact, equivalently the
functor e : B −→ C preserves injectives.

Proof. (i) Let Y ∈ Y1 and k ≥ 1. We will prove first that Y ∈ Yk if and only if
ExtnC (e(P ), e(Y )) = 0 for every P ∈ Proj B and 1 ≤ n ≤ k − 1. Then our claim follows
from this. Indeed, let Y ∈ Y1 and suppose that the functor e preserves projectives.
Then ExtnC (e(P ), e(Y )) = 0 for every n ≥ 1 and therefore Y ∈ Y∞. Assume conversely
that Y1 = Y∞ and let P be a projective object of B. Since the object r(C) ∈ Y1 for
every C ∈ C , it follows that the group Ext1

C (e(P ), er(C)) = 0. Thus the object e(P ) is
projective in C .

We show now our initial statement. If Y ∈ Yk then from Theorem 2.1.11 we have
ExtnC (e(P ), e(Y )) ' ExtnB(P, Y ) for all 0 ≤ n ≤ k − 1 and so ExtnC (e(P ), e(Y )) = 0 for
every P ∈ Proj B and 1 ≤ n ≤ k − 1.

Let’s make some remarks before we prove the converse. Let P ∈ Proj B. Then

from Proposition 1.1.6 we have the exact sequence le(P )
µP−→ P −→ iq(P ) −→ 0

and e(F(P )) ' e(P ), where F(P ) = ImµP . Also F(P ) ∈ X0 since there exists an
epimorphism l(Q) −→ le(P ) for some Q ∈ Proj C . From Remark 1.1.5 we know that
Proj A = add q(Proj B). By Proposition 2.1.4 in order to prove that B ∈ Yk it is enough
to show that ExtnB(iq(P ), B) = 0 for all P ∈ ProjB and 0 ≤ n ≤ k. Suppose for the
converse that ExtnC (e(P ), e(Y )) = 0 for every P ∈ Proj B and 1 ≤ n ≤ k − 1. Since
F(P ) ∈ X0 we have the short exact sequences 0 −→ K −→ l(Q) −→ F(P ) −→ 0 and
0 −→ e(K) −→ Q −→ e(F(P )) −→ 0 where Q ∈ Proj C . Then from the following exact
commutative diagram:

0 // HomB(F(P ), Y )

'
��

// HomB(l(Q), Y )

'
��

// HomB(K,Y )

'
��

// Ext1
B(F(P ), Y )

e1
F(P ),Y

��

// 0

0 // HomC (e(F(P )), e(Y )) // HomC (Q, e(Y )) // HomC (e(K), e(Y )) // Ext1
C (e(F(P )), e(Y )) // 0

it follows that the map e1
F(P ),Y is invertible, where the first and third vertical isomor-

phisms follow from Theorem 2.1.11 since Y ∈ Y1. Therefore we have

Ext2
B(iq(P ), Y ) ' Ext1

B(F(P ), Y ) ' Ext1
C (e(F(P )), e(Y )) ' Ext1

C (e(P ), e(Y )) = 0
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Hence from Proposition 2.1.4 we infer that Y ∈ Y2. Moreover, we have the exact
commutative diagram

0 // Ext1
B(K,Y )

' e1
K,Y
��

' // Ext2
B(F(P ), Y )

e2
F(P ),Y

��

// 0

0 // Ext1
C (e(K), e(Y ))

' // Ext2
C (e(F(P )), e(Y )) // 0

and from Theorem 2.1.11 it follows that the map e1
K,Y is an isomorphism since Y ∈ Y2.

Hence the map e2
F(P ),Y is invertible and then we have isomorphisms

Ext3
B(iq(P ), Y ) ' Ext2

B(F(P ), Y ) ' Ext2
C (e(F(P )), e(Y )) ' Ext2

C (e(P ), e(Y )) = 0.

Proposition 2.1.4 then implies that Y ∈ Y3. Then by induction it is easy to see that
Y ∈ Yk.

(ii) The proof is similar and is left to the reader. �

Corollary 2.2.14. Let (A ,B,C ) be a recollement of abelian categories such that
the functor r : C −→ B is exact or the functor l : C −→ B is exact. Then :

gl. dim C ≤ gl. dim B ≤ max{gl. dim A + sup{pdB i(P ) | P ∈ Proj A }+ 1, gl. dim C }

Proof. The lower bound is a consequence of Corollary 2.2.11 and Proposition
2.2.13. Note that if the functor r is exact then the functor e preserves projectives
and therefore gl. dim C ≤ gl. dim B by Proposition 2.2.5(iii). Now since the functor
l : C −→ B is exact we claim that pdB l(C) = pdC C for every C ∈ C . Let C be
an object of C with pdC C = n and let 0 −→ Pn −→ · · · −→ P0 −→ C −→ 0
be the projective resolution of C. Then if we apply the exact functor l we get that
pdB l(C) ≤ n = pdC C since the functor l preserves projectives. Conversely suppose
that pdB l(C) = m < ∞. Let 0 −→ K0 −→ P0 −→ C −→ 0 be an exact sequence
with P0 ∈ Proj C and K0 the kernel of a0 : P0 −→ C. Since the functor l is exact the
sequence 0 −→ l(K0) −→ l(P0) −→ l(C) −→ 0 is exact. Continuing with the same way,
after m-steps we obtain the exact sequence :

0 −→ l(Km−1) −→ l(Pm−1) −→ · · · −→ l(P0) −→ l(C) −→ 0

where l(Km−1) is projective since pdB l(C) = m. Then if we apply the functor e we get
the exact sequence :

0 −→ Km−1 −→ Pm−1 −→ · · · −→ P0 −→ C −→ 0

and we claim that Ωm(X) = Km−1 ∈ Proj C . But this follows easily since l(Km−1) is
projective and the functor l is fully faithful. Thus we have pdC C ≤ m = pdB l(C) and
then we conclude that pdC C = pdB l(C). Let B be an object in B. Then working as
in the proof of Proposition 2.2.5(i) combined with Proposition 2.2.5(ii) we obtain that

pdB F(B) ≤ max {gl. dimA B + 1, pdB le(B)}
≤ max {gl. dim A + sup{pdB i(P ) | P ∈ Proj A }+ 1, gl. dim C }

Then from the exact sequence 0 −→ F(B) −→ B −→ iq(B) −→ 0 we infer that
pdB B ≤ max{gl. dim A + sup{pdB i(P ) | P ∈ Proj A }+ 1, gl. dim C }. The dual for the
upper bound using that the functor r is exact is left to the reader. �
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Corollary 2.2.15. Let B be an abelian category such that the diagrams

A
i // B

e //

q

zz

p

cc C

l

{{

r

cc and A ′ i′ // B
e′ //

q′

zz

p′

cc C ′

l′

zz

r′

cc

are recollements of abelian categories. Suppose that the functors l, l′ are exact and
i(Proj A ) ∈ X′1. Then :

max{gl. dim C , gl. dim C ′} ≤ gl. dim B ≤ max{gl. dim A +

sup{pdC ′ e
′i(P ) | P ∈ Proj A }+1, gl. dim C }

Proof. Let P ∈ Proj A and assume that pdC ′ e
′i(P ) = n < ∞. Then there exists

an exact sequence 0 −→ Qn −→ · · · −→ Q0 −→ e′i(P ) −→ 0 with Qi ∈ Proj C ′. Since
the functor l′ is exact and preserves projective objects we have the exact sequence 0 −→
l′(Qn) −→ · · · −→ l′(Q0) −→ l′e′i(P ) −→ 0 with l′(Qi) ∈ Proj B, i.e. pdB l′e′i(P ) ≤ n.
Since i(P ) ∈ X′1 it follows from Proposition 2.1.2 that l′e′i(P ) ' i(P ). Therefore we infer
that pdB i(P ) ≤ n = pdC ′ e

′i(P ) and then the result follows from Corollary 2.2.14. �

The following result characterizes when sup{pdB i(P ) | P ∈ Proj A } ≤ 1. We leave
to the reader its dual version concerning the condition sup{idB i(I) | I ∈ Inj A } ≤ 1.

Proposition 2.2.16. Let (A ,B,C ) be a recollement of abelian categories such that
B has enough projective and injective objects. Then the following are equivalent.

(i) The idempotent functor F : B −→ B preserves projective objects.
(ii) Σ(B) ⊆ i(Proj A )1⊥∞.

(iii) sup{pdB i(P ) | P ∈ Proj A } ≤ 1.
(iv) The functor i : A −→ B is a homological embedding and Y1 = Y∞.
(v) The functor i : A −→ B is a 2-homological embedding and Y1 = Y∞.

If one of the above equivalent statements holds, then :

max {gl. dim A , gl. dim C } ≤ gl. dim B ≤ gl. dim A + gl. dim C + 2

Proof. (i) ⇒ (ii) Let Y be an object of B and 0 −→ Y −→ I −→ Σ(Y ) −→ 0 (1)
be an exact sequence with I ∈ Inj B. From Proposition 1.1.6 we have the exact sequence
0 −→ F(P ) −→ P −→ iq(P ) −→ 0, where P ∈ Proj B. Hence pdB iq(P ) ≤ 1 and so
we have ExtnB(iq(P ),Σ(Y )) = 0 for every n ≥ 1. This implies that the cosygygy object
Σ(Y ) ∈ i(Proj A )1⊥∞ since Proj A = add q(Proj B).

(iii) ⇔ (ii) ⇒ (i) The equivalence (iii) ⇔ (ii) follows from Remark 2.2.7. Assuming
(ii), let P ∈ Proj B and consider the extension (1) for an object Y ∈ B. Then from the
isomorphism Ext2

B(iq(P ), Y ) ' Ext1
B(iq(P ),Σ(Y )) it follows that Ext2

B(iq(P ), Y ) = 0
since Σ(Y ) ∈ i(Proj A )1⊥∞ . This implies that Ext1

B(F(P ), Y ) = 0 for every Y ∈ B since
Ext2

B(iq(P ), Y ) ' Ext1
B(F(P ), Y ). Hence F(P ) ∈ Proj B.

(i) ⇒ (iv) Since the idempotent functor F : B −→ B preserves projective objects,
as above we have pdB iq(P ) ≤ 1. Hence ExtnB(iq(P ), i(A)) = 0 for every A ∈ A and
n ≥ 1. Then from Theorem 2.1.10 we infer that the functor i : A −→ B is a homological
embedding since Proj A = add q(Proj B). The inclusion Y∞ ⊆ Y1 always holds. Let
Y ∈ Y1. Then from Proposition 2.1.4 we have ExtnB(i(Q), Y ) = 0 for n = 0, 1 and for
every Q ∈ Proj A . Since pdB iq(P ) ≤ 1 we conclude that Y ∈ Y∞ and so Y1 = Y∞.
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(iv)⇒ (v)⇒ (i) The implication (iv)⇒ (v) is clear. Assuming (v), let P ∈ Proj B.
Since the functor i : A −→ B is a 2-homological embedding it follows from Theorem
2.1.10 that F(P ) ∈ X1. Thus there exists an exact sequence

l(P1) −→ l(P0) −→ F(P ) −→ 0 (∗)
with P1, P0 ∈ Proj C and from Proposition 2.1.2 we have le(F(P )) ' F(P ). Also from
Proposition 2.2.13 we deduce that the object e(F(P )) ' e(P ) is projective since Y1 =
Y∞. Then if we apply the functor e to the sequence (∗) we obtain the split exact
sequence

P1 −→ P0 −→ e(F(P )) −→ 0 (∗∗)
Therefore, applying the functor l : C −→ B to (∗∗) we get that the sequence (∗) splits
and so F(P ) ∈ Proj B.

If one of the conditions (i)-(v) holds, then the lower bound for the global dimension
of B follows from statement (iv) using Corollary 2.2.11 and the upper bound follows
from Theorem 2.2.1. �

As a consequence of Theorem 2.2.8 and Proposition 2.2.16 we have the following.

Corollary 2.2.17. Let (A ,B,C ) be a recollement of abelian categories where B,
C have enough projective and injective objects. If sup{pdB i(P ) | P ∈ Proj A } ≤ 1 and
sup{idBi(I) | I ∈ Inj A } ≤ 1, then :

max{gl. dim A , gl. dim C } ≤ gl. dim B ≤ max{gl. dim A + 2, gl. dim C + 1}

The following consequence of Propostion 2.2.16 gives a sufficient condition such that
the finiteness of the global dimension of B is equivalent to the finiteness of the global
dimension of A and C .

Corollary 2.2.18. Let (A ,B,C ) be a recollement of abelian categories, where B
and C have enough projective and injective objects. If sup{pdB i(P ) | P ∈ Proj A } ≤ 1,
then the following are equivalent.

(i) gl. dim B < ∞.
(ii) gl. dim A < ∞ and gl. dim C < ∞.

The following is a well known result for comma categories, see [49], and follows
directly from our results.

Example 2.2.19. Let C = (G,B,A ) = (Id ↓ G) be a comma category. From
Example 1.1.12 we have the recollements of abelian categories (A ,C ,B) and (B,C ,A )
where the functors ZA : A −→ C , ZB : B −→ C and UA : C −→ A , UB : C −→ B
are exact. Then from Proposition 2.2.5 and Corollary 2.2.14 we have

max{gl. dim A , gl. dim B} ≤ gl. dim C ≤ gl. dim A + gl. dim B + 1

We close this section by introducing the notion of the stratification dimension for
abelian categories.

Definition 2.2.20. Let B be an abelian category. A stratification of B is a sequence
of recollements of abelian categories of the following form:

A0
i0 // B

e0 //

q0

zz

p0

dd C0

l0

zz

r0

cc , A1
i1 // A0

e1 //

q1

zz

p1

dd C1

l1

zz

r1

dd , · · ·
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We say that the above sequence is a non trivial stratification of B if the first recollement
in the above sequence is not trivial, i.e. it is not of the form (0,B,C0) or (A0,B, 0).

The stratification dimension of B, denoted by str. dim B, is defined inductively as
follows. The stratification dimension of B is str. dim B = 0 if we have a trivial rec-
ollement (0,B,C0) or (A0,B, 0) and there is no non trivial recollement for B. We
define str. dim B ≤ 1 if there exists a non trivial recollement (A0,B,C0) such that
str. dim A0 = 0. Then inductively the stratification dimension of B is str. dim B ≤ n
if there exists a non trivial recollement (A0,B,C0) such that str. dim A0 ≤ n − 1. If
no such integer exists then we set str. dim B = ∞ and we make the convention that
A−1 = B.

Example 2.2.21. Let Λ be an Artin algebra and 0 = U0 ⊆ U1 ⊆ U2 ⊆ · · · a chain of
idempotent ideals. Then there exists a positive integer n such that Un = Un+1. Assume
that the quotient algebra Λ/Un has only the trivial idempotents 0 and 1. Recall that
Ui = τPi(Λ) is the trace ideal of a projective Λ-module Pi. Then we have the following
stratification of mod-Λ:

(mod-Λ/U1,mod-Λ,mod-Γ1) U1 : idempotent ideal in Λ

(mod-Λ/U2,mod-Λ/U1,mod-Γ2) U2/U1 : idempotent ideal in Λ/U1

...
...

(mod-Λ/Un−1,mod-Λ/Un−2,mod-Γn−1) Un−1/Un−2 : idempotent ideal in Λ/Un−2

(mod-Λ/Un,mod-Λ/Un−1,mod-Γn) Un/Un−1 : idempotent ideal in Λ/Un−1

(mod-Λ/Un,mod-Λ/Un, 0)

Therefore we have str. dim mod-Λ ≤ n. Similarly if we have a chain of idempotent ideals
0 = U0 ⊆ U1 ⊆ · · · ⊆ Un−1 ⊆ Un = Λ such that Λ/Un−1 has only the trivial idempotents
0 and 1, then we have a stratification of mod-Λ as above and str. dim mod-Λ ≤ n− 1.

The following result is a consequence of Theorem 2.2.1 for a stratified abelian cate-
gory.

Corollary 2.2.22. Let B be an abelian category with str. dim B ≤ n. Suppose that
sup{pdAk

ik+1(P ) | P ∈ Proj Ak+1} ≤ 1 for every −1 ≤ k ≤ n − 2 and the categories
C0,C1, · · · ,Cn−1 have finite global dimension. Let max{gl. dim C0, · · · , gl. dim Cn−1} =
m. Then :

gl. dim B ≤ (2m+ 2) + (n− 1)(m+ 2)

Proof. For n = 0 we have the trivial stratification (0,B,C0) and therefore we
infer that gl. dim B ≤ m. Suppose that n = 1. This means that we have a sequence of
recollements (A0,B,C0) and (0,A0,C1). Thus gl. dim A0 ≤ m and then from Theorem
2.2.1 it follows that gl. dim B ≤ m + m + 1 + 1 = 2m + 2. Continuing inductively the
result follows. �

2.3. Finitistic Dimension

In this section we turn our attention to the behavior of the finitistic dimension of
the categories involved in a recollement (A ,B,C ) of abelian categories. Recall that
the finitistic projective dimension FPD(B) of B is defined by

FPD (B) := sup{pdB B | pdB B <∞}
To this end it is convenient to introduce the following notion.
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Definition 2.3.1. Let F : A −→ B be a right exact functor between abelian cat-
egories, where we assume that A has enough projectives. We say that F has locally
bounded homological dimension, if there exists n ≥ 0 such that whenever LmF(A) = 0
for m� 0 then LmF(A) = 0 for every m ≥ n+ 1. The minimum such n (if it exists) is
called the locally bounded homological dimension of F and is denoted by l.b.hom.dim F.

For instance F has locally bounded homological dimension if it has finite homolog-
ical dimension, i.e. LkF = 0 for some k ≥ 1. Dually one defines the locally bounded
cohomological dimension of a left exact functor G : A −→ B.

We begin with the following result which provides a general bound for the finitistic
projective dimension of B in terms of the finitistic projective dimension of C and the
locally bounded homological dimension of the functor l : C −→ B.

Theorem 2.3.2. Let (A ,B,C ) be a recollement of abelian categories and assume
that B and C have enough projective objects. If the functor l : C −→ B has locally
bounded homological dimension, then :

FPD (C ) ≤ FPD (B) + l.b.hom.dim l

Proof. Assume that l.b.hom.dim l = n and FPD (B) = k < ∞. Let C ∈ C
has finite projective dimension, so the nth syzygy Ωn(C) of C has finite projective
dimension as well. Since clearly Lml(C) = 0 for m � 0, it follows that Lml(C) = 0 for
every m ≥ n+ 1. We infer that :

Lml(Ωn(C)) = 0 for every m ≥ 1 (2.3.1)

Consider a (finite) projective resolution

· · · // Qk
// Qk−1

// · · · // Q1
// Q0

// Ωn(C) // 0

of Ωn(C). Applying the right exact functor l and using (2.3.1), we then have an exact
sequence :

· · · // l(Qk) // l(Qk−1) // · · · // l(Q1) // l(Q0) // l(Ωn(C)) // 0

which, since l preserves projectives, is a projective resolution of l(Ωn(C)) and then we
have pdB l(Ωn(C)) <∞. Since FPD (B) = k, it follows that l(Ωn+k(C)) = Ωk(l(Ωn(C)))
lies in Proj B. Let f : Q −→ Ωn+k(C) be an epimorphism with Q ∈ Proj C . Then we
have the split exact sequence 0 −→ K −→ l(Q) −→ l(Ωn+k(C)) −→ 0 and if we apply
the exact functor e we deduce that Ωn+k(C) is a direct summand of the projective object
Q, i.e. the object Ωn+k(C) is projective and therefore pdC C ≤ n + k. We infer that
FPD (C ) ≤ FPD (B) + n. �

Our aim in the remainder of this section is to improve on the bound of Theorem 2.3.2
under natural conditions concerning the homological behavior of the functors p : B −→
A and r : C −→ B. To this end we need some preparations.

Lemma 2.3.3. Let (A ,B,C ) be a recollement of abelian categories such that B
and C have enough projective objects, and assume that the functors p : B −→ A and
r : C −→ B are exact.

(i) For every B ∈ B we have the exact sequence :

0 −→ ip(B)
κB−→ B

νB−→ re(B) −→ 0

(ii) For every A ∈ A we have: Lmq(i(A)) = 0, ∀m ≥ 1. In particular :
pdB i(A) = pdA A.
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(iii) There exists a natural map Lmq(−) −→ Lmq(re(−)) which is a monomorphism
for m = 1 and an isomorphism for every m ≥ 2.

(iv) If C ∈ C with pdC C ≤ n then Lmq(r(C)) = 0 for every m ≥ n+ 2.
(v) Let B ∈ B such that L1q(B) = 0. Then the sequence

0 −→ le(B)
µB−→ B

λB−→ iq(B) −→ 0

is exact.
(vi) Let B ∈ B. Then B ∈ Proj B if and only if q(B) ∈ Proj A , e(B) ∈ Proj C

and L1q(B) = 0.

Proof. (i) Let B ∈ B. Then from Proposition 1.1.6 there exists an exact

sequence 0 −→ ip(B)
κB−→ B

νB−→ re(B) −→ Coker νB −→ 0 in B, where
Coker νB ∈ i(A ) and thus Coker νB = i(A) for some A ∈ A . Since pr = 0 and
p is exact we infer that p(i(A)) = A = 0, and then i(A) = Coker νB = 0.

(ii) Since the functor p is exact it follows that the functor i preserves projectives.
Hence if P • −→ A is a projective resolution of A in A then i(P •) −→ i(A) is
a projective resolution of i(A) in B. Since qi ' IdA , this clearly implies that
Lmq(i(A)) = 0, ∀m ≥ 1, and therefore pdB i(A) = pdA A.

(iii) Applying the functor q to the exact sequence in (i) we have the long exact
sequence :

· · · // L1q(ip(B)) // L1q(B) // L1q(re(B)) // q(ip(B)) // q(B) // q(re(B)) // 0

and the result follows from (ii).
(iv) LetQ ∈ Proj C . From (iii) we have the isomorphism Lmq(l(Q)) ' Lmq(re(l(Q)))

for every m ≥ 2. Since el ' IdC and l(Q) ∈ Proj B it follows that Lmq(r(Q)) =
0 for every m ≥ 2. Suppose that n = 1, so we have an exact sequence
0 −→ Q1 −→ Q0 −→ C −→ 0 with Qi ∈ Proj C . Applying the functor r we
obtain the exact sequence 0 −→ r(Q1) −→ r(Q0) −→ r(C) −→ 0. Then from
the following long exact sequence :

· · · // L1q(r(Q1)) // L1q(r(Q0)) // L1q(r(C)) // q(r(Q1)) // q(r(Q0)) // q(r(C)) // 0

we derive that Lmq(r(C)) = 0 for every m ≥ 3. Then the result follows by
induction on n.

(v) Consider the exact sequence:

0 // Ker µB // le(B)

����

µB // B
λB // iq(B) // 0

F(B)
==

== (2.3.2)

where, since Ker µB ∈ i(A ), we have Ker µB = i(A) for some A ∈ A . Applying
the functor q : B −→ A to the sequence (2.3.2) we have the following long
exact sequence :

· · · // L2q(iq(B)) // L1q(F(B)) // L1q(B) // L1q(iq(B)) // · · ·

Since L1q(B) = 0, by (ii) we deduce that L1q(F(B)) = 0. Hence the long exact
sequence

· · · // L1q(F(B)) // q(i(A)) // q(le(B)) // q(F(B)) // 0
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implies that A = 0 since ql = 0 and qi ' IdA . We infer that (2.3.2) becomes
a short exact sequence :

0 −→ le(B)
µB−→ B

λB−→ iq(B) −→ 0 (2.3.3)

(vi) Let B ∈ B be such that q(B) ∈ Proj A , e(B) ∈ Proj C and L1q(B) = 0. Since
i and l preserve projectives, it follows that both le(B) and iq(B) are projective
in B. Then the sequence (2.3.3) is split exact, so B ' le(B) ⊕ iq(B) and
B ∈ Proj B. The converse implication is clear. �

Lemma 2.3.4. Let (A ,B,C ) be a recollement of abelian categories such that B
and C have enough projective objects, and assume that the functors p : B −→ A and
r : C −→ B are exact. Let B ∈ B be a left q-acyclic object, i.e. Lmq(B) = 0 for every
m ≥ 1. Then :

pdB B = max{pdC e(B), pdA q(B)}

Proof. If pdC e(B) =∞ or pdA q(B) =∞, then pdB B ≤ max{pdC e(B), pdA q(B)}.
Hence we may assume that pdC e(B) = κ < ∞ and pdA q(B) = λ < ∞, and let
m = max{κ, λ}. If m = 0, then e(B) is projective in C and q(B) is projective in
A . Then from Lemma 2.3.3(vi) it follows that B is projective in B since L1q(B) = 0.
Suppose that m 6= 0. Let 0 −→ Ω(B) −→ P0 −→ B −→ 0 be an exact sequence with
P0 ∈ Proj B. Then from Lemma 2.3.3(v) and since L1q(B) = 0 we have the following
exact commutative diagram:

0

��

0

��

0

��
0 // le(Ω(B))

��

// le(P0)

��

// le(B)

��

// 0

0 // Ω(B) //

��

P0
//

��

B

��

// 0

0 // iq(Ω(B))

��

// iq(P0)

��

// iq(B) //

��

0

0 0 0

Then from the exact sequence 0 −→ le(Ω(B)) −→ le(P0) −→ le(B) −→ 0 it follows that

Lml(e(B)) = 0 ∀m ≥ 1 (2.3.4)

Also the middle vertical exact sequence splits since iq(P0) ∈ Proj B and therefore P0 '
le(P0) ⊕ iq(P0). Continuing in this way we construct a projective resolution of B as
follows:

0 // Ωm(B) // le(Pm−1)⊕ iq(Pm−1) // · · · // le(P1)⊕ iq(P1) // le(P0)⊕ iq(P0) // B // 0

(2.3.5)
where the mth syzygy fits in the following exact sequence:

0 // le(Ωm(B)) // Ωm(B) // iq(Ωm(B)) // 0 (2.3.6)

From the relation (2.3.4) it follows that l(Ωm(e(B))) ' le(Ωm(B)) and since Lmq(B) = 0
for every m ≥ 1 we have i(Ωm(q(B))) ' iq(Ωm(B)). Since m is the maximum of
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the projective dimension of e(B) and q(B) it follows that Ωm(q(B)) ∈ Proj A and
Ωm(e(B)) ∈ Proj C . Since i and l preserve projectives we derived that the objects
i(Ωm(q(B))) and l(Ωm(e(B))) are projective in B. Hence the exact sequence (2.3.6)
splits and therefore the mth syzygy Ωm(B) ' le(Ωm(B)) ⊕ iq(Ωm(B)) is projective in
B. Then from the sequence (2.3.5) we infer that

pdB B ≤ m = max{pdC e(B), pdA q(B)}

Conversely, suppose that pdB B = m. Then Ωm(B) ∈ Proj B and therefore e(Ωm(B)) ∈
Proj C and q(Ωm(B)) ∈ Proj A . But since Ωm(e(B)) = e(Ωm(B)) and Ωm(q(B)) =
q(Ωm(B)) (because Lmq(B) = 0 for every m ≥ 1) it follows that pdC e(B) ≤ m and
pdA q(B) ≤ m. Hence

max{pdC e(B), pdA q(B)} ≤ pdB B

and therefore we conclude that pdB B = max{pdC e(B), pdA q(B)}. �

Lemma 2.3.5. Let (A ,B,C ) be a recollement of abelian categories such that B
and C have enough projective objects, and assume that the functors p : B −→ A and
l, r : C −→ B are exact. Then :

(i) Lmq(−) = 0, ∀m ≥ 2.
(ii) For any object C ∈ C : pdB r(C) = max{pdC C, pdA pl(C) + 1}.

Proof. (i) Let B ∈ B. Then from Lemma 2.3.3(i) we have the exact se-
quence 0 −→ iple(B) −→ le(B) −→ re(B) −→ 0. Let 0 −→ K0 −→ Q0 −→
e(B) −→ 0 be an exact sequence with Q0 ∈ Proj C . Then since l is exact we
have the following exact commutative diagram:

0 // l(K0)
��

��

// l(Q0) // le(B)

����

// 0

0 // K // l(Q0) // re(B) // 0

and from the Snake Lemma we derive the exact sequence

0 −→ l(K0) −→ K −→ iple(B) −→ 0

Then we have the following long exact sequence:

· · · // L2q(re(B)) // L1q(K) // L1q(l(Q0)) // L1q(re(B)) // · · ·

and therefore

L2q(re(B)) ' L1q(K) (∗)
Hence from the following long exact sequence:

· · · // L2q(iple(B)) // L1q(l(K0)) // L1q(K) // L1q(iple(B)) // · · ·

we deduce, using Lemma 2.3.3(ii), that L1q(K) ' L1q(l(K0)). But since the
functor l is exact and ql = 0 it follows that Lmq(l(K0)) = 0 for every m ≥ 1.
Thus from the isomorphism (∗) it follows that L2q(re(B)) = 0 and therefore
L2q(B) = 0. Continuing in this way we infer that Lmq(re(B)) = 0 for every
m ≥ 2. By Lemma 2.3.3(iii), this implies that Lmq(B) = 0, ∀m ≥ 2.
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(ii) Let C ∈ Proj C . Then from the exact sequence 0 −→ ipl(C) −→ l(C) −→
r(C) −→ 0 (1) and since pdB ipl(C) = pdA pl(C), see Lemma 2.3.3(ii), our
result holds. Suppose that pdC C =∞. Then pdC C = pdC er(C) ≤ pdB r(C)
and therefore pdB r(C) = ∞. Let pdC C = n < ∞ and let 0 −→ K −→
Q0 −→ C −→ 0 be exact with Q0 ∈ Proj C . From Lemma 2.3.3(i) and since
the functor r is exact we have the following exact commutative diagram:

0 // ipl(Q0)
��

��

// l(Q0) // r(Q0)

����

// 0

0 // K // l(Q0) // r(C) // 0

(2.3.7)

Then we have the following long exact sequence:

· · · // L1q(l(Q0)) // L1q(r(C)) // q(K) // q(l(Q0)) // q(r(C)) // 0

and thus we have q(K) ' L1q(r(C)) since ql = 0. From the exact sequence (1)
we obtain the following long exact sequence:

· · · // L1q(l(C)) // L1q(r(C)) // pl(C) // q(l(C)) // q(r(C)) // 0

Since the functor l is exact and ql = 0 it follows that L1q(l(C)) = 0. Hence we
infer that L1q(r(C)) ' pl(C) and therefore we have the isomorphism:

q(K) ' pl(C) (2.3.8)

From the lower exact sequence of diagram (2.3.7) we have pdB r(C) = 1 +
pdB K. Since Lmq(−) = 0, ∀m ≥ 2, it follows that Lmq(K) = 0 for every
m ≥ 1. Then from Lemma 2.3.4 we have pdB K = max{pdC e(K), pdA q(K)}
and thus pdB r(C) = max{1 + pdC e(K), 1 + pdA q(K)}. Using relation (2.3.8)
we infer that pdB r(C) = max{pdC C, 1 + pdA pl(C)}. �

After these preparations we can prove the second main result of this section which
provides bounds for the finitistic projective dimension of B in terms of the finitistic
projective dimension of A and C .

Theorem 2.3.6. Let (A ,B,C ) be a recollement of abelian categories and assume
that B and C have enough projective objects.

(i) If sup{pdB i(P ) | P ∈ Proj A } ≤ 1, then :

FPD (A ) ≤ FPD (B)

(ii) If sup{pdC e(P ) | P ∈ Proj B} <∞, then :

FPD(B) ≤ FPD(C ) + gl. dimA B + 1

(iii) If the functors r : C −→ B and p : B −→ A are exact, then :

FPD(A ) ≤ FPD(B) ≤ FPD(A ) + FPD(C ) + 1

Suppose in addition that the functor l : C −→ B is exact and pdA pl(C) <∞,
∀C ∈ C . Then :
(a) If FPD(C ) ≤ FPD(A ) + 1, then FPD(B) ≤ FPD(A ) + 1.
(b) If FPD(C ) > FPD(A ) + 1, then FPD(B) ≤ FPD(C ).
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Proof. (i) Assume that FPD (B) = k <∞ and let A ∈ A with pdA A <∞.
Since sup{pdB i(P ) | P ∈ Proj A } ≤ 1 it follows from Proposition 2.2.16 that
the functor i : A −→ B is a homological embedding. Thus pdA A ≤ pdB i(A).
Then from Proposition 2.2.5 we infer that i(A) is an object of finite projective
dimension since pdB i(A) ≤ pdA A + 1. This implies that pdB i(A) ≤ k and
therefore pdA A ≤ k. Hence FPD (A ) ≤ FPD (B).

(ii) The upper bound for the FPD (B) follows from Proposition 2.2.5(i) since the
functor e : B −→ C preserves objects of finite projective dimension if and only
if sup{pdC e(P ) | P ∈ Proj B} <∞.

(iii) Let B ∈ B with pdB B <∞ and let

· · · // Pn+1

����

// Pn

����

// Pn−1
// · · · // P1

// P0
// B // 0

Ωn+1(B)
::

::

Ωn(B)
==

==

be a finite projective resolution of B. Since the functor r is exact it follows
that the quotient functor e preserves projective objects. Thus we have the
following exact sequence :

· · · // e(Pn+1)

����

// e(Pn)

����

// e(Pn−1) // · · · // e(P0) // e(B) // 0

e(Ωn+1(B))
88

88

e(Ωn(B))
::

::

which is a finite projective resolution of e(B) in C since pdC e(B) ≤ pdB B <
∞ and e(Pi) ∈ Proj C . Let pdC e(B) = n < ∞. Then the nth syzygy
Ωn(e(B)) = e(Ωn(B)) of e(B) is projective and thus Ωn+1(e(B)) = e(Ωn+1(B))
∈ Proj B. From Lemma 2.3.3(iv) we have Lmq(r(e(B))) = 0 for everym ≥ n+2
and using the isomorphism of Lemma 2.3.3(iii) we infer that Lmq(B) = 0 for
every m ≥ n+ 2. Therefore it follows that:

Lmq(Ωn+1(B)) = 0 for every m ≥ 1

Since e(Ωn+1(B)) is projective, applying Lemma 2.3.4 we have

pdB Ωn+1(B) = pdA q(Ωn+1(B))

As a consequence we infer that

pdB B ≤ n+ 1 + pdB Ωn+1(B) = pdC e(B) + pdA q(Ωn+1(B)) + 1 <∞
This yields that FPD(B) ≤ FPD(A ) + FPD(C ) + 1. For the lower bound
assume that FPD (B) = k < ∞ and let A ∈ A with pdA A < ∞. Since
p is exact we have pdB i(A) < ∞ and therefore pdB i(A) ≤ k. By Theorem
2.1.10 it follows that pdA A ≤ pdB i(A) and therefore pdA A ≤ k. Hence
FPD(A ) ≤ FPD(B). Finally we prove the last statement of (iii). Assume
that FPD (C ) = m < ∞ and FPD (A ) = n < ∞. Let B ∈ B with pdB B <
∞. From Lemma 2.3.3(i),(ii) we have an extension 0 −→ ip(B) −→ B −→
re(B) −→ 0 and pdB ip(B) = pdA p(B). Since pdA ple(B) <∞, Lemma 2.3.5
implies that pdB re(B) = max{pdC e(B), pdA ple(B)+1} ≤ max{m,n+1}. As
a consequence we have pdB B ≤ max{n,max{m,n+1}} and the assertions (a)
and (b) follow. �
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Remark 2.3.7. There is a dual version of Theorems 2.3.2 and 2.3.6 concerning the
finitistic injective dimension FID (B) := sup{idB B | idB B < ∞} of B. For instance
assuming that the functor r : C −→ B has locally bounded cohomological dimension
then we can show that FID (C ) ≤ FID (B) + l.b.cohom.dim r. We leave the dual
formulation of Theorems 2.3.2 and 2.3.6 to the reader.

Applying Theorem 2.3.6 and Theorem 2.3.2 to comma categories C = (G,B,A ) =
(Id ↓ G), see Example 1.1.12, we have the following result. Recall that the functor
ZB : B −→ C is defined on objects Y ∈ B by ZB(Y ) = (0, Y, 0).

Corollary 2.3.8. Let C = (G,B,A ) be a comma category.

(i) [49, Theorem 4.20] We have :

FPD(A ) ≤ FPD(C ) ≤ FPD(A ) + FPD(B) + 1

(ii) If the functor G : B −→ A has locally bounded homological dimension, then :

FPD (C ) ≤ FPD (B) + l.b.hom.dimG

(iii) If sup{pdC ZB(P ) | P ∈ Proj B} ≤ 1, then :

FPD (B) ≤ FPD (C )

Proof. From Example 1.1.12 we have the recollement (A ,C ,B) and the functors
UA : C −→ A and ZB : B −→ C are exact. Thus (i) follows immediately from Theorem
2.3.6. Since LnTB(B) = (LnG(B), 0, 0) ∀n ≥ 1 and B ∈ B, statement (ii) follows from
Theorem 2.3.2. Finally, the last statement follows from Theorem 2.3.6 using now the
recollement (B,C ,A ). �

2.4. Applications to Ring Theory

In this section we apply several of the results of the previous sections, mainly those
concerning global and finitistic dimension, to ring theory, building on the Examples
1.1.7, 1.1.8, 1.1.10, and 1.1.12.

2.4.1. Global Dimension. Let R be a ring and e an idempotent element of R.
The following summarizes some of the results of section 2 of chapter 2 applied to the
recollement of rings (Mod-R/ReR,Mod-R,Mod-eRe), see Example 1.1.7. We denote by
gl. dimR/ReRR = sup{pdRX | X ∈ Mod-R/ReR}. For (i) see also Corollary 1.5 of [53]
and for (iii),(iv) and (viii) see Proposition 2.2 and Proposition 2.6 of [75]. Note that
the formula (iv) applied to Example 1.1.10 implies directly Theorem 5.4 of [14]. Also
compare (x) with statement 5 of [45].

Corollary 2.4.1. Let R be a ring and e an idempotent element of R. Then the
following hold.

(i) gl. dimR ≤ gl. dimR/ReRR + gl. dim eRe+ 1.
(ii) gl. dimR/ReRR ≤ gl. dimR/ReR + pdRR/ReR.

(iii) gl. dim eRe ≤ gl. dimR + pdeRe eR.
(iv) We have :

gl. dimR ≤ gl. dimR/ReR + gl. dim eRe+ pdRR/ReR + 1

(v) If R/ReR is a flat right R-module or R/ReR is a projective left R-module,
then :

gl. dimR ≤ gl. dimR/ReR + gl. dim eRe+ 1
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(vi) If Re is a flat right R-module or eR is a projective left eRe-module, then :

gl. dim eRe ≤ gl. dimR

(vii) Let gl. dimR/ReR <∞. Then :

gl. dimR/ReRR <∞ if and only if pdRR/ReR <∞
(viii) Let gl. dimR <∞. Then :

gl. dim eRe <∞ if and only if pdeRe eR <∞
(ix) If pdRReR = n, then

gl. dimR ≤ gl. dimR/ReR + gl. dim eRe+ n+ 2

(x) If ReR is a projective R-module and eRe is a semisimple ring, then

gl. dimR ≤ gl. dimR/ReR + 2

The following is a consequence of Theorem 2.2.8.

Corollary 2.4.2. If the natural map R −→ R/ReR is a homological epimorphism,
i.e. ReR ∈ X∞, then :

gl. dimR/ReR ≤ gl. dimR ≤ pdRR/ReR + max{sup{idRi(I) | I ∈ InjR/ReR}
+ gl. dimR/ReR, gl. dim eRe}

By Theorem 2.2.9 we have the following result. Note that the implication R : right
hereditery ⇒ eRe : right hereditary is due to Sandomierski [118].

Corollary 2.4.3. If R is a right hereditary ring and e2 = e ∈ R, then the rings
eRe and R/ReR are right hereditary. Conversely, if the rings eRe and R/ReR are right
hereditary then

gl. dimR ≤ 3 + pdRR/ReR

The next statement is due to Fossum-Griffith-Reiten [49] and follows from Example
2.2.19.

Corollary 2.4.4. [49] If e1 and e2 are idempotent elements of R such that 1R =
e1 + e2 and e1Re2 = 0, then :

max{gl. dim e1Re1, gl. dim e2Re2} ≤ gl. dimR ≤ gl. dim e1Re1 + gl. dim e2Re2 + 1

The next result follows from Corollary 2.2.18 and generalizes Corollary 5.6 of [14].

Corollary 2.4.5. Let R be a ring and e2 = e ∈ R an idempotent element. If the
ideal ReR ∈ ProjR, then :

max{gl. dimR/ReR, gl. dim eRe} ≤ gl. dimR ≤ gl. dimR/ReR + gl. dim eRe+ 2

and
gl. dimR <∞ ⇐⇒ gl. dimR/ReR <∞ and gl. dim eRe <∞

Working in the setting of Morita rings, see Example 1.1.8, we have the following
consequence which is the main result of Loustaunau and Shapiro [88].

Corollary 2.4.6. [88, Theorem 1.8] Let Λ(φ,ψ) be a Morita ring. Assume that M
is a right flat R-module, N is a right flat S-module and N Imφ = N . Then :

max{gl. dimR, gl. dimS} ≤ gl. dim Λ(φ,ψ) ≤ max{gl. dimS/ Imφ+pdS S/ Imφ+1, gl. dimR}
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Proof. From Example 1.1.8 we have the recollements of module categories

(Mod-S/ Imφ,Mod-Λ(φ,ψ),Mod-R) and (Mod-R/ Imψ,Mod-Λ(φ,ψ),Mod-S)

Since N is a right flat S-module it follows that the functor Λe2 ⊗S − : Mod-S −→
Mod-Λ(φ,ψ) is exact. Thus from the exact sequence 0 −→ Imφ −→ S −→ S/ Imφ −→ 0
we have the exact sequence 0 −→ Λe2 ⊗S Imφ −→ Λe2−→ Λe2 ⊗S S/ Imφ −→ 0. Hence
using that N Imφ = N we deduce the following isomorphisms

Λe2 ⊗S e2(S/ Imφ) ' Λe2 ⊗S S/ Imφ ' Λe2/(Λe2 Imφ) '
(

0 N
0 S

)
/
(

0 N
0 Imφ

)
' S/ Imφ

as Λ(φ,ψ)-modules. This shows that the Λ(φ,ψ)-module S/ Imφ belongs to the corre-
sponding subcategory X1 of Mod-Λ(φ,ψ), see Proposition 2.1.2, which is defined from the
recollement of module categories (Mod-R/ Imψ,Mod-Λ(φ,ψ),Mod-S). Then the assertion
follows from Corollary 2.2.15. �

Setting m = 0 in Corollary 2.2.22 and by Example 2.2.21, we obtain directly part
(i) in the following. Part (ii) follows easily from Theorem 2.2.1.

Corollary 2.4.7. (i) [45, Statement 9] Let Λ be a semiprimary quasi-hereditary
ring with a heredity chain of length n. Then gl. dim Λ ≤ 2n− 2.

(ii) [14, Corollary 6.6] Let Λ be a quasi-hereditary algebra and let 0 = U0 ⊆ U1 =
τP1(Λ) ⊆ · · · ⊆ Un = Λ be a chain of idempotent ideals such that Ui/Ui−1 ∈
proj Λ/Ui−1 and EndΛ/Ui−1

(Pi/Ui−1Pi) is hereditary for every 1 ≤ i ≤ n. Then
gl. dim Λ ≤ 3n− 2.

The next examples illustrate that in general one cannot expect exact relations be-
tween the global dimensions of the abelian categories involved in a recollement.

Example 2.4.8. (i) Let Λ be the path algebra of the quiver

1
α

// 2
βoo

modulo the relation α ◦ β = 0. Let e be the idempotent associated to the
vertex 1. Then we have the recollement (mod-Λ/ΛeΛ,mod-Λ,mod-eΛe) and
it is not so difficult to observe the following values for the global dimension of
the algebras involved in the above recollement : gl. dim Λ/ΛeΛ = 0

gl. dim Λ = 2
gl. dim eΛe =∞

(ii) Let K be a field and consider the ring K[X]/(X2). Then we can view K
as a K[X]/(X2)-K-bimodule and as a K-K[X]/(X2)-bimodule. Also we have
the homomorphisms Φ: K ⊗K K −→ K[X]/(X2), k 7→ kx and the zero map
Ψ: K ⊗K[X]/(X2) K −→ K. Then we have the Morita ring

(
K[X]/(X2) K

K K

)
and

from [105] we have

gl. dim
(
K[X]/(X2) K

K K

)
= 2
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From Example 1.1.8, see also Proposition 3.3.1 and Proposition 4.1.4, since
Ψ = 0 we have the following recollement of abelian categories

Mod-K[X]/(X2)
ZK[X]/(X2) // Mod-

(
K[X]/(X2) K

K K

) UK //
tt

jj
Mod-K

TK
tt

HK

jj

and then 
gl. dimK[X]/(X2) =∞
gl. dim

(
K[X]/(X2) K

K K

)
= 2

gl. dimK = 0

(iii) Let Λ be an Artin algebra and ΛMΛ be a Λ-Λ-bimodule. Then we have the
upper triangular matrix Artin algebra

(
Λ ΛMΛ
0 Λ

)
and the recollement of module

categories (mod-Λ,mod-
(

Λ ΛMΛ
0 Λ

)
,mod-Λ), see Example 1.1.12. If gl. dim Λ <

∞ or gl. dim Λ =∞ then from Example 2.2.19 it follows that all the involved
algebras in the recollement have finite global dimension or all of them have
infinite global dimension.

(iv) Let Λ be a left Artinian ring with gl. dim Λ = n, allowing n = ∞, and with
Loewy length ``(Λ) = m. Then by Example 1.1.11, we have a recollement
of module categories (Mod-Γ/ΓeΓ,Mod-Γ,Mod-Λ), where Γ is a semiprimary
ring of finite global dimension gl. dim Γ ≤ m. It follows that the difference
| gl. dim B − gl. dim C | of the global dimensions of the categories B and C
involved in a recollement (A ,B,C ) can be arbitrary large.

2.4.2. Finitistic Dimension. We continue with various applications for the fini-
tistic dimension of rings. Applying Theorem 2.3.6(i) and (ii) to the recollement of
module categories (Mod-R/ReR,Mod-R,Mod-eRe), induced by an idempotent element
e of R, we have the following consequence which is due to Fuller-Saorin and Kirkman-
Kuzmanovich.

Corollary 2.4.9. Let R be a ring, e2 = e ∈ R an idempotent and e′ = 1− e.
(i) [53, Corollary 1.5] If pdeRe eRe

′ <∞, then :

Fin. dimR ≤ Fin. dim eRe+ gl. dimR/ReRR + 1

(ii) [76, Theorem 1.7] If the left R-module ReR is projective, then :

Fin. dimR/ReR ≤ Fin. dimR

The next result follows from Theorem 2.3.2. First note that if M is a right R-module
over a ring R, then the functor M ⊗R − has locally bounded homological dimension n
if and only if n is the minimal bound on the vanishing of TorR∗ (M,−) in the sense of
Kirkman-Kuzmanovich, see [77].

Corollary 2.4.10. (i) Let R be a ring and e an idempotent element of R. If
the functor Re⊗eRe − has locally bounded homological dimension, then

Fin. dim eRe ≤ Fin. dimR + l.b.hom.dimRe⊗eRe −
(ii) [77, Proposition 10] Let Λ(φ,ψ) =

(
R RNS

SMR S

)
be a Morita ring. If the functor

M ⊗R − has locally bounded homological dimension, then :

Fin. dimR ≤ Fin. dim Λ(φ,ψ) + l.b.hom.dimM ⊗R −
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Proof. Part (i) follows immediately from Theorem 2.3.2. For part (ii) we use
the notation introduced in Example 1.1.8. If X is a left R-module, then it is easy
to see that the S-module TorRn (M,X) is annihilated by the ideal Imφ of S: Imφ ·
TorRn (M,X) = 0, see also Proposition 3.7.1. Thus TorRn (M,X) is a module over the
ring S/ Imφ and therefore it is a Λ(φ,ψ)-module in a natural way. Since there is an

isomorphism TorRn (Λe1,−) ' TorRn (M,−), ∀n ≥ 1, as functors Mod-R −→ Mod-Λ(φ,ψ),
see also Proposition 3.7.1 and Lemma 4.5.2, the assertion is a direct consequence of
Theorem 2.3.2. �

It is well known from [49], see also [18, Chapter 3, section 2], that the module
category over a triangular matrix ring is a comma category (Example 1.1.12). The
next well known result of Fossum-Griffith-Reiten follows immediately from Theorem
2.3.6(iii).

Corollary 2.4.11. [49, Corollary 4.21] Let Λ =
(
R RNS
0 S

)
be a triangular matrix

ring. Then :

Fin. dimR ≤ Fin. dim Λ ≤ Fin. dimR + Fin. dimS + 1



CHAPTER 3

The Morita Category

In this Chapter we introduce the concept of the Morita category. This category
should be considered as a general abstract model for the category of modules over a
Morita ring. We investigate several structural properties of this category, for instance
we examine when it is an abelian category, and we also study also finiteness conditions
on subcategories. Further we investigate some homological aspects of this construction.
Note that a similar construction has appeared in [37]. We mention that this Chapter
serves as an introductory step for Chapter 4. At the time of writing this thesis the
results of this Chapter are unpublished.

3.1. Morita Extensions of Abelian Categories

Let A and B be two additive categories, F : A −→ B and G : B −→ A two
additive functors, and φ : FG −→ IdB and ψ : GF −→ IdA two natural transformations
such that the diagrams

FGF

Fψ
��

φF // F

F

GFG

Gφ
��

ψG // G

G

are commutative. We define the category M = (A ,B, F,G, φ, ψ) with respect to A ,B,
F,G, φ, ψ, which has as objects tuples (X, Y, f, g) where X ∈ A , Y ∈ B, f : F (X) −→
Y is a morphism in B and g : G(Y ) −→ X is a morphism in A such that the following
diagrams are commutative :

GF (X)

ψX
��

G(f)
// GY

g
zz

X

FG(Y )

φY
��

F (g)
// FX

f
zz

Y

A morphism (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) in M is a pair of morphisms (a, b) where a ∈
HomA (X,X ′) and b ∈ HomB(Y, Y ′) such that the following diagrams are commutative :

F (X)

F (a)
��

f // Y

b
��

F (X ′)
f ′ // Y ′

G(Y )

G(b)

��

g // X

a

��
G(Y ′)

g′ // X ′

If (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) and (a′, b′) : (X ′, Y ′, f ′, g′) −→ (X ′′, Y ′′, f ′′, g′′)
are morphisms in C then the composition (a, b)◦(a′, b′) : (X, Y, f, g) −→ (X ′′, Y ′′, f ′′, g′′)

87
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is the morphism (a ◦ a′, b ◦ b′) since the following diagrams are commutative:

F (X)

f
��

F (a)
// F (X ′)

f ′

��

F (a′)
// F (X ′′)

f ′′

��
Y

b // Y ′
b′ // Y ′′

G(Y )

g

��

G(b)
// G(Y ′)

g′

��

G(b′)
// G(Y ′′)

g′′

��
X

a // X ′
a′ // X ′′

Definition 3.1.1. The category M = (A ,B, F,G, φ, ψ) is said to be the Morita-
extension of A and B by the natural transformations φ and ψ.

From now on we will denote this category by M(φ, ψ) and for simplicity we call
M(φ, ψ) the Morita category of A and B.

In what follows, our purpose is to investigate when a Morita category M(φ, ψ) is
abelian. The following result describes the kernels in M(φ, ψ).

Lemma 3.1.2. Let (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) be a morphism in M(φ, ψ).
Then there are maps h : F (Ker a) −→ Ker b and h′ : G(Ker b) −→ Ker a such that the
kernel of (a, b) is the object Ker (a, b) = (Ker a,Ker b, h, h′) ∈M(φ, ψ).

Proof. Let (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) be a morphism in M(φ, ψ). Let
r : Ker a −→ X be the kernel of a : X −→ X ′ in A and s : Ker b −→ Y be the kernel of
b : Y −→ Y ′ in B. Then the following commutative diagrams

F (Ker a)

h
��

F (r)
// F (X)

f

��

F (a)
// FX ′

f ′

��
0 // Ker b

s // Y
b // Y ′

G(Ker b)

j

��

G(s)
// G(Y )

g

��

G(b)
// G(Y ′)

g′

��
0 // Ker a

r // X
a // X ′

imply that (r, s) : (Ker a,Ker b, h, j) −→ (X, Y, f, g) is a morphism in M(φ, ψ). From the
following diagrams

GF (Ker a)
G(h)

//

ψKer a
))

GF (r)

��

G(Ker b)

G(s)

��

j
ww

Ker a

r

��
GF (X)

G(f)
//

ψX ))

G(Y )

gww
X

FG(Ker b)
F (j)

//

φKer b
))

FG(s)

��

F (Ker a)

F (r)

��

h
ww

Ker b

s

��
FG(Y )

F (g)
//

φY ))

F (X)

fww
Y

we have

ψKer a ◦ r = GF (r) ◦ ψX = GF (r) ◦G(f) ◦ g = G(h) ◦G(s) ◦ g = G(h) ◦ j ◦ r

and therefore ψKer a = G(h) ◦ j since the map r is a monomorphism. Similarly we get
that φKer b = F (j) ◦ h. Hence the the object (Ker a,Ker b, h, j) ∈ M(φ, ψ). We claim
that the object (Ker a,Ker b, h, j) is the kernel of the morphism (a, b) : (X, Y, f, g) −→
(X ′, Y ′, f ′, g′) in M(φ, ψ). First note that (r, s) ◦ (a, b) = (r ◦ a, s ◦ b) = (0, 0). Let
(µ, ν) : (X ′′, Y ′′, f ′′, g′′) −→ (X, Y, f, g) be a morphism in M(φ, ψ) such that (µ, ν) ◦
(a, b) = 0. Then there exists a unique morphism κ : X ′′ −→ Ker a in A such that
κ ◦ r = µ and a unique morphism λ : Y ′′ −→ Ker b in B such that λ ◦ s = ν. Then the
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following diagram

(Ker a,Ker b, h, j)
(r,s)

// (X, Y, f, g)
(a,b)

// (X ′, Y ′, f ′, g′)

(X ′′, Y ′′, f ′′, g′′)
(µ,ν)

66

(κ,λ)

OO

is commutative. It remains to show that (κ, λ) : (X ′′, Y ′′, f ′′, g′′) −→ (Ker a,Ker b, h, h′)
is a morphism in M(φ, ψ). Since (µ, ν) and (r, s) are morphism in M(φ, ψ) we have
f ′′ ◦ ν = F (µ) ◦ f , h ◦ s = F (r) ◦ f and g′′ ◦ µ = G(ν) ◦ g, j ◦ r = G(s) ◦ g. Then from
the following diagrams

F (X ′′)

F (κ)

��

f ′′ //

F (µ)

&&

Y ′′

λ
��

ν

ww

F (Ker a)

F (r)
��

h // Ker b

s

��
F (X)

f // Y

G(Y ′′)

G(λ)

��

g′′ //

G(ν)

&&

X ′′

κ

��
µ

ww

G(Ker b)

G(s)
��

j // Ker a

r

��
G(Y )

g // X

we have f ′′ ◦λ◦s = F (κ)◦F (r)◦f = F (κ)◦h◦s and hence f ′′ ◦λ = F (κ)◦h. Similarly
we have g′′ ◦ κ = G(λ) ◦ j. Hence (κ, λ) : (X ′′, Y ′′, f ′′, g′′) −→ (Ker a,Ker b, h, h′) is a
morphism in M(φ, ψ). We infer that the kernel of the morphism (a, b) : (X, Y, f, g) −→
(X ′, Y ′, f ′, g′) is the object (Ker a,Ker b, h, j) ∈M(φ, ψ). �

Corollary 3.1.3. Let (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) be a morphism in M(φ, ψ).
Then (a, b) is a monomorphism in M(φ, ψ) if and only if a : X −→ X ′ is a monomor-
phism in A and b : Y −→ Y ′ is a monomorphism in B.

Proof. Suppose that (a, b) is a monomorphism in M(φ, ψ). Then Ker (a, b) = 0
and from Lemma 3.1.2 it follows that Ker a = 0 and Ker b = 0. Hence a : X −→ X ′ is a
monomorphism in A and b : Y −→ Y ′ is a monomorphism in B. Similalry by Lemma
3.1.2 we get easily the converse and so our claim follows. �

The following result describes the cokernels in M(φ, ψ) and as a consequence we
characterize when a morphism in M(φ, ψ) is an epimorphism. Note that for the cokernels
we need the functors F : A −→ B and G : B −→ A to be right exact.

Lemma 3.1.4. Let (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) be a morphism in M(φ, ψ)
and assume that the functors F and G are right exact. Then the cokernel of (a, b) is
the object Coker (a, b) = (Coker a,Coker b, f ′′, g′′) ∈M(φ, ψ).

Proof. Let (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) be a morphism in M(φ, ψ). Let
δ : Y ′ −→ Coker b be the cokernel of b : Y −→ Y ′ in B and let γ : X ′ −→ Coker a be the
cokernel of a : X −→ X ′ in A . Since F and G are right exact we have the following
exact commutative diagrams:

F (X)
F (a)

//

f
��

F (X ′)

f ′

��

F (γ)
// F (Coker a)

f ′′

��

// 0

Y
b // Y ′

δ // Coker b // 0

G(Y )
G(b)

//

g

��

G(Y ′)

g′

��

G(δ)
// G(Coker b)

g′′

��

// 0

X
a // X ′

γ // Coker a // 0
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We claim that the object (Coker a,Coker b, f ′′, g′′) is the cokernel of the morphism (a, b).
First note that (a, b) ◦ (γ, δ) = (a ◦ γ, b ◦ δ) = (0, 0). Let (µ, ν) : (X ′, Y ′, f ′, g′) −→
(X ′′′, Y ′′′, f ′′′, g′′′) be a morphism in M(φ, ψ) such that (a, b)◦ (µ, ν) = 0. Since a◦µ = 0
and b ◦ ν = 0 there exists a unique morphism λ : Coker a −→ X ′′′ in A such that
γ ◦ λ = µ and a unique morphism k : Coker b −→ Y ′′′ in B such that δ ◦ k = ν. Hence
we have the following commutative diagram:

(X, Y, f, g)
(a,b)

// (X ′, Y ′, f ′, g′)

(µ,ν) **

(γ,δ)
// (Coker a,Coker b, f ′′, g′′)

(λ,k)

��
(X ′′′, Y ′′′, f ′′′, g′′′)

and we have to check that (λ, k) : (Coker a,Coker b, f ′′, g′′) −→ (X ′′′, Y ′′′, f ′′′, g′′′) is a
morphism in M(φ, ψ). Since (µ, ν) and (γ, δ) are morphism in M(φ, ψ) we have f ′ ◦ δ =
Fγ ◦f ′′, f ′ ◦ν = Fµ◦f ′′′ and g′ ◦γ = Gδ ◦g′′, g′ ◦µ = Gν ◦g′′′. Then from the following
diagrams:

F (X ′)

F (γ)

��

f ′ //

F (µ)

&&

Y ′

δ
��

ν

ww

F (Coker a)

F (λ)
��

f ′′ // Coker b

k
��

F (X ′′′)
f ′′′ // Y ′′′

G(Y ′)

G(δ)

��

g′ //

G(ν)

&&

X ′

γ

��
µ

ww

G(Coker b)

G(k)
��

g′′ // Coker a

λ
��

G(Y ′′′)
g′′′ // X ′′′

we deduce that F (γ) ◦ f ′′ ◦ δ ◦ k = f ′ ◦ δ ◦ k = f ′ ◦ ν = F (µ) ◦ f ′′′ = F (γ) ◦ F (λ) ◦
f ′′′ and hence f ′′ ◦ k = F (λ) ◦ f ′′′ since F (γ) is an epimorphism. Similaly we have
G(δ) ◦ g′′ ◦ λ = g′ ◦ γ ◦ λ = g′ ◦ µ = G(ν) ◦ g′′ = G(δ) ◦ G(k) ◦ g′′′ and so g′′ ◦ λ =
G(k) ◦ g′′′ since G(δ) is an epimorphism. Therefore (λ, k) : (Coker a,Coker b, f ′′, g′′) −→
(X ′′′, Y ′′′, f ′′′, g′′′) is a morphism in M(φ, ψ). In order to finish we have to show that the
tuple (Coker a,Coker b, f ′′, g′′) lies in M(φ, ψ). Thus we have to prove that the following
diagrams:

GF (Coker a)

ψCoker a

��

G(f ′′)
// G(Coker b)

g′′vv
Coker a

FG(Coker b)

φCoker b
��

F (g′′)
// F (Coker a)

f ′′vv
Coker b

are commutative. From the following commutative diagrams:

GF (X ′)
G(f ′)

//

ψX′ **

GF (γ)

��

G(Y ′)

G(δ)

��

g′vv
X ′

γ

��
GF (Coker a)

G(f ′′)
//

ψCoker a
**

G(Coker b)

g′′
vv

Coker a

FG(Y ′)
F (g′)

//

φY ′ **

FG(δ)

��

F (X ′)

F (γ)

��

f ′vv
Y ′

δ

��
FG(Coker b)

F (g′′)
//

φCoker b
**

F (Coker a)

f ′′
vv

Coker b
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we have

GF (γ) ◦ ψCoker a = ψX′ ◦ γ = G(f ′) ◦ g′ ◦ γ = G(f ′) ◦G(δ) ◦ g′′ = GF (γ) ◦G(f ′′) ◦ g′′

and so ψCoker a = G(f ′′) ◦ g′′ since GF (γ) is an epimorphism. Similarly since FG(δ) is
an epimorphism we have

FG(δ) ◦ φCoker b = φY ′ ◦ δ = F (g′) ◦ f ′ ◦ δ = F (g′) ◦ F (γ) ◦ f ′′ = FG(δ) ◦ F (g′′) ◦ f ′′

and so φCoker b = Fg′′ ◦ f ′′. Hence the cokernel of the morphism (a, b) : (X, Y, f, g) −→
(X ′, Y ′, f ′, g′) is the object (Coker a,Coker b, f ′′, g′′) ∈M(φ, ψ). �

Corollary 3.1.5. Let (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) be a morphism in M(φ, ψ)
and assume that the functors F and G are right exact. Then (a, b) is an epimorphism
in M(φ, ψ) if and only if a : X −→ X ′ is an epimorphism in A and b : Y −→ Y ′ is an
epimorphism in B.

Proof. This follows immediately from the above description of cokernels. �

We continue by describing the finite coproduct of objects of M(φ, ψ).

Lemma 3.1.6. Let M(φ, ψ) be a Morita category and (Xi, Yi, fi, gi), 1 ≤ i ≤ n, a
finite number of objects of M(φ, ψ). Then the direct sum is the object :

(X1 ⊕ · · · ⊕Xn, Y1 ⊕ · · · ⊕ Yn, f, g) where f =

f1 · · · 0
. . .

0 · · · fn

 , g =

g1 · · · 0
. . .

0 · · · gn


Proof. It is enough to show that the direct sum of (X1, Y1, f1, g1) and (X2, Y2, f2, g2)

is the object X = (X1⊕X2, Y1⊕Y2,
(
f1 0
0 f2

)
,
(
g1 0
0 g2

)
). First it easy to check that X is an

object of M(φ, ψ). We define the maps a1 =
(
(1 0), (1 0)

)
: (X1, Y1, f1, g1) −→ X, b1 =((

1
0

)
,
(

1
0

))
: X −→ (X1, Y1, f1, g1) and a2 =

(
(0 1), (0 1)

)
: (X2, Y2, f2, g2) −→ X, b2 =((

0
1

)
,
(

0
1

))
: X −→ (X2, Y2, f2, g2). Note that a1, a2, b1, b2 are morphisms in M(φ, ψ).

Then we have a1 ◦ b1 = Id(X1,Y1,f1,g1), a2 ◦ b2 = Id(X2,Y2,f2,g2) and b1 ◦ a1 + b2 ◦ a2 = IdX .
Hence the object X is the direct sum of (X1, Y1, f1, g1) and (X2, Y2, f2, g2). �

The following main result of this section gives a sufficient condition for a Morita
category to be abelian.

Theorem 3.1.7. Let M(φ, ψ) be a Morita category of the abelian categories A and
B. If the functors F : A −→ B and G : B −→ A are right exact then the category
M(φ, ψ) is abelian.

Proof. Since the tuple (0, 0, 0, 0) is the zero object of M(φ, ψ), every finite family
of objects has a coproduct (Lemma 3.1.6), and every morphism in M(φ, ψ) has a kernel
and a cokernel (Lemmas 3.1.2 and 3.1.4), it follows from Freyd [51] that in order to show
that M(φ, ψ) is an abelian category we must prove that monomorphisms are kernels and
epimorphisms are cokernels.

Claim (i) : Monomorphisms are kernels. Let (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) be
a monomorphism in M(φ, ψ). Let (Coker a,Coker b, f ′′, g′′) be the cokernel of (a, b) and
so we have the exact sequence :

0 // (X, Y, f, g)
(a,b)

// (X ′, Y ′, f ′, g′)
(c,d)

// (Coker a,Coker b, f ′′, g′′) // 0
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and the following commutative diagrams:

F (X)

F (a)

��

f // Y

b
��

F (X ′)

F (c)
��

f ′ // Y ′

d
��

F (Coker a)
f ′′ // Coker b

G(Y )

G(b)

��

g // X

a

��
G(Y ′)

G(d)
��

g′ // X ′

c

��
G(Coker b)

g′′ // Coker a

Since (a, b) is a monomorphism it follows from Corollary 3.1.3 that the maps a : X −→
X ′ and b : Y −→ Y ′ are monomorphisms. Then the map b : Y −→ Y ′ is the kernel of
d : Y ′ −→ Coker b and the map a : X −→ X ′ is the kernel of c : X ′ −→ Coker a. We claim
that the morphism (a, b) is the kernel of (c, d). First we have (a, b)◦ (c, d) = (0, 0). Now
let (a′, b′) : (X ′′′, Y ′′′, f ′′′, g′′′) −→ (X ′, Y ′, f ′, g′) be a morphism in M(φ, ψ) such that
(a′, b′) ◦ (c, d) = 0, i.e. a′ ◦ c = 0 and b′ ◦ d = 0. Then there exists a unique morphism
k : X ′′′ −→ X in A such that k ◦ a = a′ and a unique morphism λ : Y ′′′ −→ Y in B
such that λ ◦ b = b′. Then we have the following commutative diagram:

0 // (X, Y, f, g)
(a,b)

// (X ′, Y ′, f ′, g′)
(c,d)

// (Coker a,Coker b, f ′′, g′′) // 0

(X ′′′, Y ′′′, f ′′′, g′′′)
(a′,b′)

55

(k,λ)

OO

Since k and λ are unique it follows that (k, λ) is the unique morhism such that (k, λ) ◦
(a, b) = (a′, b′). It remains to check that (k, λ) is a morphism in M(φ, ψ). Since (a, b)
and (a′, b′) are morphism in M(φ, ψ) we have f ◦ b = F (a) ◦ f ′, f ′′′ ◦ b′ = F (a′) ◦ f ′ and
g ◦ a = G(b) ◦ g′, g′′′ ◦ a′ = G(b′) ◦ g′. Then from the following diagrams

F (X ′′′)

F (k)

��

f ′′′ //

F (a′)

&&

Y ′′′

λ

��
b′

ww

F (X)

F (a)
��

f // Y

b
��

F (X ′)
f ′ // Y ′

G(Y ′′′)

G(λ)

��

g′′′ //

G(b′)

&&

X ′′′

k

��
a′

ww

G(Y )

G(b)
��

g // X

a

��
G(Y ′)

g′ // X ′

we deduce that f ′′′◦λ◦b = F (k)◦F (a)◦f ′ = F (k)◦f◦b. Hence f ′′′◦λ = F (k)◦f since b is
monomorphism. Similarly using that a is monomorphism we get that g′′′ ◦k = G(λ)◦g.
Thus the map (a, b), which is a monomorphism, is the kernel of (c, d).

Claim (ii) : Epimorphisms are cokernels. Let (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) be
an epimorphism in M(φ, ψ) and let (Ker a,Ker b, f ′′, g′′) be the kernel of (a, b). Thus we
have the exact sequence :

0 // (Ker a,Ker b, f ′′, g′′)
(δ,γ)

// (X, Y, f, g)
(a,b)

// (X ′, Y ′, f ′, g′) // 0

From Corollary 3.1.5 we have that a : X −→ X ′ is an epimorphism in A and b : Y −→ Y ′

is an epimorphism in B. Hence the map b : Y −→ Y ′ is the cokernel of γ : Ker b −→ Y
and the map a : X −→ X ′ is the cokernel of δ : Ker a −→ X. We claim that the
morphism (a, b) is the cokernel of (δ, γ). First note that (δ, γ) ◦ (a, b) = (0, 0). Now
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let (a′, b′) : (X, Y, f, g) −→ (X ′′, Y ′′, f ′′, g′′) be a morphism in M(φ, ψ) such that (δ, γ) ◦
(a′, b′) = 0. Then there exists a unique morphism k : X ′ −→ X ′′′ in A such that
a ◦ k = a′ and a unique morphism λ : Y ′ −→ Y ′′′ in B such that b ◦ λ = b′. Hence the
diagram

0 // (Ker a,Ker b, f ′′, g′′)
(δ,γ)

// (X, Y, f, g)

(a′,b′) ((

(a,b)
// (X ′, Y ′, f ′, g′)

(k,λ)

��

// 0

(X ′′, Y ′′, f ′′, g′′)

is commutative. Note that (k, λ) is the unique morphism such that (a, b)◦(k, λ) = (a′, b′).
It remains to check that (k, λ) : (X ′, Y ′, f ′, g′) −→ (X ′′, Y ′′, f ′′, g′′) is a morphism in
M(φ, ψ). Since (a, b) and (a′, b′) are morphism in M(φ, ψ) we have f ◦ b′ = F (a′) ◦ f ′′,
f ◦ b = F (a) ◦ f ′ and g ◦ a′ = G(b′) ◦ g′′, g ◦ a = G(b) ◦ g′. Then from the following
diagrams:

F (X)

F (a)
��

f //

F (a′)

&&

Y

b
��

b′

ww

F (X ′)

F (k)

��

f ′ // Y ′

λ
��

F (X ′′)
f ′′ // Y ′′

G(Y )

G(b)
��

g //

G(b′)

&&

X

a

��
a′

ww

G(Y ′)

G(λ)

��

g′ // X ′

k
��

G(Y ′′)
g′′ // X ′′

we deduce that F (a) ◦ F (k) ◦ f ′′ = F (a′) ◦ f ′′ = f ◦ b ◦ λ = F (a) ◦ f ′ ◦ λ and hence
f ′ ◦λ = F (k)◦f ′′′ since F (a) is an epimorphism. Similarly we get that g′ ◦k = G(λ)◦g′′
since G is right exact. Therefore the map (a, b), which was an epimorphism, is the
cokernel of (δ, γ). We infer that the Morita category M(φ, ψ) is abelian. �

Let A and B be two additive categories and F : A −→ B, G : B −→ A two
additive functors. Also let φ : IdA −→ FG and ψ : IdB −→ GF be two natural trans-
formations such that the diagrams

F
φF // FGF

F
Fψ

<< G
ψG // GFG

G
Gφ

<<

are commutative. We define the dual Morita category of M(φ, ψ), which we denote
by CoM(φ, ψ). The category CoM(φ, ψ) = (A ,B, F,G, φ, ψ) has as objects tuples
(X, Y, f, g) where X ∈ A , Y ∈ B and f : Y −→ FX is a morphism in B, g : X −→ GY
is a morphism in A , such that the following diagrams are commutative :

G(Y )
G(f)

// GF (X)

X

g

OO

ψX

99
F (X)

F (g)
// FG(Y )

Y

f

OO

φY

99

A morphism (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) in CoM(φ, ψ) is a pair of morphisms (a, b)
where a ∈ HomA (X,X ′) and b ∈ HomB(Y, Y ′) such that the following diagrams
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commute:

Y

b
��

f // F (X)

F (a)

��
Y ′

f ′ // F (X ′)

X

a

��

g // G(Y )

Gb
��

X ′
g′ // G(Y ′)

We close this section with the following result which gives a sufficient condition such
that the dual Morita category CoM(φ, ψ) is abelian. The proof is dual to Theorem
3.1.7 and is left to the reader.

Theorem 3.1.8. Let CoM(φ, ψ) be the dual Morita category of the abelian categories
A and B. If the functors F and G are left exact then CoM(φ, ψ) is abelian.

3.1.1. The Morita Category with φ = ψ = 0. Let M(φ, ψ) be a Morita category
of the abelian categories A and B with φ = ψ = 0. We denote this category with
M(0, 0). We assume that the functors F and G are right exact, thus M(0, 0) is an
abelian category. In this subsection we will describe M(0, 0). In particular we prove
that there is an equivalence of categories between M(0, 0) and (A ×B)nH, for a suitable
endofunctor H : A ×B −→ A ×B, where (A ×B) n H is the trivial extension of
A ×B by an endofunctor H, see [49].

We define the functor

H : A ×B // A ×B, H(A,B) = (GB,FA)

and given a morphism (a, b) : (A,B) −→ (A′, B′) then H(a, b) = (Gb, Fa). Then
we can define the trivial extension (A × B) n H, where the objects are morphisms
α : H(A,B) −→ (A,B) such that H(α) ◦ α = 0, and if α : H(A,B) −→ (A,B) and
β : H(A′, B′) −→ (A′, B′) are two objects in (A ×B)nH, then a morphism γ : α −→ β
is a morphism γ : (A,B) −→ (A′, B′) such that the diagram

H(A,B)

α

��

H(γ)
// H(A′, B′)

β
��

(A,B)
γ // (A′, B′)

is commutative, where α = (a1, a2), β = (b1, b2) and γ = (c1, c2). Also, since the functors
F and G are right exact it follows that the endofunctor H is right exact. Hence from [49]
the trivial extension (A ×B) nH is an abelian category.

Proposition 3.1.9. Let M(0, 0) be a Morita category of A and B with φ = ψ = 0.
Then there is an equivalence :

M(0, 0)
' // (A ×B) nH

Proof. Let (X, Y, f, g) be an object of M(0, 0). We define the functor

F : M(0, 0) // (A ×B) nH , F(X, Y, f, g) = H(X, Y )
(g,f)

// (X, Y )

and given a morphism (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) in M(0, 0) then F(a, b) =
(a, b). The functor F is well defined since the following composition

(GF (X), FG(Y ))
(G(f),F (g))

// (G(Y ), F (X))
(g,f)

// (X, Y )
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is zero, i.e. the object F(X, Y, f, g) ∈ (A ×B) n H. It is clear that the functor F is
faithful. Let[

(G(Y ), F (X))
(g,f)

// (X, Y )
] (a,b)

//
[
(G(Y ′), F (X ′))

(g′,f ′)
// (X ′, Y ′)

]
be a morphism in (A ×B) nH. Then we have the commutative diagram

(G(Y ), F (X))

(g,f)

��

(G(b),F (a))
// (G(Y ′), F (X ′))

(g′,f ′)
��

(X, Y )
(a,b)

// (X ′, Y ′)

which implies that (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) is a morphism in M(0, 0) and
F(a, b) = (a, b). Thus the functor F is full. Let (a1, a2) : H(X, Y ) −→ (X, Y ) be
an object of (A × B) n H. Since H(a1, a2) ◦ (a1, a2) = 0 we have the commutative
diagrams:

GF (X)

ψX=0
��

G(a2)
// G(Y )

a1
yy

X

FG(Y )

φY =0
��

F (a1)
// F (X)

a2
yy

Y

and so the object (X, Y, f, g) ∈M(0, 0). Then F(X, Y, f, g) ' [H(X, Y )→ (X, Y )] and
this shows that the functor F is essentially surjective. Hence the categories M(0, 0) and
(A ×B) nH are equivalent. �

Remark 3.1.10. Let M(φ, ψ) be a Morita category and denote by C (0, 0) the full
subcategory consisting of all objects (X, Y, f, g) of M(φ, ψ) such that ψX = 0 and φY =
0. Then from Proposition 3.1.9 we infer that C (0, 0) is equivalent with (A ×B) nH.
Hence we always have a full embedding from the trivial extension (A ×B)nH to the
Morita category M(φ, ψ).

3.1.2. Functors and Adjoint Pairs. Let M(φ, ψ) be the Morita category of the
abelian categories A and B by the natural transformations φ and ψ. From now on we
assume that the functors F and G are right exact, i.e. M(φ, ψ) is abelian. In this section
we introduce several connecting functors between A , B and M(φ, ψ). Furthermore we
are interested in the following two subcategories

Kerψ = {X ∈ A | ψX = 0} and Ker φ = {Y ∈ B | φY = 0}
of A and B, respectively, and we also introduce functors between Kerψ, Ker φ and
M(φ, ψ). In other words we will study a diagram of categories and functors of the
following form:

A
TA

//M(φ, ψ)
UAoo

UB

// B
TBoo

Kerψ
ZA

//
� ?

OO

M(φ, ψ)
CAoo

CB

// Ker φ
ZBoo ?�

OO

We define the following functors:

(i) The functor TA : A −→M(φ, ψ) is defined by TA (X) = (X,F (X), IdF (X), ψX)
on the objects X ∈ A and given a morphism a : X −→ X ′ in A then TA (a) =
(a, F (a)).
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(ii) The functor UA : M(φ, ψ) −→ A is defined by UA (X, Y, f, g) = X on the
objects (X, Y, f, g) ∈ M(φ, ψ) and given a morphism (a, b) : (X, Y, f, g) −→
(X ′, Y ′, f ′, g′) in M(φ, ψ) then UA (a, b) = a.

(iii) The functor TB : B −→M(φ, ψ) is defined by TB(Y ) = (G(Y ), Y, φY , IdG(Y ))
on the objects Y ∈ B. On a morphism b : Y −→ Y ′ in B the functor TB is
defined by TB(b) = (G(b), b).

(iv) The functor UB : M(φ, ψ) −→ B is defined on the objects (X, Y, f, g) ∈
M(φ, ψ) by UB(X, Y, f, g) = Y and given a morphism (a, b) : (X, Y, f, g) −→
(X ′, Y ′, f ′, g′) in M(φ, ψ) then UB(a, b) = b.
It is easy to check that TA (X),TB(Y ) ∈ M(φ, ψ) and that TA ,UA ,TB, UB

are functors.
(v) For X ∈ Kerψ we define the functor ZA : Kerψ −→ M(φ, ψ) by ZA (X) =

(X, 0, 0, 0) and if a : X −→ X ′ is a morphism in Kerψ then ZA (a) = (a, 0).
Since ψX = 0 it follows that ZA (X) ∈ M(φ, ψ) and one can easily check that
ZA : Kerψ −→M(φ, ψ) is a functor.

(vi) For (X, Y, f, g) ∈ M(φ, ψ) we define the functor CA : M(φ, ψ) −→ Kerψ by
CA (X, Y, f, g) = Coker g and if (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) is a mor-
phism in M(φ, ψ) then CA (a, b) = ξ where ξ : Coker g −→ Coker g′ is the
unique morphism which makes the following diagram commutative

G(Y )

G(b)

��

g // X

a

��

πX // // Coker g

ξ

��
G(Y ′)

g′ // X ′
πX′ // // Coker g′

We verify that CA (X, Y, f, g) ∈ Kerψ. Let (X, Y, f, g) ∈ M(φ, ψ). Then from
the following commutative diagram

GFG(Y )

ψGY
��

GF (g)
// GF (X)

G(f)

xx
ψX
��

GFπX// // GF (Coker g)

ψCoker g

��
G(Y )

g // X
πX // // Coker g

we infer that ψCoker g = 0. Hence we deduce that CA (X, Y, f, g) = Coker g ∈
Kerψ and it is straightforward to check that CA : M(φ, ψ) −→ Kerψ is a
functor.

(vii) The functor ZB : Ker φ −→ M(φ, ψ) is defined on the objects Y ∈ Ker φ by
ZB(Y ) = (0, Y, 0, 0), which lies in M(φ, ψ) since φY = 0, and if b : Y −→ Y ′ is
a morphism in B then ZB(b) = (0, b).

(viii) The functor CB : M(φ, ψ) −→ Ker φ is defined by CB(X, Y, f, g) = Coker f on
objects (X, Y, f, g) of M(φ, ψ) and if (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) is a
morphism in M(φ, ψ) then CB(a, b) = ζ, where ζ : Coker f −→ Coker f ′ is the
unique morphism which makes the following diagram commutative :

F (X)

F (a)
��

f // Y

b
��

πY // // Coker f

ζ

��
F (X ′)

f ′ // Y ′
πY ′ // // Coker f ′
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Similarly with (vi) we get that CB(X, Y, f, g) = Coker f belongs to M(φ, ψ)
and then it follows that CB : M(φ, ψ) −→ Ker φ is a functor.

Next we collect several useful properties of the above functors.

Proposition 3.1.11. (i) The pairs (TA ,UA ) and (TB,UB) are adjoint pairs
of additive functors.

(ii) The pairs (CA ,ZA ) and (CB,ZB) are adjoint pairs of additive functors.
(iii) The functors TA and TB are fully faithful.
(iv) We have UA TA = IdA and UBTB = IdB.
(v) The functors UA and UB are surjective on objects.
(vi) The functors UA and UB are exact.

(vii) The functors TA and TB are right exact.

Proof. (i) Let (a, b) : TA (X) −→ (X ′, Y ′, f ′, g′) be a morphism in M(φ, ψ).
We define the map

F : HomM(φ,ψ)(TA (X), (X ′, Y ′, f ′, g′)) −→ HomA (X,X ′), F((a, b)) = a

It is straightforward that F is a homomorphism of abelian groups. Since (a, b)
is a morphism in M(φ, ψ) then we have the following commutative diagrams:

F (X)

F (a)

��

IdF (X) // F (X)

b
��

F (X ′)
f ′ // Y ′

GF (X)

G(b)

��

ψX // X

a

��
G(Y ′)

g′ // X ′

It follows easily from the above first diagram that F is a monomorphism. Let
a : X −→ X ′ be a morphism in A . Then F(a, F (a) ◦ f ′) = a and (a, Fa ◦ f ′)
is a morphism in M(φ, ψ). Indeed we have that the following diagrams

F (X)

F (a)

��

IdF (X) // F (X)

F (a)◦f ′
��

F (X ′)
f ′ // Y ′

GF (X)

GF (a)◦G(f ′)
��

ψX // X

a

��
G(Y ′)

g′ // X ′

are commutative since GF (a) ◦ G(f ′) ◦ g′ = GF (a) ◦ ψX′ = ψX ◦ a. Thus F

is an epimorphism. Also it is not difficult to check that the isomorphism F is
natural. Hence the pair (TA ,UA ) is an adjoint pair of functors and similarly
we get that (TB,UB) is an adjoint pair.

(ii) Let k : Coker g −→ X ′ be a morphism in A . We define

F : HomA (Coker g,X ′) −→ HomM(φ,ψ)((X, Y, f, g),ZA (X ′)), F(k) = (πX ◦ k, 0)

It is easy to see that F is a homomorphism of abelian groups and that F(k) =
(πX ◦ k, 0) is a morphism in M(φ, ψ). Let k : Coker g −→ X ′ be a morphism
in A such that F(k) = 0. Then πX ◦ k = 0 and since πX is an epimorphism it
follows that k = 0. Hence F is a monomorphism. Let (a, 0) : (X, Y, f, g) −→
(X ′, 0, 0, 0) be a morphism in M(φ, ψ). Since g ◦ a = 0 there exist a map
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k : Coker g −→ X ′ such that the following diagram is commutative :

G(Y )
g // X

a
��

πX // // Coker g

k{{
X ′

Then F(k) = (πX ◦k, 0) = (a, 0) and so F is an epimorphism. Also it is easy to
check that F is a natural isomorphism. Therefore the pair of functors (CA ,ZA )
is an adjoint pair. Similarly we show that (CB,ZB) is an adjoint pair.

(iii) Let a : X −→ X ′ be a morphism in A such that TA (a) = 0. Then (a, F (a)) =
(0, 0) and thus a = 0. Hence the functor TA is faithful and similarly we deduce
that TB is faithful. Let (a, b) : TA (X) −→ TA (X ′) be a morphism in M(φ, ψ).
Then we have the commutative diagrams

F (X)

F (a)

��

IdF (X) // F (X)

b
��

F (X ′)
IdF (X′)// F (X ′)

GF (X)

G(b)

��

ψX // X

a

��
GF (X ′)

ψX′ // X ′

and so b = F (a). Thus we have TA (a) = (a, F (a)) = (a, b). We infer that the
functor TA is full and similarly we prove that TB is full.

(iv) LetX ∈ A . Then TA (X) = (X,F (X), IdF (X), ψX) ∈M(φ, ψ) and UA TA (X) =
X. Therefore UA TA = IdA and similarly we get that UBTB = IdB.

(v) This follows immediately from (iv).
(vi) Let

0 // (X1, Y1, f1, g1)
(a,b)

// (X2, Y2, f2, g2)
(c,d)

// (X3, Y3, f3, g3) // 0

be an exact sequence in M(φ, ψ). Then from Corollaries 3.1.3 and 3.1.5 we
have the monomorphisms UA (a, b) = a and UB(a, b) = b, and the epimor-
phisms UA (c, d) = c and UB(c, d) = d. Since Im (a, b) = (Im a, Im b, κ, λ) =
(Ker c,Ker d, h, j) = Ker (c, d) it follows that UA (Im (a, b)) = UA (Ker (c, d)) and
UB(Im (a, b)) = UB(Ker (c, d)). Then Im a = Ker c and Im b = Ker d and so the
sequences 0 −→ X1 −→ X2 −→ X3 −→ 0 and 0 −→ Y1 −→ Y2 −→ Y3 −→ 0
are exact. Hence the functors UA and UB are exact.

(vii) Since from (i) the functor TA is left adjoint it follows that it is right exact.
Similarly from the adjoint pair (TB,UB) we get that TB is right exact.

�

We close this section with the following results where we investigate when the cate-
gories A and B of a Morita category M(φ, ψ) are equivalent.

Lemma 3.1.12. Let M(φ, ψ) be a Morita category.

(i) If the natural transformation ψ : GF −→ IdA is an epimorphism then it is an
isomorphism.

(ii) If the natural transformation φ : FG −→ IdB is an epimorphism then it is an
isomorphism.

(iii) If φ and ψ are epimorphisms then the categories A and B are equivalent.



3.1. MORITA EXTENSIONS OF ABELIAN CATEGORIES 99

Proof. (i) Suppose that the natural tranformation ψX : GF (X) −→ X is an epi-
morphism for every X ∈ A . Then since the functor GF is right exact we have the
following exact commutative diagram:

GF (KerψX )

ψKerψX ����

GF (i)
// GFGF (X)

ψGF (X)
����

GF (ψX)
// GF (X)

ψX
����

// 0

0 // KerψX
i // GF (X)

ψX // X // 0

and GF (i)◦ψGF (X) = GF (i)◦GF (ψX) = 0. Then ψKerψX = 0 and so KerψX = 0. Hence
the morphism ψX : GF (X) −→ X is an isomorphism for every X ∈ A . Similarly we
prove (ii). Finally for (iii), if φ and ψ are epimorphisms then it follows from (i) and (ii)
that the functor F : A −→ B is an equivalence of categories with inverse F−1 = G. �

Proposition 3.1.13. Let M(φ, ψ) be a Morita category.

(i) The natural transformation ψ : GF −→ IdA is an epimorphism if and only if
the categories M(φ, ψ) and B are equivalent via the functor TB.

(ii) The natural transformation φ : FG −→ IdB is an epimorphism if and only if
the categories M(φ, ψ) and A are equivalent via the functor TA .

(iii) The categories A and B are equivalent if and only if the natural transforma-
tions ψX and φY are epimorphisms for every X ∈ A and Y ∈ B.

Proof. (i) Suppose that the natural transformation ψX : GF (X) −→ X is an
epimorphism for every X ∈ A . From Proposition 3.1.11 we know that the func-
tor TB : B −→ M(φ, ψ) is fully faithful. So we have to show that TB is surjective
on objects. Let (X, Y, f, g) be an object of M(φ, ψ). Then we have the morphism
(g, IdY ) : TB(Y ) −→ (X, Y, f, g). Also from the following commutative diagram

GF (Ker g)

ψKer g
����

GF (i)
// GFG(Y )

ψG(Y )
����

GF (g)
// // GF (X)

ψX
����

Ker g //
i // G(Y )

g // // X

it follows that ψKer g = 0 since ψKer g ◦ i = GF (i) ◦ ψG(Y ) = G(F (i) ◦ φY ) = G(F (i) ◦
F (g) ◦ f) = 0 and i is a monomorphism. But then Ker g = 0 since ψKer g is an
epimorphism. Hence the morphism g : G(Y ) −→ X is an isomorphism and then
the morphism (g, IdY ) is also an isomorphism. We infer that the categories B and
M(φ, ψ) are equivalent via the functor TB. Conversely, suppose that the functor
TB : B −→ M(φ, ψ) is an equivalence of categories. Let X be an arbitrary object
of A and consider the object TA (X) = (X,F (X), IdF (X), ψX) ∈M(φ, ψ). Then we get
that (ψX , IdF (X)) : TB(F (X)) −→ TA (X) is an isomorphism. But this implies that the
morphism ψX : GF (X) −→ X is an isomorphism, and so we are done. The equivalence
of (ii) is dual with (i).

(iii) If the functor F : A −→ B is an equivalence with inverse G then the result
follows immediately. If conversely the natural transformations ψX and φY are epimor-
phisms for every X ∈ A and Y ∈ B then from (i) and (ii) we infer that the categories
A , M(φ, ψ) and B are equivalent. �
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3.2. Morita Categories Isomorphic With Their Duals

Let M(φ, ψ) = (A ,B, F,G, φ, ψ) be a Morita category. In this section we assume
that the functors F and G have right adjoints F ′ and G′ respectively. Using φ and ψ, we
will prove the existence of natural transformations φ′ : IdB −→ G′F ′ and ψ′ : IdA −→
F ′G′ such that the Morita category M(φ, ψ) is isomorphic to the dual Morita category
CoM(φ′, ψ′).

Let (X, Y, f, g) be an object of M(φ, ψ). Since (F, F ′) and (G,G′) are adjoint pairs,
we have the following natural isomorphism:

HomB(F (X), Y )
ηX,Y

// HomA (X,F ′(Y ))
θX,Yoo

HomA (G(Y ), X)
η′X,Y

// HomB(Y,G′(X))
θ′X,Yoo

and let ε : FF ′ −→ IdB, resp. ε′ : GG′ −→ IdA , and δ : IdA −→ F ′F , resp. δ′ : IdB −→
G′G be the unit and the counit of the adjoint pair (F, F ′), resp. (G,G′). For any object
X ∈ A, we define the morphism ψ′X = η(η′(ψX)) : X −→ F ′G′X, and for any object
Y ∈ B we define the morphism φ′Y = η′(η(φY )) : Y −→ G′F ′Y .

Lemma 3.2.1. (i) Let X be an object in A . Then ψ′X = δX ◦ F ′(δ′F (X)) ◦
F ′G′(ψX).

(ii) Let Y be an object in B. Then φ′Y = δ′Y ◦G′(δG(Y )) ◦G′F ′(φY ).

Proof. From well known results concerning adjoints functors, see the classical book
[90], we have the following equalities :

ψ′X = η ◦η′(ψX) = η(δ′F (X) ◦G′(ψX)) = η(δ′F (X))◦F ′G′(ψX) = δX ◦F ′(δ′F (X))◦F ′G′(ψX)

The second equality follows easily like the first one. �

From the above description we have immediately the following result.

Corollary 3.2.2. The family of morphisms ψ′X = δX◦F ′(δ′F (X))◦F ′G′(ψX) : X −→
F ′G′(X), for every X ∈ A , determines a natural transformation ψ′ : IdA −→ F ′G′,
and the family of morphisms φ′Y = δ′Y ◦G′(δG(Y )) ◦G′F ′(φY ) : Y −→ G′F ′(Y ), for every
Y ∈ B, determines a natural transformation φ′ : IdB −→ G′F ′.

Since (F, F ′) and (G,G′) are adjoint pairs then we have the adjoint pair (GF,F ′G′)
with unit G(εG′) ◦ ε′ : GFF ′G′ −→ IdA and counit δ ◦ F ′(δ′F ) : IdA −→ F ′G′GF , and
also we have the adjoint pair (FG,G′F ′) with unit F (ε′F ′) ◦ ε : FGG′F ′ −→ IdB and
counit δ′ ◦G′(δG) : IdB −→ G′F ′FG.

Proposition 3.2.3. Let M(φ, ψ) be a Morita category. If the functors F and G
have right adjoints, F ′ and G′ respectively, then there exist natural transformations
φ′ : IdB −→ G′F ′ and ψ′ : IdA −→ F ′G′ such that CoM(φ′, ψ′) = (A ,B, G′, F ′, ψ′, φ′)
is a dual Morita category of A and B by φ′ and ψ′.

Proof. We are going to show that the following diagrams are commutative

F ′
ψ′F ′ // F ′G′F ′

F ′
F ′φ′

;; G′
φ′G′ // G′F ′G′

G′
G′ψ′

;;
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Let (X, Y, f, g) be an object in M(φ, ψ). Since δ ◦ F ′(δ′F ) : IdA −→ F ′G′GF is the
counit of the adjoint pair (GF,F ′G′) we have the following commutative diagram:

X

δX◦F ′(f)
��

δX◦F ′(δ′F (X)
)
// F ′G′GF (X)

F ′G′GF (δX◦F ′(f))
��

F ′(Y )
δF ′(Y )◦F ′(δ′FF ′(Y )

)
// F ′G′GFF ′(Y )

Then

η(f) ◦ ψ′F ′(Y ) = δX ◦ F ′(f) ◦ δF ′(Y ) ◦ F ′(δ′FF ′(Y )) ◦ F ′G′(ψF ′(Y ))

= δX ◦ F ′(δ′F (X)) ◦ F ′G′GF (δX) ◦ F ′G′GFF ′(f) ◦ F ′G′(ψF ′(Y ))

= δX ◦ F ′(δ′F (X)) ◦ F ′G′GF (δX) ◦ F ′G′(ψF ′F (X)) ◦ F ′G′F ′(f)

= δX ◦ F ′(δ′F (X)) ◦ F ′G′(ψX) ◦ F ′G′(δX) ◦ F ′G′F ′(f)

= δX ◦ F ′(δ′F (X)) ◦ F ′G′(δGF (X)) ◦ F ′G′F ′F (ψX) ◦ F ′G′F ′(f)

= η(δ′F (X) ◦G′(δGF (X)) ◦G′F ′F (ψX) ◦G′F ′(f))

= η(η′(δGF (X) ◦ F ′F (ψX) ◦ F ′(f)))

= η(η′(η(F (ψX) ◦ f)))

and thus the following diagram is commutative :

HomB(F (X), Y )

(F (ψX),Y )
��

η // HomA (X,F ′(Y ))

(X,ψ′F ′(Y ))

��
HomB(FGF (X), Y )

η◦η′◦η // (X,F ′G′F ′(Y ))

Similarly as above it follows that the following diagram is commutative :

HomB(F (X), Y )

(φF (X),Y )

��

η // HomA (X,F ′(Y ))

(X,F ′(φ′Y ))
��

HomB(FGF (X), Y )
η◦η′◦η// HomA (X,F ′G′F ′(Y ))

Since F (ψX) = φF (X) it follows from the above commutative diagrams that ψ′F ′(Y ) =
F ′(φ′Y ). Similarly we show that φ′G′ = G′(ψ′) and therefore we infer that CoM(φ′, ψ′) =
(A ,B, G′, F ′, ψ′, φ′) is a dual Morita category of A and B by φ′ and ψ′. �

Now we are ready to prove the main result of this section which gives a sufficient
condition for a Morita Category to be equivalent with its dual.

Theorem 3.2.4. Let M(φ, ψ) be a Morita category. If the functors F and G have
right adjoints then the Morita category M(φ, ψ) is isomorphic to the dual Morita cate-
gory CoM(φ′, ψ′).

Proof. Let (X, Y, f, g) be an object of M(φ, ψ) and consider the tuple (X, Y, δ′Y ◦
G′(g), δX ◦ F ′(f)). We claim that (X, Y, δ′Y ◦G′(g), δX ◦ F ′(f)) belongs to CoM(φ′, ψ′).
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We need to show that the following diagrams are commutative :

F ′(Y )
F ′(δ′Y )◦F ′G′(g)

// F ′G′(X)

X

δX◦F ′(f)

OO

ψ′X

66
G′(X)

G′(δX)◦G′F ′(f)
// G′F ′(Y )

Y

δ′Y ◦G
′(g)

OO

φ′Y

66

Indeed we have ψ′X = δX ◦F ′(δ′F (X))◦F ′G′(ψX) = δX ◦F ′(δ′F (X))◦F ′G′G(f)◦F ′G′(g) =

δX◦F ′(f)◦F ′(δ′Y )◦F ′G′(g) and similarly we derive that δ′Y ◦G′(g)◦G′(δX)◦G′F ′(f) = φ′Y .
Then we can define a functor

F : M(φ, ψ) −→ CoM(φ′, ψ′)

by F(X, Y, f, g) = (X, Y, δ′Y ◦ G′(g), δX ◦ F ′(f)) on objects (X, Y, f, g) ∈ M(φ, ψ) and
given a morphism (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) in M(φ, ψ) then F(a, b) =
(a, b) : (X, Y, δ′Y ◦G′(g), δX ◦ F ′(f)) −→ (X ′, Y ′, δ′Y ′ ◦G′(g′), δX′ ◦ F ′(f ′)) is a morphism
in CoM(φ′, ψ′). We define also the functor

F′ : CoM(φ′, ψ′) −→M(φ, ψ)

by F′(X, Y, f, g) = (X, Y, F (g)◦εY , G(f)◦ε′X) on objects (X, Y, f, g) ∈ CoM(φ′, ψ′) and
by F′(a, b) = (a, b) on morphisms (a, b) of CoM(φ′, ψ′). Then it is easy to check that
F′F = IdM(φ,ψ) and FF′ = IdCoM(φ′,ψ′). Hence the categories M(φ, ψ) and coM(φ′, ψ′)
are equivalent. �

We define the functor

A

T′A
��

HA =F′◦T′A //M(φ, ψ)

CoM(φ′, ψ′)
F′

55

by HA (X) = (X,G′(X), F (ψ′X) ◦ εG′(X), ε
′
X) on objects X ∈ A , where T′A (X) is the

tuple (X,G′(X), ψ′X , IdG′(X)) ∈ CoM(φ′, ψ′), and given a morphism c : X −→ X ′ in A
then HA (c) = (c,G′(c)). Similarly we can define the functor HB : B −→M(φ, ψ).

The next result shows that we have more adjoint pairs under the existence of right
adjoints for F and G.

Proposition 3.2.5. Let M(φ, ψ) be a Morita category such that the functors F
and G have right adjoints. Then the pairs (UA ,HA ) and (UB,HB) are adjoint pairs of
functors.

Proof. We show that (UA ,HA ) is an adjoint pair of functors. Let (X, Y, f, g) be an
object of M(φ, ψ). We define the morphism ρ(X,Y,f,g) : (X, Y, f, g) −→ HA UA (X, Y, f, g),
ρ(X,Y,f,g) = (IdX , δ

′
Y ◦ G′(g)). First we show that ρ(X,Y,f,g) is a morphism in M(φ, ψ).
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Since G(δ′Y ) ◦GG′(g) ◦ ε′X = G(δ′Y ) ◦ ε′G(Y ) ◦ g = IdG(Y ) ◦g = g and

f ◦ δ′Y ◦G′(g) = δ′F (X) ◦G′G(f) ◦G′(g)

= δ′F (X) ◦G′(ψX)

= IdF (X) ◦δ′F (X) ◦G′(ψX)

= F (δX) ◦ εF (X) ◦ δ′F (X) ◦G′(ψX)

= F (δX) ◦ FF ′(δ′F (X)) ◦ εG′GF (X) ◦G′(ψX)

= F (δX) ◦ FF ′(δ′F (X)) ◦ FF ′G′(ψX) ◦ εG′(X)

= F (δX ◦ F ′(δ′F (X)) ◦ F ′G′(ψX)) ◦ εG′(X)

= F (ψ′X) ◦ εG′(X)

it follows that the following diagrams are commutative :

G(Y )

G(δ′Y )◦GG′(g)
��

g // X

IdX
��

GG′(X)
ε′X // X

F (X)

IdF (X)

��

f // Y

δ′Y ◦G
′(g)

��
F (X)

F (ψ′X)◦εG′(X)// G′(X)

Hence the map ρ(X,Y,f,g) is indeed a morphism in M(φ, ψ). If (a, b) : (X, Y, f, g) −→
(X ′, Y ′, f ′, g′) is a morphism in M(φ, ψ), then the following diagram

(X, Y, f, g)

(a,b)
��

(IdX ,δ
′
Y ◦G

′(g))
// HA UA (X, Y, f, g)

(a,G′(a))
��

(X ′, Y ′, f ′, g′)
(IdX′ ,δ

′
Y ′◦G

′(g′))
// HA UA (X, Y, f, g)

is commutative since b◦ δ′Y ′ ◦G′(g′) = δ′Y ◦G′G(b)◦G′(g′) = δ′Y ◦G′(g)◦G′(a). Thus the
morphism ρ(X,Y,f,g) is a natural transformation. We have also the natural transformation
πX : UA HA (X) −→ X defined by πX = IdX . Then it is easy to check that the following
diagrams are commutative :

UA

IdUA %%

UA ρ // UA HA UA

πUA

��
UA

HA

IdHA %%

ρHA // HA UA HA

HA π
��

HA

We infer that (UA ,HA ) is an adjoint pair of functors where ρ : IdC (φ,ψ) −→ HA UA is
the unit and π : UA HA −→ IdA is the counit of (UA ,HA ). �

3.3. Recollements and Morita Categories

Let M(φ, ψ) be a Morita category and suppose that the functors F and G have right
adjoints. In this section we show that the Morita category M(φ, ψ) admits a recollement
of abelian categories.
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Consider the following diagrams:

Ker UA
iA //M(φ, ψ)

UA //

qA

ww

pA

gg A

TA

xx

HA

ff
(3.3.1)

Ker UB
iB //M(φ, ψ)

UB //

qB

ww

pB

gg B

TB

xx

HB

ff
(3.3.2)

We will show that the above diagrams are recollements of abelian categories. Consider
the subcategories Ker φ = {Y ∈ B | φY = 0} and Kerψ = {X ∈ A | ψX = 0} of B and
A respectively. Then Ker φ is equivalent to Ker UA = {(0, Y, 0, 0) ∈M(φ, ψ) | φY = 0}
via the functor ZB, and Kerψ is equivalent to Ker UB = {(X, 0, 0, 0) ∈M(φ, ψ) | ψX =
0} via the functor ZA .

We define the following functors :
(i) The functor qA : M(φ, ψ) −→ Ker UA is defined by qA (X, Y, f, g) = (0,Coker f, 0, 0)

on the objects (X, Y, f, g) ∈ M(φ, ψ) and given a morphism (a, b) : (X, Y, f, g) −→
(X ′, Y ′, f ′, g′) in M(φ, ψ) then qA (a, b) = (0, ζ) where ζ : Coker f −→ Coker f ′ is the
unique morphism which makes the following diagram commutative :

F (X)

F (a)

��

f // Y

b
��

πY // // Coker f

ζ

��
F (X ′)

f ′ // Y ′
πY ′ // // Coker f ′

Let us explain why qA (X, Y, f, g) lies in Ker UA . From the following commutative
diagram:

FGF (X)

φF (X)

��

FG(f)
// FG(Y )

F (g)

xx
φY
��

FG(πY )
// // FG(Coker f)

φCoker f
��

F (X)
f // Y

πY // // Coker f

and the fact that F (g) ◦ f = φY it follows that φCoker f = 0 and thus qA (X, Y, f, g) ∈
Ker UA . Then it is straightforward to check that qA : M(φ, ψ) −→ Ker UA is a functor
and dually we have the functor qB : M(φ, ψ) −→ Ker UB.

(ii) Let (X, Y, f, g) ∈ M(φ, ψ). Then we have the object (X, Y, δ′Y ◦ G′(g), δX ◦
F ′(f)) ∈ CoM(φ′, ψ′) and we define the functor pA (X, Y, f, g) = (0,Ker (δ′Y ◦G′(g)), 0, 0)
on objects. If (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) is a morphism in M(φ, ψ) then
pA (a, b) = (0, ξ) where ξ : Ker (δ′Y ◦G′(g)) −→ Ker (δ′Y ′ ◦G′(g′)) is the unique mor-
phism which makes the following diagram commutative :

Ker (δ′Y ◦G′(g))

ξ

��

// i // Y

b
��

δ′Y ◦G
′(g)

// G′(X)

G′(a)
��

Ker (δ′Y ′ ◦G′(g′)) //
i′ // Y ′

δ′
Y ′◦G

′(g′)
// G′(X ′)
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From the following commutative diagram:

Ker (δ′Y ◦G′(g))

φ′
Ker (δ′

Y
◦G′(g))

��

// i // Y

φ′Y
��

δ′Y ◦G
′(g)
// G′(X)

φ′
G′(X)

��
G′F ′(Ker (δ′Y ◦G′g)) //

G′F ′(i′)
// G′F ′(Y ) // G′F ′G′(X)

we get that φ′Ker (δ′Y ◦G′(g))
= 0 since δ′Y ◦ G′(δG(Y )) ◦ G′F ′(φY ) = φ′Y . Hence the object

pA (X, Y, f, g) ∈ Ker UA and it follows easily that pA : M(φ, ψ) −→ Ker UA is a functor.
Dually we have the functor pB : M(φ, ψ) −→ Ker UB.

Proposition 3.3.1. Let M(φ, ψ) be a Morita category such that the functors F and
G have right adjoints. Then the diagrams (3.3.1) and (3.3.2) are recollements of abelian
categories.

Proof. Since the functors F and G have right adjoints it follows from Proposition
3.1.11 and Proposition 3.2.5 that (TA ,UA ,HA ) and (TB,UB,HB) are adjoint triples.
Also the functors TA and TB are fully faithful from Propostion 3.1.11, and therefore the
functors HA and HB are fully faithful as well. Then we are done since the remaining
adjoint pairs follow immediately, see Remark 1.1.3. Hence the diagrams (3.3.1) and
(3.3.2) are recollements of abelian categories. �

Corollary 3.3.2. Let M(φ, ψ) be a Morita category.

(i) If φ = 0 then we have the following recollement of abelian categories :

B //M(φ, ψ) //
yy
ee A

xx

ff

(ii) If ψ = 0 then we have the following recollement of abelian categories :

A //M(φ, ψ) //
yy
ee B

xx

ff

(iii) If φ = 0 = ψ then the category (A ×B)nH admits a symmetric recollement :
(A , (A ×B) nH,B) and (B, (A ×B) nH,A ).

Proof. Since φY = 0 for every Y ∈ B and ψX = 0 for every X ∈ A , it follows that
the categories Ker UA and B are equivalent, and that the categories Ker UB and A are
equivalent. Then the result follows from Proposition 3.3.1 and Proposition 3.1.9. �

3.3.1. The MacPherson-Vilonen Category. Let A and B be two abelian cat-
egories, G,F : A −→ B two functors such that F is right exact and G is left exact and
let ξ : F −→ G be a natural transformation. Then the MacPherson-Vilonen category,
denoted by MV(ξ), is defined as follows, see [91]. The objects of MV(ξ) are tuples
(A,B, f, g), where A ∈ A , B ∈ B, f : F (A) −→ B and g : B −→ G(A) are morphisms
in B such that the diagram

F (A)
ξA //

f ""

G(A)

B

g

<<
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is commutative. Let (A,B, f, g) and (A′, B′, f ′, g′) be two objects of MV(ξ). Then a
morphism from (A,B, f, g) −→ (A′, B′, f ′, g′) is a pair (α, β), where α : A −→ A′ is a
morphism in A and β : B −→ B′ is a morphism in B such that the diagram

F (A)

F (α)
��

f //

ξA

$$
B

β

��

g // G(A)

G(α)
��

F (A′)
f ′ //

ξA′

::
B′

g′ // G(A′)

is commutative. Then it follows from [91] that the category MV(ξ) is abelian and there
is a recollement of abelian categories :

B
i // MV(ξ)

e //

q

zz

p

dd A

l

xx

r

ff

and q(A,B, f, g) = Coker f , i(B) = (0, B, 0, 0), p(A,B, f, g) = Ker g, e(A,B, f, g) = A,
l(A) = (A,F (A), IdF (A), ξA), and r(A) = (A,G(A), ξA, IdG(A)).

The following shows that there are two MacPherson-Vilonen categories associated
to a Morita category.

Proposition 3.3.3. Let M(φ, ψ) be a Morita category such that the functors F and
G have right adjoints F ′ and G′ respectively. Then we have the following recollements
of abelian categories :

B // MV(ξ) //
zz
dd A

xx

ff
A // MV(θ) //
yy

dd B
xx

ff

where MV(ξ) and MV(θ) are MacPherson-Vilonen categories.

Proof. From our setting we have the functors G′, F : A −→ B where F is right
exact and G′ is left exact. Let (X, Y, f, g) be an object of M(φ, ψ). Then we define
the natural transformation ξ : F −→ G′, where ξX = δ′F (X) ◦ G′(ψX), and consider the

object (X, Y, f, δ′Y ◦G′(g)). Then we have that the following diagram is commutative

F (X)
ξX //

f ��

G′(X)

Y
δ′Y ◦G

′(g)

??

since f ◦ δ′Y ◦ G′(g) = δ′F (X) ◦ G′G(f) ◦ G′(g) = ξX . Hence the above data defines the

MacPherson-Vilonen category MV(ξ). Similarly using the functors F ′, G : B −→ A ,
where G is right exact and F ′ is left exact, we define the natural transformation θ : G −→
F ′ by θY = δG(Y ) ◦F ′(φY ) and as objects we take the tuples (Y,X, g, δX ◦F ′(f)). Then
we have the MacPherson-Vilonen category MV(θ). Finally the recollement situation of
the categories MV(ξ) and MV(θ) follows from the general construction of a MacPherson-
Vilonen category. �
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Proposition 3.3.4. Let (A ,B,C ) be a recollement of abelian categories. Then
there is a Morita category M(φ, ψ) such that (A ,B,C ) and (Ker UC ,M(φ, ψ),C ) are
equivalent recollements.

Proof. From the recollement (A ,B,C ) we define the Morita category:

M(φ, ψ) = (B,C , e : B −→ C , l : C −→ B, φ : el −→ IdC , ψ : le −→ IdB)

Note that the natural transformation φ is an isomorphism. Then from Proposition
3.1.13 there is an equivalence of categories between B and M(φ, ψ) via the functor TB.
Since the following diagram:

B

TB '
��

e // C

IdC

��
M(φ, ψ)

UC // C

commutes up to natural equivalence, see Definition 1.2.13, we infer that the recollements
(A ,B,C ) and (Ker UC ,M(φ, ψ),C ) are equivalent. �

3.4. Functorially Finite Subcategories

In this section our purpose is to study finiteness conditions on subcategories of
M(0, 0). Throughout this section we assume that the right exact functors F and G
have right adjoints F ′ and G′ respectively. We denote by (F ↓ Id) = (F,A ,B) and
(Id ↓ G) = (G,B,A ) the comma categories, see Example 1.1.12, associated to the
Morita category M(0, 0). The reason for restricting to the case where φ = ψ = 0 is
that we have full embeddings from the abelian categories A , B, (F ↓ Id) and (Id ↓ G)
to M(0, 0). In particular we show that the above natural subcategories of M(0, 0) are
bireflective and therefore functorially finite.

We start by defining the following full subcategories of M(0, 0) :

X =
{

(X, Y, f, 0) | f : F (X) −→ Y is an epimorphism
}

Y =
{

(0, Y, 0, 0) | Y ∈ B
}

= Im ZB

Z =
{

(X, Y, 0, g) | ρ(g) : Y −→ G′(X) is a monomorphism
}

X′ =
{

(X, Y, 0, g) | g : G(Y ) −→ X is an epimorphism
}

Y′ =
{

(X, 0, 0, 0) | X ∈ A
}

= Im ZA

Z′ =
{

(X, Y, f, 0) | π(f) : X −→ F ′(Y ) is a monomorphism
}

We will show that the above subcategories have a special structure in M(0, 0). In
section 1.2 we discussed the notion of torsion pairs in abelian categories. Let us briefly
recall this notion.

Let B be an abelian category. Then a torsion pair in B is a pair (U,V) of strict full
subcategories of B satisfying the following conditions :

(i) HomB(U,V) = 0, i.e. HomB(U, V ) = 0 for all U ∈ U and V ∈ V.

(ii) For every object B ∈ B there exists a short exact sequence 0 −→ UB
fB−→

B
gB−→ V B −→ 0 in B such that UB ∈ U and V B ∈ V.
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In that case, the torsion class U is is closed under factors, extensions and coprod-
ucts and the torsion-free class V is closed under subobjects, extensions and products.
Moreover we have U = ⊥V = {B ∈ B | HomB(B,V) = 0} and V = U⊥ = {B ∈
B | HomB(U, B) = 0}. A triple (U,V,W) of strict full subcategories of B is called
torsion, torsion-free triple or TTF-triple for short, if (U,V) and (V,W) are torsion pairs.

Definition 3.4.1. [15] A full subcategory C is called contravariantly finite in B if
for any object B in B there exists a map fB : CB −→ B, where CB lies in C , such that
the induced map HomB(C , fB) : HomB(C , CB) −→ HomB(C , B) is surjective. In this
case the map fB is called a right C -approximation of B. Dually we have the notions of
covariant finiteness and left approximations. Then C is called functorially finite if it is
both contravariantly and covariantly finite.

Example 3.4.2. Let Λ be an Artin algebra. Then the full subcategory Proj Λ of
projective Λ-modules and the full subcategory Inj Λ of injective Λ-modules are func-
torially finite in Mod-Λ. Moreover, the finitely generated projective and injective Λ-
modules, proj Λ and inj Λ respectively, are functorially finite in mod-Λ. This follows
from [30, Chapter X] since the categories of modules Mod-Λ and mod-Λ are Nakayama
categories (i.e. there is an adjoint pair of functors inducing an equivalence between the
projectives and injectives).

On the other hand since Λ is an Artin algebra, it is left and right Artin ring. Thus
Λ is left and right Noetherian, but moreover is right perfect and left coherent. Then
from [24, Theorems 5.3, 5.7] we infer that the full subcategories Proj Λ and Inj Λ are
functorially finite.

In what follows we shall need the following easy and well known observation.

Lemma 3.4.3. [17] Let (U,V) be a torsion pair in B. Then U is contravariantly
finite in B and V is covariantly finite in B.

Proof. Let B be an object of B. Since (U,V) is a torsion pair in B we have
the exact sequence 0 −→ UB −→ B −→ V B −→ 0 with UB ∈ U and V B ∈ V. Let
h : U ′ −→ B be a morphism in B with U ∈ U. Then the composition h ◦ gB = 0
since HomB(U,V) = 0, and therefore there exists a morphism u : U ′ −→ UB such that
u ◦ fB = h. This implies that fB : UB −→ B is a right U-approximation. Hence U is
contravariantly finite and similarly we show that V is covariantly finite. �

The following result gives the precise structure of the subcategories X,Y,Z,X′,Y′,
Z′ in the morita category M(0, 0).

Proposition 3.4.4. Let M(0, 0) be a Morita category. Then the triples (X,Y,Z)
and (X′,Y′,Z′) are TTF-triples in M(0, 0).

Proof. Let (X, Y, f, g) be an object of M(0, 0). We write f = κ ◦ λ for the factor-
ization of f through the Im f . Then from the counit of the adjoint pair (TA ,UA ) we
have the following exact sequence :

0 // (0,Ker f, 0, 0) // TA (X)

����

(IdX ,f)
// (X, Y, f, g) // (0,Coker f, 0, 0) // 0

Im (IdX , f)
77

77
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where Im (IdX , f) = (X, Im f, κ,G(λ)◦g). But from the following commutative diagram:

GF (X)
G(f)

//

G(κ)
����

ΨX=0

))
G(Y )

g // X

G(Im f)
G(λ)

66

it follows that the map G(λ)◦g is zero since the map G(κ) is an epimorphism. Therefore
we have the exact sequence

0 −→ (X, Im f, κ, 0) −→ (X, Y, f, g) −→ (0,Coker f, 0, 0) −→ 0

with (X, Im f, κ, 0) ∈ X and (0,Coker f, 0, 0) ∈ Y. Let (X, Y, f, 0) ∈ X and (0, Y ′, 0, 0) ∈
Y. Then HomM(0,0)((X, Y, f, 0), (0, Y ′, 0, 0)) = 0 since the map f : F (X) −→ Y is an
epimorphism. Hence (X,Y) is a torsion pair in M(0, 0). We continue now in order to
show that (Y,Z) is also a torsion pair. Let (X, Y, f, g) be an object of M(0, 0). From
the unit of the adjoint pair (UA ,HA ) we have the following exact sequence :

0 // (0,Ker ρ(g), 0, 0) // (X, Y, f, g)

����

(IdX ,ρ(g))
// HA (X) // (0,Coker ρ(g), 0, 0) // 0

Im (IdX , ρ(g))
77

77

where ρ(g) = δ′Y ◦G′(g). We write ρ(g) = γ ◦n for the factorization through the Im ρ(g).
The image of the morphism (IdX , ρ(g)) is the object

Im (IdX , ρ(g)) = (X, Im ρ(g),m, ρ−1(n))

where m = f ◦ γ and the map ρ(ρ−1(n)) = n : Im ρ(g) −→ G′(X) is a monomorphism.
But then the map m = f ◦ γ = π−1(π(f) ◦ F ′(γ) = 0 since the following diagram is
commutative :

X
π(f)

//

Ψ′X=0

++
F ′(Y )

F ′(γ)
��

F ′(ρ(g))
// F ′G′(X)

F ′(Im ρ(g))
55 F ′(n)

55

Thus we obtain the exact sequence

0 −→ (0,Ker ρ(g), 0, 0) −→ (X, Y, f, g) −→ (X, Im ρ(g), 0, ρ−1(n)) −→ 0

in M(0, 0) with (0,Ker ρ(g), 0, 0) ∈ Y and (X, Im ρ(g), 0, ρ−1(n)) ∈ Z. Let (0, b) : (0, Y ′, 0, 0)
−→ (X, Y, 0, g) be a morphism in M(0, 0) with (0, Y ′, 0, 0) ∈ Y and (X, Y, 0, g) ∈ Z.
Then from the following commutative diagrams:

G(Y ′)

G(b)
��

// 0

��
G(Y )

g // X

Y ′

b
��

// 0

��
Y

ρ(g)
// G′(X)
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it follows that b = 0 since the map ρ(g) is a monomorphism. Thus HomM(0,0)(Y,Z) = 0
and therefore we conclude that (Y,Z) is a torsion pair in M(0, 0). Similarly we prove
that (X′,Y′,Z′) is a TTF-triple in M(0, 0). �

Remark 3.4.5. Let (X, Y, f, g) be an object of the morita category M(0, 0) with
f : F (X) −→ Y an epimorphism. Then the morphism g : G(Y ) −→ X is zero since the
composition GF (X) −→ G(Y ) −→ X is zero and the map G(f) is an epimorphism.
We used this argument in the above proof and note that the same holds for the objects
of Z, X′ and Z′ as well.

As a consequence of Proposition 3.4.4 and Lemma 3.4.3 we have the following.

Corollary 3.4.6. Let M(0, 0) be a Morita category.

(i) The full subcategory

X = {(X, Y, f, 0) | f : F (X) −→ Y is an epimorphism}
is contravariantly finite in M(0, 0), closed under extensions, quotients and
coproducts, and TA (A ) ⊆ X.

(ii) The full subcategory

X′ = {(X, Y, 0, g) | g : G(Y ) −→ X is an epimorphism}
is contravariantly finite in M(0, 0), closed under extensions, quotients and
coproducts, and TB(B) ⊆ X′.

(iii) The full subcategory

Z = {(X, Y, 0, g) | ρ(g) : Y −→ G′(X) is a monomorphism}
is covariantly finite in M(0, 0), closed under extensions, subobjects and prod-
ucts, and HA (A ) ⊆ Z.

(iv) The full subcategory

Z′ = {(X, Y, f, 0) | π(f) : X −→ F ′(Y ) is a monomorphism}
is covariantly finite in M(0, 0), closed under extensions, subobjects and prod-
ucts, and HB(B) ⊆ Z′.

The next result describes the categories A and B via the subcategories X, Z, X′,
Z′.

Corollary 3.4.7. Let M(0, 0) be a Morita category. Then there are equivalences

A
' // X ∩ Z and B

' // X′ ∩ Z′

Proof. From Proposition 4.1.4 we have the recollement (B,M(0, 0),A ) and so
the quotient category M(0, 0)/B is equivalent to A . From Proposition 3.4.4 we have
the TTF-triple (X,Y,Z) in M(0, 0). Then from [30, Proposition 1.3] it follows that
M(0, 0)/Y ' X∩Z. But since we can identify Y with B we infer that A is equivalent with
X ∩ Z. Similarly using the TTF-triple (X′,Y′,Z′) and the recollement (A ,M(0, 0),B)
we infer that B is equivalent to X′ ∩ Z′. �

We denote by X0 the full subcategory of M(0, 0) whose objects are the tuples
(X, Y, f, g) such that there is an exact sequence 0 −→ K0 −→ TA (P0) −→ (X, Y, f, g) −→
0 with P0 ∈ ProjA. Similarly we define the subcategories Y0 = {(X, Y, f, g) ∈M(0, 0) | ∃
0 −→ (X, Y, f, g) −→ HA (I0) −→ L0 −→ 0 exact with I0 ∈ InjA}, X′0 = {(X, Y, f, g) ∈
M(0, 0) | ∃ 0 −→ K0 −→ TB(Q0) −→ (X, Y, f, g) −→ 0 exact with Q0 ∈ ProjB}
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and Y′0 = {(X, Y, f, g) ∈ M(0, 0) | ∃ 0 −→ (X, Y, f, g) −→ HB(J0) −→ L0 −→
0 exact with J0 ∈ InjB}.

The reason for defining the above subcategories is the following result which provides
another description of the subcategories X,Z,X′ and Z′.

Proposition 3.4.8. Let M(0, 0) be a Morita category. Then : X = X0, Z = Y0,
X′ = X′0 and Z′ = Y′0.

Proof. Let (X, Y, f, 0) ∈ X and let a : P −→ X be an epimorphism with P ∈
Proj A . Then we have the morphism (a, F (a) ◦ f) : TA (P ) −→ (X, Y, f, 0) in M(0, 0)
which is an epimorphism since f : F (X) −→ Y is an epimorphism. Hence (X, Y, f, 0) ∈
X0. Conversely, let (X, Y, f, g) ∈ X0. Since there exists an epimorphism (a, b) : TA (P )→
(X, Y, f, g) it follows that b = F (a) ◦ f and b is an epimorphism. Hence the map f is
an epimorphism and from Remark 3.4.5 it follows that the map g = 0. Thus the ob-
ject (X, Y, f, 0) ∈ X. Therefore we have X = X0 and similarly we prove the other
statements. �

For the next result we need to recall the notion of bireflective subcategories. A
full subcategory C of an abelian category B is said to be reflective if the inclusion
functor i : C −→ B has a left adjoint. Dually the subcategory C is called coreflective
if i : C −→ B has a right adjoint. Then C is bireflective if it is both reflective and
coreflective. We refer to [54], [55] and [56] for more information about bireflective
subcategories.

The following gives the exact properties of the natural subcategories of M(0, 0).

Theorem 3.4.9. Let M(0, 0) be a Morita category. Then the full subcategories

A , B, (F ↓ Id), (Id ↓ G)

are bireflective in M(0, 0). In particular the above subcategories are functorially finite
in M(0, 0), closed under isomorphic images, direct sums, direct products, kernels and
cokernels.

Proof. The categories A and B are bireflective subcategories of M(0, 0) since
from Corollary 3.3.2 we have the recollements (A ,M(0, 0),B) and (B,M(0, 0), A ).
Let F : (F ↓ Id) −→M(0, 0) be the functor defined on the objects (X, Y, f) ∈ (F ↓ Id)
by F(X, Y, f) = (X, Y, f, 0) and given a morphism (a, b) : (X, Y, f) −→ (X ′, Y ′, f ′) in
(F ↓ Id) then F(a, b) = (a, b) : (X, Y, f, 0) −→ (X ′, Y ′, f ′, 0) is a morphism in M(0, 0).
Clearly the functor F is fully faithful. We will show that F has a left and a right
adjoint. Let (X, Y, f, g) be an object of M(0, 0). Since φY = 0 we have the following
commutative diagram:

FG(Y )

0=φY
((

F (g)
// F (X)

f
��

F (πX)
// F (Coker g)

h
uu

// 0

Y

Then define the functor H : M(0, 0) −→ (F ↓ Id) by H(X, Y, f, g) = (Coker g, Y, h) on
objects (X, Y, f, g) ∈M(0, 0) and if (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) is a morphism
in M(0, 0) then H(a, b) = (ξ, b) where ξ : Coker g −→ Coker g′ is the unique morphism



3.4. FUNCTORIALLY FINITE SUBCATEGORIES 112

which makes the following diagram commutative :

G(Y )

G(b)

��

g // X

a

��

πX // // Coker g

ξ

��
G(Y ′)

g′ // X ′
πX′ // // Coker g′

Note that H(a, b) = (ξ, b) is a morphism in (F ↓ Id) since F (πX) ◦ h ◦ b = f ◦ b =
F (a) ◦ f ′ = F (a) ◦ F (πX′) ◦ h′ = F (πX) ◦ F (ξ) ◦ h′ and F (πX) is an epimorphism. We
claim that (H,F) is an adjoint pair of functors. Let (a, b) : H(X, Y, f, g) −→ (X ′, Y ′, f ′)
be a morphism in (F ↓ Id). We define the map

S : Hom(F↓Id)(H(X, Y, f, g), (X ′, Y ′, f ′)) −→ HomM(0,0)((X, Y, f, g), (X ′, Y ′, f ′, 0))

by S((a, b)) = (πX ◦ a, b). It is easy to verify that S is a natural isomorphism of abelian
groups. Thus (H,F) is an adjoint pair of functors. Finally the assignment (X, Y, f, g) 7→
(X,Ker ρ(g), j) induces a well defined functor K : M(0, 0) −→ (F ↓ Id) which is the right
adjoint of F . Note that since f ◦ ρ(g) = 0 we have the map j : F (X) −→ Ker ρ(g). The
details are left to the reader. Then we have the adjoint triple (H,F, S) and therefore
we conclude that (F ↓ Id) is a bireflective subcategory of M(0, 0). Similarly we show
that (Id ↓ G) is bireflective. Then from [54], [56] it follows that the full subcategories
A ,B, (F ↓ Id), (Id ↓ G) are functorially finite in M(0, 0), closed under isomorphic
images, direct sums, direct products, kernels and cokernels. �

Remark 3.4.10. (i) By Proposition 3.4.4 the categories A and B are TTF-
classes. This implies also that they are bireflective in M(0, 0).

(ii) Let (X, Y, f, g) be an object of M(0, 0). Then the map (πX , 0) : (X, Y, f, g) −→
(Coker g, 0, 0, 0) is the unique left Im ZA -approximation. Also the morphism
(πX , IdY ) : (X, Y, f, g) −→ (Coker g, Y, h, 0) is the left ImF-approximation.
Similarly we obtain the descriptions of the left approximations from B and
(Id ↓ G), and dually we derive the right approximations.

We continue with the following result on finiteness of subcategories.

Theorem 3.4.11. Let M(0, 0) be a Morita category.

(i) Let U be a covariantly finite subcategory of A such that U ⊆ KerG′ and V

a covariantly finite subcategory of B such that V ⊆ KerG. Then the full
subcategory

W =
{

(X, Y, f, g) ∈M(0, 0) | X ∈ U and Y ∈ V
}

is covariantly finite in M(0, 0).
(ii) Let U be a contravariantly finite subcategory of A such that U ⊆ KerG′ and V

a contravariantly finite subcategory of B such that V ⊆ KerG. Then the full
subcategory

W =
{

(X, Y, f, g) ∈M(0, 0) | X ∈ U and Y ∈ V
}

is contravariantly finite in M(0, 0).
(iii) Let U be a functorially finite subcategory of A such that U ⊆ KerG′ and V

a functorially finite subcategory of B such that V ⊆ KerG. Then the full
subcategory

W =
{

(X, Y, f, g) ∈M(0, 0) | X ∈ U and Y ∈ V
}

is functorially finite in M(0, 0).
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Proof. (i) Let (A1, B1, f1, g1) be an object of M(0, 0) and let m : A1 −→ X1 be a
left U-approximation. From the morphisms F (m) and f1 we have the following pushout
diagram:

F (A1)
F (m)

//

f1

��

F (X1)

ρ

��
B1

θ // I

and let n : I −→ Y1 be a left V-approximation. Then we claim that the map

(A1, B1, f1, g1)
(m,θ◦n)

// (X1, Y1, ρ ◦ n, 0)

is a left W-approximation. First the object (X1, Y1, ρ ◦ n, 0) ∈ W since it is an object
of M(0, 0) with X1 ∈ U and Y1 ∈ V. Also from the above pushout diagram and since
HomA (G(B1), X1) ' HomB(B1, G

′(X1)) = 0 it follows that the following diagrams are
commutative :

F (A1)

F (m)

��

f1 // B1

θ◦n
��

F (X1)
ρ◦n // Y1

G(B1)

G(θ◦n)

��

g1 // A1

m

��
G(Y1)

0 // X1

Thus the map (m, θ ◦ n) is a morphism in M(0, 0). Let (α, β) : (A1, B1, f1, g1) −→
(X, Y, f, g) be a morphism in M(0, 0) with (X, Y, f, g) ∈ W. Since m : A1 −→ X1 is a
left U-approximation and X ∈ U there exists a map γ : X1 −→ X such that m ◦ γ = α.
Morover since f1 ◦ β = F (a) ◦ f there exists a map µ : I −→ Y such that the following
diagram:

F (A1)
F (m)

//

f1

��

F (X1)

ρ

�� F (γ)◦f

��

B1
θ //

β
11

I
µ

##
Y

is commutative. Then since the map n : I −→ Y1 is a left V-approximation there exists
a morphism δ : Y1 −→ Y such that n ◦ δ = µ. This implies that the following diagram
is commutative :

(A1, B1, f1, g1)

(α,β)
��

(m,θ◦n)
// (X1, Y1, ρ ◦ n, 0)

(γ,δ)tt
(X, Y, f, g)

Since ρ ◦ n ◦ δ = ρ ◦ µ = F (γ) ◦ f and G(Y1) = 0 we infer that (γ, δ) is a morphism in
M(0, 0) and therefore we have proved our claim. Part (ii) is dual to (i) and (iii) follows
from (i) and (ii). �

Remark 3.4.12. Note that the converse of Theorem 3.4.11 holds, i.e. if W is con-
travariantly (resp. covariantly) finite in M(0, 0) then U is contravariantly (resp. covari-
antly) finite in A and V is contravariantly (resp. covariantly) finite in B. Let X be an
object of A . Then the object ZA (X) lies in M(0, 0) and since W is contravariantly finite
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there exists a morphism (a, 0) : (X ′, Y ′, f ′, g′) −→ (X, 0, 0, 0) with (X ′, Y ′, f ′, g′) ∈ W.
We claim that the morphism a : X ′ −→ X is a right U-approximation of X in A . First
X ′ ∈ U and let k : X ′′ −→ X be a morphism in A with X ′′ ∈ U. Then since (a, 0)
is a right W-approximation and (X ′′, 0, 0, 0) ∈ W we have the following commutative
diagram:

(X ′′, 0, 0, 0)
(λ,0)

tt
(k,0)
��

(X ′, Y ′, f ′, g′)
(a,0)

// (X, 0, 0, 0)

This implies that λ◦a = k and then our claim follows. Hence U is contravariantly finite
in A and similarly we show that V is contravariantly finite in B.

In section 4.3 of Chapter 4 we will discuss applications of the above results to Morita
rings.

3.5. Projective, Injective and Simple Objects

Let M(φ, ψ) be a Morita category of the abelian categories A and B by the natural
transformations φ and ψ. We always assume that the functors F and G are right exact
in order that M(φ, ψ) is abelian. Our aim in this section is to determine the projective,
injective and simple objects of M(φ, ψ).

3.5.1. Projective and Injective Objects. We begin with the following result
which characterizes the projective objects of M(φ, ψ).

Proposition 3.5.1. Let M(φ, ψ) be a Morita category.

(i) Let P be a projective object of A . Then TA (P ) is a projective object of
M(φ, ψ).

(ii) Let Q be a projective object of B. Then TB(Q) is a projective object of
M(φ, ψ).

(iii) Let (X, Y, f, g) be a projective object of M(φ, ψ). Then CA (X, Y, f, g) ∈ Proj (Kerψ)
and CB(X, Y, f, g) ∈ Proj (Ker φ).

(iv) Let (X, Y, f, g) be an object of M(φ, ψ). Then (X, Y, f, g) ∈ Proj (M(φ, ψ)) if
and only if (X, Y, f, g) is a direct summand of TA (P ) ⊕ TB(Q) where P is a
projective object in A and Q is a projective object in B.

Proof. The statements (i), (ii) and (iii) follow from Proposition 3.1.11 since we
have the adjoint pairs (TA ,UA ), (TB,UB), (CA ,ZA ), (CB,ZB) and the functors UA ,
UB, ZA , ZB are exact.

(iv) Let (X, Y, f, g) be an object of M(φ, ψ). Let a : P −→ X be an epimor-
phism in A with P ∈ Proj A and b : Q −→ Y be an epimorphism in B with Q ∈
Proj B. Then the map (a, F (a)) : TA (P ) −→ TA (X) is an epimorphism with TA (P ) ∈
Proj (M(φ, ψ)), and the map (G(b), b) : TB(Q) −→ TB(Y ) is an epimorphism with
TB(Q) ∈ Proj (M(φ, ψ)). Then we have the following commutative diagram:

TA (P )⊕ TB(Q)

,,

(
(a,F (a)) 0

0 (G(b),b)

)
// // TA (X)⊕ TB(Y )(

c
d

)
����

(X, Y, f, g)
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where TA (X)⊕TB(Y ) '
(
X ⊕G(Y ), F (X)⊕ Y,

( IdF (X) 0

0 φY

)
,
( ψX 0

0 IdG(Y )

))
and the map

t(c, d) : TA (X) ⊕ TB(Y ) −→ (X, Y, f, g) is an epimorphism since c = t(IdX , g) : X ⊕
G(Y ) −→ X and d = t(f, IdY ) : F (X)⊕ Y −→ Y are epimorphisms. Hence there is an

epimorphism TA (P )⊕TB(Q) −→ (X, Y, f, g) given by the composition
( (a,F (a)) 0

0 (G(b),b)

)
◦(

c
d

)
and TA (P )⊕TB(Q) is projective in M(φ, ψ). Thus if (X, Y, f, g) is projective then

the map TA (P )⊕ TB(Q) −→ (X, Y, f, g) splits and so (X, Y, f, g) is a direct summand
of TA (P )⊕ TB(Q). Conversely if (X, Y, f, g) is a direct summand of TA (P )⊕ TB(Q),
where P ∈ Proj A and Q ∈ Proj B, then (X, Y, f, g) is a projective object of M(φ, ψ)
since TA (P )⊕ TB(Q) ∈ Proj (M(φ, ψ)). �

As a consequence we have the following.

Corollary 3.5.2. Let M(φ, ψ) be a Morita category. If A and B have enough
projective objects then M(φ, ψ) has enough projectives.

We state without proofs the dual results of Proposition 3.5.1 and Corollary 3.5.2.
We use the notation introduced in section 3.2.

Proposition 3.5.3. Let M(φ, ψ) be a Morita category such that the functors F and
G have right adjoints.

(i) Let I be an injective object of A . Then HA (I) is an injective object of M(φ, ψ).
(ii) Let J be a injective object of B. Then HB(J) is an injective object of M(φ, ψ).
(iii) Let (X, Y, f, g) be an injective object of M(φ, ψ). Then C′A (X, Y, f, g) ∈ Inj (Kerψ)

and C′B(X, Y, f, g) ∈ Inj (Ker φ).
(iv) Let (X, Y, f, g) be an object of M(φ, ψ). Then (X, Y, f, g) ∈ Inj (M(φ, ψ)) if

and only if (X, Y, f, g) is a direct summand of HA (I) ⊕ HB(J) where I is an
injective object of A and J is an injective object of B.

Corollary 3.5.4. Let M(φ, ψ) be a Morita category such that the functors F and
G have right adjoints. If A and B have enough injective objects then M(φ, ψ) has
enough injectives.

3.5.2. Simple Objects. In this subsection we determine the simple objects of
M(φ, ψ). Recall that an object (X, Y, f, g) of M(φ, ψ) is simple if it has no proper
nonzero subobject. Note that the description of the simple objects follows from the
recollement diagram of Proposition 3.3.1 and is due to Kuhn, see [81,82] for a general
result about simple objects in recollements of abelian categories. For completeness we
sketch the proof in our case.

Let X be an object of A . Then we have the following commutative diagram:

TA (X)

&& &&

(IdX ,µX)
// HA (X)

CA (X)
88

88

where CA (X) = Im (IdX , µX) = (X, ImµX , κ, λ) and µX = δ′F (X) ◦ G′(ψX). Then the

assigment X 7→ Im (IdX , µX) defines a functor CA : A −→M(φ, ψ) on objects and given
a morphism a : X −→ X ′ in A then CA (a) = (a, θ), where θ : ImµX −→ ImµX′ is the



3.5. PROJECTIVE, INJECTIVE AND SIMPLE OBJECTS 116

unique morphism which makes the following diagram commutative :

F (X)
µX //

(( ((

F (a)

��

G′(X)

G′(a)

��

ImµX

θ

��

88
88

F (X ′)
µX′ //

(( ((

G′(X ′)

ImµX′
88
88

From the above diagram it follows that the functor CA : A −→ M(φ, ψ) preserves
epimorphisms and monomorphisms since F is right exact and G′ is left exact.

We have the following result which shows that the functor CA lifts simple modules.

Lemma 3.5.5. Let S be a simple object of A . Then CA (S) is a simple object of
M(φ, ψ).

Proof. Consider the following exact commutative diagram:

TA (S) //

����

HA (S)

0 // (X, Y, f, g) // CA (S) //
66

66

(X ′, Y ′, f ′, g′) // 0

We claim that either (X, Y, f, g) = 0 or (X ′, Y ′, f ′, g′) = 0. If we apply the exact
functor UA we get the short exact sequence 0 −→ X −→ S −→ X ′ −→ 0 and so
X = 0 or X ′ = 0 since S is simple. Hence (X, Y, f, g) ∈ Ker UA or (X ′, Y ′, f ′, g′) ∈
Ker UA . Consider the subobject (0, Y, 0, 0) of CA (S). Then the object (0, Y, 0, 0) is also a
subobject of HA (S) and HomM(φ,ψ)((0, Y, 0, 0),HA (S)) ' HomA (UA (0, Y, 0, 0), S) = 0.
This implies that CA (S) has no nonzero subobjects. Similarly if (0, Y ′, 0, 0) is the
quotient object of CA (S) then (0, Y ′, 0, 0) is also a quotient object of TA (S). But
HomM(φ,ψ) (TA (S), (0, Y ′, 0, 0)) ' HomA (S,UA (0, Y ′, 0, 0)) = 0 and then CA (S) has
no nonzero quotient object. We infer that (X, Y, f, g) = 0 or (X ′, Y ′, f ′, g′) = 0 and
therefore the object CA (S) is simple. �

Lemma 3.5.6. Let (X, Y, f, g) be a simple object of M(φ, ψ) such that UA (X, Y, f, g) =
X 6= 0. Then X is a simple object of A and CA UA (X, Y, f, g) ' (X, Y, f, g).

Proof. From the following commutative diagram:

TA (X)

����

(IdX ,f)
//

((

(X, Y, f, g)

(IdX ,δ
′
Y ◦G

′(g))

��
CAUA (X, Y, f, g) // // HA (X)

we deduce that the map CA (X) −→ Im (IdX , δ
′
Y ◦G′(g)) is a monomorphism. But then

since (X, Y, f, g) is simple and CA (X) 6= 0 it follows that

CA UA (X, Y, f, g) ' (X, Y, f, g)

Let X ′ be a subobject of X and let i : X ′ −→ X be the inclusion map. Then since the
functor CA preserves monomorphisms we have the monomorphism CA (i) : CA (X ′) −→
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CA UA (X, Y, f, g) and therefore CA (X ′) = 0 or CA (X ′) ' (X, Y, f, g). Thus if we apply
the functor UA we get X ′ = 0 or X ′ ' X and therefore we conclude that the object
UA (X, Y, f, g) = X is simple. �

The following result describes the simple objects of M(φ, ψ) and follows easily from
Lemma 3.5.5 and Lemma 3.5.6.

Proposition 3.5.7. There is the following bijections :

{simple objects of Ker UA }
iA

// {simple objects (X, Y, f, g) ∈M(φ, ψ) : X = 0}
Idoo

{simple objects of A }
CA

// {simple objects (X, Y, f, g) ∈M(φ, ψ) : X 6= 0}
UAoo

{simple objects of Ker UB}
iB

// {simple objects (X, Y, f, g) ∈M(φ, ψ) : Y = 0}
Idoo

{simple objects of B}
CB

// {simple objects (X, Y, f, g) ∈M(φ, ψ) : Y 6= 0}
UBoo

Remark 3.5.8. Let (0, Y, 0, 0) be a simple object of M(φ, ψ). Thus Y ∈ B with
φY = 0 and we claim that UB(0, Y, 0, 0) = Y is a simple object of B. Let Y ′ be a non-
zero subobject of Y . Then we have the inclusion i : Y ′ ↪→ Y and from the commutative
diagram

FG(Y ′)

φY ′
��

FG(i)
// FG(Y )

φY =0

��
Y ′ //

i // Y

we obtain that φY ′ = 0. Hence we have the monomorphism (0, i) : (0, Y ′, 0, 0) −→
(0, Y, 0, 0) where (0, Y ′, 0, 0) 6= 0 and (0, Y, 0, 0) is simple. Then (0, Y ′, 0, 0) ' (0, Y, 0, 0)
and so Y ′ ' Y , i.e. Y is a simple object of B. Conversely if we start with a simple
object Y ∈ B with φY = 0 then it follows easily that the object ZB(Y ) = (0, Y, 0, 0) is
simple. Hence we deduce a bijection between simple objects Y of B with φY = 0 and
simple objects (X, Y, f, g) of M(φ, ψ) such that UA (X, Y, f, g) = 0. Similarly we derive
a bijection between simple objects X of A with ψX = 0 and simple objects (X, Y, f, g)
of M(φ, ψ) such that UB(X, Y, f, g) = 0.

3.6. Constructing Resolutions

Let (X, Y, f, g) be an arbitrary object of M(φ, ψ). Our aim in this section is to
construct a projective resolution of (X, Y, f, g) in terms of a projective resolution of X
in A and a projective resolution of Y in B. In this section we assume that the abelian
categories A and B have enough projectives.

Construction 3.6.1. Let (X, Y, f0, g0) be an object of M(φ, ψ). Let a0 : P0 −→ X
be an epimorphism with P0 projective in A and b0 : Q0 −→ Y an epimorphism with Q0
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projective in B. Then we have the following pullback diagrams :

K0

µ0

��

ν0 // G(Q0)

G(b0)◦g0

��
P0

a0 // X

L0

ζ0
��

ξ0 // Q0

b0
��

F (P0)
F (a0)◦f0 // Y

and the following exact sequences :

0 // K0

(
µ0 ν0

)
// P0 ⊕G(Q0)

(
a0

G(b0)◦g0

)
// X // 0

0 // L0

(
ζ0 ξ0

)
// F (P0)⊕Q0

(
F (a0)◦f0

b0

)
// Y // 0

Since G(ξ0)◦G(b0)◦g0 = G(ζ0)◦GF (a0)◦G(f0)◦g0 = G(ζ0)◦GF (a0)◦ψX = G(ζ0)◦ψP0◦a0

there exist a unique morphism g1 : G(L0) −→ K0 such that G(ζ0) ◦ ψP0 = g1 ◦ µ0 and
g1 ◦ ν0 = G(ξ0), that is the following diagram is commutative :

G(L0)

G(ζ0)◦ψP0

��

G(ξ0)

&&
g1

""
K0

µ0

��

ν0 // G(Q0)

G(b0)◦g0

��
P0

a0 // X

Also since F (µ0)◦F (a0)◦f0 = F (ν0)◦FG(b0)◦F (g0)◦f0 = F (ν0)◦FG(b0)◦φY = F (ν0)◦
φQ0 ◦ b0 there exist a unique morphism f1 : F (K0) −→ L0 such that F (ν0)◦φQ0 = f1 ◦ ξ0

and f1 ◦ ζ0 = F (µ0), that is the following diagram is commutative :

F (K0)

F (µ0)

  

F (ν0)◦φQ0

&&
f1

$$
L0

ζ0
��

ξ0 // Q0

b0
��

F (P0)
F (a0)◦f0 // X

Using the above relations we will show that (K0, L0, f1, g1) is an object of M(φ, ψ). This
means that we have to prove that the following diagrams are commutative :

GF (K0)

ψK0

��

G(f1)
// G(L0)

g1
yy

K0

FG(L0)

φL0

��

F (g1)
// F (K0)

f1yy
L0
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We have

G(f1) ◦ g1 ◦ (µ0, ν0) = (G(f1) ◦ g1 ◦ µ0, G(f1) ◦ g1 ◦ ν0)

= (G(f1) ◦G(ζ0) ◦ ψP0 , G(f1) ◦G(ξ0))

= (GF (µ0) ◦ ψP0 , GF (ν0) ◦G(φQ0))

= (ψK0 ◦ µ0, ψK0 ◦ ν0)

= ψK0 ◦ (µ0, ν0)

and so G(f1) ◦ g1 = ψK0 since (µ0, ν0) is a monomorphism. Similarly we have

F (g1) ◦ f1 ◦ (ζ0, ξ0) = (F (g1) ◦ f1 ◦ ζ0, F (g1) ◦ f1 ◦ ξ0)

= (F (g1) ◦ F (µ0), F (g1) ◦ F (ν0) ◦ φQ0)

= (FG(ζ0) ◦ F (ψP0), FG(ξ0) ◦ φQ0)

= (φL0 ◦ ζ0, φL0 ◦ ξ0)

= φL0 ◦ (ζ0, ξ0)

and therefore F (g1) ◦ f1 = φL0 since (ζ0, ξ0) is a monomorphism. Hence the tuple
(K0, L0, f1, g1) lies in M(φ, ψ). Then we have the exact sequence :

0 // (K0, L0, f1, g1)
ι0 // TA (P0)⊕ TB(Q0)

α0 // (X, Y, f, g) // 0 (3.6.1)

where the morphisms are

ι0 =
((

µ0 ν0

)
,
(
ζ0 ξ0

))
α0 =

(( a0

G(b0)◦g0

)
,
(
F (a0)◦f0

b0

))
and we view the direct sum TA (P0)⊕ TB(Q0) as the object :

TA (P0)⊕ TB(Q0) ' (P0 ⊕G(Q0), F (P0)⊕Q0,
( IdF (P0) 0

0 φQ0

)
,
( ψP0

0

0 IdG(Q0)

)
)

Now we continue the construction for the object (K0, L0, f1, g1). Let a1 : P1 −→ K0 be
an epimorphism with P1 projective in A and b1 : Q1 −→ L0 be an epimorphism with Q1

projective in B. Then we have the following pullback diagrams :

K1

µ1

��

ν1 // G(Q1)

G(b1)◦g1

��
P1

a1 // K0

µ0

��

ν0 // G(Q0)

G(b0)◦g0

��
P0

a0 // X

L1

ζ1
��

ξ1 // Q1

b1
��

F (P1)
F (a1)◦f1 // L0

ζ0
��

ξ0 // Q0

b0
��

F (P0)
F (a0)◦f0// Y

and the exact sequences :

0 // K1

(
µ1 ν1

)
// P1 ⊕G(Q1)

(
a1

G(b1)◦g1

)
// K0

// 0

0 // L1

(
ζ1 ξ1

)
// F (P1)⊕Q1

(
F (a1)◦f1

b1

)
// L0

// 0

Then as above there exist unique morphisms g2 : G(L1) −→ K1 and f2 : F (K1) −→ L1

which satisfy analogue relations from the pullback diagrams and then we get that the
object (K1, L1, f2, g2) ∈M(φ, ψ). Hence we have the exact sequence :

0 // (K1, L1, f2, g2)
ι1 // TA (P1)⊕ TB(Q1)

κ1 // (K0, L0, f1, g1) // 0 (3.6.2)
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where the morphisms are

ι1 =
((

µ1 ν1

)
,
(
ζ1 ξ1

))
κ1 =

(( a1

G(b1)◦g1

)
,
(
F (a1)◦f1

b1

))
and we view the direct sum TA (P1)⊕ TB(Q1) as the object :

TA (P1)⊕ TB(Q1) ' (P1 ⊕G(Q1), F (P1)⊕Q1,
( IdF (P1) 0

0 φQ1

)
,
( ψP1

0

0 IdG(Q1)

)
)

Then from the exact sequences (3.6.1) and (3.6.2) we obtain the exact sequence :

0 // (K1, L1, f2, g2)
ι1 // TA (P1)⊕ TB(Q1)

α1 // TA (P0)⊕ TB(Q0)
α0 // (X, Y, f, g) // 0

where the morphism α1 is described as follows :

α1 = κ1 ◦ ι0
=

(( a1

G(b1)◦g1

)
,
(
F (a1)◦f1

b1

))
◦
((

µ0 ν0

)
,
(
ζ0 ξ0

))
=

(( a1◦µ0 a1◦ν0

G(b1)◦g1◦µ0 G(b1)◦g1◦ν0

)
,
(
F (a1)◦f1◦ζ0 F (a1)◦f1◦ξ0

b1◦ζ0 b1◦ξ0

))
=

(( a1◦µ0 a1◦ν0

G(b1)◦G(ζ0)◦ψP0
G(b1)◦G(ξ0)

)
,
( F (a1)◦F (µ0) F (a1)◦F (ν0)◦φQ0

b1◦ζ0 b1◦ξ0

))
Therefore from the following sequence of pullback diagrams :

...

��
· · · // Ki

νi

��

µi // G(Qi)

G(bi)◦gi
��

Pi
ai // Ki−1

��

// · · ·

...
. . .

...

��
· · · // K1

µ1

��

ν1 // G(Q1)

G(b1)◦g1

��
P1

a1 // K0

µ0

��

ν0 // G(Q0)

G(b0)◦g0

��
P0

a0 // X
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...

��
· · · // Li

ζi
��

ξi // Qi

bi
��

F (Pi)
F (ai)◦fi// Li−1

��

// · · ·

...
. . .

...

��
· · · // L1

ζ1
��

ξ1 // Q1

b1
��

F (P1)
F (a1)◦f1 // L0

ζ0
��

ξ0 // Q0

b0
��

F (P0)
F (a0)◦f0// Y

we derive the following projective resolution of (X, Y, f, g) :

· · · // TA (Pi)⊕ TB(Qi)
αi // TA (Pi−1)⊕ TB(Qi−1) // · · · // TA (P0)⊕ TB(Q0)

α0 // (X, Y, f, g) // 0

where
α0 =

(( a0

G(b0)◦g0

)
,
(
F (a0)◦f0

b0

))
and

αi =
(( ai◦µi−1 a1◦νi−1

G(bi)◦G(ζi−1)◦ψPi−1
G(bi)◦G(ξi−1)

)
,
( F (ai)◦F (µi−1) F (ai)◦F (νi−1)◦φQi−1

bi◦ζi−1 bi◦ξi−1

))
for every i ≥ 1.

We continue with another construction of a projective resolution for an object
(X, Y, f, g) of M(φ, ψ). We remark that the following method was used in Proposition
3.5.1 and that the resulting resolution is the same with that of the above construction.

Construction 3.6.2. Let (X, Y, f, g) be an object of M(φ, ψ). Let a0 : P0 −→ X
be an epimorphism with P0 projective in A and b0 : Q0 −→ Y be an epimorphism with
Q0 projective in B. Then we have the following commutative diagram :

TA (P0)⊕ TB(Q0)

α0 ))

κ0 // // TA (X)⊕ TB(Y )

λ0����
(X, Y, f, g)

where the objects TA (P0)⊕ TB(Q0) and TA (X)⊕ TB(Y ) as tuples are :

TA (P0)⊕ TB(Q0) ' (P0 ⊕G(Q0), F (P0)⊕Q0,
( IdF (P0) 0

0 φQ0

)
,
( ψP0

0

0 IdG(Q0)

)
)

TA (X)⊕ TB(Y ) ' (X ⊕G(Y ), F (X)⊕ Y,
( IdF (X) 0

0 φY

)
,
( ψX 0

0 IdG(Y )

)
)

and the morphisms are the following :

κ0 =
(( a0 0

0 G(b0)

)
,
(
F (a0) 0

0 b0

))
, λ0 =

((
IdX
g

)
,
(

f
IdY

))
, α0 = κ0 ◦ λ0 =

(( a0

G(b0)◦g
)
,
(
F (a0)◦f

b0

))
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The kernel of the morphism α0 is the object (K0, L0, f1, g1) where K0 = Ker (t(a0 G(b0) ◦ g))
and L0 = Ker (t(F (a0) ◦ f b0)). Also from the exact sequences :

0 // K0

(
µ0 ν0

)
// P0 ⊕G(Q0)

(
a0

G(b0)◦g0

)
// X // 0

0 // L0

(
ζ0 ξ0

)
// F (P0)⊕Q0

(
F (a0)◦f0

b0

)
// Y // 0

we get the morphism ι0 = ((µ0, ν0), (ζ0, ξ0)) from (K0, L0, f1, g1) to TA (P0) ⊕ TB(Q0).
Thus so far we have the exact sequence :

0 // (K0, L0, f1, g1)
ι0 // TA (P0)⊕ TB(Q0)

α0 // (X, Y, f, g) // 0 (3.6.3)

Now we continue the above procedure for the object (K0, L0, f1, g1). Let a1 : P1 −→ K0

be an epimorphism with P1 projective in A and b1 : Q1 −→ L0 be an epimorphism with
Q1 projective in B. Then we have the commutative diagram

TA (P1)⊕ TB(Q1)

κ1◦λ1 ))

κ1 // // TA (K0)⊕ TB(L0)

λ1����
(K0, L0, f1, g1)

where the objects TA (P1)⊕ TB(Q1) and TA (K0)⊕ TB(L0) as tuples are :

TA (P1)⊕ TB(Q1) ' (P1 ⊕G(Q1), F (P1)⊕Q1,
( IdF (P1) 0

0 φQ1

)
,
( ψP1

0

0 IdG(Q1)

)
)

TA (K0)⊕ TB(L0) ' (K0 ⊕G(L0), F (K0)⊕ L0,
( IdF (K0) 0

0 φL0

)
,
( ψK0

0

0 IdG(L0)

)
)

and the morphisms are the following :

κ1 =
(( a1 0

0 G(b1)

)
,
(
F (a1) 0

0 b1

))
, λ1 =

((
IdK0
g1

)
,
( f1

IdL0

))
, κ1 ◦ λ1 =

(( a1

G(b1)◦g1

)
,
(
F (a1)◦f1

b1

))
The kernel of the epimorphism κ1 ◦ λ1 is the object (K1, L1, f1, g1) where

K1 = Ker (t(a1 G(b1) ◦ g1))

and
L1 = Ker (t(F (a1) ◦ f1 b1))

Also from the following exact sequences :

0 // K1

(
µ1 ν1

)
// P1 ⊕G(Q1)

(
a1

G(b1)◦g1

)
// K0

// 0

0 // L1

(
ζ1 ξ1

)
// F (P1)⊕Q1

(
F (a1)◦f1

b1

)
// L0

// 0

we get the morphism ι1 = ((µ1, ν1), (ζ1, ξ1)) from (K1, L1, f2, g2) to TA (P0) ⊕ TB(Q0).
Hence we have the exact sequence :

0 // (K1, L1, f2, g2)
ι1 // TA (P1)⊕ TB(Q1)

κ1◦λ1// (K0, L0, f1, g1) // 0 (3.6.4)

Therefore the Yoneda composition of the short exact sequences (3.6.3) and (3.6.4) gives
the following exact sequence :

0 // (K1, L1, f2, g2)
ι1 // TA (P1)⊕ TB(Q1)

α1 // TA (P0)⊕ TB(Q0)
α0 // (X, Y, f, g) // 0
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where the morphism α1 : TA (P1) ⊕ TB(Q1) −→ TA (P0) ⊕ TB(Q0) is the following
composition :

α1 = κ1 ◦ λ1 ◦ ι0 =
(( a1

G(b1)◦g1

)
,
(
F (a1)◦f1

b1

))
◦
(
(µ0, ν0), (ζ0, ξ0)

)
=

(( a1◦µ0 a1◦ν0

G(b1)◦g1◦µ0 G(b1)◦g1◦ν0

)
,
(
F (a1)◦f1◦ζ0 F (a1)◦f1◦ξ0

b1◦ζ0 b1◦ξ0

))
From the following commutative diagrams :

F (K0)

(F (µ0),F (ν0))

��

f1 // L0

(ζ0,ξ0)

��
F (P0)⊕ FG(Q0)

(
F (a0)

FG(b0)◦F (g)

)
��

( IdF (P0) 0

0 φQ0

)
// F (P0)⊕Q0

(
F (a0)◦f

b0

)
��

F (X)
f // Y

G(L0)

(G(ζ0),G(ξ0))

��

g1 // K0

(µ0,ν0)

��
GF (P0)⊕G(Q0)

(
GF (a0)◦G(f)

G(b0)

)
��

(ψP0
0

0 IdG(Q0)

)
// P0 ⊕G(Q0)

(
a0

G(b0)◦g
)
��

G(Y )
g // X

we have f1 ◦ ζ0 = F (µ0), f1 ◦ ξ0 = F (ν0) ◦φQ0, g1 ◦µ0 = G(ζ0) ◦ψP0 and g1 ◦ ν0 = G(ξ0).
Thus the morphism α1 is the following :

α1 =
(( a1◦µ0 a1◦ν0

G(b1)◦G(ζ0)◦ψP0
G(b1)◦G(ξ0)

)
,
( F (a1)◦F (µ0) F (a1)◦F (ν0)◦φQ0

b1◦ζ0 b1◦ξ0

))
and we see immediately that it is the same morphism with the one obtained in the
Construction 3.6.1. If we repeat the same procedure for the object (K1, L1, f2, g2) and
continue in this way we finally deduce a projective resolution for (X, Y, f, g) which is
the same with that of Construction 3.6.1.

3.7. Left Derived Functors and Extensions

In this section we describe the left derived functors of TA : A −→ M(φ, ψ) and
TB : B −→ M(φ, ψ) and we derive also some formulas for Ext homology groups in
M(φ, ψ). In what follows we assume that A and B have enough projective objects.

Proposition 3.7.1. Let M(φ, ψ) be a Morita category.

(i) The left derived functor of TA : A −→M(φ, ψ) is the functor

LnTA : A −→M(φ, ψ), X 7→ LnTA (X) = (0, LnF (X), 0, 0), ∀n ≥ 1

where LnF (X) is the left derived functor of F .
(ii) The left derived functor of TB : B −→M(φ, ψ) is the functor

LnTB : B −→M(φ, ψ), Y 7→ LnTB(Y ) = (LnG(Y ), 0, 0, 0), ∀n ≥ 1

where LnG(Y ) is the left derived functor of G.
(iii) For every n ≥ 1 we have the following natural isomorphism :

UB(LnTA (−))
' // LnF (−)

and

UA (LnTA (−)) = 0
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(iv) For every n ≥ 1 we have the following natural isomorphism :

UA (LnTB(−))
' // LnG(−)

and

UB(LnTB(−)) = 0

(v) Let X be an object of A . Then there exists the following exact sequences :

0 // L1TA (X) // TA (ΩA (X)) // ΩM(φ,ψ)(TA (X)) // 0

and

0 // Li+1TA (X) // TA (Ωi+1
A (X)) // ΩM(φ,ψ)(TA (Ωi

A (X))) // 0

(vi) Let Y be an object of B. Then there exists the following exact sequences :

0 // L1TB(Y ) // TB(ΩB(Y )) // ΩM(φ,ψ)(TB(Y )) // 0

and

0 // Li+1TB(Y ) // TB(Ωi+1
B (Y )) // ΩM(φ,ψ)(TB(Ωi

B(Y ))) // 0

(vii) Let X and X ′ be objects of A such that ψX′ = 0. Then we have the following
natural isomorphism :

Ext1
M(φ,ψ)(TA (X),ZA (X ′))

' // Ext1
A (X,X ′)

(viii) Let Y and Y ′ are objects of B such that φY ′ = 0. Then we have the following
natural isomorphism :

Ext1
M(φ,ψ)(TB(Y ),ZB(Y ′))

' // Ext1
B(Y, Y ′)

(ix) Let X and X ′ be objects of A such that ψX = 0 = ψX′. Then the extension
group ExtnA (X,X ′) is a direct summand of ExtnM(φ,ψ)(ZA (X),ZA (X ′)) for all
n ≥ 1. Furthermore there is a natural isomorphism :

Ext1
M(φ,ψ)(ZA (X),ZA (X ′))

' // Ext1
A (X,X ′)⊕G

where G is the abelian group of all equivalence classes of short exact sequences
in Ext1

M(φ,ψ)(ZA (X),ZA (X ′)) which split as short exact sequences in A .
(x) If Y and Y ′ are objects of B such that φY = 0 = φY ′ then the extension group

ExtnB(Y, Y ′) is a direct summand of ExtnM(φ,ψ)(ZB(Y ),ZB(Y ′)) for all n ≥ 1.
Furthermore there is a natural isomorphism :

Ext1
M(φ,ψ)(ZB(Y ),ZB(Y ′))

' // Ext1
B(Y, Y ′)⊕G′

where G′ is the abelian group consisting of all equivalence classes of short exact
sequences in Ext1

M(φ,ψ)(ZB(Y ),ZB(Y ′)) which split as short exact sequences in
B.

(xi) If the functor F : A −→ B is exact then

ExtnM(φ,ψ)(TA (X), (X ′, Y ′, f ′, g′))
' // ExtnA (X,X ′)

for all (X ′, Y ′, f ′, g′) ∈M(φ, ψ) and n ≥ 0.
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(xii) If the functor G : B −→ A is exact then

ExtnM(φ,ψ)(TB(Y ), (X ′, Y ′, f ′, g′))
' // ExtnA (Y, Y ′)

for all (X ′, Y ′, f ′, g′) ∈M(φ, ψ) and n ≥ 0.
(xiii) If LiF (X) = 0, ∀ 1 ≤ i ≤ n, then we have the isomorphism :

ExtiM(φ,ψ)(TA (X), (X ′, Y ′, f ′, g′))
' // ExtiA (X,X ′)

for every 1 ≤ i ≤ n and (X ′, Y ′, f ′, g′) ∈M(φ, ψ).
(xiv) If LiG(Y ) = 0, ∀ 1 ≤ i ≤ n, then we have the isomorphism :

ExtiM(φ,ψ)(TB(Y ), (X ′, Y ′, f ′, g′))
' // ExtiB(Y, Y ′)

for every 1 ≤ i ≤ n and (X ′, Y ′, f ′, g′) ∈M(φ, ψ).

Proof. (i) Let X be an object of A and suppose that

· · · // P3
a3 //

j2����

P2
a2 //

j1����

P1

j0����

a1 // P0
a0 // X // 0

K2

== i2

==

K1

== i1

==

K0

>> i0

>>

is a projective resolution of X where Kn = Ker an, ∀ n ≥ 0. From the short exact
sequence 0 −→ K0 −→ P0 −→ X −→ 0 we obtain the exact sequence :

0 // L1TA (X) // TA (K0)
TA (i0)

// TA (P0)
TA (a0)

// TA (X) // 0 (3.7.1)

since L1TA (P0) = 0. Then we have

L1TA (X) = Ker TA (i0) = (0,KerF (i0), 0, 0) = (0, L1F (X), 0, 0)

From the exact sequence (3.7.1) we have L2TA (X) ' L1TA (K0) and then we get that
L2TA (X) ' (0, L2F (X), 0, 0) since

L1TA (K0) ' Ker TA (i1) = (0,KerF (i1), 0, 0) = (0, L1F (K0), 0, 0) = (0, L2F (X), 0, 0)

Continuing as above we infer that LnTA (X) = (0, LnF (X), 0, 0) for every n ≥ 1. Simi-
larly we show (ii) and then (iii) and (iv) follow immediately from (i) and (ii).

(v) Let 0 −→ ΩA (X) −→ P −→ X −→ 0 be a short exact sequence with P
projective object of A . Then from the following commutative diagram:

0 // L1TA (X) // TA (ΩA (X))

����

// TA (P ) // TA (X) // 0

0 // ΩM(φ,ψ)(TA (X)) // TA (P ) // TA (X) // 0

we obtain the exact sequence :

0 // L1TA (X) // TA (ΩA (X)) // ΩM(φ,ψ)(TA (X)) // 0

If we replace X in the above exact sequence with Ωi
A (X) then we get the second exact se-

quence since we have the isomorphism Li+1TA (X) ' L1TA (Ωi
A (X)) and ΩA (Ωi

A (X)) =
Ωi+1

A (X). Dually we show (vi).
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(vii) Let · · · −→ P2
a2−→ P1

a1−→ P0
a0−→ X −→ 0 be the start of a projective

resolution of X in A . Then we have the following exact sequence in M(φ, ψ) :

0 // Ker TA (a1) // TA (P1)
TA (a1)

// TA (P0)
TA (a0)

// TA (X) // 0

where Ker TA (a1) = (Ker a1,KerF (a1),m, n). Let P2 −→ Ker a1 be the epimorphism
from the projective resolution of X and let Q2 −→ KerF (a1) be an epimorphism with
Q2 projective object of B. Then from the construction 3.6.1 we have the following
projective resolution of TA (X) :

· · · // TA (P2)⊕ TB(Q2) // TA (P1) // TA (P0) // TA (X) // 0

Since HomM(φ,ψ)(TB(Q2),ZA (X ′)) = 0 and using the adjoint pair (TA ,UA ) we obtain
the following commutative diagram:

0 // (TA (X),Z(X ′))

'
��

// (TA (P0),Z(X ′))

'
��

// (TA (P1),Z(X ′))

'
��

// (TA (P2),Z(X ′))

'
��

// · · ·

0 // HomA (X,X ′) // HomA (P0, X
′) // HomA (P1, X

′) // HomA (P2, X
′) // · · ·

We infer that Ext1
M(φ,ψ)(TA (X),ZA (X ′)) ' Ext1

A (X,X ′). Similarly we get (viii).
(ix) Since UA and ZA are exact functors we have the following homomorphisms

between the Ext-groups :

Un
A : ExtnM(φ,ψ)(ZA (X),ZA (X ′)) −→ ExtnA (X,X ′)

and

ZnA : ExtnA (X,X ′) −→ ExtnM(φ,ψ)(ZA (X),ZA (X ′))

Since UA ◦ZA = IdA it follows that Un
A ◦ZnA = IdExtnA (X,X′). Hence the extension group

ExtnA (X,X ′) is a direct summand of ExtnM(φ,ψ)(ZA (X),ZA (X ′)) for all n ≥ 1. Then we
have the following split exact sequence :

0 // Ker U1
A

// Ext1
M(φ,ψ)(ZA (X),ZA (X ′))

U1
A // Ext1

A (X,X ′) // 0

where Ker U1
A consists of all equivalence classes of short exact sequences in the group

Ext1
M(φ,ψ)(ZA (X),ZA (X ′)) which split as short exact sequences in A . Hence we have

the isomorphism

Ext1
M(φ,ψ)(ZA (X),ZA (X ′)) ' Ext1

A (X,X ′)⊕G

where G = Ker U1
A . Dually we obtain (x).

(xi) Let X be an object of A and let · · · −→ P2
a2−→ P1

a1−→ P0
a0−→ X −→ 0 be a

projective resolution of X. Since F is exact it follows that the functor TA (X) is exact
and therefore the following exact sequence

· · · // TA (P2)
TA (a2)

// TA (P1)
TA (a1)

// TA (P0)
TA (a0)

// TA (X) // 0
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is a projective resolution of TA (X). From the adjoint pair (TA ,UA ) we obtain the
following commutative diagram:

0 // (TA (X), (X ′, Y ′, f ′, g′))

'
��

// (TA (P0), (X ′, Y ′, f ′, g′))

'
��

// (TA (P1), (X ′, Y ′, f ′, g′))

'
��

// · · ·

0 // HomA (X,X ′) // HomA (P0, X
′) // HomA (P1, X

′) // · · ·

We conclude that ExtnM(φ,ψ)(TA (X), (X ′, Y ′, f ′, g′)) ' ExtnA (X,X ′) for every n ≥ 0. In
the same way we obtain (xii).

(xiii) Let X be an object of A and let · · · −→ P1 −→ P0 −→ X −→ 0 be a
projective resolution of X. Since LiF (X) = 0, for 1 ≤ i ≤ n, it follows from (i) that
LiTA (X) = 0 for every 1 ≤ i ≤ n. This implies that the following sequence :

· · · −→ TA (Pn+1) −→ TA (Pn) −→ · · · −→ TA (P0) −→ TA (X) −→ 0

is part of a projective resolution of TA (X). Let (X ′, Y ′, f ′, g′) be an arbitrary object
of M(φ, ψ). Then using the adjoint pair (TA ,UA ) we have the following commutative
diagram:

(TA (X), (X ′, Y ′, f ′, g′))

'
��

// // (TA (P0), (X ′, Y ′, f ′, g′))

'
��

// (TA (P1), (X ′, Y ′, f ′, g′))

'
��

// · · ·

HomA (X,X ′) // // HomA (P0, X
′) // HomA (P1, X

′) // · · ·

Hence we have the isomorphism ExtiM(φ,ψ)(TA (X), (X ′, Y ′, f ′, g′)) ' ExtiA (X,X ′) for
every 1 ≤ i ≤ n. Similarly using (ii) we get the desired isomorphism of (xiv). �

3.8. The Morita Category of Module Categories

In this section we give the intepretation of the Morita category of module categories
over rings. This will lead us to the class of Morita rings that we are going to discuss
thoroughly in Chapter 4. Moreover we examine when a Morita category is a module
category.

3.8.1. Morita rings. Let A and B be rings and M a B-A-bimodule and N an
A-B-bimodule. Let φ : M ⊗A N −→ B be a B-B-bimodule homomorphism and let
ψ : N ⊗B M −→ A be an A-A-bimodule homomorphism. Then we define the Morita
ring :

Λ(φ,ψ) =

(
A ANB

BMA B

)
where the addition of elements of Λ(φ,ψ) is componentwise and multiplication is given
by (

a n
m b

)
·
(
a′ n′

m′ b′

)
=

(
aa′ + ψ(n⊗m′) an′ + nb′

ma′ + bm′ bb′ + φ(m⊗ n′)

)
If the following diagrams are commutaitve :

N ⊗B M ⊗A N
1N⊗φ

��

ψ⊗1N // A⊗A N
'
��

N ⊗B B
' // N

M ⊗A N ⊗B M
1M⊗ψ

��

φ⊗1M // B ⊗B M
'
��

M ⊗A A
' // M
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that is

φ(m⊗ n)m′ = mψ(n⊗m′) and nφ(m⊗ n′) = ψ(n⊗m)m′ (3.8.1)

for every m,m ∈M and n, n′ ∈ N , then the above multiplication defines an associative
ring structure on the Morita ring Λ(φ,ψ).

We will describe now the category of modules over Λ(φ,ψ). For this reason we intro-
duce a category which we will show that it is equivalent to Mod-Λ(φ,ψ). Let M(φ, ψ) be
the category whose objects are tuples (X, Y, f, g) where X ∈ Mod-A, Y ∈ Mod-B,
f : M ⊗A X −→ Y and g : N ⊗B Y −→ X such that the following diagrams are
commutative :

N ⊗B M ⊗A X
ψ⊗1X

��

1N⊗f // N ⊗B Y
g

��
A⊗A X

' // X

M ⊗A N ⊗B Y
φ⊗1Y

��

1M⊗g // M ⊗A X
f
��

B ⊗B Y
' // Y

If (X, Y, f, g) and (X ′, Y ′, f ′, g′) are objects of M(φ, ψ), then a morphism (X, Y, f, g) −→
(X ′, Y ′, f ′, g′) in M(φ, ψ) is a pair of homomorphisms (a, b) where a : X −→ X ′ is a
morphism in Mod-A and b : Y −→ Y ′ is a morphism in Mod-B such that the following
diagrams are commutative :

M ⊗A X
1M⊗a

��

f // Y

b
��

M ⊗A X ′
f ′ // Y ′

N ⊗B Y
1N⊗b

��

g // X

a
��

N ⊗B Y ′
g′ // X ′

Then it is well known that the categories Mod-Λ(φ,ψ) and M(φ, ψ) are equivalent, see [59,
Theorem 1.5]. For completeness we prove this equivalence giving some details. The
relationship between Mod-Λ(φ,ψ) and M(φ, ψ) is given via the functor F : M(φ, ψ) −→
Mod-Λ(φ,ψ) which is defined as follows. If (X, Y, f, g) ∈ M(φ, ψ) then F (X, Y, f, g) =
X ⊕ Y as abelian groups, and the Λ(φ,ψ)-module structure is given by(

a n
m b

)
(x, y) = (ax+ g(n⊗ y), by + f(m⊗ x)) (∗)

for all a ∈ A, b ∈ B, n ∈ N,m ∈ M,x ∈ X and y ∈ Y . One can verify easily that
F (X, Y, f, g) is a Λ(φ,ψ)-module. If (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) is a morphism
in M(φ, ψ) then F (a, b) = a⊕ b : X ⊕ Y −→ X ′ ⊕ Y ′.

Proposition 3.8.1. [59] [105] Let Λ(φ,ψ) =
(

A ANB
BMA B

)
be a Morita ring. Then

the categories Mod-Λ(φ,ψ) and M(φ, ψ) are equivalent.

Proof. From the description of the functor F on morphisms it follows that F is
faithful. Let C be a Λ(φ,ψ)-module. Then C ' e1C ⊕ e2C as abelian groups where

e1 =
(

1 0
0 0

)
and e2 =

(
0 0
0 1

)
are idempotents elements of Λ(φ,ψ). Observe that e1C is an

A-module, e2C is a B-module and there exists a B-morphsim f : M ⊗A e1C −→ e2C
and an A-morphism g : N ⊗B e2C −→ e1C. Then from the relations (3.8.1) we obtain
that the tuple (e1C, e2C, f, g) is an object of M(φ, ψ) and F (e1C, e2C, f, g) ' C. Hence
F is surjective on objects. Let (X, Y, f, g) and (X ′, Y ′, f ′, g′) two objects of M(φ, ψ) and
let α : F (X, Y, f, g) −→ F (X ′, Y ′, f ′, g′) be a morphism in Mod-Λ(φ,ψ). Then we have a
map α : X ⊕ Y −→ X ′ ⊕ Y ′ and suppose that α(x, y) = (x′, y′) for x ∈ X and y ∈ Y .
Since α(x, 0) = (x′, 0) and α(o, y) = (0, y′) we obtain an A-morphism β : X −→ X ′,



3.8. THE MORITA CATEGORY OF MODULE CATEGORIES 129

β(x) = x′ and a B-morphism γ : Y −→ Y ′, γ(y) = y′. For m ∈M we write m′ =
(

0 0
m 0

)
and for n ∈ N we write n′ =

(
0 n
0 0

)
. Then we have

(0, γ(f(m⊗ x))) = α(0, f(m⊗ x)) = α(m′(x, 0)) = m′α(x, 0)

= m′(β(x), 0) = (0, f ′(m⊗ β(x)))

and

(β(g(n⊗y)), 0) = α(g(n⊗y), 0) = α(n′(0, y)) = n′α(0, y) = n′(0, γ(y)) = (g′(n⊗γ(y)), 0)

This implies that the following diagrams are commutative :

M ⊗A X
1M⊗β

��

f // Y

γ

��
M ⊗A X ′

f ′ // Y ′

N ⊗B Y
1N⊗γ

��

g // X

β
��

N ⊗B Y ′
g′ // X ′

Thus the map (β, γ) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) is a morphism in M(φ, ψ) and
F (β, γ) = α. Hence the functor F is full and we infer that F is an equivalence of
categories. �

In Chapter 4 we are going to work with the above description of Mod-Λ(φ,ψ).

3.8.2. Morita Categories of Module Categories. Let

Λ(φ,ψ) =

(
A ANB

BMA B

)
be a Morita ring as in the previous section. Consider the functors F = M⊗A− : Mod-A→
Mod-B and G = N ⊗B − : Mod-B −→ Mod-A. Then the A-A-bimodule homomor-
phism ψ : N ⊗B M −→ A defines a natural transformation Ψ: GF −→ IdMod-A, where
ΨX = ψ ⊗ 1X , and the B-B-bimodule homomorphism φ : M ⊗A N −→ B defines a
natural transformation Φ: FG −→ IdMod-B, where ΦY = φ⊗ 1Y . Then

M(φ, ψ) = (Mod-A,Mod-B,M ⊗A −, N ⊗B −,Φ,Ψ)

is a Morita category of Mod-A and Mod-B by the natural transformations Φ and Ψ.

Proposition 3.8.2. Let M(φ, ψ) be a Morita category of the abelian categories A
and B by the natural transformations φ : FG −→ IdB and ψ : GF −→ IdA . Let X ∈ A ,
Y ∈ B, A = EndA (X), B = EndB(Y ) and Λ = EndM(φ,ψ)(TA (X)⊕TB(Y )). Then Λ is
a Morita ring, that is there exists a A-B-bimodule N and a B-A-bimodule M , a B-B-
bimodule morphism φ : M ⊗A N −→ B, a A-A-bimodule morphism ψ : N ⊗BM −→ A,
and an isomorphism of rings

Λ '
(

A ANB

BMA B

)
Moreover, if F = M⊗A− : Mod-A −→ Mod-B, G = N⊗B− : Mod-B −→ Mod-A, then
defining ψ′X : GF (X) −→ X by ψ′X = ψ ⊗ 1X and φ′Y : FG(Y ) −→ Y by φ′Y = φ ⊗ 1Y
we get an equivalence of categories :

Mod-Λ ' Mod-

(
A ANB

BMA B

)
'M(φ′, ψ′) = (Mod-A,Mod-B,M ⊗A −, N ⊗B −, φ′, ψ′)
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Proof. First it is easy to verify that any element of Λ = EndM(φ,ψ)(TA (X)⊕TB(Y ))
is of the form: [( a n

G(m) ◦ ψX G(b)

)
,

(
F (a) F (n) ◦ φY
m b

)]
where a ∈ A, b ∈ B, n ∈ HomA (X,G(Y )) and m ∈ HomB(Y, F (X)). Using the
adjoint pairs (TA ,UA ) and (TB,UB), and the natural isomorphisms UA TA = IdA and
UBTB = IdB, we have the following isomorphism of abelian groups :

Λ = EndM(φ,ψ)(TA (X)⊕ TB(Y ))

' HomM(φ,ψ)(TA (X),TA (X))⊕ HomM(φ,ψ)(TA (X),TB(Y ))

⊕ HomM(φ,ψ)(TB(Y ),TA (X))⊕ HomM(φ,ψ)(TB(Y ),TB(Y ))

' HomA (X,UA TA (X))⊕ HomA (X,UA TB(Y ))

⊕ HomB(Y,UBTA (X))⊕ HomB(Y,UBTB(Y ))

' A⊕ HomA (X,G(Y ))⊕ HomB(Y, F (X))⊕B

Set

N := HomA (X,G(Y )) and M := HomB(Y, F (X))

and define actions :

(a, n) 7→ a ◦ n, (n, b) 7→ n ◦G(b) and (b,m) 7→ b ◦m, (m, a) 7→ m ◦ F (a)

for every a ∈ A, b ∈ B, n ∈ N , m ∈ M . Then N becomes an A-B-bimodule and M
becomes a B-A-bimodule. We define the following morphisms:

φ : M ⊗A N −→ B, φ(m⊗ n) = m ◦ F (n) ◦ φY

ψ : N ⊗B M −→ A, ψ(n⊗m) = n ◦G(m) ◦ ψX
Then it is easy to check that φ is a B-B-bimodule morphism and ψ is an A-A-bimodule
morphism. Let (a, n,m, b), (a′, n′,m′, b′) be two elements of the abelian group A⊕N ⊕
M ⊕B. We define multiplication by

(a, n,m, b)·(a′, n′,m′, b′) = (aa′+ψ(n⊗m′), an′+n◦G(b′),m◦F (a′)+bm′, φ(m⊗n′)+bb′)

Then it follows that A⊕N ⊕M ⊕B is a ring, and moreover it is an associative ring if

ψ(n⊗m)n′ = nφ(m⊗ n′) and φ(m⊗ n)m′ = mψ(n⊗m′)

for every n, n′ ∈ N and m,m′ ∈M . We define the following map:

α : A⊕N ⊕M ⊕B −→ Λ = EndM(φ,ψ)(TA (X)⊕ TB(Y ))

(a, n,m, b) 7→
[( a n

G(m) ◦ ψX G(b)

)
,

(
F (a) Fn ◦ φY
m s

)]
Then α is an isomorphism of rings and if we consider the Morita ring

(
A N
M B

)
then the

map ω :
(
A N
M B

)
−→ EndM(φ,ψ)(TA (X) ⊕ TB(Y )) given by ω(

(
a n
m b

)
) = (a, n,m, b) is

an isomorphism of rings and we are done. Finally the last assertion follows from the
equivalence of categories between Mod-Λ and M(φ′, ψ′). �

The following result describes explicitly the coproduct in M(φ, ψ).

Lemma 3.8.3. Let M(φ, ψ) be a Morita category. If A and B are cocomplete and
the functors F , G preserve coproducts then M(φ, ψ) is cocomplete.
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Proof. Suppose that (Xi, Yi, fi, gi)i∈I is a family of objects in M(φ, ψ). We will
show that the coproduct of this family of objects is the tuple ⊕i∈I(Xi, Yi, fi, gi) =
(⊕Xi,⊕Yi,⊕fi,⊕gi) ∈ M(φ, ψ), where ⊕i∈IXi is the coproduct of (Xi)i∈I in A with
injections κi : Xi −→ ⊕i∈IXi and ⊕i∈IYi is the coproduct of (Yi)i∈I in B with injections
λi : Yi −→ ⊕i∈IYi. Since F , G preserve coproducts and each (Xi, Yi, fi, gi) ∈ M(φ, ψ)
we deduce that the object (⊕Xi,⊕Yi,⊕fi,⊕gi) lies in M(φ, ψ). Also since the following
diagrams are commutative :

F (Xi)

F (κi)
��

fi // Yi

λi
��

⊕i∈IF (Xi)
⊕fi // ⊕i∈IYi

G(Yi)

G(λi)
��

gi // Xi

κi

��
⊕i∈IG(Yi)

⊕gi // ⊕i∈IXi

we infer that (κi, λi) : (Xi, Yi, fi, gi) −→ (⊕Xi,⊕Yi,⊕fi,⊕gi) is a morphism in M(φ, ψ).
Let (ai, bi) : (Xi, Yi, fi, gi) −→ (X, Y, f, g) be a morphism in M(φ, ψ). Then we have the
following commutative diagrams:

Xi

ai
��

κi // ⊕i∈IXi

η
{{

X

Yi

bi
��

λi // ⊕i∈IYi

θ{{
Y

and therefore the following diagram is commutative :

(Xi, Yi, fi, gi)

(ai,bi)
��

(κi,λi) // (⊕Xi,⊕Yi,⊕fi,⊕gi)

(η,θ)tt
(X, Y, f, g)

Note that (η, θ) is the unique morphism making the above diagram commutative. It
remains to show that (η, θ) is a morphism in M(φ, ψ), i.e. that the following diagrams
are commutative :

⊕i∈IF (Xi)

F (η)
��

⊕fi // ⊕Yi
θ

��
F (X)

f // Y

⊕i∈IG(Yi)

G(θ)
��

⊕gi // ⊕i∈IXi

η

��
G(Y )

g // X

Since κi ◦ η = ai we have F (κi) ◦ F (η) ◦ f = F (ai) ◦ f and also since (κi, λi) and (ai, bi)
are morphisms in M(φ, ψ) we have F (κi) ◦ ⊕fi ◦ θ = fi ◦ λi ◦ θ = fi ◦ bi = F (ai) ◦ f .
Then from the universal property of coproducts :

F (Xi)

F (ai)◦f
��

F (κi) // ⊕i∈IF (Xi)

F (η)◦f
xx

⊕fi◦θ
iiY

it follows that F (η) ◦ f = ⊕fi ◦ θ. Similarly we show that G(θ) ◦ g = ⊕gi ◦ η. �

Before we proceed we recall the following characterization for an abelian category
to be a module category.
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Theorem 3.8.4. [21] [51] [94] [106] A cocomplete abelian category A is equivalent
with a module category if and only if A contains a compact (i.e. HomA (P,−) preserves
coproducts) projective generator P . In this case A is equivalent with Mod-EndA (P ).

We close this section with the next result where we characterize when a Morita
category is a module category.

Proposition 3.8.5. Let M(φ, ψ) be a Morita category of the abelian categories A
and B. Suppose that A and B have coproducts and enough projectives, and the functors
F , G preserves coproducts. Then the following are equivalent :

(i) M(φ, ψ) is a module category.
(ii) A and B are module categories.

Moreover if one of the above equivalent statements hold and A = Mod-A, B = Mod-B,
then M(φ, ψ) ' Mod-Λ(φ,ψ), where Λ(φ,ψ) is the Morita ring of A and B.

Proof. (ii) ⇒ (i) If A and B are module categories then A , resp. B, admits a
compact projective generator P , resp. Q. From Proposition 3.5.1 it follows that the
object TA (P ) ⊕ TB(Q) is projective in M(φ, ψ). Let (Xi, Yi, fi, gi)i∈I be a family of
objects in M(φ, ψ). Note that from Lemma 3.8.3 the functors UA and UB preserve
coproducts. Then using the adjoint pairs (TA ,UA ) and (TB,UB) we have:

(
TA (P )⊕ TB(Q),⊕i∈I(Xi, Yi, fi, gi)

)
' HomA

(
P,UA (⊕i∈I(Xi, Yi, fi, gi))

)
⊕ HomB

(
Q,UB(⊕i∈I(Xi, Yi, fi, gi))

)
' HomA

(
P,⊕i∈IUA (Xi, Yi, fi, gi)

)
⊕ HomB

(
Q,⊕i∈IUB(Xi, Yi, fi, gi)

)
' HomA (P,⊕Xi)⊕ HomB(Q,⊕Yi)
=

(
⊕ HomA (P,Xi)

)
⊕
(
⊕ HomB(Q, Yi)

)
=

(
⊕ HomM(φ,ψ)(TA (P ), (Xi, Yi, fi, gi))

)
⊕

(
⊕ HomM(φ,ψ)(TB(Q), (Xi, Yi, fi, gi))

)
= ⊕i∈I HomM(φ,ψ(TA (P )⊕ TB(Q), (Xi, Yi, fi, gi))

Hence TA (P )⊕TB(Q) is a compact object of M(φ, ψ). Also TA (P )⊕TB(Q) is a gen-
erator since A and B have enough projectives and so there exists a non-zero morphism
TA (P )⊕TB(Q) −→ (X, Y, f, g) for every (X, Y, f, g) ∈M(φ, ψ), see the proof of Propo-
sition 3.5.1. Finally, since A and B are cocomplete and F , G preserves coproducts then
from Lemma 3.8.3 it follows that M(φ, ψ) is cocomplete. We infer that M(φ, ψ) is the
module category Mod-EndM(φ,ψ)(TA (P )⊕ TB(Q)).

(i) ⇒ (ii) Suppose that M(φ, ψ) is a module category. Since the categories A and
B are coreflective (see section 3.4 for the definition) it follows from [121, Chapter X]
that they are cocomplete. Also from Proposition 3.5.1 we assume that TA (P )⊕TB(Q)
is a projective compact generator of M(φ, ψ). Then it is easy to see that P , resp. Q, is
a projective generator for A , resp. B. Let (Xi)i∈I be a family of objects in A . Since
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the object TA (P ) is compact in M(φ, ψ) and using the adjoint pair (TA ,UA ) we have :

HomA

(
P,⊕i∈IXi) ' HomA (P,UA (⊕Xi,⊕FXi, Id⊕FXi ,⊕ψXi)

)
' HomM(φ,ψ)

(
TA (P ), (⊕Xi,⊕F (Xi), Id⊕F (Xi),⊕ψXi)

)
' HomM(φ,ψ)

(
TA (P ),⊕(Xi, F (Xi), IdF (Xi), ψXi)

)
' ⊕i∈I HomM(φ,ψ)

(
TA (P ), (Xi, F (Xi), IdF (Xi), ψXi)

)
' ⊕i∈I HomA

(
P,UA (Xi, F (Xi), IdF (Xi), ψXi)

)
' ⊕i∈I HomA (P,Xi)

Thus the object P is compact in A . Similarly using the adjoint pair (TB,UB) and that
the object TB(Q) is compact it follows that Q is a compact object of B. Hence A is
the module category Mod-EndP and B is the module category Mod-EndQ. �



CHAPTER 4

Artin Algebras Arising from Morita Contexts

In this Chapter we study Morita rings

Λ(φ,ψ) =
(

A ANB
BMA B

)
in the context of Artin algebras, concentrating mainly at representation-theoretic and
homological aspects. First we investigate covariantly finite, contravariantly finite, and
functorially finite subcategories of the module category of a Morita ring when the bi-
module homomorphisms φ and ψ are zero. Further, under some assumpions, we give
bounds for the global dimension of a Morita ring Λ(0,0), as an Artin algebra, in terms
of the global dimensions of A and B in the case when both φ and ψ are zero. We
illustrate our bounds with some examples. Finally we investigate when a Morita ring
is a Gorenstein Artin algebra. In particular we show under a condition that Λ(φ,ψ) is
Gorenstein and as an application we determine the Gorenstein-projective modules over
the Morita ring Λ(φ,ψ) in case A = N = M = B and A an Artin algebra. The results
of this Chapter are included in the paper entitled : On Artin algebras arising from Morita
Contexts [60], which is joint work with Edward L. Green.

4.1. Preliminaries on Morita Rings

Let A and B be rings, ANB an A-B-bimodule, BMA a B-A-bimodule, and φ : M ⊗A
N −→ B a B-B-bimodule homomorphism, and ψ : N ⊗B M −→ A an A-A-bimodule
homomorphism. Recall that from the Morita context M = (A,N,M,B, φ, ψ) we defined
before the Morita ring :

Λ(φ,ψ)(M) =

(
A ANB

BMA B

)
where the addition of elements of Λ(φ,ψ) is componentwise and multiplication is given
by (

a n
m b

)
·
(
a′ n′

m′ b′

)
=

(
aa′ + ψ(n⊗m′) an′ + nb′

ma′ + bm′ bb′ + φ(m⊗ n′)

)
We assume that φ(m ⊗ n)m′ = mψ(n ⊗ m′) and nφ(m ⊗ n′) = ψ(n ⊗ m)n′ for all
m,m′ ∈M and n, n′ ∈ N . This condition ensures that Λ(φ,ψ)(M) is an associative ring.
From now on we will write for simplicity Λ(φ,ψ) instead of Λ(φ,ψ)(M).

Remark 4.1.1. Morita rings have appeared in the literature under various names,
for instance : the ring of the Morita context [92] and generalized matrix rings [59], [105].

Since we are interested in Artin algebras, the following easy result characterizes
when a Morita ring is an Artin algebra. Recall that an Artin algebra Λ is an R-algebra
which is finitely generated as an R-module, where R is a commutative artinian ring [18].

Proposition 4.1.2. Let Λ(φ,ψ) =
(

A ANB
BMA B

)
be a Morita ring. Then Λ(φ,ψ) is an

Artin algebra if and only if there is a commutative Artin ring R such that A and B are

134
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Artin R-algebras and M and N are finitely generated over R which acts centrally on M
and N .

Proof. Suppose that there is a commutative Artin ring R such that A and B are
Artin R-algebras and M and N are finitely generated over R which acts centrally on
M and N . Then there is a ring morphism fA : R −→ A whose image is in the center of
A and there is a ring morphism fB : R −→ B whose image is in the center of B. We
define the ring morphism

f : R −→ Λ(φ,ψ), r 7→ f(r) =
( fA(r) 0

0 fB(r)

)
We claim that Im f ⊆ Z(Λ(φ,ψ)), where Z(Λ(φ,ψ)) is the center of Λ(φ,ψ). Indeed since
Im fA ⊆ Z(A), Im fB ⊆ Z(B) and R acts centrally on M and N we have:(

fA(r) 0
0 fB(r)

)
·
(
a m
n b

)
=

(
fA(r) · a fA(r) ·m
fB(r) · n fB(r) · b

)
=

(
a · fA(r) m · fA(r)
n · fB(r) b · fB(r)

)
=

(
a m
n b

)
·
(
fA(r) 0

0 fB(r)

)
and so our claim holds. Since A, B, M , N are finitely generated over R it follows that
Λ(φ,ψ) is also finitely generated over R. We infer that Λ(φ,ψ) is an Artin algebra.

Suppose conversely that Λ(φ,ψ) is an Artin algebra, i.e. there is a commutative Artin
ring R and a ring homomorphism f : R −→ Λ(φ,ψ) with Im f ⊆ Z(Λ(φ,ψ)), and Λ(φ,ψ) is
a finitely generated R-module. From the following compositions :

R −→ Λ(φ,ψ) −→ A and R −→ Λ(φ,ψ) −→ B

it follows that A and B are finitely generated R-modules. Since f(r) ∈ Z(Λ(φ,ψ)), i.e.

f(r) ·
(
a m
n b

)
=

(
a m
n b

)
· f(r) (∗)

we have Im f ⊆ Z(A) and Im f ⊆ Z(B). Hence A and B are Artin R-algebras. It follows
also from the relation (∗) that the ring R acts centrally on M and N . �

The description of the modules over a Morita ring Λ(φ,ψ) is well known [59], and
was defined before in section 3.8. But for completeness and due to our needs we include
it also here. Let M(Λ) be the category whose objects are tuples (X, Y, f, g) where
X ∈ Mod-A, Y ∈ Mod-B, f ∈ HomB(M ⊗AX, Y ) and g ∈ HomA(N ⊗B Y,X) such that
the following diagrams are commutative :

N ⊗B M ⊗A X
ψ⊗IdX

��

N⊗f // N ⊗B Y
g

��
A⊗A X

' // X

M ⊗A N ⊗B Y
φ⊗IdY

��

M⊗g // M ⊗A X
f
��

B ⊗B Y
' // Y

We denote by ΨX and ΦY the following compositions :

N⊗BM⊗AX
ψ⊗IdX //

ΨX

))
A⊗A X

' // X M ⊗A N ⊗B Y
φ⊗IdY //

ΦY

))
B ⊗B Y

' // Y
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Let (X, Y, f, g) and (X ′, Y ′, f ′, g′) be objects of M(Λ). Then a morphism (X, Y, f, g) −→
(X ′, Y ′, f ′, g′) in M(Λ) is a pair of homomorphisms (a, b) where a : X −→ X ′ is an A-
morphism and b : Y −→ Y ′ is a B-morphism such that the following diagrams are
commutative :

M ⊗A X
M⊗a

��

f // Y

b
��

M ⊗A X ′
f ′ // Y ′

N ⊗B Y
N⊗b

��

g // X

a
��

N ⊗B Y ′
g′ // X ′

Dually since the functors M⊗A− : Mod-A −→ Mod-B and N⊗B− : Mod-B −→ Mod-A

have right adjoints we can define the category M̃(Λ). We denote by

π : HomB(M ⊗A X, Y )
' // HomA(X,HomB(M,Y )) (4.1.1)

and

ρ : HomA(N ⊗B Y,X)
' // HomB(Y,HomA(N,X)) (4.1.2)

the adjoint isomorphims and let ε : M ⊗A HomB(M,−) −→ IdMod-B, resp. ε′ : N ⊗B
HomA(N,−) −→ IdMod-A, and δ : IdMod-A −→ HomB(M,M⊗A−), resp. δ′ : IdMod-B −→
HomA(N,N⊗B−), be the counit and the unit of the adjoint pair (M⊗A−,HomA(M,−)),

resp. (N ⊗B −,HomA(N,−)). The objects of M̃ are tuples (X, Y, κ, λ) where X ∈
Mod-A, Y ∈ Mod-B, κ : X −→ HomB(M,Y ) and λ : Y −→ HomA(N,X) such that the
following diagrams are commutative :

X

κ

��

' // HomA(A,X)

��
HomB(M,Y )

(M,λ)
// HomB(M,HomA(N,X))

Y

λ
��

' // HomB(B, Y )

��
HomA(N,X)

(N,κ)
// HomA(N,HomB(M,Y ))

Let (X, Y, κ, λ) and (X ′, Y ′, κ′, λ′) be objects in M̃(Λ). Then a morphism (X, Y, κ, λ) −→
(X ′, Y ′, κ′, λ′) in M̃(Λ) is a pair of homomorphisms (c, d) where c : X −→ X ′ is an A-
morphism and d : Y −→ Y ′ is a B-morphism such that the following diagrams are
commutative :

X

c

��

κ // HomB(M,Y )

HomB(M,d)

��
X ′

κ′ // HomB(M,Y ′)

Y

d
��

λ // HomA(N,X)

HomA(N,c)

��
Y ′

λ′ // HomA(N,X ′)

We define the functor F : M(Λ) −→ M̃(Λ) by F(X, Y, f, g) = (X, Y, π(f), ρ(g)) on ob-
jects and F(a, b) = (a, b) on morphisms. Then it is straightforward that F : M(Λ) −→
M̃(Λ) is an isomorphism of categories with inverse G(X, Y, κ, λ) = (X, Y, π−1(κ), ρ−1(λ))
on objects and G(a, b) = (a, b) on morphisms. The relationship between Mod-Λ(φ,ψ) and
M(Λ) is given via the functor F′ : M(Λ) −→ Mod-Λ(φ,ψ) which is defined as follows.
If (X, Y, f, g) is an oblect of M(Λ), then we define F′(X, Y, f, g) = X ⊕ Y as abelian
groups, and the Λ(φ,ψ)-module structure is given by(

a n
m b

)
(x, y) = (ax+ g(n⊗ y), by + f(m⊗ x))
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for all a ∈ A, b ∈ B, n ∈ N,m ∈ M,x ∈ X and y ∈ Y . One can verify easily that
the object F′(X, Y, f, g) is a Λ(φ,ψ)-module. If (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) is a
morphism in M then F′(a, b) = a⊕ b : X ⊕ Y −→ X ′ ⊕ Y ′.

Proposition 4.1.3. Let Λ(φ,ψ) =
(

A ANB
BMA B

)
be a Morita ring. Then the categories

Mod-Λ(φ,ψ), M(Λ) and M̃(Λ) are equivalent.

Proof. See [59, Theorem 1.5] and Propostion 3.8.1. �

From now on we will identify the modules over Λ(φ,ψ) with the objects of M(Λ). We
define the following functors :

(i) The functor TA : Mod-A −→ Mod-Λ(φ,ψ) is defined by

TA(X) = (X,M ⊗A X, IdM⊗X ,ΨX)

on the objects X ∈ Mod-A and given an A-morphism a : X −→ X ′ then
TA(a) = (a,M ⊗ a) is a morphism in Mod-Λ(φ,ψ).

(ii) The functor UA : Mod-Λ(φ,ψ) −→ Mod-A is defined on the objects (X, Y, f, g)
of Mod-Λ(φ,ψ) by

UA(X, Y, f, g) = X

and given a morphism (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) in Mod-Λ(φ,ψ) then
UA(a, b) = a.

(iii) The functor TB : Mod-B −→ Mod-Λ(φ,ψ) is defined by

TB(Y ) = (N ⊗B Y, Y,ΦY , IdN⊗Y )

on the objects Y ∈ Mod-B and given a B-morphism b : Y −→ Y ′ then TB(b) =
(N ⊗ b, b) is a morphism in Mod-Λ(φ,ψ).

(iv) The functor UB : Mod-Λ(φ,ψ) −→ Mod-B is defined on the objects (X, Y, f, g)
of Mod-Λ(φ,ψ) by

UB(X, Y, f, g) = Y

and given a morphism (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) in Mod-Λ(φ,ψ) then
UB(a, b) = b.

(v) The functor HA : Mod-A −→ Mod-Λ(φ,ψ) is defined by

HA(X) = (X,HomA(N,X), δ′M⊗X ◦ HomA(N,ΨX), ε′X)

on the objects X ∈ Mod-A and given an A-morphism a : X −→ X ′ then
HA(a) = (a,HomA(N, a)) is a morphism in Mod-Λ(φ,ψ).

(vi) The functor HB : Mod-B −→ Mod-Λ(φ,ψ) is defined by

HB(Y ) = (HomB(M,Y ), Y, εY , δN⊗Y ◦ HomB(M,ΦY ))

on the objects Y ∈ Mod-B and given a B-morphism b : Y −→ Y ′ then HB(b) =
(HomB(M, b), b) is a morphism in Mod-Λ(φ,ψ).

(vii) Suppose that φ = 0 = ψ. Then we define the functor ZA : Mod-A −→
Mod-Λ(0,0) by ZA(X) = (X, 0, 0, 0) on the objects X ∈ Mod-A and if a : X −→
X ′ is an A-morphism then ZA(a) = (a, 0). Dually we define the functor
ZB : Mod-B −→ Mod-Λ(0,0).

The following result collects and recalls some useful properties about these functors
and the module category over Morita rings.

Proposition 4.1.4. (i) The functors TA, TB and HA,HB are fully faithful.
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(ii) The pairs (TA,UA), (TB,UB) and (UA,HA), (UB,HB) are adjoint pairs of func-
tors.

(iii) The functors UA and UB are exact.
(iv) We have Ker UA = Mod-Λ/Λe1Λ ' Mod-B/ Imφ, Ker UB = Mod-Λ/Λe2Λ '

Mod-A/ Imψ, Mod-e1Λe1 = Mod-A and Mod-e2Λe2 = Mod-B, where e1 =(
1 0
0 0

)
and e2 =

(
0 0
0 1

)
are idempotent elements of Λ(φ,ψ).

(v) The following diagrams :

Mod-B/ Imφ
inc // Mod-Λ(φ,ψ)

UA //
uu

ii
Mod-A

TA

ww

HA

hh

Mod-A/ Imψ
inc // Mod-Λ(φ,ψ)

UB //
uu

ii
Mod-B

TB

vv

HB

hh

are recollements of abelian categories. If φ = 0 = ψ then we have the following
recollements :

Mod-B
ZB // Mod-Λ(0,0)

UA //
ww

ff Mod-A

TA

ww

HA

hh

Mod-A
ZA // Mod-Λ(0,0)

UB //
ww

ff Mod-B

TB

ww

HB

hh

Proof. This result is a special case of Proposition 3.3.1 and Corollary 3.3.2. �

The next result describes the Morita rings Λ(φ,ψ) with φ = 0 = ψ. Recall from [18],
[49] that if R is a ring and RMR a R-bimodule then the trivial extension RnM is the
ring with elements pairs (r,m) with r ∈ R and m ∈M , addition is componentwise and
multiplication is given by (r,m)(r′,m′) = (rr′, rm′ + mr′). For example let

(
A 0

BMA B

)
be a triangular matrix ring. Set R = A × B and consider M as a R-bimodule by
(a, b)m = bm and m(a, b) = ma for all a ∈ A, b ∈ B and m ∈ M . Then the rings(

A 0
BMA B

)
and (A × B) nM are isomorphic. For more details on trivial extension of

rings we refer to Fossum-Griffith-Reiten [49].

Proposition 4.1.5. [49] Let Λ(0,0) =
(

A ANB
BMA B

)
be a Morita ring where the

bimodule morphisms φ and ψ are zero. Then we have an isomorphism of rings :

Λ(0,0)
' // (A×B) nM ⊕N

where (A×B)nM ⊕N is the trivial extension ring of A×B by the (A×B)-(A×B)-
bimodule M ⊕N .
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Proof. First we have to show that the abelian group M⊕N is an (A×B)-(A×B)-
bimodule. We define the morphisms:

(A×B)×M ⊕N −→M ⊕N, [(a, b), (m,n)] 7→ (bm, an)

and

M ⊕N × (A×B) −→M ⊕N, [(m,n), (a, b)] 7→ (ma, nb)

Then it is easy to establish that M⊕N is a left A×B-module and a right A×B-module.
Also since ANB and BMA are bimodules it follows that

(a, b)[(m,n)(a′, b′)] = (a, b)(ma′, nb′)

= [b(ma′), a(nb′)]

= [(bm)a′), (an)b′]

= (bm, an)(a′, b′)

= [(a, b)(m,n)](a′, b′)

and this shows that M ⊕N is an (A×B)-(A×B)-bimodule. Hence we can define the
trivial extension (A× B) nM ⊕N with elements [(a, b), (m,n)] where (a, b) ∈ A× B,
(m,n) ∈M ⊕N , the addition is componentwise and the multiplication is given by

[(a1, b1), (m1, n1)] · [(a2, b2), (m2, n2)] = [(a1, b1) · (a2, b2), (a1, b1) · (m2, n2)

+ (m1, n1) · (a2, b2)]

= [(a1a2, b1b2), (b1m2, a1n2) + (m1a2, n1b2)]

= [(a1a2, b1b2), (b1m2 +m1a2, a1n2 + n1b2)]

Then it is straightforward that the morphism Λ(0,0) −→ (A × B) nM ⊕ N,
(
a n
m b

)
7→

[(a, b), (m,n)] is an isomorphism of rings. �

4.1.1. Examples of Morita Rings. We continue by giving a variety of examples
of Morita rings which will be used throughout this chapter.

The first example shows that any ring with an idempotent element is a Morita ring.

Example 4.1.6. Let R be a ring with an idempotent element e. Then from the
Pierce decomposition of R with respect to the idempotents e, f = 1R− e it follows that
R is the Morita ring with A = eRe, B = (1−e)R(1−e), N = eR(1−e), M = (1−e)Re
and the bimodule homomorphisms φ, ψ are induced by the multiplication in R.

The following example is well known from Morita equivalence.

Example 4.1.7. Let A be a ring and P be an A-module. Then we have the following
Morita ring :

Λ(φ,ψ) =

(
A HomA(P,A)
P EndA(P )

)
with bimodule homomorphisms φ : P ⊗A HomA(P,A) −→ EndA(P ), p ⊗ f 7→ φ(p ⊗
f)(p′) = pf(p′) and ψ : HomA(P,A)⊗EndA(P ) P −→ A, f ⊗ p 7→ ψ(f ⊗ p) = f(p). Hence
any pair (A,PA), where A is a ring and PA is a right A-module induces a Morita ring.
Also it is well known that if the A-module P is progenerator, then the rings A and
EndA(P ) are Morita equivalent.

The next example shows that Morita rings are special cases of semi-trivial extensions
introduced by Palmer and Roos, see [105].
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Example 4.1.8. Let R be a ring, M a R-R-bimodule and θ : M ⊗R M −→ M
a R-R-bimodule homomorphism. Then on the Cartesian product R × M we define
multiplication by (r,m) · (r′,m′) = (rr′+θ(m,m′), rm′+mr′) such that θ(m⊗m′)m′′ =
mθ(m′ ⊗ m′′), for every r, r′ ∈ R and m,m′,m′′ ∈ M . Then this data defines a ring
structure with unit element on the Cartesian product set R×M . This ring is denoted by
RnθM and is called the semi-trivial extension of R by M and θ. We refer to Palmer [105]
for more details.

Let Λ(φ,ψ) =
(

A ANB
BMA B

)
be a Morita ring. Set R = A × B and consider the R-

R-bimodule M̃ = N × M . Then the map θ : M̃ ⊗R M̃ −→ R is a R-R-bimodule

homomorphism, where M̃ ⊗R M̃ = N⊗BM × N⊗BM , and we have the following ring
isomorphism: Rnθ M ' Λ(φ,ψ).

The following is the motivated example of this work.

Example 4.1.9. Let Λ be an Artin algebra and U, V two finitely generated Λ-
modules. Consider the endomorphism Artin algebra EndΛ(U ⊕ V ). Then we have the
Artin algebra :

Λ(φ,ψ) = EndΛ(U ⊕ V ) '
(

EndΛ(U) HomΛ(U, V )
HomΛ(V, U) EndΛ(V )

)
where the bimodule homomorphisms φ : HomΛ(V, U) ⊗ HomΛ(U, V ) −→ EndΛ(V ) and
ψ : HomΛ(U, V )⊗ HomΛ(V, U) −→ EndΛ(U) are given by composition.

Example 4.1.10. Let Λ be an Artin algebra and let {ε1, · · · , εn} be a full set of
primitive orthogonal idempotents. Suppose n ≥ 2 and 1 ≤ r < n. Set e1 =

∑r
i=1 εi and

e2 =
∑n

i=r+1 εi. Then

Λ(φ,ψ) =

(
e1Λe1 e1Λe2

e2Λe1 e2Λe2

)
is a Morita ring having the structure of an Artin algebra and the bimodule homomor-
phisms φ : e2Λe1 ⊗e1Λe1 e1Λe2 −→ e2Λe2 and ψ : e1Λe2 ⊗e2Λe2 e2Λe1 −→ e1Λe1 are given
by multiplication.

Example 4.1.11. Let A be a ring and let I and J be ideals in A. Then we have the
Morita ring

Λ(φ,ψ) =

(
A J
I A

)
where φ : J ⊗A I −→ A and ψ : I ⊗A J −→ A are multiplication maps. Interesting
special cases are when I = J , A is an Artin algebra and I and J are contained in the
Jacobson radical of A, or I = J = A.

Later in this Chapter we will study the special case of Morita rings with φ = ψ = 0.
More generally, the case where φ = ψ is of interest. Towards this end, we have the
following result and its corollary.

Lemma 4.1.12. Suppose that

Λ(φ,ψ) =

(
A N
A A

)
is a Morita ring and that α : N −→ A ⊗A N and β : N −→ N ⊗A A are given by
α(n) = 1⊗ n and β(n) = n⊗ 1. Then φ ◦ α = ψ ◦ β.
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Proof. We note that φ(a⊗ n)a′ = aψ(n⊗ a′) for all a, a′ ∈ A and n ∈ N . Taking
a = a′ = 1A, we see that φ(α(n)) = φ(1 ⊗ n) = ψ(n ⊗ 1) = ψ(β(n)) and the result
follows. �

As a consequence, we have the following result.

Corollary 4.1.13. Suppose that

Λ(φ,ψ) =

(
A A
A A

)
is a Morita ring. Then φ = ψ.

Proof. Noting that A ⊗A A is generated by 1 ⊗ 1, we need only to show that
φ(1 ⊗ 1) = ψ(1 ⊗ 1). But, keeping the notation of the Lemma 4.1.12, with N = A,
φ(1⊗ 1) = φ(α(1)) = ψ(β(1)) = ψ(1⊗ 1) and we are done. �

4.2. Projective, Injective and Simple Modules

In this section we describe the projective, injective and simple modules over Λ(φ,ψ)

as an Artin algebra and we examine also when Λ(φ,ψ) is selfinjective. Throughout the
section we work in the setting of finitely generated modules over the Artin algebra Λ(φ,ψ).

4.2.1. Projective and Injective Λ(φ,ψ)-modules. We start with the next result
which gives a description of the indecomposable projective Λ(φ,ψ)-modules.

Proposition 4.2.1. Let Λ(φ,ψ) be a Morita ring regarded as an Artin algebra. Then
the indecomposable projective Λ(φ,ψ)-modules are objects of the form : TA(P ) = (P,M ⊗A P , IdM⊗AP ,ΨP )

TB(Q) = (N ⊗B Q,Q,ΦQ, IdN⊗BQ)

where P is an indecomposable projective A-module and Q is an indecomposable projective
B-module.

Proof. If P =
(
A 0
M 0

)
and Q =

(
0 N
0 B

)
then Λ(φ,ψ) ' P ⊕ Q as left Λ(φ,ψ)-modules.

From Proposition 4.1.3 it follows that the object of M(Λ) which corresponds to the
Λ(φ,ψ)-module P is (A,M ⊗A A, IdM⊗A,ΨA). Also the tuple (N ⊗ B,B,ΦB, IdN⊗B) is
the object of M(Λ) corresponding to Q. Let A = P1 ⊕ · · · ⊕ Pn be the decomposition
of A into a direct sum of indecomposable projective A-modules. Then we have the
following decomposition of (A,M ⊗A A, IdM⊗A,ΨA) :

(A,M ⊗A A, IdM⊗A,ΨA) ' TA(P1)⊕ · · · ⊕ TA(Pn)

where TA(Pi) = (Pi,M ⊗A Pi, IdM⊗APi ,ΨPi), and for every 1 ≤ i ≤ n we have the iso-
morphism EndΛ(φ,ψ)

(Pi,M ⊗A Pi, IdM⊗APi ,ΨPi) ' EndA(Pi) because TA is fully faithful.

Since the algebra EndA(Pi) is local it follows that (Pi,M ⊗A Pi, IdM⊗APi ,ΨPi) is an inde-
composable projective Λ(φ,ψ)-module, for all 1 ≤ i ≤ n. Similarly if B = Q1 ⊕ · · · ⊕Qm

is the decomposition of B into the direct sum of indecomposable projective B-modules,
then we infer that (N ⊗B Qi, Qi,ΦQi , IdN⊗BQi) is an indecomposable projective Λ(φ,ψ)-
module for all 1 ≤ i ≤ m. In this way we get all indecomposable projective Λ(φ,ψ)-
modules up to isomorphism. �
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Our aim now is to describe the injective Λ(φ,ψ)-modules. In order to do this we

describe how the duality acts on the objects of M̃(Λ) using the equivalence of categories :

M̃(Λ)
'−→ M(Λ)

'−→ mod-Λ(φ,ψ). As usual we denote by D the duality functor of an
Artin algebra, see [18, Section 3, Chapter 2] for more informations.

First we identify the opposite algebra Λop
(φ,ψ) with the Morita ring

Λop
(φ,ψ) '

(
Bop

BopNAop

AopMBop Aop

)
,

(
a n
m b

)op

7→
(
bop n
m aop

)
Let (X, Y, f, g) ∈ M(Λ) and recall from (4.1.1) and (4.1.2) the adjoint isomorphisms

π and ρ. Then the object (X, Y, π(f), ρ(g)) lies in M̃(Λ) and applying the dual-
ity we obtain the morphisms D(π(f)) ∈ HomAop(D HomB(M,Y ),DX) and D(ρ(g)) ∈
HomBop(D HomA(N,X),DY ). Let 0 −→ Y −→ I0 −→ I1 be an injective coresolution
of Y . Since the functors D HomB(M,−), M ⊗Bop D(−) : mod-B −→ mod-Aop are right
exact we have the following exact commutative diagram:

D HomB(M, I1)

'
��

// D HomB(M, I0)

'
��

// D HomB(M,Y )

σ

��

// 0

M ⊗Bop D I1
// M ⊗Bop D I0

// M ⊗Bop DY // 0

Hence the morphism σ : M⊗Bop DY
'−→ D HomB(M,Y ) is an Aop-isomorphism which is

functorial in Y . Similarly we obtain aBop-isomorphism τ : N⊗AopDX
'−→ D HomA(N,X)

which is functorial in X. Then we have the object (DY,DX, σ ◦D(π(f)), τ ◦D(ρ(g))) ∈
M(Λop) where the morphisms are the following compositions :

M ⊗Bop DY '
σ // D HomB(M,Y )

D(π(f))
// DX

N ⊗Aop DX '
τ // D HomA(N,X)

(D ρ(g))
// DY

If (a, b) : (X, Y, f, g) −→ (X ′, Y ′, f ′, g′) is a morphism in M(Λ) then it is easy to check
that

(D(b),D(a)) : (DY ′,DX ′, σ′◦D(π(f ′)), τ ′◦D(ρ(g′))) −→ (DY,DX, σ◦D(π(f)), τ◦D(ρ(g)))

is a morphism in M(Λop) and in this way we obtain a contravariant functor D : M(Λ) −→
M(Λop). Then from the following commutative diagram:

M(Λ)

D

��

' // mod-Λ(φ,ψ)

D
��

M(Λop)
' // mod-Λop

(φ,ψ)

we infer that the functor D : M(Λ) −→ M(Λop) is a duality, where D : mod-Λ(φ,ψ) −→
mod-Λop

(φ,ψ) is the usual duality of Artin algebras. We are now ready to describe the

injective Λ(φ,ψ)-modules.
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Proposition 4.2.2. Let Λ(φ,ψ) be a Morita ring regarded as an Artin algebra. Then
the indecomposable injective Λ(φ,ψ)-modules are of the form : HA(I) = (I,HomA(N, I), δ′M⊗I ◦ HomA(N,ΨI), ε

′
I)

HB(J) = (HomB(M,J), J, εJ , δN⊗J ◦ HomB(M,ΦJ))

where I is an indecomposable injective A-module and J is an indecomposable injective
B-module.

Proof. This follows from the description of the duality D : M(Λ) −→M(Λop) and
Proposition 4.2.1. �

4.2.2. Simple Λ(φ,ψ)-modules. In this subsection we determine the simple Λ(φ,ψ)-
modules. Note that the description of the simple Λ(φ,ψ)-modules follows from Proposi-
tion 3.5.7. For completeness we state the result in our case.

Recall that for an A-module X we have the following commutative diagram:

TA(X)

%% %%

(IdX ,µX)
// HA(X)

CA(X)
99

99

where CA(X) = Im (IdX , µX) = (X, ImµX , κ, λ) and µX = δ′M⊗X ◦ HomA(N,ΨX).
Then the assigment X 7→ Im (IdX , µX) gives a well defined functor CA : mod-A −→
mod-Λ(φ,ψ). One crucial property of CA is that it lifts simple modules, see Lemma 3.5.5.

The following result describes the simple Λ(φ,ψ)-modules in terms of simple A-
modules, simple B-modules, simple B/ Imφ-modules and simple A/ Imψ-modules, and
follows immediately from Proposition 3.5.7.

Proposition 4.2.3. There is the following bijections :

{simple B/ Imφ-modules}
ZB

// {simple Λ(φ,ψ)-modules such that X = 0}
UBoo

{simple A-modules}
CA

// {simple Λ(φ,ψ)-modules such that X 6= 0}
UAoo

{simple A/ Imψ-modules}
ZA

// {simple Λ(φ,ψ)-modules such that Y = 0}
UAoo

{simple B-modules}
CB

// {simple Λ(φ,ψ)-modules such that Y 6= 0}
UBoo

Remark 4.2.4. Let {S1, · · · , Sn}, resp. {S ′1, · · · , S ′m}, be a complete set of sim-
ple A-modules, resp. B-modules. The simple B/ Imφ-modules are the simple B-
modules with the additional property that ΦS′1

= · · · = ΦS′m = 0. Then from the
first two bijections of Proposition 4.2.3 the simple Λ(φ,ψ)-modules are of the form:
CA(S1), · · · ,CA(Sn), ZB(S ′1), · · · ,ZB(S ′m). Similarly the simple A/ Imψ-modules are
the simple A-modules such that ΨS1 = · · · = ΨSn = 0, and using the last two bi-
jections of Proposition 4.2.3 we get that the simple Λ(φ,ψ)-modules are of the form:
CB(S ′1), · · · ,CB(S ′m),ZA(S1), · · · ,ZA(Sn). It is easy to check that these two descrip-
tions essentially coincide.
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4.2.3. Selfinjective Artin Algebras. After the complete description of the inde-
composable projective and injective Λ(φ,ψ)-modules we are interested to find conditions
for the Artin algebra Λ(φ,ψ) to be selfinjective. Recall that an Artin algebra A is selfin-
jective if A is an injective A-module.

The following result gives a sufficient condition for a Morita ring to be selfinjective.

Proposition 4.2.5. Let Λ(φ,ψ) be a Morita ring which is an Artin algebra. Assume
that the adjoint pair of functors (M ⊗A −,HomB(M,−)) induces an equivalence

M ⊗A − : projA) // injB : HomB(M,−)
'oo

and the adjoint pair of functors (N ⊗B −,HomA(N,−)) induces an equivalence

N ⊗B − : projB // injA : HomA(N,−)
'oo

Then the algebra Λ(φ,ψ) is selfinjective.

Proof. Let TA(P ) = (P,M ⊗A P , IdM⊗AP ,ΨP ) be an indecomposable projective
Λ(φ,ψ)-module, where P is an indecomposable projective A-module. Since the cate-

gories projA and injB are equivalent we have isomorphisms a : M ⊗A P
'−→ J and

b−1 : HomB(M,J)
'−→ P for some injective B-module J , where b = δP ◦ HomB(M,a).

Then we have the injective module HB(J) = (HomB(M,J), J, εJ , δN⊗BJ ◦HomB(M,ΦJ))
and we claim that the map (b, a) : TA(P ) −→ HB(J) is an isomorphism of Λ(φ,ψ)-
modules. It is straightforward that the map (b, a) is an isomorphism since both the
maps b and a are isomorphims. Hence we have only to prove that (b, a) is a morphism
in mod-Λ(φ,ψ), i.e. we have to show that the following diagrams are commutative :

M ⊗A P
M⊗b '

��

IdM⊗P // M ⊗A P
a'
��

M ⊗A HomB(M,J) '
εJ // J

N ⊗B M ⊗A P
N⊗a '

��

ΨP // P

b'
��

N ⊗B J
δN⊗J◦HomB(M,ΦJ )

// HomB(M,J)

Clearly the first diagram is commutative and for the second we have

(N ⊗B a) ◦ δN⊗J ◦ HomB(M,ΦJ) = δN⊗M⊗P ◦ HomB(M,M ⊗A N ⊗B a) ◦ HomB(M,ΦJ)

= δN⊗M⊗P ◦ HomB(M,ΦM⊗P ) ◦ HomB(M,a)

= δN⊗M⊗P ◦ HomB(M,M ⊗ΨP ) ◦ HomB(M,a)

= ΨP ◦ δP ◦ HomB(M,a)

= ΨP ◦ b

Thus TA(P ) ' HB(J) and so the indecomposable projective Λ(φ,ψ)-module TA(P ) is
injective. Moreover from Proposition 4.2.1 we have also the indecomposable projective
Λ(φ,ψ)-module TB(Q) = (N ⊗B Q,Q, φ ⊗ IdQ, IdN⊗BQ) for some indecomposable pro-
jective B-module Q. Then using the equivalence between projB and injA it follows as
above that TB(Q) ' HA(I) for some injective A-module I and so TB(Q) is an injective
Λ(φ,ψ)-module. Since every indecomposable projective Λ(φ,ψ)-module is injective we infer
that the Artin algebra Λ(φ,ψ) is selfinjective. �

Example 4.2.6. Let Λ be a selfinjective Artin algebra. Then from Proposition 4.2.5
we get that

(
Λ Λ
Λ Λ

)
(φ,φ)

is a selfinjective Artin algebra.
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The following example shows that the converse of Proposition 4.2.5 is not true in
general.

Example 4.2.7. Let K be a field and KQ be the path algebra where Q is the quiver

v1◦ a // v2◦
b

��v3◦

c

]]

Let I be the ideal generated by ba, cb, and ac and Λ = KQ/I. Then Λ is a selfinfective
finite dimensional K-algebra. Setting e = v1 and e′ = v2 + v3, we view Λ as a Morita
ring via

Λ(φ,ψ) =

(
eΛe eΛe′

e′Λe e′Λe′

)
Note that, in this case, φ = ψ = 0. Since eΛe has one indecomposable projective-
injective module up to isomorphism and e′Λe′ has two nonisomorphic indecomposable
projective-injective modules, the converse to Proposition 4.2.5 fails.

For an Artin algebra Λ we denote by ``(Λ) the Loewy length of Λ, i.e. the smallest
integer n such that rn = 0 where r is the Jacobson radical of Λ. Recall that the
representation dimension rep. dim Λ of Λ in the sense of Auslander [10] is defined by

rep. dim Λ = min{gl. dim EndΛ(X) | X : generator and cogenerator of mod-Λ}

We recall also the following result for selfinjective algebras. We refer to [10] and [111]
for old and recent developments respectively, on this important dimension of Auslander.
See also section 5.2 of Chapter 5 for more applications of our results on representation
dimension.

Proposition 4.2.8. [10] Let Λ be a selfinjective Artin algebra. Then

rep. dim Λ ≤ ``(Λ)

As an easy consequence of the above we have the following result.

Corollary 4.2.9. Let Λ be a selfinjective Artin algebra. Then :

rep. dim

(
Λ Λ
Λ Λ

)
(0,0)

≤ 2 ``(Λ)

Proof. Since Λ is selfinjective we have from Example 4.2.6 that the matrix Artin
algebra

(
Λ Λ
Λ Λ

)
(0,0)

is selfinjective. Then the result follows from Proposition 4.2.8 since

``
(

Λ Λ
Λ Λ

)
(0,0)

= 2 ``(Λ). �

4.3. Functorially Finite Subcategories

Our purpose in this section is to apply the results of section 3.4 in order to study
finiteness conditions on subcategories of Mod-Λ(0,0). The reason for restricting to the
case where φ = ψ = 0 is that we have full embeddings from the module categories
Mod-A, Mod-B, Mod-

(
A 0

BMA B

)
and Mod-

(
A ANB
0 B

)
to Mod-Λ(0,0). In particular we show

that the above natural subcategories of Mod-Λ(0,0) are bireflective and therefore functo-
rially finite.
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We start by defining the following full subcategories of Mod-Λ(0,0) :

X =
{

(X, Y, f, 0) | f : M ⊗A X −→ Y is an epimorphism
}

Y =
{

(0, Y, 0, 0) | Y ∈ Mod-B
}

= Im ZB

Z =
{

(X, Y, 0, g) | ρ(g) : Y −→ HomA(N,X) is a monomorphism
}

X′ =
{

(X, Y, 0, g) | g : N ⊗B Y −→ X is an epimorphism
}

Y′ =
{

(X, 0, 0, 0) | X ∈ Mod-A
}

= Im ZA

Z′ =
{

(X, Y, f, 0) | π(f) : X −→ HomB(M,Y ) is a monomorphism
}

The following resul describes the structure of the above subcategories in Mod-Λ(0,0).
The proof follows immediately from Proposition 3.4.4 and Corollary 3.4.6. For the
notion of torsion pairs in abelian categories and functorially finiteness of subcategories
see sections 1.2 and 3.4.

Proposition 4.3.1. Let Λ(0,0) be a Morita ring. Then the triples (X,Y,Z) and
(X′,Y′,Z′) are TTF-triples in Mod-Λ(0,0). In particular the following hold.

(i) The full subcategory X is contravariantly finite in Mod-Λ(0,0), closed under
extensions, quotients and coproducts, and TA(Mod-A) ⊆ X.

(ii) The full subcategory X′ is contravariantly finite in Mod-Λ(0,0), closed under
extensions, quotients and coproducts, and TB(Mod-B) ⊆ X′.

(iii) The full subcategory Z is covariantly finite in Mod-Λ(0,0), closed under exten-
sions, subobjects and products, and HA(Mod-A) ⊆ Z.

(iv) The full subcategory Z′ is covariantly finite in Mod-Λ(0,0), closed under exten-
sions, subobjects and products, and HB(Mod-B) ⊆ Z′.

The next consequence of Corollary 3.4.7 describes the categories of modules over A
and B via the subcategories X, Z, X′, Z′.

Corollary 4.3.2. Let Λ(0,0) be a Morita ring. Then there is an equivalence

Mod-A
' // X ∩ Z and Mod-B

' // X′ ∩ Z′

We denote by X0 the full subcategory of Mod-Λ(0,0) whose objects are the tu-
ples (X, Y, f, g) such that there is an exact sequence 0 −→ K0 −→ TA(P0) −→
(X, Y, f, g) −→ 0 with P0 ∈ ProjA. Similarly we define the subcategories Y0 =
{(X, Y, f, g) ∈ Mod-Λ(0,0) | ∃ 0 −→ (X, Y, f, g) −→ HA(I0) −→ L0 −→ 0 exact with I0 ∈
InjA}, X′0 = {(X, Y, f, g) ∈ Mod-Λ(0,0) | ∃ 0 −→ K0 −→ TB(Q0) −→ (X, Y, f, g) −→
0 exact with Q0 ∈ ProjB} and Y′0 = {(X, Y, f, g) ∈ Mod-Λ(0,0) | ∃ 0 −→ (X, Y, f, g) −→
HB(J0) −→ L0 −→ 0 exact with J0 ∈ InjB}.

From Proposition 3.4.8 we have another description of the subcategories X,Z,X′,Z′.

Corollary 4.3.3. Let Λ(0,0) be a Morita ring. Then : X = X0, Z = Y0, X′ = X′0
and Z′ = Y′0.

The following main result of this section gives the exact properties of the natural
subcategories of Mod-Λ(0,0). For the notion of bireflective subcategory see section 3.4.
Although the next result follows from Theorem 3.4.9 we give an alternative proof.
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Theorem 4.3.4. Let Λ(0,0) be a Morita ring. Then the full subcategories

Mod-A, Mod-B, Mod-
(

A 0
BMA B

)
, Mod-

(
A ANB
0 B

)
are bireflective in Mod-Λ(0,0). In particular the above subcategories are functorially finite
in Mod-Λ(0,0), closed under isomorphic images, direct sums, direct products, kernels and
cokernels.

Proof. Since φ = ψ = 0 it follows that the following maps:

θ1 : Λ(0,0) −→ A, θ1

((
a n
m b

))
= a

θ2 : Λ(0,0) −→ B, θ2

((
a n
m b

))
= b

θ3 : Λ(0,0) −→
(

A 0
BMA B

)
, θ3

((
a n
m b

))
=
(
a 0
m b

)
θ4 : Λ(0,0) −→

(
A ANB
0 B

)
, θ4

((
a n
m b

))
=
(
a n
0 b

)
are surjective ring homomorphisms. Therefore the above maps are ring epimorphisms,
i.e. epimorphisms in the category of rings. Hence from [54], [56], see also Theorem
1.3.1, we infer that the essential images of the restriction functors Mod-A −→ Mod-Λ(0,0),

Mod-B −→ Mod-Λ(0,0), Mod-
(

A 0
BMA B

)
−→ Mod-Λ(0,0) and Mod-

(
A ANB
0 B

)
−→ Mod-Λ(0,0)

are bireflective subcategories. Since bireflective subcategories are functorially finite,
it follows that the full subcategories Mod-A,Mod-B,Mod-

(
A 0

BMA B

)
,Mod-

(
A ANB
0 B

)
are

functorially finite in Mod-Λ(0,0), closed under isomorphic images, direct sums, direct
products, kernels and cokernels. �

Remark 4.3.5. From Theorem 4.3.4 the full embedding

F : Mod-
(

A 0
BMA B

)
−→ Mod-Λ(0,0)

has a left and right adjoint. But it is easy to observe that Mod-
(

A 0
BMA B

)
is not closed

under extensions and therefore it is not a Serre subcategory of Mod-Λ(0,0). Hence from
the full embedding F we cannot derive a recollement of module categories.

We continue with the following result on finiteness of subcategories which is a con-
sequence of Theorem 3.4.11.

Theorem 4.3.6. Let Λ(0,0) be a Morita ring.

(i) Let U be a covariantly finite subcategory of Mod-A such that U ⊆ Ker HomA(N,−)
and V a covariantly finite subcategory of Mod-B such that V ⊆ KerN ⊗B −.
Then the full subcategory

W =
{

(X, Y, f, g) ∈ Mod-Λ(0,0) | X ∈ U and Y ∈ V
}

is covariantly finite in Mod-Λ(0,0).
(ii) Let U be a contravariantly finite subcategory of Mod-A such that U ⊆ Ker HomA(N,−)

and V a contravariantly finite subcategory of Mod-B such that V ⊆ KerN ⊗B −.
Then the full subcategory

W =
{

(X, Y, f, g) ∈ Mod-Λ(0,0) | X ∈ U and Y ∈ V
}

is contravariantly finite in Mod-Λ(0,0).
(iii) Let U be a functorially finite subcategory of Mod-A such that U ⊆ Ker HomA(N,−)

and V a functorially finite subcategory of Mod-B such that V ⊆ KerN ⊗B −.
Then the full subcategory

W =
{

(X, Y, f, g) ∈ Mod-Λ(0,0) | X ∈ U and Y ∈ V
}

is functorially finite in Mod-Λ(0,0).
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Remark 4.3.7. Note that the converse of Theorem 4.3.6 holds, i.e. if W is con-
travariantly (resp. covariantly) finite in Mod-Λ(0,0) then U is contravariantly (resp. co-
variantly) finite in Mod-A and V is contravariantly (resp. covariantly) finite in Mod-B.
For more details see Remark 3.4.12.

If the bimodule N = 0 then from Theorem 4.3.6 and Remark 4.3.7 we have the
following well known result due to Smalø.

Corollary 4.3.8. [120, Theorem 2.1] Let Λ =
(

A 0
BMA B

)
be a triangular ma-

trix ring, U a full subcategory of Mod-A, V a full subcategory of Mod-B and let W ={
(X, Y, f) ∈ Mod-Λ | X ∈ U and Y ∈ V

}
.

(i) The subcategory W is covariantly finite in Mod-Λ if and only if U is covariantly
finite in Mod-A and V is covariantly finite in Mod-B.

(ii) The subcategory W is contravariantly finite in Mod-Λ if and only if U is con-
travariantly finite in Mod-A and V is contravariantly finite in Mod-B.

(iii) The subcategory W is functorially finite in Mod-Λ if and only if U is functo-
rially finite in Mod-A and V is functorially finite in Mod-B.

We continue with the following applications for Artin algebras. For the notion of
Auslander-Reiten sequences we refer to [18].

Corollary 4.3.9. Let Λ(0,0) be a Morita ring regarded as an Artin algebra. Then
the full subcategories mod-A and mod-B of mod-Λ(0,0) have relative Auslander-Reiten
sequences in mod-Λ(0,0).

Proof. It is well known that functorially finite subcategories which are closed under
extensions have Auslander-Reiten sequences, see [19]. Then the result follows from
Theorem 4.3.4. �

Corollary 4.3.10. Let Λ(0,0) be a Morita ring which is as an Artin algerba. Let U be
an extension closed functorially finite subcategory of mod-A such that U ⊆ Ker HomA(N,−)
and V an extension closed functorially finite subcategory of mod-B such that V ⊆
KerN ⊗B −. Then the full subcategory W = {(X, Y, f, g) ∈ mod-Λ(0,0) | X ∈ U and Y ∈
V} has Auslander-Reiten sequences in mod-Λ(0,0).

Proof. Since U and V are closed under extensions it follows that W is also closed
under extensions. Then the result follows from Theorem 4.3.6 and [19]. �

The last part in the paper of Smalø [120] deals with the full subcategory of modules
of finite projective dimension. In particular, if Λ =

(
A 0

BMA B

)
is a triangular matrix Artin

algebra, then the category of Λ-modules of finite projective dimension is contravariantly
finite in mod-Λ if and only if the category of A-modules of finite projective dimension
is contravariantly finite in mod-A and the category of B-modules of finite projective
dimension is contravariantly finite in mod-B, see [120, Proposition 2.3]. This result
follows from Corollary 4.3.8 and the description of the subcategory of Λ-modules of
finite projective dimension. Recall that a Λ-module (X, Y, f) is of finite projective
dimension if and only if the projective dimensions of AX and BY are finite.

We close this section with the next example which shows that the subcategory
of Λ(0,0)-modules of finite projective dimension cannot be described as in the lower
triangular case. This distinguishes our situation from the lower triangular situation.
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Example 4.3.11. Let K be a field and KQ be the path algebra where Q is the quiver

Q =
v1◦a 77

b
)) v2◦ d
ww

cii

Let I be the ideal generated by a2, bc, cb, d2, ba− db, and cd− ac and let Λ = KQ/I. It
is not hard to show that Λ is a selfinjective finite dimensional K-algebra. The structure
of the indecomposable projective-injective modules look like:

v1

a b

v1

b

v2

d

v2

v2

d c

v2

c

v1

a

v1

Setting e = v1 and e′ = v2, we view Λ as the Morita ring via

Λ(φ,ψ) =

(
eΛe eΛe′

e′Λe e′Λe′

)
Note that, in this case, φ = ψ = 0. One sees that Λ is a selfinjective finite dimensional
biserial algebra. Consider the string module of the form

D = v1 v2

v1 v2

Viewing D as module over the algebra Λ(φ,ψ), D = (X, Y, f, g), we see that X is isomor-
phic to eΛe as a left eΛe-module, Y is isomorphic to e′Λe′ as a left e′Λe′-module, and
g = 0. Thus, we have that pdeΛeX < ∞, pde′Λe′ Y < ∞, but pdΛ D = ∞ (since D is
not a projective Λ-module and Λ is selfinjective). Finally, letting R = K[x]/(x2), then
it is easy to see that Λ(0,0)

∼=
(
R R
R R

)
.

4.4. Bounds on the Global Dimension

Let Λ(0,0) =
(

A ANB
BMA B

)
be a Morita ring which is as an Artin algebra with φ = ψ =

0. In this section we show that, under certain restictions on either M or N , there is a
bound on the global dimension of Λ(0,0) in terms of the global dimensions of A and B.
This is achieved via the notion of tight projective module and tight projective resolution
that we introduce in the first subsection.

4.4.1. Tight Resolutions and Upper Bounds. Before we begin with some pre-
liminary definitions and results, we give an example which shows that we will need
some restrictions to get a bound on the global dimension of Λ(0,0) in terms of the global
dimensions of A and B.

Example 4.4.1. Let K be a field and Q be the quiver

v◦
a // w◦
b

oo

Let Λ = KQ/〈ab, ba〉. Let P (respectively Q) be the projective Λ-cover of the simple
module having K at vertex v (resp. w) and 0 at vertex w (resp. v). Then Λ = P ⊕Q.
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Hence Λ is isomorphic to HomΛ(P ⊕ Q,P ⊕ Q)op, which in turn is isomorphic to the
matrix algebra (

EndΛ(P )op HomΛ(P,Q)
HomΛ(Q,P ) EndΛ(Q)op

)
Each entry in this 2× 2-matrix is K but the multiplication of two elements, one of the
form

(
0 0
α 0

)
and the other of the form

(
0 β
0 0

)
, in any order, is 0. Thus, as a Morita ring(

A N
M B

)
, A = B = M = N = K and φ = ψ = 0. Hence A and B have global dimension

0 and M and N have projective dimension 0 over both A and B. But Λ has infinite
global dimension. �

We introduce the following notion which is crucial for our results of this section.

Definition 4.4.2. If P = (PA, 0, 0, 0) is a projective Λ(0,0)-module for some left
A-module PA, then P is called an A-tight projective Λ(0,0)-module. We say that a left
Λ(0,0)-module (X, 0, 0, 0) has an A-tight projective Λ(0,0)-resolution if (X, 0, 0, 0) has a
projective Λ(0,0)-resolution in which each projective Λ(0,0)-module is A-tight.

Note that if (PA, 0, 0, 0) is an A-tight projective Λ(0,0)-module then PA is a projective
A-module and M⊗APA = 0. Conversely, if PA is a projective A-module and M⊗APA =
0, then (PA, 0, 0, 0) is an A-tight projective Λ(0,0)-module. It is easy to see the following.

(i) A direct sum of modules having A-tight projective Λ(0,0)-resolutions also has
an A-tight projective Λ(0,0)-resolution.

(ii) A summand of an A-tight projective Λ(0,0)-module is again an A-tight projec-
tive Λ(0,0)-module.

(iii) If X is an A-module such that (X, 0, 0, 0) has an A-tight projective Λ(0,0)-
resolution, then pdAX = pdΛ(0,0)

(X, 0, 0, 0).

The next result classifies Λ(0,0)-modules having A-tight projective Λ(0,0)-resolutions.

Proposition 4.4.3. A Λ(0,0)-module of the form (X, 0, 0, 0) has an A-tight projective
Λ(0,0)-resolution if and only if M ⊗A P = 0, where P is the direct sum of projective A-
modules in a minimal projective A-resolution of X.

Proof. Suppose that · · · −→ P 2 −→ P 1 −→ P 0 −→ X −→ 0 is a minimal
projective A-resolution of X. Set P = ⊕n≥0P

n. If M ⊗A P = 0 then M ⊗A P n = 0, for
all n ≥ 0. It follows that (X, 0, 0, 0) has an A-tight projective Λ(0,0)-resolution. On the
other hand, if M ⊗A P 6= 0, then there is a smallest n ≥ 0, such that M ⊗A P n 6= 0. It
follows that there is a minimal projective Λ(0,0)-resolution of (X, 0, 0, 0) that starts

(P n,M ⊗A P n, IdM⊗Pn , 0) // (P n−1, 0, 0, 0) // · · · // (P 0, 0, 0, 0) // (X, 0, 0, 0) // 0

Hence the n+ 1-st syzygy is of the form (Ωn+1
A (X),M ⊗A P n, IdM ⊗κ, 0), where κ is the

monomorphism κ : Ωn+1
A (X) −→ P n. It follows that the next projective in the above

minimal Λ(0,0)-resolution of (X, 0, 0, 0) is not A-tight and the result follows. �

We use the next result a number of times in what follows.

Lemma 4.4.4. If P is a projective A-module such that (P, 0, 0, 0) is not an A-tight
projective Λ(0,0)-module, then :

pdΛ(0,0)
(P, 0, 0, 0) = 1 + pdΛ(0,0)

(0,M ⊗A P, 0, 0)
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If Q is a projective B-module such that (0, Q, 0, 0) is not a B-tight projective Λ(0,0)-
module, then :

pdΛ(0,0)
(0, Q, 0, 0) = 1 + pdΛ(0,0)

(N ⊗B Q, 0, 0, 0)

Proof. The first statement follows from the following short exact sequence of Λ(0,0)-
modules

0 // (0,M ⊗A P, 0, 0) // (P,M ⊗A P, IdM⊗AP , 0) // (P, 0, 0, 0) // 0

and the proof of the second statement is similar. �

We define B-tight projective Λ(0,0)-modules (0, Q, 0, 0) in a similar fashion as A-tight
projective Λ(0,0)-modules and also Λ(0,0)-modules (0, Y, 0, 0) having B-tight projective
Λ(0,0)-resolutions.

We also have the following result.

Lemma 4.4.5. Let X be an A-B-bimodule such that (X, 0, 0, 0) has an A-tight pro-
jective Λ(0,0)-resolution. If Q is a projective B-module, then (X ⊗B Q, 0, 0, 0) has an
A-tight projective Λ(0,0)-resolution.

Proof. Since direct sums of modules that have A-tight projective Λ(0,0)-resolutions
are modules having A-tight projective Λ(0,0)-resolutions, we may assume that Q = Be,
for some primitive idempotent e in B. Since X ⊗B Be ' Xe is a summand of X, the
result follows. �

The next lemma is a useful tool in what follows.

Lemma 4.4.6. Let X be an A-module and Y be a B-module. Then :

(i) pdΛ(0,0)
(X, 0, 0, 0) ≤ 1 + max{pdΛ(0,0)

(Ω1
A(X), 0, 0, 0), pdΛ(0,0)

(0,M, 0, 0)}
(ii) pdΛ(0,0)

(0, Y, 0, 0) ≤ 1 + max{pdΛ(0,0)
(0,Ω1

B(Y ), 0, 0), pdΛ(0,0)
(N, 0, 0, 0)}

Proof. We only prove (i) since the proof of (ii) is similar. Let α : P −→ X be a
projective A-cover of X with kernel Ω1

A(X). Then we have a short exact sequence

0 // (Ω1
A(X),M ⊗A P,M ⊗ k, 0)

(k,IdM⊗P )
// (P,M ⊗A P, IdM⊗P , 0)

(α,0)
// (X, 0, 0, 0) // 0

in which the middle term is a projective Λ(0,0)-module. Therefore it follows that
pdΛ(0,0)

(X, 0, 0, 0) ≤ 1 + pdΛ(0,0)
(Ω1

A(X),M ⊗A P,M ⊗ k, 0). Next we note that we

have a short exact sequence

0 // (0,M ⊗A P, 0, 0) // (Ω1
A(X),M ⊗A P,M ⊗ k, 0) // (Ω1

A(X), 0, 0, 0) // 0

We observe that M ⊗A P is direct sum of summands of M . Hence we infer that
pdΛ(0,0)

(0,M ⊗A P, 0, 0) ≤ pdΛ(0,0)
(0,M, 0, 0) and the result now follows. �

We get an immediate consequence of the previous lemma.

Corollary 4.4.7. Let X be an A-module and Y be a B-module. Then :

(i) pdΛ(0,0)
(X, 0, 0, 0) ≤ pdAX + 1 + pdΛ(0,0)

(0,M, 0, 0)

(ii) pdΛ(0,0)
(0, Y, 0, 0) ≤ pdB Y + 1 + pdΛ(0,0)

(N, 0, 0, 0)
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Proof. We only prove (i). If pdAX is not finite, then the result follows. As-
sume that pdAX = n < ∞. If we apply Lemma 4.4.6 first to (X, 0, 0, 0) and then to
(Ω1

A(X), 0, 0, 0), we get

pdΛ(0,0)
(X, 0, 0, 0) ≤ 2 + max{pdΛ(0,0)

(Ω2
A(X), 0, 0, 0), pdΛ(0,0)

(0,M, 0, 0)}

Continuing in this fashion, we get

pdΛ(0,0)
(X, 0, 0, 0) ≤ n+ max{pdΛ(0,0)

(Ωn
A(X), 0, 0, 0), pdΛ(0,0)

(0,M, 0, 0)}

By assumption the nth syzygy Ωn
A(X) is a projective A-module. Applying Lemma 4.4.6

to (Ωn
A(X), 0, 0, 0), we obtain the desired result. �

We are now in a position to state our first set of results. For simplicity we write that
a left A-module X has an A-tight projective Λ(0,0)-resolution meaning that the object
(X, 0, 0, 0), as a left Λ(0,0)-module, has an A-tight projective Λ(0,0)-resolution. We make
the same agreement for left B-modules having B-tight projective Λ(0,0)-resolution.

Proposition 4.4.8. Let Λ(0,0) =
(

A ANB
BMA B

)
be a Morita ring which is an Artin

algebra and let X be an A-module and Y be a B-module. If M has a B-tight projective
Λ(0,0)-resolution, then

pdΛ(0,0)
(X, 0, 0, 0) ≤ pdAX + 1 + pdBM

If N has an A-tight projective Λ(0,0)-resolution, then

pdΛ(0,0)
(0, Y, 0, 0) ≤ pdB Y + 1 + pdAN

Proof. The result follows from Corollary 4.4.7 and the fact that (0,M, 0, 0) having
a B-tight projective resolution implies that pdΛ(0,0)

(0,M, 0, 0) = pdBM . Similarly we

obtain the second inequality. �

Theorem 4.4.9. Let Λ(0,0) =
(

A ANB
BMA B

)
be a Morita ring which is an Artin algebra

and suppose that M has a B-tight projective Λ(0,0)-resolution and N has an A-tight
projective Λ(0,0)-resolution. Then :

gl. dim Λ(0,0) ≤ gl. dimA+ gl. dimB + 1

Proof. Since φ = ψ = 0 it follows from Proposition 4.2.3 that the simple Λ(0,0)-
modules are of the form (S, 0, 0, 0), where S is a simple A-module or of the form
(0, T, 0, 0), where T is a simple B-module. Now

gl. dim Λ(0,0) ≤ max{pdΛ(0,0)
(S, 0, 0, 0), pdΛ(0,0)

(0, T, 0, 0) | S : simple A-module,

T : simple B-module}

By Proposition 4.4.8 we have pdΛ(0,0)
(S, 0, 0, 0) ≤ pdA S+pdBM+1. Thus, pdΛ(0,0)

(S, 0, 0, 0)

≤ gl. dimA + gl. dimB + 1. Similarly, we infer that pdΛ(0,0)
(0, T, 0, 0) ≤ gl. dimA +

gl. dimB + 1 and then the result follows. �

We provide two examples, the first of which shows that the inequality of Theorem
4.4.9 is sharp and the second shows that the inequality can be proper.
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Example 4.4.10. Let K be a field and Q the quiver

v1◦
a
��

v2◦ b // v3◦ c // v4◦

w1◦ d // w2◦ w3◦e
oo f // w4◦

g

gg

Let I be the ideal in KQ generated by all paths of length 2 and let Λ = KQ/I. We see
the global dimension of Λ is 4. Now set ε1 = v1 +v2 +v3 +v4 and ε2 = w1 +w2 +w3 +w4.
View Λ as the Morita ring (

ε1Λε1 ε1Λε2
ε2Λε1 ε2Λε2

)
The global dimension of ε1Λε1 is 2 and the global dimension of ε2Λε2 is 1. Thus

gl. dim Λ = gl. dim ε1Λε1 + gl. dim ε2Λε2 + 1

Now M = ε2Λε1, which, as a left ε2Λε2-module is isomorphic to the simple module
at w1. We see that N = ε1Λε2, which, as a left ε1Λε1-module is isomorphic to the
simple module at v2. The reader may check that (0,M, 0, 0) and (N, 0, 0, 0) have tight
projective Λ-resolutions. We note that φ and ψ are both 0 for this example. �

Example 4.4.11. Let K be a field and Q the quiver

v1◦ a //

c

��

v2◦ b // v3◦

w1◦

d

@@

e // w2◦
We again take I to be the ideal generated by all paths of length 2 and set Λ = KQ/I.
Now set ε1 = v1 + v2 + v3 and ε2 = w1 + w2. View Λ as the Morita ring(

ε1Λε1 ε1Λε2
ε2Λε1 ε2Λε2

)
The reader may check that the hypotheses of Theorem 4.4.9 are satisfied. But the global
dimension of Λ is 2 while the global dimension of ε1Λε1 is 2 and the global dimension
of ε2Λε2 is 1. �

We now turn to the case where either (0,M, 0, 0) or (N, 0, 0, 0) does not have a
tight projective Λ(0,0)-resolution. If M is not a projective B-module then a projective
cover of (0,M, 0, 0) is of the form (0, β) : (N ⊗B Q,Q, 0, IdN⊗Q) −→ (0,M, 0, 0), where
β : Q −→M is projective B-cover of M . In particular, N ⊗B Q is a sum of summands
of N over which we have little control. The next bound results will require that M , as
a left B-module, is projective and N , as a left A-module is projective.

We state a preliminary lemma.

Lemma 4.4.12. Suppose M is a B-A-bimodule which is projective as a left B-module
and N is an A-B-bimodule which is projective as a left A-module. Then

(i) (M ⊗A N)
t
⊗B is a projective left A-module, for all t ≥ 1.

(ii) N ⊗B (M ⊗A N)
t
⊗B is a projective left A-module, for all t ≥ 0.

(iii) (N ⊗B M)
s
⊗A is a projective left B-module, for all s ≥ 1.

(iv) M ⊗A (N ⊗B M)
s
⊗A is a projective left B-module, for all s ≥ 0.
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Proof. (i) Suppose P is a projective left A-module. Then P is isomorphic to
a direct sum of indecomposable projective A-modules of the form Ae, where e is a
primitive idempotent in A. It follows that M ⊗A P is a direct sum of modules of the
form Me. Since M is assumed to be a projective left B-module, Me is a projective left
B-module and, hence, M ⊗A P is a projective left B-module. The result now follows
by induction on t.

(iii) Similarly if Q is a projective left B-module then N ⊗BQ is also a projective left
A-module and then our statement follows. In the same way we get (ii) and (iv). �

The next result concerns tight projective Λ(0,0)-modules.

Lemma 4.4.13. Suppose M is a B-A-bimodule which is projective as a left B-module
and N is an A-B-bimodule which is projective as a left A-module.

(i) If (0,M ⊗A (N ⊗B M)
s
⊗A , 0, 0) is a B-tight projective Λ(0,0)-module, for some

s ≥ 0, then (0, (M ⊗A N)
s+1
⊗ B , 0, 0) also is a B-tight projective Λ(0,0)-module.

(ii) If ((N ⊗BM)
s
⊗A , 0, 0, 0) is an A-tight projective Λ(0,0)-module, for some s ≥ 0,

then (N ⊗B (M ⊗A N)
s
⊗B , 0, 0, 0) also is an A-tight projective Λ(0,0)-module.

(iii) If ((N ⊗BM)
s
⊗A , 0, 0, 0) is an A-tight projective Λ(0,0)-module, for some s ≥ 0,

then (N ⊗B (M ⊗A N)
s+1
⊗ B , 0, 0, 0) also is an A-tight projective Λ(0,0)-module.

(iv) If (0, (M ⊗A N)
s
⊗B , 0, 0) is a B-tight projective Λ(0,0)-module, for some s ≥ 0,

then (0,M ⊗A (N ⊗B M)
s
⊗A , 0, 0) also is a B-tight projective Λ(0,0)-module.

Proof. We only prove part (i) since the proofs of the other parts are similar.

Assume that (0,M ⊗A (N ⊗BM)
s
⊗A , 0, 0) is a B-tight projective Λ(0,0)-module, for some

s ≥ 0. Then tensoring M⊗A(N⊗BM)
s
⊗A on the right by ⊗AN , we obtain (M⊗AN)

s+1
⊗ B .

The assumption that N is a projective left A-module implies that (M ⊗A N)
s+1
⊗ B is a

direct sum of summands of M ⊗A (N ⊗B M)
s
⊗A . The result now follows. �

We are now in a position to state the second result on bounding the global dimension
of Λ(0,0).

Theorem 4.4.14. Let Λ(0,0) =
(

A ANB
BMA B

)
be a Morita ring which is an Artin al-

gebra. Suppose that the global dimensions of A and B are finite, M is a projective left
B-module, and N is a projective left A-module.

(i) If ((N ⊗BM)
s
⊗A , 0, 0, 0) is an A-tight projective Λ(0,0)-module, for some s ≥ 1,

then :

gl. dim Λ(0,0) ≤ max{gl. dimA+ 2s, gl. dimB + 2s+ 1}

(ii) If (0,M ⊗A (N ⊗B M)
s
⊗A , 0, 0) is a B-tight projective Λ(0,0)-module, for some

s ≥ 0, then :

gl. dim Λ(0,0) ≤ max{gl. dimA+ 2s+ 1, gl. dimB + 2(s+ 1)}

(iii) If (N ⊗B (M ⊗A N)
s
⊗B , 0, 0, 0) is an A-tight projective Λ(0,0)-module, for some

s ≥ 0, then :

gl. dim Λ(0,0) ≤ max{gl. dimA+ 2(s+ 1), gl. dimB + 2s+ 1}
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(iv) If (0, (M ⊗A N)
s
⊗B , 0, 0) is a B-tight projective Λ(0,0)-module, for some s ≥ 1,

then :

gl. dim Λ(0,0) ≤ max{gl. dimA+ 2s+ 1, gl. dimB + 2s}

(v) If ((N ⊗B M)
s
⊗A , 0, 0, 0) is an A-tight projective Λ(0,0)-module and if

(0, (M ⊗A N)
s
⊗B , 0, 0) is an B-tight projective Λ(0,0)-module, for some s ≥ 1,

then :

gl. dim Λ(0,0) ≤ max{gl. dimA+ 2s, gl. dimB + 2s}

(vi) If (N ⊗B (M ⊗A N)
s
⊗B , 0, 0, 0) is an A-tight projective Λ(0,0)-module, and if

(0,M ⊗A (N ⊗B M)
s
⊗A , 0, 0) is a B-tight projective Λ(0,0)-module, for some

s ≥ 0, then :

gl. dim Λ(0,0) ≤ max{gl. dimA+ 2s+ 1, gl. dimB + 2s+ 1}

Proof. Let gl. dimA = d <∞ and gl. dimB = e <∞. We only prove part (i) with

the remaining parts having similar proofs. We assume that ((N ⊗B M)
s
⊗A , 0, 0, 0) is an

A-tight projective Λ(0,0)-module, for some s ≥ 1. First let S be a simple A-module. By
Lemma 4.4.6 we have pdΛ(0,0)

(S, 0, 0, 0) ≤ 1+max{pdΛ(0,0)
(Ω1

A(S), 0, 0, 0), pdΛ(0,0)
(0,M, 0, 0)}.

By applying Lemma 4.4.6 again, this time to (Ω1
A(S), 0, 0, 0), we get

pdΛ(0,0)
(S, 0, 0, 0) ≤ 2 + max{pdΛ(0,0)

(Ω2
A(S), 0, 0, 0), pdΛ(0,0)

(0,M, 0, 0)}

Continuing in this fashion, we get

pdΛ(0,0)
(S, 0, 0, 0) ≤ d+ max{pdΛ(0,0)

(Ωd
A(S), 0, 0, 0), pdΛ(0,0)

(0,M, 0, 0)}

Now Ωd
A(S) is a projective A-module, so the next time we apply Lemma 4.4.6, we obtain

pdΛ(0,0)
(S, 0, 0, 0) ≤ d+ 1 + pdΛ(0,0)

(0,M, 0, 0)

If (0,M, 0, 0) is aB-tight projective Λ-module, then we are done. Suppose that (0,M, 0, 0)
is not a B-tight projective module. Since M is a projective B-module, by Lemma 4.4.4
it follows that pdΛ(0,0)

(0,M, 0, 0) ≤ 1 + pdΛ(0,0)
(N ⊗B M, 0, 0, 0). If (N ⊗B M, 0, 0, 0) is

an A-tight projective Λ-module, we are done. Suppose that (N ⊗B M, 0, 0, 0) is not an
A-tight projective Λ-module. Since N⊗BM is a projective A-module by Lemma 4.4.12,
we see again by Lemma 4.4.4 that pdΛ(0,0)

(0,M, 0, 0) ≤ 2+pdΛ(0,0)
(0,M⊗AN⊗BM, 0, 0).

Continuing in this fashion, we obtain

pdΛ(0,0)
(0,M, 0, 0) ≤ 2s− 1 + pdΛ(0,0)

((N ⊗B M)
s
⊗A , 0, 0, 0)

By assumption, ((N ⊗BM)
s
⊗A , 0, 0, 0) is an A-tight projective Λ(0,0)-module. Hence, we

see that

pdΛ(0,0)
(S, 0, 0, 0) ≤ d+ 2s = gl. dimA+ 2s (∗)

Now let T be a simple B-module. By Lemma 4.4.6 we have

pdΛ(0,0)
(0, T, 0, 0) ≤ 1 + max{pdΛ(0,0)

(0,Ω1
B(T ), 0, 0), pdΛ(0,0)

(N, 0, 0, 0)}

Continuing in a similar fashion to the first part of the proof, we obtain

pdΛ(0,0)
(T, 0, 0, 0) ≤ e+ max{pdΛ(0,0)

(0,Ωe
B(T ), 0, 0), pdΛ(0,0)

(N, 0, 0, 0)}
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Now N is a projective A-module, and we see by Lemma 4.4.4 that pdΛ(0,0)
(N, 0, 0, 0) ≤

1 + pdΛ(0,0)
(0,M ⊗A N, 0, 0). Again, following similar arguments to the first part of the

proof, we obtain

pdΛ(0,0)
(N, 0, 0, 0) ≤ 2s+ pdΛ(0,0)

(N ⊗B (M ⊗A N)
s
⊗B , 0, 0, 0)

By Lemma 4.4.13, (N ⊗B (M ⊗A N)
s
⊗B , 0, 0, 0) is an A-tight projective Λ(0,0)-module,

and we have
pdΛ(0,0)

(0, T, 0, 0) ≤ e+ 2s+ 1 = gl. dimB + 2s+ 1 (∗∗)
Since Λ(0,0) is an Artin algebra and since from Proposition 4.2.3 a simple Λ(0,0)-module
is isomorphic to either a module of the form (S, 0, 0, 0) or (0, T, 0, 0), for some simple
A-module S or some simple B-module T , part (1) follows from (∗) and (∗∗). �

We conclude this section with an example showing that the bounds in the above
theorem are sharp.

Example 4.4.15. Let K be a field and let Q be the quiver

v1◦

��

v3◦

��

v5◦

v2◦

AA

v4◦

AA

Let Λ be the quotient KQ/I, where I is the ideal generated by all paths of length 2.
Let ε1 = v1 + v3 + v5 and ε2 = v2 + v4. View Λ as the Morita ring(

ε1Λε1 ε1Λε2
ε2Λε1 ε2Λε2

)
(0,0)

Using the notation iKj to denote the simple Λ-module, which on the left is isomorphic to
the simple Λ-module at vertex vi, and on the right is isomorphic to the simple Λ-module
at vertex vj, we see that

M = ε2Λε1 =4 K3 ⊕2 K1, and N = ε1Λε2 =5 K4 ⊕3 K2.

Now the global dimensions of A = ε1Λε1 and B = ε2Λε2 are both 0. Clearly, M is a
projective left B-module and N is a projective left A-module. We see that N⊗B (M⊗A
N) is isomorphic to 5K2. Moreover, (N⊗B (M⊗AN), 0, 0, 0) is an A-tight projective Λ-
module. Thus, we can apply part (3) of Theorem 4.4.14 with s = 1 to get gl. dim Λ ≤ 4.
But the global dimension of Λ is 4, and we have shown that the inequality in part (3)
is sharp. This example can be adjusted to get that all the inequalities are sharp. �

4.4.2. Some Lower Bounds. In this subsection we provide some lower bounds
for the global dimension of a Morita ring.

Lemma 4.4.16. Let Λ(φ,ψ) be a Morita ring.

(i) If the bimodule BMA is flat as a right A-module then pdAX = pdΛ(φ,ψ)
TA(X).

(ii) If the bimodule ANB is flat as a right B-module then pdB Y = pdΛ(φ,ψ)
TB(Y ).

Proof. Suppose that the bimodule BMA is flat as a right A-module. Then the
functor M⊗A− : Mod-A −→ Mod-B is exact and therefore the functor TA : Mod-A −→
Mod-Λ(φ,ψ) is exact. Let X be a A-module with pdAX = n and let 0 −→ Pn −→ · · · −→
P0 −→ X −→ 0 be the projective resolution of X. Then if we apply the exact functor
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TA we get that pdΛ(φ,ψ)
TA(X) ≤ n = pdAX since TA preserves projectives. Conversely

suppose that pdΛ(φ,ψ)
TA(X) = m <∞. Let 0 −→ K0 −→ P0 −→ X −→ 0 be an exact

sequence with P0 ∈ ProjA and K0 = Ker a0, where a0 : P0 −→ X. Since TA is exact
the sequence 0 −→ TA(K0) −→ TA(P0) −→ TA(X) −→ 0 is exact. Now we continue
with the same procedure. This means that we take an epimorphism a1 : P1 −→ K0

with P1 a projective A-module, K1 = Ker a1 and then we apply the functor TA. After
m-steps we obtain the exact sequence : 0 −→ TA(Km−1) −→ TA(Pm−1) −→ · · · −→
TA(P0) −→ TA(X) −→ 0 where TA(Km−1) is projective since pdΛ(φ,ψ)

TA(X) = m.

Then if we apply the functor UA we get the exact sequence : 0 −→ Km−1 −→ Pm−1 −→
· · · −→ P0 −→ X −→ 0 and we claim that Ωm(X) = Km−1 is projective in Mod-A.
But this is straightforward since TA(Km−1) is projective. Thus we have pdAX ≤ m =
pdΛ(φ,ψ)

TA(X). We infer that pdAX = pdΛ(φ,ψ)
TA(X) and similarly we prove that

pdB Y = pd Λ(φ,ψ)
TB(Y ) when the functor N ⊗B − : Mod-B −→ Mod-A is exact. �

As a consequence of the above result we have the following lower bound.

Proposition 4.4.17. [88, Lemma 1.2] Let Λ(φ,ψ) be a Morita ring and suppose that
MA is a flat right A-module and NB is a flat right B-module. Then :

gl. dim Λ(φ,ψ) ≥ max {gl. dimA, gl. dimB}

4.4.3. Comparing Tight Resolutions. In this subsection we discuss the assump-
tion of Theorem 4.4.9 about tight resolutions. Our aim is to compare our result with
some well known bounds for the global dimension of trivial extensions rings.

Let Λ(0,0) be a Morita ring regarded as an Artin algebra. Then from Proposition
4.1.5 we have the isomorphism of rings Λ(0,0) ' (A×B)nM⊕N , where (A×B)nM⊕N
is the trivial extension ring of A×B by the (A×B)-(A×B)-bimodule M⊕N . Then the
module category mod-Λ(0,0) is equivalent to the trivial extension of abelian categories
(mod-A×mod-B) nH, see [49], where H is the endofunctor

H : mod-A×mod-B −→ mod-A×mod-B, H(X, Y ) = (N ⊗B Y,M ⊗A X)

Suppose that ANB has an A-tight projective Λ(0,0)-resolution and BMA has a B-tight
projective Λ(0,0)-resolution. This implies that we have projective resolutions · · · −→
AP1 −→ AP0 −→ AN −→ 0 and · · · −→ BQ1 −→ BQ0 −→ BM −→ 0 such that
M ⊗A Pi = 0 and N ⊗B Qi = 0. If we aply the functor M ⊗A − to the projective
resolution of N we get that M ⊗A N = 0. Similarly if we apply the functor N ⊗B −
to the projective resolution of M we obtain that N ⊗B M = 0. Also we derive that
TorAi (M,N) = 0 and TorBi (N,M) = 0 for every i ≥ 0. Since M ⊗A N = 0 if and
only if M ⊗A N ⊗B − = 0 and N ⊗B M = 0 if and only if N ⊗B M ⊗A − = 0 it
follows that H2 = 0. From Corollary 7.6 of [26] it follows that if the left derived functor
LiH

j(H(P,Q)) = 0 for every i, j ≥ 1 and P ∈ projA,Q ∈ projB, then

gl. dim Λ(0,0) ≤ c(H) + 2 ·max{gl. dimA, gl. dimB} (∗)
where c(H) = min{κ ∈ N : Hκ+1 = 0} is the nilpotency class of H. From the projective
resolutions of N and M we have the following projective resolution of H(A,B) :

· · · // (AP1, BQ1) // (AP0, BQ0) // H(A,B) // 0

in mod-A×B. Hence if we apply the functor H to the above exact sequence we obtain
the zero complex. We infer that LiH

j(H(P,Q)) = 0 for every i, j ≥ 1 and P ∈
projA,Q ∈ projB. Hence the assumption of Corollary 7.6 of [26] is satisfied and so
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we have the bound of the relation (∗). In particular we obtain that gl. dim Λ(0,0 ≤
1 + 2 · max{gl. dimA, gl. dimB} since H2 = 0. But the bound of Theorem 4.4.9 is
gl. dim Λ(0,0) ≤ gl. dimA + gl. dimB + 1 which is better than the above bound but the
assumption of Corollary 7.6 of [26] is weaker than the assumption of tight resolutions for
N and M . Note also that since LiH(H(P,Q)) = 0 for every i ≥ 0 and P ∈ projA,Q ∈
projB, there exists an explicit formula for the global dimension of Λ(0,0), see Corollary
7.17 of [26].

4.4.4. Trivial Extensions of Artin Algebras. The main property of the as-
sumption that M has a B-tight projective Λ(0,0)-resolution and N has an A-tight projec-
tive Λ(0,0)-resolution is that pdΛ(0,0)

(0,M, 0, 0) = pdBM and pdΛ(0,0)
(N, 0, 0, 0) = pdAN .

Our aim in this subsection is to prove a version of Theorem 4.4.9 for a trivial exten-
sion of Artin algebras Λ = A n N . We start by recalling some basic facts for trivial
extensions. We refer to [49] for more details.

Let Λ = A n N be a trivial extension of rings which is an Artin algebra (see the
discussion before Proposition 4.1.5 for the notion of trivial extension of rings). The
objects of mod-Λ are pairs (X, f) where X ∈ mod-A and f : N ⊗A X −→ X is an A-
morphism such that N⊗Af ◦f = 0. A morphism a : (X, f) −→ (Y, g) is an A-morphism
a : X −→ Y such that f ◦ a = N⊗Aa ◦ g. We recall also the following functors. The
functor T : mod-A −→ mod-Λ is defined by T(X) = (X ⊕ (N⊗AX), tX) ∈ mod-Λ on
the A-modules X, where tX =

(
0 IdN⊗X
0 0

)
: (N⊗AX)⊕ (N⊗AN⊗AX) −→ X ⊕ (N⊗AX)

and given an A-morphism a : X −→ Y then T(a) =
(
a 0
0 F (a)

)
: T(X) −→ T(Y ) is a

Λ-morphism. The functor Z : mod-A −→ mod-Λ is defined by Z(X) = (X, 0) ∈ mod-Λ
on the A-modules X and if a : X −→ Y is an A-morphism, then Z(a) = a.

We need the following result which is the analogue of Lemma 4.4.6.

Lemma 4.4.18. Let Λ = AnN be a trivial extension of Artin algebras and let X be
an A-module. Then :

pdΛ Z(X) ≤ 1 + max{pdΛ Z(Ω1
A(X)), pdΛ Z(N)}

Proof. Let α : P −→ X be a projective A-cover of X with kernel Ω1
A(X). Then

we have a short exact sequence of Λ-modules

(N ⊗A Ω1
A(X))⊕ (N ⊗A N ⊗A P )(

0 N⊗k
0 0

)
��

(
N⊗k 0

0 1

)
// (N ⊗A P )⊕ (N ⊗A N ⊗A P )(

0 1
0 0

)
��

(
N⊗α

0

)
// // N ⊗A X

0

��
Ω1
A(X)⊕ (N ⊗A P ) //

(
k 0
0 1

)
// P ⊕ (N ⊗A P )

(
α
0

)
// // X

in which the middle term is a projective Λ-module. It follows that

pdΛ Z(X) ≤ 1 + pdΛ

(
(N ⊗A Ω1

A(X))⊕ (N ⊗A N ⊗A P ) −→ Ω1
A(X)⊕ (N ⊗A P )

)
(1)

Next we note that we have the following exact commutative diagram

N ⊗A N ⊗A P

0

��

//

(
0 1

)
// (N ⊗A Ω1

A(X))⊕ (N ⊗A N ⊗A P )(
0 N⊗k
0 0

)
��

(
1
0

)
// // N ⊗A Ω1

A(X)

0
��

N ⊗A P //

(
0 1

)
// Ω1

A(X)⊕ (N ⊗A P )

(
1
0

)
// // Ω1

A(X)
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and so we have

pdΛ

(
(N ⊗A Ω1

A(X))⊕ (N ⊗A N ⊗A P )→ Ω1
A(X)⊕ (N ⊗A P )

)
≤

max{pdΛ Z(N ⊗A P ), pdΛ Z(Ω1
A(X))} (2)

Since we have that N ⊗A P is direct sum of summands of N it follows that pdΛ Z(N ⊗A
P ) ≤ pdΛ Z(N). Hence the result follows from the relations (1) and (2). �

We have the following result and its consequence.

Proposition 4.4.19. Let Λ = AnN be a trivial extension of Artin algebras. Then :

gl. dim Λ ≤ gl. dimA+ pdΛ Z(N) + 1

Proof. Let X be an A-module. We will first prove that

pdΛ Z(X) ≤ pdAX + pdΛ Z(N) + 1 (∗)
If pdAX is not finite, then the result follows. Assume that pdAX = n. If we apply
Lemma 4.4.18 first to Z(X) and then to Z(Ω1

A(X)), we get that

pdΛ Z(X) ≤ 2 + max{pdΛ Z(Ω2
A(X)), pdΛ Z(N)}

Continuing in this fashion, we obtain

pdΛ Z(X) ≤ n+ max{pdΛ Z(Ωn
A(X)), pdΛ Z(N)}

By assumption, Ωn
A(X) is a projective A-module. Applying again Lemma 4.4.18 to

Z(Ωn
A(X)) we obtain the relation (∗). Recall from [49] that the simple Λ-modules are

of the form Z(S), where S is a simple A-module. Then from the relation (∗) we have
pdΛ Z(S) ≤ pdA S + pdΛ Z(N) + 1. Thus pdΛ Z(S) ≤ gl. dimA + pdΛ Z(N) + 1 and so
the result follows. �

Corollary 4.4.20. Let Λ = A n N be a trivial extension of Artin algebras such
that pdAN = pdΛ Z(N). Then :

gl. dim Λ ≤ 2 · gl. dimA+ 1

4.5. Gorenstein Artin Algebras and Cohen-Macaulay Modules

In this section we investigate when a Morita ring, which is an Artin algebra, is
Gorenstein. Moreover we determine the Gorenstein-projective modules over the matrix
algebra with A = M = N = B = Λ, where Λ is an Artin algebra. We start by recalling
the notion of Gorenstein algebras.

Definition 4.5.1. [15, 16] An Artin algebra Λ is called Gorenstein if id ΛΛ < ∞
and id ΛΛ <∞

Equivalently, Λ is Gorenstein if (proj Λ)<∞ = (inj Λ)<∞, where (proj Λ)<∞, resp.
(inj Λ)<∞, is the full subcategory of mod-Λ consisting of the Λ-modules of finite pro-
jective, resp. injective, dimension. Note that for a Gorenstein Artin algebra we have
id ΛΛ = id ΛΛ [16]. Important classes of Gorenstein algebras are the algebras of finite
global dimension and the selfinjective algebras.

We start with the next result which describes the left derived functors of TA, TB

and gives also some useful isomorphisms for the extensions groups Ext.

Lemma 4.5.2. Let Λ(φ,ψ) be a Morita ring.
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(i) For every n ≥ 1 we have the following natural isomorphisms :

UBLnTA(−)
' // TorAn (M,−) and UALnTA(−) = 0

(ii) For every n ≥ 1 we have the following natural isomorphisms :

UALnTB(−)
' // TorBn (N,−) and UBLnTB(−) = 0

(iii) If TorAi (M,X) = 0, ∀1 ≤ i ≤ n, then we have an isomorphism :

ExtiΛ(φ,ψ)
(TA(X), (X ′, Y ′, f ′, g′))

' // ExtiA(X,X ′)

for every 1 ≤ i ≤ n and (X ′, Y ′, f ′, g′) ∈ mod-Λ(φ,ψ).

(iv) If TorBi (N, Y ) = 0, ∀1 ≤ i ≤ n, then we have an isomorphism :

ExtiΛ(φ,ψ)
(TB(Y ), (X ′, Y ′, f ′, g′))

' // ExtiB(Y, Y ′)

for every 1 ≤ i ≤ n and (X ′, Y ′, f ′, g′) ∈ mod-Λ(φ,ψ).

Proof. This result was proved in the general framework of Morita categories, see
Proposition 3.7.1 of Chapter 3. �

The following main result of this section gives a sufficient condition for a Morita
ring to be Gorenstein.

Theorem 4.5.3. Let Λ(φ,ψ) be a Morita ring which is an Artin algebra such that the
adjoint pair of functors (M ⊗A −,HomB(M,−)) induces an equivalence

M ⊗A − : (projA)<∞ // (injB)<∞ : HomB(M,−)
'oo

and the adjoint pair of functors (N ⊗B −,HomA(N,−)) induces an equivalence

N ⊗B − : (projB)<∞ // (injA)<∞ : HomA(N,−)
'oo

Then the Morita ring Λ(φ,ψ) is Gorenstein.

Proof. We will show that (proj Λ(φ,ψ))
<∞ = (inj Λ(φ,ψ))

<∞. In oder to prove our
claim it suffices to show that any projective Λ(φ,ψ)-module has finite injective dimension
and any injective Λ(φ,ψ)-module has finite projective dimension. Thus from Proposition
4.2.1 and Proposition 4.2.2 it suffices to show that idΛ(φ,ψ)

TA(P ) <∞, idΛ(φ,ψ)
TB(Q) <

∞, pdΛ(φ,ψ)
HA(I) <∞ and pdΛ(φ,ψ)

HB(J) <∞ for any P ∈ projA, Q ∈ projB, I ∈ injA

and J ∈ injB. Let I ∈ injA. By hypothesis the counit ε′I : N ⊗B HomA(N, I)) −→ I
is an isomorphism and consider the Λ(φ,ψ)-modules HA(I) = (I,HomA(N, I), δ′M⊗I ◦
HomA(N,ΨI), ε

′
I) and

TB(HomA(N, I)) = (N ⊗B HomA(N, I),HomA(N, I),ΦHomA(N,I), IdN⊗BHomA(N,I))

Since HA(I) is a Λ(φ,ψ)-module we have the following commutative diagram:

M ⊗A N ⊗B HomA(N, I)

φ⊗IdHomA(N,I)

��

M⊗ε′I // M ⊗A I
δ′M⊗I◦HomA(N,ΨI)

��
B ⊗B HomA(N, I)

' // HomA(N, I)
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and therefore we have the following map:

(ε′I , IdHomA(N,I)) : TB(HomA(N, I)) −→ HA(I) (∗)
which is an isomorphism of Λ(φ,ψ)-modules. Since I is an injective A-module it follows
that the B-module HomA(N, I) has finite projective dimension. Let

0 −→ Pn −→ · · · −→ P1 −→ P0 −→ HomA(N, I) −→ 0

be a projective resolution of HomA(N, I) in mod-B. Since the functor N ⊗B − is an
equivalence restricted to the subcategory (projB)<∞ it follows that the complex

0 −→ N ⊗B Pn −→ · · · −→ N ⊗B P0 −→ N ⊗B HomA(N, I) −→ 0

is exact. This implies that TorBn (N,HomA(N, I)) = 0, ∀n ≥ 1, and then from Lemma
4.5.2 we have the following isomorphism:

ExtnΛ(φ,ψ)

(
TB(HomA(N, I)), (X, Y, f, g)

) ' // ExtnB
(

HomA(N, I), Y
)

for every n ≥ 1 and (X, Y, f, g) ∈ mod-Λ(φ,ψ). Since pdB HomA(N, I) < ∞ it follows
from the above isomorphism that pdΛ(φ,ψ)

TB(HomA(N, I)) < ∞. Hence from the rela-

tion (∗) we infer that the projective dimension of HA(I) is finite. Similarly we prove
that idΛ(φ,ψ)

TA(P ) < ∞, idΛ(φ,ψ)
TB(Q) < ∞ and pdΛ(φ,ψ)

HB(J) < ∞. We infer that

(proj Λ(φ,ψ))
<∞ = (inj Λ(φ,ψ))

<∞ and therefore the Morita ring Λ(φ,ψ) is Gorenstein. �

Remark 4.5.4. (i) Let Λ(φ,ψ) be a Morita ring and assume as above that
the adjoint pair of functors (M ⊗A −,HomB(M,−)) induces quasi-inverse
equivalences between (projA)<∞ and (injB)<∞, and the adjoint pair of func-
tors (N ⊗B −,HomA(N,−)) induces equivalences between (projB)<∞ and
(injA)<∞. Since A ∈ (projA)<∞ it follows that id BM <∞ and A ' EndB(M),
and similarly since B ∈ (projB)<∞ we get that id AN <∞ and B ' EndA(N).

(ii) Since selfinjective algebras are Gorenstein, it follows from Example 4.2.7 that
the converse of Theorem 4.5.3 is not true in general.

If Λ(φ,ψ) is a Morita ring with A = M = N = B then we know from Corollary
4.1.13 that the bimodule homomorphisms φ and ψ are equal. From now on we denote
the Morita ring with all entries a ring Λ by ∆(φ,φ) =

(
Λ Λ
Λ Λ

)
. It is known from Fossum-

Griffith-Reiten [49], see also Happel [62], that if Λ is a Gorenstein Artin algebra then
the upper triangular matrix algebra

(
Λ Λ
Λ 0

)
is Gorenstein. In this connection we have

the next result, which is a consequence of Theorem 4.5.3, and shows that ∆(φ,φ) is
Gorenstein when Λ is as well.

Corollary 4.5.5. Let Λ be an Artin algebra. Then Λ is Gorenstein if and only if
the Morita ring ∆(φ,φ) is Gorenstein Artin algebra.

Proof. Suppose that Λ is Gorenstein. Then we have (proj Λ)<∞ = (inj Λ)<∞ and
so from Theorem 4.5.3 it follows that matrix algebra ∆(φ,φ) is Gorenstein. Conversely
assume that ∆(φ,φ) is Gorenstein and let I be an injective Λ-module. Then the in-
jective ∆(φ,φ)-module HΛ(I) has finite projective dimension since (proj ∆(φ,φ))

<∞ =
(inj ∆(φ,φ))

<∞. Consider the exact sequence

· · · −→ TΛ(P1)⊕ TΛ(Q1) −→ TΛ(P0)⊕ TΛ(Q0) −→ HΛ(I) −→ 0

which is the start of a finite projective resolution of HΛ(I). Note that such a resolution
exists from Construction 3.6.1. Then applying the functor UΛ : mod-∆(φ,φ) −→ mod-Λ
we obtain the exact sequence · · · −→ P1⊕Q1 −→ P0⊕Q0 −→ I −→ 0 and this implies
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that pd ΛI <∞. Similarly we show that id ΛP <∞ for every P ∈ proj Λ. We infer that
(proj Λ)<∞ = (inj Λ)<∞ and therefore the Artin algebra Λ is Gorenstein. �

We continue now in order to determine the Gorenstein-projective modules over
∆(φ,φ). Before this we recall some basic results for Gorenstein-projective modules. An
acyclic complex of projective Λ-modules P• : · · · −→ P i−1 −→ P i −→ P i+1 −→ · · · is
called totally acyclic, if the complex HomΛ(P•,Λ) is acyclic.

Definition 4.5.6. [46,47] A Λ-module X is called Gorenstein-projective if it is of
the form X = Coker (P−1 −→ P 0) for some totally acyclic complex P• of projective
Λ-modules.

P• : · · · // P−1 // P 0 //

����

P 1 // P 2 // P 2 // · · ·

X
::

::

For an Artin algebra Λ we denote by Gproj Λ the full subcategory of mod-Λ consisting
of the finitely generated Gorenstein-projective Λ-modules. Let X be a left Λ-module.
Then we have the contravariant functor HomΛ(−,Λ): Mod-Λ −→ Mod-Λop and the
evaluation map :

evX : X −→ HomΛop(HomΛ(X,Λ),Λ), x 7→ evX(x)(f) = f(x)

A Λ-module X is called reflexive if the Λ-morphism evX is an isomorphism. For example,
if P is a finitely generated projective Λ-module then P is reflexive and this gives the
well known equivalence between finitely generated projective left Λ-modules and finitely
generated projective left Λop-modules.

Lemma 4.5.7. [47] [36] Let X be a finitely generated Λ-module. Then the following
are equivalent :

(i) X ∈ Gproj Λ.
(ii) There is an exact sequence

0 // X // P 0 d0
// P 1 d1

// P 2 d2
// · · ·

with P i ∈ proj Λ and every cocycle Ker di ∈ 1⊥∞Λ.
(iii) X ∈ 1⊥∞Λ, HomΛ(X,Λ) ∈ 1⊥∞(ΛΛ) and X is reflexive.

Proof. (i)⇒ (ii) Since X is a Gorenstein-projective Λ-module it follows that every
cocycle Ker di has a projective resolution of the form:

· · · // P i−3 // P i−2 // P i−1 // Ker di // 0

which remains exact after applying the functor HomΛ(−,Λ). Then ExtnΛ(Ker di,Λ) = 0
for every n ≥ 1 and therefore every cocycle Ker di lies in 1⊥∞Λ. The result now follows.

(ii) ⇒ (i) Let · · · −→ P−2 −→ P−1 −→ X −→ 0 be a projective resolution of X.
Then from the hypothesis we have the following exact complex:

P• : · · · // P−2 d−2
// P−1 d−1

//

����

P 0 d0
// P 1 d1

// P 2 // · · ·

Ker d0 ' X
77

77

and Ker dn ∈ 1⊥∞Λ for every n ≥ 0. The module X ∈ 1⊥∞Λ and P−1 ∈ 1⊥∞Λ as
well. Then Ker d−1 ∈ 1⊥∞Λ since the full subcategory 1⊥∞Λ is closed under kernels of



4.5. GORENSTEIN ARTIN ALGEBRAS AND COHEN-MACAULAY MODULES 163

epimorphisms. Continuing in this way we infer that all the cocycles of P• belong to 1⊥∞Λ,
i.e ExtnΛ(Ker di,Λ) = 0 for every n ≥ 1. This implies that the complex HomΛ(P•,Λ) is
exact and therefore X ∈ Gproj Λ.

(i)⇒ (iii) Since X is Gorenstein-projective it follows that X ∈ 1⊥∞Λ. Also the com-
plex HomΛ(P•,Λ) is an exact complex of finitely generated projective left Λop-modules
and from the evaluation morphisms it follows that HomΛop(HomΛ(P•,Λ),Λ) ' P• (∗).
Hence HomΛ(X,Λ) is Gorenstein-projective, and therefore HomΛ(X,Λ) ∈ 1⊥∞(ΛΛ), but
moreover from the isomorphism (∗) we get that X is reflexive.

(iii) ⇒ (i) Let · · · −→ P−2 −→ P−1 −→ X −→ 0 be a projective resolution of
X. Then the complex 0 −→ HomΛ(X,Λ) −→ HomΛ(P−1,Λ) −→ · · · is exact since
X ∈ 1⊥∞Λ. Let · · · −→ Q−2 −→ Q−1 −→ HomΛ(X,Λ) −→ 0 be a projective resolution
of HomΛ(X,Λ) where Qi ∈ proj Λop. Then if we apply the functor HomΛop(−,Λ) we get
the complex

0 // HomΛop(HomΛ(X,Λ),Λ) // HomΛop(Q−1,Λ) // HomΛop(Q−2,Λ) // · · ·

which is exact since HomΛ(X,Λ) ∈ 1⊥∞(ΛΛ). Then using that X is reflexive we derive
the following acyclic complex of projectives Λ-modules :

P• : · · · // P−2 d−2
// P−1 d−1

//

����

HomΛop(Q−1,Λ) // HomΛop(Q−2,Λ) // · · ·

X ' HomΛop(HomΛ(X,Λ),Λ)
44

44

such that HomΛ(P•,Λ) is exact. We infer that X is Gorenstein-projective. �

Next we also recall some well known descriptions of Gorenstein-projective modules.

Proposition 4.5.8. [47] [36] [27, Proposition 3.10] Let Λ be an Artin algebra.

(i) We have :

Gproj Λ ⊆ 1⊥∞Λ =
{
X | ExtnΛ(X,Λ) = 0, ∀n ≥ 1

}
(ii) If gl. dim Λ <∞ then :

Gproj Λ = proj Λ

(iii) If Λ is selfinjective then :

Gproj Λ = mod-Λ

(iv) If Λ is a Gorenstein Artin algebra then :

Gproj Λ = 1⊥∞Λ

Proof. (i) This follows immediately from the definition of Gorenstein-projectives.
(ii) Let P be a projective Λ-module. Then we have the complex

· · · // 0 // P
IdP // P // 0 // · · ·

and this implies that proj Λ ⊆ Gproj Λ. Now let X be a Gorenstein-projective Λ-module.
If pdΛX = m < ∞ then ExtmΛ (X,Λ) 6= 0, but this is a contradiction from (i). Thus
either X ∈ proj Λ or pdΛX = ∞. Since the algebra Λ has finite global dimension it
follows that X is a projective module and then our statement follows.
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(iii) Let X be a Λ-module and let P • −→ X, respectively X −→ I•, be a projective
resolution, respectively an injective coresolution, of X. Then since the injectives are pro-
jectives and the functor HomΛ(−,Λ) is exact it follows that X is Gorenstein-projective.
Thus we have Gproj Λ = mod-Λ.

(iv) Suppose that id ΛΛ ≤ n and id ΛΛ ≤ n, i.e. Λ is Gorenstein. Let X ∈ 1⊥∞Λ
and let · · · −→ P−2 −→ P−1 −→ X −→ 0 be a projective resolution of X. Then the
following complex:

Q• : 0 // HomΛ(X,Λ) // HomΛ(P−1,Λ) // · · · // HomΛ(P−n,Λ)

����

// HomΛ(P−n−1,Λ) // · · ·

Y
66

66

is exact. Since ExtmΛop(HomΛ(X,Λ),Λ) ' Extm+n
Λop (YΛ,ΛΛ), ∀m ≥ 1, and id ΛΛ ≤ n

it follows that ExtmΛop(HomΛ(X,Λ),Λ) = 0, ∀m ≥ 1. Thus HomΛ(X,Λ) ∈ 1⊥∞(ΛΛ).
Similarly we obtain that every cocycle of the exact sequence Q• belongs to 1⊥∞(ΛΛ) and
therefore the complex HomΛop(Q•,Λ) is exact. Since every projective P−i is reflexive we
get that HomΛop(HomΛ(X,Λ),Λ) ' X, that is X is reflexive. Then from Lemma 4.5.7
we infer that X ∈ Gproj Λ and therefore from (i) we conclude that Gproj Λ = 1⊥∞Λ. �

Recall from [27], [29] that an Artin algebra Λ is said to be of finite Cohen-Macaulay
type if the category Gproj Λ of finitely generated Gorenstein-projective Λ-modules is of
finite representation type, i.e. the set of isomorphism classes of its indecomposable
objects is finite. Recently Li and Zhang [87] determined the Gorenstein-projective
modules over the triangular matrix algebra

(
Λ Λ
0 Λ

)
, when Λ is a Gorenstein Artin algebra,

and using this they obtained a criterion for the Cohen-Macaulay finiteness of
(

Λ Λ
0 Λ

)
in

case that Λ is a Gorenstein Artin algebra of finite Cohen-Macaulay type.
Our aim now is to describe the Gorenstein-projective modules over the algebra

∆(φ,φ) =
(

Λ Λ
Λ Λ

)
. For the ring ∆(φ,φ) we denote by T′Λ, resp. H′Λ, the functor TB, resp.

HB, where the algebra B is now Λ.
We need the following observation.

Lemma 4.5.9. Let ∆(φ,φ) be a Morita ring. Then we have isomorphisms of functors :
TΛ(−) ' H′Λ(−) and T′Λ(−) ' HΛ(−).

Proof. Let X be a Λ-module and f : HomΛ(Λ, X)
'−→ X, g : Λ ⊗Λ X

'−→ X the
standard isomorphisms. Consider the maps (f−1, g) : TΛ(X) = (X,Λ⊗ΛX, IdΛ⊗X ,ΦX)→
H′Λ(X) = (HomΛ(Λ, X), X, εX , δΛ⊗X ◦ HomΛ(Λ,ΦX)) and (g, f−1) : T′Λ(X) = (Λ ⊗Λ

X,X,ΦX , IdΛ⊗X) → HΛ(X) = (X,HomΛ(Λ, X), δ′Λ⊗X ◦ HomΛ(Λ,ΦX), ε′X). We claim
that (f−1, g) and (g, f−1) are isomorphisms of ∆(φ,φ)-modules. We prove that the map
(f−1, g) is an isomorphism. Since f−1 and g are isomorphisms we have to show that the
following diagrams are commutative :

Λ⊗Λ X

1Λ⊗f−1

��

IdΛ⊗X // Λ⊗Λ X

g

��
Λ⊗Λ HomΛ(Λ, X)

εX // X

Λ⊗Λ Λ⊗Λ X

1Λ⊗g
��

ΦX // X

f−1

��
Λ⊗Λ X

δΛ⊗X◦Hom(Λ,ΦX)
// HomΛ(Λ, X)

Let λ⊗ x be an element of Λ⊗Λ X. The map f−1 sends an element x to fx : Λ −→ X
defined by fx(λ) = λx. Also εX(λ ⊗ f) = f(λ). Then g(λ ⊗ x) = λx and εX(1Λ ⊗
f−1(λ ⊗ x)) = εX(λ ⊗ fx) = fx(λ) = λx. Hence the first diagram is commutative. For
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the second diagram let λ⊗λ′⊗x be an element of Λ⊗Λ Λ⊗ΛX. Then ΦX(λ⊗λ′⊗x) =
g(φ⊗ 1X(λ⊗ λ′ ⊗ x)) = g(φ(λ⊗ λ′)⊗ x) = φ(λ⊗ λ′)x and

f−1(ΦX(λ⊗ λ′ ⊗ x)) = f−1(φ(λ⊗ λ′)x) = fφ(λ⊗λ′)x

where for λ′′ ∈ Λ we have:

fφ(λ⊗λ′)x(λ
′′) = λ′′φ(λ⊗ λ′)x (∗)

On the other hand we have

Λ⊗Λ X
δΛ⊗X // HomΛ(Λ,Λ⊗Λ Λ⊗Λ X)

Hom(Λ,ΦX)
// HomΛ(Λ, X)

λ⊗ x 7→ gλ⊗x : Λ −→ Λ⊗Λ Λ⊗Λ X, gλ⊗x(λ
′) = λ′ ⊗ λ⊗ x

7→ h : Λ −→ X, h(λ′) = φ(λ′ ⊗ λ)x

We compute

HomΛ(Λ,ΦX)(δΛ⊗X(1Λ ⊗ g(λ⊗ λ′ ⊗ x)))(λ′′) = HomΛ(Λ,ΦX)(δΛ⊗X(λ⊗ λ′x))(λ′′)

= HomΛ(Λ,ΦX)(gλ⊗λ′x(λ
′′))

= HomΛ(Λ,ΦX)(λ′′ ⊗ λ⊗ λ′x)

= φ(λ′′ ⊗ λ)λ′x

Since φ is a Λ-Λ-bimodule homomorphism it follows from (∗) that the second diagram
is commutative. Thus the map (f−1, g) is an isomorphism. �

The following result characterizes when a module over the algebra ∆(φ,φ) is Gorenstein-
projective.

Corollary 4.5.10. Let Λ be a Gorenstein Artin algebra. Then a ∆(φ,φ)-module
(X, Y, f, g) is Gorenstein-projective if and only if X and Y are Gorenstein-projective
Λ-modules.

Proof. Let 0 −→ Λ −→ I0 −→ I1 −→ · · · −→ In −→ 0 be an injective coresolution
of ΛΛ. If we apply the functors HΛ,H

′
Λ : mod-Λ −→ mod-∆(φ,φ) we obtain the exact

sequences 0 −→ HΛ(Λ) −→ HΛ(I0) −→ · · · −→ HΛ(In) −→ 0 and 0 −→ H′Λ(Λ) −→
H′Λ(I0) −→ · · · −→ H′Λ(In) −→ 0 which are injective coresolutions of HΛ(Λ) and H′Λ(Λ)
respectively. From Lemma 4.5.9 the above resolutions can be regarded as injective
coresolutions of T′Λ(Λ) and TΛ(Λ) respectively. Then using the adjoint pairs of functors
(U′Λ,H

′
Λ) and (UΛ,HΛ) we have the following commutative diagrams:

0 //
(
(X, Y, f, g),TΛ(Λ)

)
'
��

//
(
(X, Y, f, g),H′Λ(I0)

)
'
��

// · · · //
(
(X, Y, f, g),H′Λ(In)

)
'
��

// 0

0 // HomΛ(Y,Λ) // HomΛ(Y, I0) // · · · // HomΛ(Y, In) // 0

and

0 //
(
(X, Y, f, g),T′Λ(Λ)

)
'
��

//
(
(X, Y, f, g),HΛ(I0)

)
'
��

// · · · //
(
(X, Y, f, g),HΛ(In)

)
'
��

// 0

0 // HomΛ(X,Λ) // HomΛ(X, I0) // · · · // HomΛ(X, In) // 0

Then ExtnΛ(Y,Λ) = 0, ∀n ≥ 1, if and only if Extn∆(φ,φ)
((X, Y, f, g),TΛ(Λ)) = 0, ∀n ≥ 1,

and ExtnΛ(X,Λ) = 0, ∀n ≥ 1, if and only if Extn∆(φ,φ)
((X, Y, f, g),T′Λ(Λ)) = 0, ∀n ≥ 1.
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Since ∆(φ,φ) ' TΛ(Λ) ⊕ T′Λ(Λ) as ∆(φ,φ)-modules it follows from Corollary 4.5.5 and
Proposition 4.5.8 (iv) that (X, Y, f, g) ∈ Gproj ∆(φ,φ) if and only if X, Y ∈ Gproj Λ. �

After the above description it would be interesting to find conditions such that the
matrix algebra ∆(φ,φ) is of finite Cohen-Macaulay type.

We close this section with the next result which gives the connection between the
category of Gorenstein-projective modules over the matrix algebra ∆(φ,φ) and the cor-
responding category of Λ.

Corollary 4.5.11. Let Λ be a Gorenstein Artin algebra. Then the recollement
situation of mod-∆(φ,φ) is restricted to the categories of Gorenstein-projective modules
Gproj ∆(φ,φ) and Gproj Λ.

Proof. Let X be a Gorenstein-projective Λ-module. Since Λ is Gorenstein there
exists an exact sequence 0 −→ X −→ P 0 −→ P 1 −→ · · · where each P i is a projective
Λ-module. If we apply the exact functors TΛ and T′Λ we get that TΛ(X) and T′Λ(X) are
Gorenstein-projective ∆(φ,φ)-modules, since from Corollary 4.5.5 the Artin algebra ∆(φ,φ)

is Gorenstein. Also from Corollary 4.5.10 it follows that UΛ(X, Y, f, g) is Gorenstein-
projective for every (X, Y, f, g) ∈ Gproj ∆(φ,φ) and finally we have Ker UΛ = {(0, Y, 0, 0) ∈
Gproj ∆(φ,φ) | Y ∈ Gproj Λ}. �



CHAPTER 5

Representation Dimension and Rouquier’s Dimension

In this final Chapter we apply the abstract homological theory developed in Chapter
2 to the two main ingredients of this thesis, namely Auslander’s representation dimen-
sion and Rouquier’s dimension of triangulated categories. In the first section we investi-
gate recollements of abelian categories (A ,B,C ) which lift to triangulated recollements
of the associated bounded derived categories (Db(A ),Db(B),Db(C )). Moreover we in-
vestigate the Rouquier dimension of triangulated categories. In particular we give upper
and lower bounds for the dimension of a triangulated category T in a recollement sit-
uation (U,T,V) of triangulated categories. As an application we derive bounds for the
dimension of Db(B) in terms of the dimensions of Db(A ) and Db(C ) for a recollement
of abelian categories (A ,B,C ). Finally we give bounds for the Rouquier dimension of
the bounded derived category of rings with an idempotent element as well as to trian-
gular matrix rings. In the last section of this Chapter we investigate the representation
dimension and in particular how it behaves in a recollement situation (A ,B,C ). As
an application we generalize a classical result of Auslander relating the representation
dimension of Λ and EndΛ(P ), where Λ is an Artin algebra and P a finitely generated pro-
jective Λ-module. We also give several interesting connections with finitistic dimension.
In particular by applying the results of Chapter 2 about global and finitistic dimension
we provide several applications for the representation dimension of Artin algebras and
we present also an interesting interplay between representation and finitistic dimension,
see Theorem 5.2.15 for more details. The results of this Chapter are included in the
paper entitled : Homological Theory of Recollements of Abelian Categories [108].

5.1. Triangulated Categories and Rouquier’s Dimension

In this section we investigate recollements of bounded derived categories arising
from recollements of abelian categories and moreover we give bounds for the Rouquier
dimension of a triangulated category in a recollement situation.

5.1.1. Recollements of Bounded Derived Categories. In this subsection we
investigate recollements of abelian categories (A ,B,C ) which lift to triangulated rec-
ollements of the associated bounded derived categories (Db(A ),Db(B),Db(C )). It
turns out that the crucial conditions ensuring the existence of such a lifting are: (α) the
functor i : A −→ B is a homological embedding, and (β) certain homological finiteness
conditions on the left and/or right adjoint of i and the quotient functor e : B −→ C .

First we recall the notion of a recollement of triangulated categories, see [22] and
[133] for more details.

167
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Definition 5.1.1. A recollement situation between triangulated categories U,T and
V is a diagram

U
i // T

e //

q

||

p

bb V

l

||

r

bb Rtr(U,T,V)

of triangulated functors, henceforth denoted by (U,T,V), satisfying the following con-
ditions:

1. (l, e, r) is an adjoint triple.
2. (q, i, p) is an adjoint triple.
3. The functors i, l, and r are fully faithful.
4. Im i = Ker e.

The next result explain us the above definition and in particular it shows how we
get recollements of triangulated categories. Compare it with Remark 1.1.3 and Remark
1.1.4 for recollemenents of abelian categories.

Lemma 5.1.2. (i) [38, Theorem 1.1] Suppose that we have the following dia-
gram of triangulated categories :

T
e // V

l

||

r

bb (∗)

such that
(α) (l, e, r) is an adjoint triple, and
(β) the functor l (or r) is fully faithful.

Then the diagram (∗) can be completed to the following recollement of trian-
gulated categories :

Ker e
inc // T

e //

q

yy

p

dd V

l

||

r

bb

(ii) [39, Theorem 2.1] Suppose that we have the following diagram of triangulated
categories :

U
i // T

q

||

p

bb (∗∗)

such that
(α) (q, i, p) is an adjoint triple, and
(β) the functor i is fully faithful.
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Then the diagram (∗∗) can be completed to the following recollement of trian-
gulated categories :

U
i // T

e //

q

||

p

bb V

l

||

r

bb

where V is the Verdier quotient T/ Im i.

Remark 5.1.3. A recollement situation (U,T,V) of triangulated categories pro-
duces some localization and colocalization functors for T and moreover these functors
determines the recollement up to an equivalence. For more details we refer to [80].

The following result indicates a useful characterization for a functor to be a homo-
logical embedding, see Definition 2.1.6, and it will be used in our main result of this
subsection. If A is a Serre subcategory of an abelian category B then we denote by
Db

A (B) the full subcategory of Db(B) consisting of all complexes whose homology lie
in A .

Theorem 5.1.4. [128, Theorem 2.1] Let B be an abelian category and A a Serre
subcategory of B. Then the functor i : A −→ B is a homological embedding if and
only if the canonical triangulated functor Db(i) : Db(A ) −→ Db(B) induces a triangle
equivalence :

Db(A )
' // Db

A (B)

We need the following notion.

Definition 5.1.5. We define a functor F : A −→ B between abelian categories
with enough injectives to be of locally finite cohomological dimension if for every A ∈ A
there exists kA ≥ 0 such that the right derived functor RnF (A) = 0 for all n > kA.

Dually we define a functor F : A −→ B between abelian categories with enough
projectives to be of locally finite homological dimension.

The following first main result of this section gives necessary and suficcient conditions
such that a recollement of abelian categories induces a recollement in the bounded
derived categories. Note that a special case of the following result for finite dimensional
algebras over a field was proved in [95], and for left noetherian or semiprimary rings
was proved in [96].

Theorem 5.1.6. Let (A ,B,C ) be a recollement of abelian categories and assume
that B and C have enough projective and injective objects.

(i) The following statements are equivalent :
(a) The functor i : A −→ B is a homological embedding, and the functor

q : B −→ A , resp. p : B −→ A , is of locally finite homological, resp.
cohomological, dimension.

(b) There exists a recollement of triangulated categories

Db(A )
Db(i)

// Db(B)
Db(e)

//

Lbq

vv

Rbp

gg
Db(C )

l′

ww

r′

gg
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(ii) The following statements are equivalent :
(a) The functor i : A −→ B is a homological embedding, and the functor

l : C −→ B, resp. r : C −→ B, is of locally finite homological, resp.
cohomological, dimension.

(b) There exists a recollement of triangulated categories

Db(A )
Db(i)

// Db(B)
Db(e)

//

q′

vv

p′

gg
Db(C )

Lbl

ww

Rbr

gg

(iii) The following statements are equivalent :
(a) The functor i : A −→ B is a homological embedding, and the functors

l : C −→ B and q : B −→ A , resp. the functors r : C −→ B and
p : B −→ A , are of locally finite homological, resp. cohomological, di-
mension.

(b) There exists a recollement of triangulated categories

Db(A )
Db(i)

// Db(B)
Db(e)

//

Lbq

vv

Rbp

gg
Db(C )

Lbl

ww

Rbr

gg

Proof. First note that the exact sequence of abelian categories 0 −→ A −→
B −→ C −→ 0 lifts to an exact sequence 0 −→ Db

A (B) −→ Db(B) −→ Db(C ) −→ 0
of triangulated categories, see [73] and [95].

(i) (a) ⇒ (b) Since the functor i : A −→ B is a homological embedding then
it follows from Theorem 5.1.4 that there is an equivalence of triangulated categories
Db(A ) ' Db

A (B). Then

0 // Db(A ) // Db(B) // Db(C ) // 0

is an exact sequence of triangulated categories. Let B• ∈ Db(B). Suppose first that
B• is concentrated in degree zero, so we deal with an object B ∈ B. Then there is
a quasi-isomorphism B• −→ I• where I• ∈ K+(Inj B) is an injective coresolution of
B. Since the functor p is of locally finite cohomological dimension there exists kB ≥ 0
such that Rnp(B) = 0 for every n > kB, so p(I•) has bounded cohomology. Hence the
complex p(I•) is quasi-isomorphic to a bounded complex and so Rbp(B•) lies in Db(A ).
Suppose now that B• is the complex

· · · // 0 // B1
// B2

// 0 // · · ·
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Then we have the following triangle in Db(B) :

0

��

0

��

0

��

0

��
0

��

0

��

B1

��

B1

��
B1

��

// B2

��

// B2

��

// 0

��
0 0 0 0

B1[0] // B2[0] // B• // B1[1]

Since the objects Rbp(B1), Rbp(B2) and Rbp(B1[1]) lie in Db(A ) it follows from the
triangle

Rbp(B1) // Rbp(B2) // Rbp(B•) // Rbp(B1[1])

that Rbp(B•) belongs also to Db(A ). Continuing inductively on the length of the com-
plex B• we infer that Rbp(B•) lies in Db(A ). Hence Rbp(Db(B)) ⊆ Db(A ). Similarly
we show that Lbq(B•) ∈ Db(A ) using that the functor q is of locally finite homological
dimension.

By [74, Lemma 15.6] we have a natural isomorphism

HomD(A )(L
bq(B•), A•) ' HomD(B)(B

•,Db(i)(A•))

for any complexes B• ∈ D−(B) and A• ∈ D+(A ). Since for B• ∈ Db(B) and A• ∈
Db(A ), we have Lbq(B•) ∈ Db(A ) and Db(i)(A•) ∈ Db(B), it follows that (Lbq,Db(i))
is an adjoint pair and similarly we prove that (Db(i),Rbp) is an adjoint pair. On the
other hand by Lemma 5.1.2(ii) it follows that the derived functor Db(e) : Db(B) −→
Db(C ) admits a left and right adjoint. We conclude that (Db(A ),Db(B),Db(C )) is a
recollement of triangulated categories.

(b) ⇒ (a) Let B ∈ B. Then Lbq(B) = q(P •) ∈ Db(A ) where P • is a projective
resolution of B. This means that the complex q(P •) has bounded cohomology and so
there exists mB ≥ 0 such that Lnq(B) = 0 for every n > mB. Hence the functor q is
of locally finite homological dimension and similarly we prove that p is of locally finite
cohomological dimension. Now the exact sequence of triangulated categories 0 −→
Db(A ) −→ Db(B) −→ Db(C ) −→ 0 implies that the canonical functor Db(A ) −→
Db

A (B) is an equivalence. We infer from Theorem 5.1.4 that the functor i : A −→ B
is a homological embedding.

The proof of part (ii) is similar to the proof of part (i), noting that in the setting
of (ii) the left and right adjoint of the functor Db(i) : Db(A ) −→ Db(B) follows from
Lemma 5.1.2(i). The implication (b) ⇒ (a) of (iii) follows from the corresponding
implications of (i) and (ii). If (iii)(a) holds then as above we obtain the recollements
of (i) and (ii). But then from the adjoint pairs (l′,Db(e)) and (Lbl,Db(e)) it follows
that l′ ' Lbl and similarly from the adjoint pairs (Db(e), r′) and (Db(e),Rbr) we have
r′ ' Rbr. This shows the implication (a) ⇒ (b) of (iii). �
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5.1.2. Rouquier Dimension. In this subsection we study the connections be-
tween the dimension of Db(B), in the sense of Rouquier [113], and the dimensions of
Db(A ) and Db(C ) for a recollement of abelian categories (A ,B,C ). Before this we
show a general upper and lower bound for the dimension of a triangulated category in
a recollement situation. We start by recalling the notion of dimension of a triangulated
category due to Rouquier.

Let T be a triangulated category and let U and V be two subcategories of T. We
denote by U ?V the full subcategory of T consisting of objects A such that there exists
a triangle U −→ A −→ V −→ U [1] with U ∈ U and V ∈ V. We denote by 〈U〉 the
smallest full subcategory of T which contains U and is closed under finite direct sums,
direct summands and shifts. Set U � V := 〈U ? V〉 and define inductively 〈U〉0 = 0 and
〈U〉n = 〈U〉n−1 � 〈U〉.

Definition 5.1.7. [113] The dimension of a triangulated category T is defined by

dimT = min{n ≥ 0 | there exists X ∈ T such that 〈X〉n+1 = T}

To proceed we need the following preliminary result.

Lemma 5.1.8. (i) Let T be a triangulated category and let X, Y be objects of
T. Then

〈X〉n ? 〈Y 〉m ⊆ 〈X ⊕ Y 〉n+m

(ii) Let 0 −→ U
i−→ T

e−→ V −→ 0 be an exact sequence of triangulated categories
and assume that the functor i admits a left adjoint q and the functor e admits
a left adjoint l. Then for every A ∈ T there exists a triangle

le(A) −→ A −→ iq(A) −→ le(A)[1]

Proof. (i) Let U −→ A −→ V −→ U [1] be a triangle in T with U ∈ 〈X〉n and
V ∈ 〈Y 〉m. Assume that n = 1. Then U ∈ 〈X〉 ⊆ 〈X ⊕ Y 〉 and V ∈ 〈Y 〉m ⊆ 〈X ⊕ Y 〉m.
Hence A ∈ 〈X ⊕ Y 〉m+1. Assume that n = 2. Since U ∈ 〈X ⊕ Y 〉2 we have a triangle
U1 −→ U −→ U2 −→ U1[1] with U1, U2 ∈ 〈X ⊕ Y 〉. Applying the octahedral axiom,
see [25, Proposition 2.1], to the composition U1 −→ U −→ A we have the following
commutative diagram:

U1
// U

��

// U2

��

// U1[1]

U1
//

��

A // Y //

��

U1[1]

��
U

��

// A

��

// V //

��

U [1]

��
0 // U2[1] U2[1] // 0

Since U2 ∈ 〈X ⊕ Y 〉 and V ∈ 〈X ⊕ Y 〉m it follows that Y ∈ 〈X ⊕ Y 〉m+1. We infer
that A ∈ 〈X ⊕ Y 〉m+2 since U1 ∈ 〈X ⊕ Y 〉. Then continuing inductively on n the result
follows.

(ii) From the counit of the adjoint pair (l, e) we have a triangle

le(A) −→ A −→ A′ −→ le(A)[1]
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in T. Applying the functor e : T −→ V we deduce that e(A′) = 0 and therefore A′ ' i(U)
for some U ∈ U. Since ql = 0 we have the isomorphism qi(U) ' q(A) and then we get
i(U) ' iqi(U) ' iq(A). This shows that le(A) −→ A −→ iq(A) −→ le(B)[1] is a triangle
in T. �

We need also the following easy observation.

Lemma 5.1.9. [113, Lemma 3.4] Let F : T −→ T′ be a triangulated functor which
is surjective on objects. Then

dimT′ ≤ dimT

Proof. Let T = 〈X〉n. Since F is surjective on objects then T′ = 〈F (X)〉n and so
we are done. �

The following main result of this section gives bounds for the dimension of a trian-
gulated category T in a recollement Rtr(U,T,V).

Theorem 5.1.10. Let (U,T,V) be a recollement of triangulated categories. Then :

max {dimU, dimV} ≤ dimT ≤ dimU + dimV + 1

Proof. The functors e and q are essentially surjective since e◦l = IdV and q◦i = IdU.
Then Lemma 5.1.9 implies that dimT ≥ dimV and dimT ≥ dimU, hence

dimT ≥ max {dimU, dimV}
Assume that dimU = n < ∞ and dimV = m < ∞, so there exist objects U ∈ U and
V ∈ V such that U = 〈U〉n+1 and V = 〈V 〉m+1. Set X := l(V ) and Y := i(U). Let
B ∈ T. Then from Lemma 5.1.8 we have the following triangle in T :

le(B) // B // iq(B) // le(B)[1] (5.1.1)

Clearly l(〈V 〉i) ⊆ 〈l(V )〉i and i(〈U〉j) ⊆ 〈i(U)〉j for every 0 ≤ i ≤ m+1 and 0 ≤ j ≤ n+1
respectively. Thus le(B) lies in 〈X〉m+1 and iq(B) lies in 〈Y 〉n+1, so by applying Lemma
5.1.8 to the triangle (5.1.1) we infer that

T = 〈〈X〉m+1 ? 〈Y 〉n+1〉 = 〈X ⊕ Y 〉n+m+2

Therefore dimT ≤ n+m+ 1 = dimU + dimV + 1. �

Remark 5.1.11. The proof of Theorem 5.1.10 uses only the exact sequence of trian-
gulated categories 0 −→ U −→ T −→ V −→ 0 and the adjoint pairs (q, i), (l, e). Since
the existence of a left/right adjoint either of i or e induces a left/right adjoint to the
other functor, the above result holds for any exact sequence of triangulated categories
such that one of the involved functors has a left or right adjoint.

The following result provides bounds for the dimension of the triangulated category
Db(B) in terms of the dimensions of Db(A ) and Db(C ).

Theorem 5.1.12. Let (A ,B,C ) be a recollement of abelian categories and assume
that B and C have enough projective and injective objects. Then :

dim Db(B) ≥ dim Db(C )

Suppose that the functor i : A −→ B is a homological embedding, and one of the fol-
lowing conditions hold.

(i) The functor l : C −→ B is of locally finite homological dimension.
(ii) The functor r : C −→ B is of locally finite cohomological dimension.
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(iii) The functor q : B −→ A is of locally finite homological dimension.
(iv) The functor p : B −→ A is of locally finite cohomological dimension.

Then :

max {dim Db(A ), dim Db(C )} ≤ dim Db(B) ≤ dim Db(A ) + dim Db(C ) + 1

Proof. Since the quotient functor e : B −→ C is exact, the derived functor Db(e) :
Db(B) −→ Db(C ) exists. Let C• : 0 −→ Cn −→ · · · −→ C1 −→ C0 −→ 0 be an object
of Db(C ). Then each Ci ∈ C and el(Ci) ' Ci with l(Ci) ∈ B. The bounded complex
l(C•) : 0 −→ l(Cn) −→ · · · −→ l(C0) −→ 0 in Db(B) is such that Db(e)(l(C•)) = C•, so
Db(e) is essentially surjective and then dim Db(B) ≥ dim Db(C ) by Lemma 5.1.9.

(i) Assume that the functor l : C −→ B is of locally finite homological dimension.
Since the functor i : A −→ B is a homological embedding, then from Theorem 5.1.6 we
have the following diagram

Db(A )
Db(i)

// Db(B)
Db(e)

//

q′

vv
Db(C )

Lbl

ww

where 0 −→ Db(A ) −→ Db(B) −→ Db(C ) −→ 0 (1) is an exact sequence of triangu-
lated categories and (q′,Db(i)), (Lbl,Db(e)) are adjoint pairs of functors. Therefore the
result follows from Theorem 5.1.10 and Remark 5.1.11.

(iii) Suppose now that the functor q : B −→ A is of locally finite homological
dimension. Then the derived functor Lbq : Db(B) −→ Db(A ) induces a left adjoint
l′ : Db(C ) −→ Db(B) of Db(e) and thus we have the exact sequence of triangulated
categories (1) and the adjoint pairs (Lbq,Db(i)), (l′,Db(e)). Hence our result follows as
in the proof of Theorem 5.1.10.

The proof, using the assumptions for r and p, is similar as above and is left to the
reader. �

The following is a consequence of Theorem 5.1.6 and Theorem 5.1.12 for comma
categories.

Corollary 5.1.13. Let C = (G,B,A ) be a comma category.

(i) We have the following exact sequences of triangulated categories :

0 // Db(A ) // Db(C ) // Db(B) // 0

and

0 // Db(B) // Db(C ) // Db(A ) // 0

(ii) The functor q : C −→ A is of locally finite homological dimension if and only
if there exists a recollement of triangulated categories :

Db(A )
Db(ZA )

// Db(C )
Db(UB)

//

Lbq

ww

Db(UA )

gg
Db(B)

ww

gg
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(iii) The functor G : B −→ A is of locally finite homological dimension if and only
if there exists a recollement of triangulated categories :

Db(A )
Db(ZA )

// Db(C )
Db(UB)

//
ww

gg
Db(B)

LbTB

ww

Db(ZB)

gg

(iv) The functor p : C −→ B is of locally finite cohomological dimension if and
only if there exists a recollement of triangulated categories :

Db(B)
Db(ZB)

// Db(C )
Db(UA )

//

Db(UB)

ww

Rbp

gg
Db(A )

ww

gg

(v) The functor G′ : A −→ B is of locally finite cohomological dimension if and
only if there exists a recollement of triangulated categories :

Db(B)
Db(ZB)

// Db(C )
Db(UA )

//
ww

gg
Db(A )

Db(ZA )

ww

RbHA

gg

(vi) We have :

max {dim Db(A ), dim Db(B)} ≤ dim Db(C ) ≤ dim Db(A ) + dim Db(B) + 1

Proof. From Example 1.1.12 we have the recollements (A ,C ,B) and (B,C ,A ).
Since the functors UA : C −→ A and UB : C −→ B are exact it follows from The-
orem 2.1.10 that the functors ZA : A −→ C and ZB : B −→ C are homological
embeddings. Hence as in the first part of the proof of Theorem 5.1.6 we obtain the
exact sequences of (i). The bound on the dimension dim Db(C ) follows from Theo-
rem 5.1.12. Finally, the remaining assertions follow from Theorem 5.1.6 using that
LnTB(B) = (LnG(B), 0, 0) ∀n ≥ 1 and B ∈ B, and RnHA (A) = (0,RnG′(A), 0) ∀n ≥ 1
and A ∈ A . �

5.1.3. Recollements of Bounded Derived Categories of Rings. For a ring
R we write Db(R) for the bounded derived category of Mod-R. The next consequence
follows from Theorem 5.1.12.

Corollary 5.1.14. Let R be a ring and e2 = e ∈ R. Then :

dim Db(R) ≥ dim Db(eRe)

If the natural map R −→ R/ReR is a homological epimorphism, i.e. ReR ∈ X∞, and
one of the following holds :

(i) pdRR/ReR <∞
(ii) fdRR/ReR <∞

(iii) pdeRe eR <∞
(iv) fdeReRe <∞
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then :

max {dim Db(eRe), dim Db(R/ReR)} ≤ dim Db(R) ≤ dim Db(eRe)+dim Db(R/ReR)+1

Recall that the module category over a triangular matrix ring is a comma category,
see [18] and [49]. Then we have the following consequence of Corollary 5.1.13, parts
(ii) and (iii) of which generalize Corollary 2.5 of [38], see also [5] for part (iii).

Corollary 5.1.15. Let Λ =
(
R RNS
0 S

)
be a triangular matrix ring and let e1 =

(
1R 0
0 0

)
and e2 =

(
0 0
0 1S

)
.

(i) We have the following exact sequences of triangulated categories :

0 // Db(R) // Db(Λ) // Db(S) // 0

and

0 // Db(S) // Db(Λ) // Db(R) // 0

(ii) If fdΛ Λ/Λe2Λ < ∞ or fdS N < ∞, then (Db(R),Db(Λ),Db(S)) is a triangu-
lated recollement.

(iii) If pdΛ Λ/Λe1Λ <∞ or pdRN <∞, then (Db(S),Db(Λ),Db(R)) is a triangu-
lated recollement.

(iv) We have :

max {dim Db(R), dim Db(S)} ≤ dim Db(Λ) ≤ dim Db(R) + dim Db(S) + 1

Remark 5.1.16. Let A be a finite-dimensional algebra over a field such that there
exist a recollement of triangulated categories (Db(A′),Db(A),Db(A′′)) for some finite di-
mensional algebras A′ and A′′. Then from [125], see also [63], it follows that gl. dimA <
∞ if and only if gl. dimA′ <∞ and gl. dimA′′ <∞. If e is an idempotent element of A
and AeA ∈ ProjA then from Corollary 2.4.5 it follows that gl. dimA <∞ if and only if
gl. dimA/AeA <∞ and gl. dim eAe <∞. Suppose that the idempotent element e of Λ is
primitive. Then from [96, Proposition 5] it follows that (Db(A/AeA),Db(A),Db(eAe))
is a recollement of triangulated categories if and only if AeA is projective both as a left
and right A-module. This shows that for finite dimensional algebras the assumption
AeA ∈ ProjA is enough to ensure the finiteness of the global dimension of A in connec-
tion with the finiteness of the global dimension of A/AeA and eAe, without passing to
the corresponding recollement in the bounded derived categories.

5.2. Representation Dimension

In this section we concentrate on the behavior of representation dimension of the
abelian categories involved in a recollement situation and we give application to Artin
algebras. The main consequences of 5.2.2 are on the relation of the representation
dimension of Λ, where Λ is an Artin algebra, with that of eΛe, where e is an idempotent
element of Λ. Finally is subsection 5.2.3 we show an interesting interplay between
representation and finitistic dimension of Artin algebras.

5.2.1. Recollements and Representation Dimension. We begin by reviewing
Auslander’s notion of representation dimension in the context of abelian categories,
see [10]. Let M be an abelian Krull-Schmidt category, i.e. every object of M decomposes
into a finite direct sum of objects having local endomorphism rings. An object X of M
is called generator, resp. cogenerator, if any object of M is a factor, resp. subobject,
of a direct summand of a finite direct sum of copies of X. Recall that if X is a full
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subcategory of M then addX denotes the full subcategory of M consisting of all direct
summands of finite coproducts of objects of X.

Definition 5.2.1. The representation dimension of M, denoted by rep. dimM, is
defined as follows:

rep. dimM = inf{gl. dim mod-EndM(X) | X is a generator-cogenerator of M

and addX is functorially finite in M}

Note that contravariant finiteness of addX implies that mod-EndM(X) is abelian
and covariant finiteness of addX implies that mod-EndM(X)op is abelian. In order to
explain this we need to recall some basics from the theory of coherent functors [8].

An additive functor F : Mop −→ Ab is called coherent if there exists an exact se-
quence of functors :

HomM(−,M1) // HomM(−,M0) // F // 0

We denote by mod-M the category of coherent functors over M. Given a morphism
f : Y −→ Z in M, then a morphism g : X −→ Y is a weak kernel for f provided that
the induced sequence of functors :

HomM(−, X) // HomM(−, Y ) // HomM(−, Z)

is exact. Then a classical result of Freyd [52, Theorem 1.4], see also [10, Chapter 3,
Section 2], asserts that the category of coherent functors mod-M is abelian if and only
if M has weak kernels. Consider now the category of coherent functors mod-addX over
addX. Then from Auslander [10] there is an equivalence of categories :

mod-addX
' // mod-EndM(X)

where mod-EndM(X) is the category of finitely generated left EndM(X)-modules. Let
f : M1 −→M2 be a morphism in addX with kernel Ker f . Since the subcategory addX
is contravariantly finite in M we get the exact sequence :

0 // HomM(−,Ker f)|addX // HomM(−,M1)|addX // HomM(−,M2)|addX // 0

and therefore addX has weak kernels. Summarizing the above discussion we have:

addX : contravariantly finite =⇒ addX : has weak kernels
Freyd
=⇒ mod-addX : abelian category

Auslander
=⇒ mod-EndM(X) : abelian category

Similarly, from the covariant finiteness of addX, we derive that mod-EndM(X)op is
abelian. Moreover if addX is functorially finite, then it follows that gl. dim mod-EndM(X)
= gl. dim mod-EndM(X)op, see [23], and this common value is the weak global dimension
of EndM(X).

Let X be a generator-cogenerator of an abelian Krull-Schmidt category M such
that addX is functorially finite in M. Then it is well known, see [10] and [48], that the
following statements are equivalent :

(i) gl. dim mod-EndM(X) ≤ n.
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(ii) For every A ∈M there exists an exact sequence

0 // Xn−2
// · · · // X1

// X0
// A // 0

with Xi ∈ addX such that the following induced sequence is exact:

0 // HomM(X,Xn−2) // · · · // HomM(X,X0) // HomM(X,A) // 0

(iii) For every A ∈M there exists an exact sequence

0 // A // X0 // X1 // · · · // Xn−2 // 0

with Xi ∈ addX such that the following induced sequence is exact:

0 // HomM(Xn−2, X) // · · · // HomM(X0, X) // HomM(A,X) // 0

For completeness we give the proof.

Proof. (i) ⇒ (ii) Let A ∈ M and f : A −→ X0 be a monomorphism with X0 ∈
addX. Note that such a morphism exists since the object X is a cogenerator of M. For
the cokernel of f there is also a monomorphism for some object X1 of addX. Then we
have the exact sequence :

0 // A
f // X0 g // X1

with X0, X1 ∈ addX. Applying the functor HomM(X,−) we get the following exact
sequence :

0 // HomM(X,A)
(X,f)

// HomM(X,X0)
(X,g)

// HomM(X,X1) // Coker (X, g) // 0

Note that the functor HomM(X,−) induces the following equivalence of categories :

HomM(X,−) : addX
' // proj(mod-EndM(X))

Thus, since HomM(X,X0),HomM(X,X1) ∈ proj EndM(X) and gl. dim mod-EndM(X) ≤ n
it follows that there is an exact sequence :

0 // HomM(X,Xn−2) // · · · // HomM(X,X0) // HomM(X,A) // 0

with X0, . . . , Xn−2 ∈ addX. Then (ii) follows.

(ii) ⇒ (i) Let Y be an object of mod-EndM(X) and consider the exact sequence

HomM(X,X0)
(X,h)

// HomM(X,X1) // Y // 0

with X0, X1 ∈ addX, i.e. HomM(X,X0) and HomM(X,X1) are projective EndM(X)-
modules. Then for the object Ker h there exists an exact sequence

0 // Xn−2
// · · · // X1

// X0
// Ker h // 0

with Xi ∈ addX such that the following induced sequence is exact:

HomM(X,Xn−2) // // · · · // HomM(X,X0)

����

// HomM(X,X0) // HomM(X,X1) // // Y

HomM(X,Ker h)
66

66

We infer that the projective dimension of Y is at most n. Hence gl. dim mod-EndM(X) ≤
n. Similarly we show that (i) is equivalent with (iii). �
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An object X ∈ M that realizes the minimal n is called an Auslander generator of
M. If the sequence (ii) exists for an object A ∈ M then we say that A has an addX-
resolution of length ≤ n − 2 and if the sequence (iii) exists then we say that A has an
addX-coresolution of length ≤ n− 2. Hence the representation dimension of M is the
smaller integer n ≥ 2 or ∞ such that there exist a generator-cogenerator X ∈ M with
the property that addX is functorially finite and every object A ∈ M has an addX-
resolution of length n − 2 or equivalently an addX-coresolution of length n − 2. Note
that rep. dimM = 2 if and only if M is of finite representation type, i.e M has only
finitely many isoclasses of indecomposable objects.

Throughout this section we fix a recollement Rab(A ,B,C ), where B is a Krull-
Schmidt category, and, for simplicity, we assume that for any object X ∈ B, the
subcategory addX is covariantly finite in B. Clearly then A and C are Krull-Schmidt
categories. Note that if B is of finite representation type, then since A and C are fully
embedded in B, it follows that A and C are of finite representation type. Our first result
in this section compares the representation dimension of B with the representation
dimension of A and C when rep. dim B ≤ 3.

Theorem 5.2.2. Let (A ,B,C ) be a recollement of abelian categories and assume
that rep. dim B ≤ 3.

(i) rep. dim C ≤ 3.
(ii) If the functor q : B −→ A is exact, then : rep. dim A ≤ 3.

Proof. (i) Let B be an Auslander generator of B. Then e(B) is a generator-
cogenerator of C and since the functor e has left and right adjoint it follows that
add e(B) is functorially finite in C . We will show that any object C of C has an
add e(B)-resolution of length at most one. Let C be an object of C . Since the object
r(C) ∈ B and rep. dim B ≤ 3 there exists an exact sequence

0 // B1
b1 // B0

b0 // r(C) // 0 (5.2.1)

with B1, B0 ∈ addB such that the sequence

0 // HomB(B,B1) // HomB(B,B0) // HomB(B, r(C)) // 0 (5.2.2)

is exact. Applying the functor e : B −→ C to (5.2.1) we obtain an exact sequence

0 // e(B1)
e(b1)

// e(B0)
e(b0)

// C // 0

with e(B1), e(B2) ∈ add e(B) and we have to show that the induced sequence

0 // HomC (e(B), e(B1)) // HomC (e(B), e(B0)) // HomC (e(B), C) // 0 (5.2.3)

is exact, i.e. we have to prove that the morphism HomC (e(B), e(b0)) : HomC (e(B), e(B0))
−→ HomC (e(B), C) is an epimorphism. Let c : e(B) −→ C be a morphism in C . Then
the following composition of morphisms

B
νB // re(B)

r(c)
// r(C)

belongs to HomB (B, r(C)), where νB is the unit of the adjoint pair (e, r). Hence from
the exact sequence (5.2.2) there exists a morphism κ ∈ HomB (B,B0) such that κ◦ b0 =
νB ◦r(c). Then e(κ)◦e(b0) = c and so the sequence (5.2.3) is exact. Therefore we deduce
that rep. dim C ≤ 3.
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(ii) Let B be an Auslander generator of B. Since the functor q is exact and qi ' IdA

it follows that the object q(B) is a generator-cogenerator of A . Further the category
add q(B) is functorially finite in A . Let A be an object of A . Since rep. dim B ≤ 3
there exists an exact sequence

0 // B1
b1 // B0

b0 // i(A) // 0 (5.2.4)

with B1, B0 ∈ addB such that the sequence

0 // HomB(B,B1) // HomB(B,B0) // HomB(B, i(A)) // 0 (5.2.5)

is exact. Applying the functor q : B −→ A to (5.2.4) we get an exact sequence

0 // q(B1)
q(b1)

// q(B0)
q(b0)

// A // 0

with q(B1), q(B2) ∈ add q(B) and we claim that the following sequence

0 // HomA (q(B), q(B1)) // HomA (q(B), q(B0)) // HomA (q(B), A) // 0 (5.2.6)

is exact. Let a : q(B) −→ A be a map in A . Then the morphism

B
λB−→ iq(B)

i(a)−→ i(A)

belongs to HomB (B, i(A)), where λ is the unit of the adjoint pair (i, q). Thus from the
exact sequence (5.2.5) there exists a morphism κ : B −→ B0 such that κ◦ b0 = λB ◦ i(a).
Applying the functor q we have q(κ) ◦ q(b0) = a and therefore the sequence (5.2.6) is
exact. We infer that rep. dim A ≤ 3. �

The following result shows that rep. dim C ≤ rep. dim B holds in general, provided
that there exists an Auslander-generator of B enjoying a special property.

Theorem 5.2.3. Let (A ,B,C ) be a recollement of abelian categories. Let B ∈ B
be an Auslander-generator such that add le(B) ⊆ addB. Then :

rep. dim C ≤ rep. dim B

Proof. Let X be an arbitrary object of B and let a : B1 −→ X be a right addB-
approximation. Let C ∈ add e(B). Then e(B)n ' C ⊕ C ′ for some n and if we apply
the functor l : C −→ B we deduce that l(C) ∈ addB since add le(B) ⊆ addB. But
this implies that the sequence HomC (C, e(B1)) −→ HomC (C, e(X)) −→ 0 is exact since
the sequence HomB(l(C), B1) −→ HomC (l(C), X) −→ 0 is exact. Hence we infer that
that the morphism e(a) : e(B1) −→ e(X) is a right add e(B)-approximation. Let C be
an object of C and assume that rep. dim B = n; since l(C) ∈ B there exist an exact
sequence

0 // Bn−2

bn−2 // · · · b1 // B0
b0 // l(C) // 0

with Bi ∈ addB such that the sequence

0 // HomB(B,Bn−2) // · · · // HomB(B,B0) // HomB(B, l(C)) // 0

is exact. Then we have the exact sequence

0 // e(Bn−2)
e(bn−2)

// · · ·
e(b1)

// e(B0)
e(b0)

// C // 0

with e(Bi) ∈ add e(B). Recall that e(B) is a generator-cogenerator of C and add e(B)
is functorially finite in C . Since the morphisms b0 : B0 −→ l(C), B1 −→ Ker b0,· · · ,
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Bn−3 −→ Ker bn−4 are right addB-approximations it follows that the morphisms e(b0) :
e(B0) −→ C, e(B1) −→ e(Ker b0), · · · , e(Bn−3) −→ e(Ker bn−4) are right add e(B)-
approximations. This implies that the sequence

0 // HomC (e(B), e(Bn−2)) // · · · // HomC (e(B), e(B0)) // HomC (e(B), C) // 0

is exact. Hence any object C ∈ C admits an add e(B)-resolution of length at most n−2
and therefore rep. dim C ≤ n = rep. dim B. �

5.2.2. Representation Dimension of Artin Algebras. In this subsection we
work in the setting of finitely generated modules over an Artin algebra Λ. We recall the
notion of representation dimension due to Auslander.

Definition 5.2.4. [10, Auslander] The representation dimension rep. dim Λ of
Λ is defined by

rep. dim Λ = min{gl. dim EndΛ(X) | X : generator and cogenerator of mod-Λ}

Note that for M = mod-Λ, Definitions 5.2.1 and 5.2.4 coincide. We start with the
following consequences of Theorems 5.2.2 and 5.2.3.

Corollary 5.2.5. Let Λ be an Artin algebra with rep. dim Λ ≤ 3 and e an idem-
potent element of R. Then :

(i) rep. dim eΛe ≤ 3.
(ii) If the Λ-module Λ/ΛeΛ is projective, then : rep. dim Λ/ΛeΛ ≤ 3.

Corollary 5.2.6. Let M be an Auslander-generator of Λ and e2 = e an idempotent
of Λ. If the multiplication map Λe⊗eΛe eM −→M is split monomorphism, then :

rep. dim eΛe ≤ rep. dim Λ

Proof. Since the map Λe ⊗eΛe eM −→ M is split monomorphism, it follows that
add(Λe⊗eΛe eM) ⊆ addM and therefore the result follows from Theorem 5.2.3. �

Let P be a finitely generated projective Λ-module. Auslander posed the question
of how the representation dimensions of Λ and EndΛ(P ) are related, see [10], where
he proved that if Λ is of finite representation type, then so is EndΛ(P ). Now as an
application of Theorem 5.2.2(i) we have the following result which provides a partial
answer to the above question.

Corollary 5.2.7. Let Λ be an Artin algebra. Then :

rep. dim Λ ≤ 3 ⇐⇒ rep. dim EndΛ(P ) ≤ 3

for any finitely generated projective Λ-module P .

We continue with an application to the finitistic dimension. By a well known result of
Igusa-Todorov, see [66], if Λ is an Artin algebra of rep. dim Λ ≤ 3 then fin. dim Λ < ∞.
The following, which is the main result of A. Zhang and S. Zhang [132], is a direct
consequence of Corollary 5.2.5(i) and Igusa-Todorov’s result.

Corollary 5.2.8. [132, Theorem 2.3] Let Λ be an Artin algebra with rep. dim Λ ≤ 3
and e2 = e ∈ Λ. Then :

fin. dim eΛe < ∞

Example 5.2.9. Many classes of algebras are known to have representation dimen-
sion at most three. For instance we mention:
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(i) Algebras with radical square zero. Auslander proved in [10] that if Λ is an
Artin algebra with radical r, Loewy length ``(Λ) = n and rep. dim Λ/rn−1 ≤ 2,
then rep. dim Λ ≤ 3. This implies that every Artin algebra Λ with radical
square zero has rep. dim Λ ≤ 3.

(ii) Hereditary algebras. This is also a well known result of Auslander [10]. The
Auslander generator in this case is the direct sum of all the non-isomorphic in-
decomposable projective modules with all the non-isomorphic indecomposable
injective modules.

(iii) Stably hereditary algebras. Changchang Xi has shown that if an Artin algebra
Λ is stably hereditary then rep. dim Λ ≤ 3, see [127, Theorem 3.5]. Recall that
an Artin algebra Λ is called stably hereditary if (α) each indecomposable sub-
module of an indecomposable projective module is either projective or simple
and (β) each indecomposable factor module of an indecomposable injective
module is either injective or simple. We refer to [127] for more details.

(iv) Special biserial algebras. Erdmann, Holm, Iyama and Schröer have shown
that any special biserial algebra has representation dimension at most three,
see [48, Corollary 1.3]. This is an application of their main result, which
asserts that if there is a radical embedding f : A −→ B and rep. dimB ≤ 2
then rep. dimA ≤ 3. See [48] for more details as well as for the definition of
special biserial algebras.

(v) Tilted algebras. Let Λ be an Artin algebra. Recall that a Λ-module T is
tilting if pdΛ T ≤ 1, Ext1

Λ(T, T ) = 0 and there exists a short exact sequence
0 −→ Λ −→ T 0 −→ T 1 −→ 0 with T i ∈ addT . Then the endomorphism
algebra EndΛ(T ) of a tilting module T over a hereditary algebra Λ is called a
tilted algebra. Assem, Platzeck and Todorov proved that the representation
dimension of a tilted algebra is at most three. Moreover they showed that
the class of strict laura algebras has also representation dimension bounded
by three. For more details see [6].

(vi) Quasi-tilted algebras. Oppermann has shown that if Λ is a quasi-tilted algebra
over an algebraically closed field then rep. dim Λ ≤ 3. In particular, any quasi-
tilted non-tilted algebra has representation dimension three. Recall that a
finite dimensional k-algebra Λ is called quasi-tilted if Λ ' EndA (T ) for some
tilting object T in a hereditary abelian category A (i.e. Ext2

A (X, Y ) = 0 for
any X, Y ∈ A ). Hence if A is the module category of a hereditary algebra
then Λ is tilted. For more details we refer to [102].

(vii) Piecewise hereditary. An Artin algebra Λ is said to be piecewise hereditary if
the derived category Db(mod-Λ) is triangle equivalent with Db(A ) for some
hereditary abelian category A . For this important class of algebras, Happel
and Unger have shown that the representation dimension is at most three,
see [64, Corollary 3.2].

(viii) Torsionless-finite algebras. Let Λ be an Artin algebra and denote by Sub Λ the
full subcategory of mod-Λ consisting of the submodules of the projectives. The
Artin algebra Λ is said to be torsionless-finite if Sub Λ is of finite representation
type, i.e. Sub Λ = addX for some Λ-module X. Ringel [111], and later
Beligiannis [28] gave a simpler proof, has shown that if Λ is a torsionless-finite
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Artin algebra then rep. dim Λ ≤ 3. This important class of algebras contains
many other well known classes. For instance the algebras with radical square
zero and the hereditary ones are torsionless finite. There are more classes of
algebras that are torsionless finite and thus they have representation dimension
at most 3 but not all Artin algebras with representation dimension at most 3
are torsionless finite. See [111] for more details on torsionless-finite algebras.

Therefore for any algebra Λ in the above list and any idempotent element e ∈ Λ we
have rep. dim eΛe ≤ 3 and fin. dim eΛe <∞.

Auslander in [10] proved that if Λ is a hereditary Artin algebra then rep. dim Λ ≤ 3.
Then he asked if rep. dim Λ ≤ 2 + gl. dim Λ for all Artin algebras Λ, and so the general
question is how we can relate representation dimension with global dimension. In this
connection we have the following results.

Consider the Artin algebra Γ = EndΛ(Λ ⊕ D Λ), where D denotes the usual duality
functor of Artin algebras, viewed as a Morita ring via the isomorphism EndΛ(Λ⊕D Λ) '(

Λ DΛ
HomΛ(DΛ,Λ) Λ

)
. Recall that for the idempotent element eΛ =

(
1Λ 0
0 0

)
∈ Γ we write

gl. dimΓ/ΓeΛΓΓ = sup{pdΓX | X ∈ mod-Γ/ΓeΛΓ}.

Corollary 5.2.10. Let Λ be an Artin algebra and Γ = EndΛ(Λ⊕ D Λ). Then :

rep. dim Λ ≤ gl. dim Λ + gl. dimΓ/ΓeΛΓΓ + 1

and

gl. dimΓ/ΓeΛΓΓ ≤ gl. dim Γ/ΓeΛΓ + pdΓ Γ/ΓeΛΓ

Proof. For an Artin algebra Λ we always have rep. dim Λ ≤ gl. dim EndΛ(Λ⊕ D Λ)
since Λ⊕D Λ is a generator-cogenerator of mod-Λ. By Example 1.1.8 we have the recolle-
ment (mod-Γ/ΓeΛΓ,mod-Γ,mod-eΛΓeΛ) of module categories and mod-Λ ' mod-eΛΓeΛ.
Then the assertion follows from Proposition 2.2.5. �

The following consequence of Corollary 5.2.10, implied also by Proposition 2.2.5, is
a result of Xi.

Corollary 5.2.11. [126, Proposition 5.3] Let Λ be an Artin algebra such that
HomΛ(D Λ,Λ) = 0. Then :

rep. dim Λ ≤ 2 gl. dim Λ + 1

Proof. Since HomΛ(D Λ,Λ) = 0 we have the recollement of module categories
(mod-Λ,mod-

(
Λ DΛ
0 Λ

)
,mod-Λ). Since gl. dim Γ/ΓeΛΓ = gl. dim Λ and pdΓ Γ/ΓeΛΓ = 0

then the result follows from Corollary 5.2.10. �

We have the following consequence of Corollaries 2.4.2 and 2.2.17 applied to recolle-
ments of module categories of the form (mod-Γ/ΓeΛΓ,mod-Γ,mod-Λ).

Corollary 5.2.12. Let Λ be an Artin algebra and Γ = EndΛ(Λ⊕ D Λ).

(i) If the natural map Γ −→ Γ/ΓeΛΓ is a homological epimorphism, i.e. ΓeΛΓ ∈
X∞, then :

rep. dim Λ ≤ pdΓ Γ/ΓeΛΓ + max{pdΓop Γ/ΓeΛΓ + gl. dim Γ/ΓeΛΓ, gl. dim Λ}

(ii) If the idempotent ideal ΓeΛΓ ∈ proj Γ and ΓeΛΓ ∈ proj Γop, then :

rep. dim Λ ≤ max{gl. dim Γ/ΓeΛΓ + 2, gl. dim Λ + 1}
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Remark 5.2.13. In Corollaries 5.2.10 and 5.2.12 we used the recollement of module
categories (mod-Γ/ΓeΛΓ,mod-Γ,mod-Λ) defined by the idempotent eΛ =

(
1Λ 0
0 0

)
of Γ.

Note that we have also the idempotent e′Λ =
(

0 0
0 1Λ

)
of Γ. Hence we have another

recollement (mod-Γ/Γe′ΛΓ,mod-Γ,mod-Λ) which is different from the first one since
the categories mod-Γ/Γe′ΛΓ and mod-Γ/ΓeΛΓ are not equivalent in general. Using the
recollement defined by the idempotent element e′Λ we obtain analogous results; details
are left to the reader.

Corollary 5.2.14. Let Λ be an Artin algebra with rep. dim Λ = gl. dim EndΛ ∆,
where ∆ = EndΛ(Λ ⊕ X) for an Auslander generator Λ ⊕ X. Let eΛ =

(
1 0
0 0

)
and

eEndΛ(X) =
(

0 0
0 1

)
be the induced idempotents of ∆.

(i) If the ∆-module ∆eΛ∆ is projective, then :

max{gl. dim Λ, gl. dim ∆/∆eΛ∆} <∞
(ii) If the ∆-module ∆eEndΛ(X)∆ is projective, then :

max{gl. dim EndΛ(X), gl. dim ∆/∆eEndΛ(X)∆} <∞

Proof. As before we view the endomorphism Artin algebra EndΛ(Λ ⊕ X) as the
matrix algebra ∆ =

(
Λ X

HomΛ(X,Λ) EndΛ(X)

)
. Then we have the recollements of module cate-

gories (mod-∆/∆eΛ∆,mod-∆, mod-Λ) and (mod-∆/∆eEndΛ(X)∆,mod-∆,mod-EndΛ(X)).
Note that we have the equivalences mod-eEndΛ(X)∆eEndΛ(X) ' mod-EndΛ(X) and
mod-eΛ∆eΛ ' mod-Λ. Then the result follows from Corollary 2.4.5. �

5.2.3. Finitistic Versus Representation Dimension. Let Λ be an Artin alge-
bra. We call a pair (Γ, e), consisting of an Artin algebra Γ and an idempotent e2 = e ∈ Γ,
an Auslander pair for Λ, if Γ has finite global dimension and Λ ' eΓe. By a basic
result of Auslander, see [10], any Artin algebra admits an Auslander pair and Dlab-
Ringel showed that Γ can be chosen to be quasi-hereditary, see [44]. In fact one can
take Γ = EndΛ(⊕ni=1Λ/ri), where r is the Jacobson radical of Λ and n = ``(Λ) its Loewy
length. In this case Auslander proved that gl. dim Γ ≤ ``(Λ). We call (Γ, e), where
Γ = EndΛ(⊕ni=1Λ/ri), the natural Auslander pair of Λ.

The main result of this section gives an interesting interplay between representation
dimension and finitistic dimension, and presents situations where the finitistic dimension
of an Artin algebra is finite.

Theorem 5.2.15. Let Λ be an Artin algebra.

(i) Let Γ = EndΛ(Λ⊕D Λ) and assume that the Nakayama functor ν = D Λ⊗Λ−
has locally finite homological dimension. Then :

fin. dim Λ ≤ fin. dim Γ + l.b.hom.dim ν

(ii) Let (Γ, e) be an Auslander pair for Λ. If the functor Γe ⊗eΓe − : mod-Λ −→
mod-Γ has locally bounded homological dimension, then fin. dim Λ <∞. More
precisely :

fin. dim Λ ≤ gl. dim Γ + l.b.hom.dim Γe⊗eΓe − < ∞

In particular let (EndΛ(⊕``(Λ)
i=1 Λ/ri), e) be the natural Auslander pair of Λ. If

the functor Γe ⊗eΓe − : mod-Λ −→ mod-Γ has locally bounded homological
dimension, then :

fin. dim Λ ≤ ``(Λ) + l.b.hom.dim Γe⊗eΓe − < ∞
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(iii) Let Λ ⊕ X be an Auslander generator of Λ. If the functor HomΛ(X,Λ) ⊗Λ

− : mod-Λ −→ mod-Γ has locally bounded homological dimension, then :

fin. dim Λ ≤ rep. dim Λ + l.b.hom.dim HomΛ(X,Λ)⊗Λ − < ∞
Proof. Part (i) follows from Corollary 2.4.10. Part (ii) follows from Theorem

2.3.2 applied to the recollement induced by an Auslander pair, see Example 1.1.11.
For part (iii), let ∆ = EndΛ(Λ ⊕ X). Since gl. dim ∆ := n < ∞ it follows that
fin. dim ∆ = rep. dim Λ = gl. dim ∆. Therefore if we view ∆ as a Morita ring which
is an Artin algebra, as in Corollary 5.2.14, then the result follows from Corollary 2.4.10.
Hence if the locally bounded homological dimension of the functor HomΛ(X,Λ)⊗Λ− is
l.b.hom.dim HomΛ(X,Λ)⊗Λ − = m, then we infer that fin. dim Λ ≤ n+m <∞. �

It follows from Theorem 5.2.15 that an Artin algebra Λ has fin. dim Λ <∞, provided
that one of the following conditions hold:

(i) There exists a summand X of an Auslander generator such that the functor
HomΛ(X,Λ)⊗Λ − has locally bounded homological dimension.

(ii) The natural quasi-hereditary algebra Γ and the idempotent e ∈ Γ associated to
Λ has the property that the functor Γe⊗eΓe− has locally bounded homological
dimension.



ABSTRACT : In this thesis we investigate homological invariants arising in the repre-
sentation theory of Artin algebras. The main focus of our study is on the representation
and finitistic dimension of Artin algebras, the class of Cohen-Macaulay modules and the
Rouquier dimension of triangulated categories. The proper conceptual framework, from
our perspective, for this study is the general setting of recollements of abelian cat-
egories, a concept which is fundamental in algebra, geometry and topology, and the
closely related omnipresent class of Morita rings. Our aim is to investigate homological
aspects of recollements of abelian categories and to study Morita rings in the context
of Artin algebras, concentrating mainly at representation-theoretic and homological as-
pects. Moreover we classify recollements of abelian categories whose terms are module
categories, thus solving a conjecture by Kuhn. Our interest in recollements is motivated
from questions and problems on representation and finitistic dimension of Artin algebras
and the interrelation between them. On the other hand our interest in Morita rings is
motivated by the frequent occurrence of this class of matrix rings in the representation
theory of Artin algebras and elsewhere, and the interpretation of their module categories
via suitable recollements.
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