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\begin{abstract}
One of the most intriguing subject in modern physics is nanoscience, building the background for understanding the fundamental principles of nanoelectronics. Graphene since its fabrication in 2004 has become one of the main subjects of research in nanoscience. It is the first 2d metal ever made, it has extraordinary electronic properties and offers a vast field for applications and fundamental theoretical work. In this thesis we study the electronic properties of graphene in the presence of disorder, which is an inevitable factor in every mesoscopic system. We accomplish the study of related phenomena through well established methods of mesoscopic physics, like Fractals and Quantum Chaos. This allows us to study the interplay between the well-known electronic behavior of pure graphene, and the diffusive or localization phenomena introduced by the disorder.
\end{abstract}
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\section*{Chapter 1}

\section*{Introduction}

Graphene, the first 2D metal ever made, is a single layer of carbon atoms densely packed in a honeycomb lattice structure. Graphene was fabricated for the first time in 2004 by the Manchester group of A. Geim and K. Novoselov [1, 2], via mechanical exfoliation of graphite. They were awarded the Nobel prize for Physics in 2010. Graphene has extraordinary properties never encountered in conventional materials before, such as, great flexibility and high electron mobility with electron velocities near the Fermi energy approaching the speed of light c , much higher than in any conventional semiconductor. It can be cut into long strips known as graphene nanoribbons [3] or confined structures known as graphene flakes [4] making it an excellent candidate for replacing silicon in future nanoelectronics. A lot of other techniques for fabricating graphene have also been developed, like epitaxial growth on silicon carbide [5], on metal substrates [6] or by cutting carbon nanotubes \([7,8]\).

The theoretical study of graphene, through well known quantum methods of solid state physics has revealed some extraordinary effects never encountered in conventional systems before. Its underlying honeycomb lattice structure leads to special
quantum interference effects inducing localization of wavefunctions at the edges of graphene called edge states[10][11]. Moreover, they contribute to energies near the Fermi level, being strongly dependent on the edge morphology. It is clear that the electronic properties of graphene are extremely sensitive to the choice of boundary conditions. The study of these topological effects and their role in the electronic properties of graphene is very important for its incorporation in nanoelectronics. The theoretical study has also revealed the relativistic nature of electrons close to the Fermi energy, opening an interdisciplinary field of relativistic solid state physics[1,11]. The relativistic nature of electrons for over half a century was known for graphite which consists of many layers of graphene stacked together[11]. At the Fermi level the electrons in graphene behave as free relativistic massless particles described by the Dirac equation. This is called the Dirac point. From this point of view graphene can be used as an effective model for studying quantum electrodynamics, with obvious advantages for relativistic quantum experiments like the small space dimensionality required.

Fractals and chaos on the other hand are well established phenomena in classical non-linear dynamical systems. Their existence in the quantum world has been studied extensively during the last decades, mainly in low-dimensional disordered systems known as mesoscopic systems. They lie between the microscopic and the macroscopic scale[12]. The nature of Quantum Chaos is not related to dynamical evolution, but with the statistical properties of the energy spectrum. The disordered quantum systems have been shown to obey the same universal laws as Quantum Chaos They are described by a mathematical theory of fully random matrices, which became known as Random Matrix Theory (RMT) [12,13,14].

On the other hand, signs of the fractal geometry have been shown to exist in
the quantum world, e.g. the electron wavefunctions of disordered two dimensional mesoscopic systems \([15,16,17,18]\). The fractal nature of wavefunctions close to the metal-insulator transition(MIT) is well known[19,20]. Exactly at the transition point they are characterized by non trivial critical scaling behavior, they are complex objects known as multifractals described by a whole spectrum of fractal dimensions. The wavefunctions below the (MIT) show a diffusive behavior, with the corresponding energy levels obeying the universal laws of RMT as in Quantum Chaos. For sufficiently large enough disorder, above the transition point, quantum destructive interference effects lead to Anderson localization[21].

Graphene is the first real 2D metal ever made, it offers a great opportunity for testing the well established phenomena of Quantum Chaos and Fractals, which were usually studied through the 2d-system known as two dimensional electron gas(2DEG)[22]. Moreover, the confined nature of the experimentally produced finite graphene systems like flakes, with strongly topology dependent electronic properties, pose important questions about their role in the nature of quantum chaos and fratal states. Quantum chaos near the Dirac point is also expected to address relativistic issues. It has been studied experimentally by Ponomarenko and his colleagues [23] obtaining a chaotic nature described by the Dirac equation. They are commonly known as Dirac billiards, proposed by Berry and Mondragon [24]. Theoretical calculations by L. Huang et. al. [25] in graphene billiards predict a different quantum chaotic behavior when compared to the experimentally obtained, while other theoretical calculations in weakly disordered graphene with periodic boundary conditions [26] have shown relativistic chaotic nature independent of the sample size. For strong disorder Anderson localization[21], always prevails.

In this thesis we study the fractal nature of wavefunctions and the chaotic behavior
of the energy levels in disordered graphene near the Dirac point. Firstly, we check the existence of fractal states at the Fermi level in the presence of disorder. The study is carried out in conjunction with the well-known behavior of other conventional disordered materials. Then we address the following question, how the unconventional topology of graphene affects this fractal nature for confined structures? Do edge states survive with disorder and how it can be combined with the fractal nature of the wavefunctions? We study also the role of edge states in the quantum chaotic behavior of graphene near the Dirac point, through the statistical properties of the energy levels.

In chapter two we give a brief introduction of graphene, analyzing in detail its unconventional electronic properties via a simple tight binding model introduced in the appendix. This model allows to derive its relativistic band structure and the topological electronic properties, like edge states.

In chapter three, after a brief introduction to fractals, we study in detail the fractal properties of the wavefunctions of disordered graphene, in conjunction with other systems like the square lattice and the chain. We also show important symmetry properties for disordered graphene such as chiral symmetry.

In chapter four, after a brief introduction to Quantum chaos, we compare the quantum chaotic nature of disordered graphene with a square lattice having on-diagonal short-range disorder.

In chapter five we present our conclusions. In the Appendix we discuss the tight binding model, for various types of lattices in order to determinate their electronic properties.
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\section*{Chapter 2}

\section*{Graphene}

\subsection*{2.1 Introduction}

Graphene is a monolayer of carbon atoms arranged in a honeycomb lattice structure. It was fabricated, for the first time in 2004 by the Manchester group of A. Geim and K. Novoselov[1,2]. They have been awarded the Nobel prize in physics for 2010. This one atom thick material is the first real 2 d metal ever made. It is a basic candidate for replacing silicon[15] and is expected to have a major impact in nanotechnology and nanomaterials since it can been produced very easily[16]. It's extraordinary electronic properties involve relativistic band structure and topology dependent effects like electronic edge states whose existence depends strongly on the choice of boundary conditions.

In the tight binding formalism(see Appendix) graphene has a unit cell which consists of two carbon atoms \(A\) and \(B\) as can be seen in Fig. 2.1.


Figure 2.1: Graphene has characteristic honeycomb lattice structure.

The distance between neighbouring carbon atoms is \(a_{c c}=0.142 \mathrm{~nm}\). The major difference with a square lattice is the presence of two instead of one atoms in graphene's unit cell. In order to describe the honeycomb lattice structure we can define two basis vectors \(\overrightarrow{a_{1}}\) and \(\overrightarrow{a_{2}}\)
\[
\begin{aligned}
& \overrightarrow{a_{1}}=\frac{a \sqrt{3}}{2} \widehat{x}+\frac{a}{2} \widehat{y} \\
& \overrightarrow{a_{2}}=\frac{a \sqrt{3}}{2} \widehat{x}-\frac{a}{2} \widehat{y}
\end{aligned}
\]
which connect adjacent unit cells, \(a=\left|a_{1}\right|=\left|a_{2}\right|=\sqrt{3} a_{c c}\). Using \(\overrightarrow{a_{1}}, \overrightarrow{a_{2}}\), we can easily construct the whole honeycomb lattice by repeating the unit cell of the two carbon atoms \(A\) and \(B\). This is done for the dimer in the Appendix, write down the Schrodinger difference equations corresponding to the two different carbon atoms in the unit cell and apply Bloch's theorem.


Figure 2.2: Unit cells of the honeycomb lattice.

As seen in Fig. 2.2 type \(A\) atom belonging to the central unit cell is connected with three type \(B\) atoms. One of those atoms is part of the same unit cell while the other two belong to the unit cells on the left, described by the vectors \(-\overrightarrow{a_{1}}\) and \(-\overrightarrow{a_{2}}\). So the tight binding equation centered on atom \(A\) inside the central unit cell by using the Bloch's theorem (see Appendix) becomes
\[
\begin{aligned}
E \Psi_{A} & =-t\left(\exp (-i \vec{k} 0)+\exp \left(-i \vec{k} \overrightarrow{a_{1}}\right)+\exp \left(-i \vec{k} \overrightarrow{a_{2}}\right)\right) \Psi_{B} \Rightarrow \\
& \Rightarrow E \Psi_{A}=-t\left(1+\exp \left(-i \vec{k} \overrightarrow{a_{1}}\right)+\exp \left(-i \vec{k} \overrightarrow{a_{2}}\right)\right) \Psi_{B}
\end{aligned}
\]

The corresponding equation is for the \(B\) atom
\[
E \Psi_{B}=-t\left(1+\exp \left(i \vec{k} \overrightarrow{a_{1}}\right)+\exp \left(i \vec{k} \overrightarrow{a_{2}}\right)\right) \Psi_{A}
\]

This system of two equations with two unknowns \(\Psi_{A}, \Psi_{B}\) can be written in a matrix form as
\[
\left[\begin{array}{cc}
0 & f_{1}(\vec{k})  \tag{2.1}\\
f_{1}^{*}(\vec{k}) & 0
\end{array}\right]\left[\begin{array}{c}
\Psi_{A} \\
\Psi_{B}
\end{array}\right]=\left[\begin{array}{cc}
E & 0 \\
0 & E
\end{array}\right]\left[\begin{array}{c}
\Psi_{A} \\
\Psi_{B}
\end{array}\right] \Rightarrow H \Psi=E \Psi
\]
where \(f_{1}(\vec{k})=-t\left(1+\exp \left(-i \vec{k} \overrightarrow{a_{1}}\right)+\exp \left(-i \vec{k} \overrightarrow{a_{2}}\right)\right)\). So the graphene hamiltonian can be written as a two dimensional matrix
\[
H=\left[\begin{array}{cc}
0 & f_{1}(\vec{k})  \tag{2.2}\\
f_{1}^{*}(\vec{k}) & 0
\end{array}\right]
\]
whose eigenvalues are
\[
\begin{gather*}
E= \pm \sqrt{\left|f_{1}(\vec{k})\right|^{2}}= \pm\left|f_{1}(\vec{k})\right|= \\
= \pm\left|1+\exp \left(-i k_{x} \frac{\sqrt{3}}{2} a\right)\left(\exp \left(i k_{y} \frac{a}{2}\right)+\exp \left(-i k_{y} \frac{a}{2}\right)\right)\right|= \pm\left|1+2 \exp \left(-i k_{x} \frac{\sqrt{3}}{2} a\right) \cos \left(k_{y} \frac{a}{2}\right)\right|= \\
= \pm \sqrt{\left(1+2 \cos \left(k_{x} \frac{3}{2} a_{c c}\right) \cos \left(i k_{y} \frac{a}{2}\right)\right)^{2}+4 \sin ^{2}\left(k_{x} \frac{3}{2} a_{c c}\right) \cos ^{2}\left(k_{y} \frac{a}{2}\right)}= \\
= \pm \sqrt{1+4 \cos ^{2}\left(k_{x} \frac{\sqrt{3}}{2} a\right) \cos ^{2}\left(i k_{y} \frac{a}{2}\right)+4 \cos \left(k_{x} \frac{\sqrt{3}}{2} a\right) \cos \left(k_{y} \frac{a}{2}\right)+4 \sin ^{2}\left(k_{x} \frac{\sqrt{3}}{2} a\right) \cos ^{2}\left(k_{y} \frac{a}{2}\right)} \Rightarrow \\
E_{ \pm}\left(k_{x}, k_{y}\right)= \pm t \sqrt{1+4 \cos \left(\frac{a k_{y}}{2}\right) \cos \left(\frac{\sqrt{3} a k_{x}}{2}\right)+4 \cos ^{2}\left(\frac{a k_{y}}{2}\right), k_{x}, k_{y} \in[-\pi, \pi] . \quad(2.3)} \tag{2.3}
\end{gather*}
\]

Eq. (2.3) is the energy dispersion relation of graphene plotted in Fig. 2.3. The energy dispersion is consisted of two branches, for positive and negative energies respectively. They touch at six \(K\) points, known as valleys, lying on the corners of the first brillouin zone which has the form of a hexagon(see Fig 2.4). The Fermi level is at zero energy, making graphene a zero gap semiconductor. The energy dispersion has a cone like structure at those six \(K\) points with the energy being proportional to the absolute value of the wavevector \(\vec{k}\),


Figure 2.3: Energy dispersion of graphene. The six \(K\) points corresponding to zero energy can be distinguished, the two \(K, K^{\prime}\) are non-equivalent


Figure 2.4: Contour plot of the energy dispersion of graphene. The points along the lines have equal energies so that different lines correspond to different energies. The sik \(K\) points can be distinguished along with the first Brillouin zone which has the form of a hexagon.


Figure 2.5: Real and reciprocal space of graphene.


Figure 2.6: The two non-equivalent K points of graphene.
\[
\begin{equation*}
E=\frac{t \sqrt{3} a}{2}|\vec{k}| \tag{2.4}
\end{equation*}
\]

The linear energy relation of Eq. (2.4) resembles relativistic massless particles described by the Dirac equation.

The reciprocal space of graphene can be described by the the two reciprocal lattice vectors \(\overrightarrow{b_{1}}=\frac{2 \pi}{a \sqrt{3}} \widehat{x}+\frac{2 \pi}{a} \widehat{y}, \overrightarrow{b_{2}}=\frac{2 \pi}{a \sqrt{3}} \widehat{x}-\frac{2 \pi}{a} \widehat{y}\). As seen in Fig 2.6 by using \(\overrightarrow{b_{1}}\) and \(\overrightarrow{b_{2}}\) it is possible to make a transition from one of the six \(K\) points only to two others


Figure 2.7: Density of states of graphene for \(t=1\) and \(a=1\).
which implies that only two of them are non-equivalent. We choose those points to be \(K\left(0, \frac{4 \pi}{a \sqrt{3}}\right)\) and \(K^{\prime}\left(0,-\frac{4 \pi}{a \sqrt{3}}\right)\). They are sufficient in order to reproduce the remaining four \(K\) points and consequently the first brillouin zone of graphene.

The density of states of graphene is shown in Fig 2.7. It extends in the energy interval \(-3 t\) to \(3 t\) since in the honeycomb lattice structure every site is connected with it's three nearest neighbours. We observe that it is singular at \(-1 t\) and \(1 t\) and that it increases linearly at zero energy, in the six Dirac cones. We can prove this by using the definition for the density of states Eq. (A.4) and the polar coordinates \(d k_{x} d k_{y}=k d k d k_{y}\) as follows
\[
\rho(E)=\frac{1}{(2 \pi)^{2}} \int d k_{x} \int d k_{y} \delta(E-E(k))=\frac{1}{(2 \pi)^{2}} \int_{0}^{2 \pi} d \theta \int_{0}^{\infty} k d k \delta\left(E-\frac{t \sqrt{3} a}{2} k\right)=
\]
\[
\begin{gather*}
\frac{2}{3 \pi(a t)^{2}} \int_{0}^{\infty} k d k \delta(E-k)=\frac{2}{3 \pi(a t)^{2}} E \\
\Rightarrow \rho(E)=\frac{2}{3 \pi(a t)^{2}} E \tag{2.5}
\end{gather*}
\]

A very important remark is that energy dispersion Eq. (2.3) does not have the simple form of the square lattice dispersion relation Eq. (A.18) where energy is split in two equal terms corresponding to the \(x\) and \(y\) spatial directions respectively. In the square lattice the two spatial directions are equivalent, being an isotropic model.

We can represent graphene by it's topologically equivalent brickwall lattice model shown in Fig. 2.8. It is obtained by removing every second bond along one of the spatial directions of the square lattice. The tight binding hamiltonian of the brickwall lattice is the same as graphene's and consequently the dispersion Eq. (2.3) holds. It clearly introduces a spatial anisotropy which makes the two spatial directions nonequivalent.

A brickwall lattice has also another feature mixing of \(k_{x}, k_{y}\) directions reflected in Eq. (2.3). A simple way to introduce spatial anisotropy in a square lattice model would be to assume different hoppings along the \(x\) and \(y\) directions, respectively. The corresponding square lattice dispersion relation becomes
\[
E\left(k_{x}, k_{y}\right)=-2 t_{x} \cos \left(k_{x}\right)-2 t_{y} \cos \left(k_{y}\right),
\]
split in two inequal terms due to the introduced anisotropy. This lattice however does not mix \(k_{x}, k_{y}\) and thus preserves the independency of the two spatial directions. Therefore, anisotropy and direction mixing are two mechanisms both present in graphene which play an important role in its peculiar electronic properties.

The eigenvectors of the graphene hamiltonian Eq. (2.2) can be obtained by solving


Figure 2.8: A brickwall lattice.
the system of linear equations
\[
\left[\begin{array}{cc}
-E & f_{1}(\vec{k}) \\
f_{1}^{*}(\vec{k}) & -E
\end{array}\right]\left[\begin{array}{c}
\Psi_{A} \\
\Psi_{B}
\end{array}\right]=0
\]
for the eigenvalue \(E_{+}=t \sqrt{f_{1}(\vec{k}) f_{1}^{*}(\vec{k})}\) we get the equation
\[
-t \sqrt{f_{1}(\vec{k}) f_{1}^{*}(\vec{k})} \Psi_{A}+t f_{1}(\vec{k}) \Psi_{B}=0 \Rightarrow \Psi_{B}=\frac{f_{1}^{*}(\vec{k})}{\sqrt{f_{1}(\vec{k})}} \Psi_{A}
\]
so that the corresponding eigenvector can be written in the form
\[
\Psi_{E_{+}}=\Psi_{A}\left[\begin{array}{c}
1 \\
\frac{f_{1}^{*}(\vec{k})}{\sqrt{f_{1}(\vec{k})}}
\end{array}\right]
\]
and the normalization gives \(\left|\Psi_{E_{+}}\right|^{2}=1\) as
\[
\Psi_{E_{+}}=\sqrt{\frac{1}{1+\left|f_{1}(\vec{k})\right|}}\left[\begin{array}{c}
1 \\
\frac{f_{1}^{*}(\vec{k})}{\sqrt{f_{1}(\vec{k})}}
\end{array}\right] .
\]

Following the same procedure for energies \(E_{-}=-t \sqrt{f_{1}(\vec{k}) * f_{1}^{*}(\vec{k})}\). the eigenvectors of Eq. (2.2) can be written in a general form as
\[
\Psi_{E_{ \pm}}=\sqrt{\frac{1}{1+\left|f_{1}(\vec{k})\right|}}\left[\begin{array}{c}
1  \tag{2.6}\\
\pm \frac{f_{1}^{*}(\vec{k})}{\sqrt{f_{1}(\vec{k})}}
\end{array}\right]
\]
which gives the amplitudes on \(A\) and \(B\) atomic sites. From Bloch's theorem ampli-
tudes on all the other unit cells will be given by \(\Psi_{E_{ \pm}}\)multiplied by a phase factor \(\exp (i \vec{k} \vec{R})\) depending on the position \(\vec{R}=n \overrightarrow{a_{1}}+m \overrightarrow{a_{2}}\) of each unit cell. We can interpret this factor as simply the product of two traveling waves along the two spatial directions \(\exp \left(i k_{x} x\right), \exp \left(i k_{y} y\right)\) as in the case of the square lattice model, with variables \(x\) and \(y\) denoting the coordinates of each unit cell this time.

The interesting point here is that for positive energies \(E_{+}\)the amplitudes on \(B\) type sites differ by just a minus sign from the corresponding amplitudes for negative energies \(E_{-}\). This fact along with the symmetric spectrum around zero energy are both consequence of a general property called chiral symmetry, which characterizes the so called bipartite lattices. The chiral symmetry combined with the fact that the unit cell of graphene consists of two atoms is to a great extent responsible for its highly unconventional electronic properties.

\subsection*{2.2 Relativistic effects}

One of the most remarkable things about graphene is that electrons with energies near the Fermi energy \(E_{f}=0\) can be effectively described by the Dirac equation for free massless particles \([1,3,4]\). Close enough to the six \(K\) points of the first brillouin zone the band structure of graphene has a cone like form and the energy near there is proportional to the absolute value of the wavevector \(\vec{k}\)
\[
\begin{equation*}
E= \pm \hbar v_{f}|\vec{k}| \tag{2.7}
\end{equation*}
\]
where \(v_{f}=10^{6} \frac{m}{s}\) is the fermi velocity of electrons. Energy-momentum relation for relativistic massless particles has the form
\[
E^{2}=\sqrt{c^{2} p^{2}+m^{2} c^{4}} \Rightarrow E= \pm c p \Rightarrow E= \pm \hbar c k
\]

The speed of light \(c\) is replaced by the fermi velocity of electrons \(v_{f}\), so that they behave like photons with a modified universal constant \(v_{f}\) instead of \(c\). The velocity \(v_{f}\) has a very high value, notably higher than any conventional semiconductor. It is not however high enough comparable with the actual speed of light \(c=3 \times 10^{8} \frac{\mathrm{~m}}{\mathrm{~s}}\), so it is not essential using the Dirac equation to describe electron motion in graphene. We shall see that the Dirac equation is simply reproduced by the tight binding Schrodinger equation near the Fermi energy. This makes graphene a very useful effective model for studying relativistic massless particles. Both the discrete tight binding and the continuous Dirac approach can be used to study graphene near the Fermi energy, with the Dirac approach being more favorable for analytical calculations.

Let's see how the dispersion relation Eq. (2.3) is linearized close to the Fermi energy. It is enough to linearize at one of the six \(K\) points say \(K_{1}\left(0, \frac{4 \pi}{3 a}\right)\). We must first deal with the term \(f_{1}(\vec{k})=-t\left(1+\exp \left(-i \vec{k} \overrightarrow{a_{1}}\right)+\exp \left(-i \vec{k} \overrightarrow{a_{2}}\right)\right)\) in Eq. (2.2). We can make a small variation from \(\overrightarrow{K_{1}}\) via \(\vec{k}=\overrightarrow{K_{1}}+\overrightarrow{\delta k}\). The direction of \(\overrightarrow{\delta k}\) doesn't play any role because of the cone like band structure at this point. We can write
\[
f_{1}(\vec{k})=-t\left(1+\exp \left(i \overrightarrow{K_{1}} \overrightarrow{a_{1}}\right) \exp \left(i \overrightarrow{\delta k} \overrightarrow{a_{1}}\right)+\exp \left(i \overrightarrow{K_{1}} \overrightarrow{a_{2}}\right) \exp \left(i \overrightarrow{\delta k} \overrightarrow{a_{2}}\right)\right)
\]
because \(\delta k\) is small we can write \(\exp \left(i \overrightarrow{\delta k} \overrightarrow{a_{1}}\right)=1+i \overrightarrow{\delta k} \overrightarrow{a_{1}}\). Also \(\overrightarrow{K_{1}} \overrightarrow{a_{1}}=-\overrightarrow{K_{1}} \overrightarrow{a_{2}}=\frac{2 \pi}{3}\).

Substituting in the previous relation we get
\[
f_{1}(\vec{k})=-t\left(1+\left(-\frac{1}{2}+i \frac{\sqrt{3}}{2}\right)\left(1+i \overrightarrow{\delta k} \overrightarrow{a_{1}}\right)+\left(-\frac{1}{2}-i \frac{\sqrt{3}}{2}\right)\left(1+i \overrightarrow{\delta k} \overrightarrow{a_{2}}\right)\right)=-\frac{\sqrt{3} a}{2}\left(i \delta k_{x}+\delta k_{y}\right) .
\]

For convenience we can move the origin of our coordinate system on \(K_{1}\left(0, \frac{4 \pi}{3 a}\right)\) measuring this way the wavevector \(\vec{k}\) from \(K_{1}\) replacing \(\overrightarrow{\delta k}\) with \(\vec{k}\). So the Hamiltonian of graphene close to the Fermi energy \(E_{f}=0\) can be written in the form
\[
H_{k_{1}}=-\frac{t \sqrt{3} a}{2}\left[\begin{array}{cc}
0 & i k_{x}+k_{y} \\
-i k_{x}+k_{y} & 0
\end{array}\right] .
\]

Using also the realistic value of the hopping \(t=2.8 \mathrm{eV}\) for graphene and the value of the lattice constant \(a=a_{c c} \sqrt{3}=0.246 n m\) we can replace \(\frac{t \sqrt{3} a}{2}\) with \(\hbar v_{f}\) and write,
\[
H_{k_{1}}=-\hbar v_{f}\left[\begin{array}{cc}
0 & i k_{x}+k_{y} \\
-i k_{x}+k_{y} & 0
\end{array}\right]
\]

The eigenvalues of \(H_{k_{1}}\) reproduce the linear dispersion relation (2.4)
\(\left|H_{k_{1}}\right|=\left|\begin{array}{cc}-E & -\hbar v_{f}\left(i k_{x}+k_{y}\right) \\ -\hbar v_{f}\left(-i k_{x}+k_{y}\right) & -E\end{array}\right|=E^{2}-\left(\hbar v_{f}\left|i k_{x}+k_{y}\right|\right)^{2}=0 \Rightarrow E= \pm \hbar v_{f}|\vec{k}|\).
In order to be able compare with the Dirac Hamiltonian we have to rotate the original coordinate system ninety degrees anti-clockwise transforming the coordinates as \(x \rightarrow\) \(y\) and \(y \rightarrow-x\) resulting in \(k_{x} \rightarrow k_{y}\) and \(k_{y} \rightarrow-k_{x}\). The Hamiltonian of graphene
then transforms to
\[
H_{k_{1}}=\hbar v_{f}\left[\begin{array}{cc}
0 & k_{x}-i k_{y}  \tag{2.8}\\
k_{x}+i k_{y} & 0
\end{array}\right]
\]

It can be written in a more compact form via the Pauli matrices \(\sigma_{i}\) as
\[
H_{k_{1}}=\hbar v_{f} \vec{\sigma} \vec{k}
\]
while its eigenvectors are of the form of (2.6) with \(f_{1}(\vec{k})=k_{x}-i k_{y}\), each component corresponds to the two type of atoms \(A\) and \(B\).

Following the same procedure for the other non equivalent \(K\) point, \(K_{2}\left(0,-\frac{4 \pi}{3 a}\right)\) we obtain a hamiltonian of the form
\[
H_{k_{2}}=-\hbar v_{f}\left[\begin{array}{cc}
0 & k_{x}+i k_{y} \\
k_{x}-i k_{y} & 0
\end{array}\right] .
\]

We can also write it in a compact form similar to the previous one as
\[
H_{k_{2}}=-\hbar v_{f} \vec{\sigma}^{*} \vec{k}
\]

Its eigenvectors are the complex conjugate of the ones corresponding to \(K_{1}\) due to a difference \(\pi\) in their phases.

The Dirac equation for relativistic quantum particles can be cast in the same form as the Schrodinger equation \(H \Psi=E \Psi\), with \(H\) replaced by the four by four matrix
\[
H_{D}=\left[\begin{array}{ll}
m c^{2} I & c \vec{\sigma} \vec{p} \\
c \vec{\sigma} \vec{p} & m c^{2} I
\end{array}\right]
\]

For massless particles, like photons, the Dirac hamiltonian becomes
\[
H_{D}=\left[\begin{array}{cc}
0 & c \vec{\sigma} \vec{p} \\
c \vec{\sigma} \vec{p} & 0
\end{array}\right]=\hbar c\left[\begin{array}{cc}
0 & \vec{\sigma} \vec{k} \\
\vec{\sigma} \vec{k} & 0
\end{array}\right]
\]
and using the fact that
\[
\vec{\sigma} \vec{k}=\sigma_{x} k_{x}+\sigma_{y} k_{y}=\left[\begin{array}{cc}
0 & k_{x}-i k_{y} \\
k_{x}+i k_{y} & 0
\end{array}\right]
\]
we can write
\[
H_{D}=\hbar c\left[\begin{array}{cccc}
0 & 0 & 0 & k_{x}-i k_{y} \\
0 & 0 & k_{x}+i k_{y} & 0 \\
0 & k_{x}-i k_{y} & 0 & 0 \\
k_{x}+i k_{y} & 0 & 0 & 0
\end{array}\right]
\]

In order to compare with the Hamiltonian of graphene near the Fermi energy we have to rearange its elements and write it us
\[
H_{D}=\hbar c\left[\begin{array}{cccc}
0 & k_{x}-i k_{y} & 0 & 0 \\
k_{x}+i k_{y} & 0 & 0 & 0 \\
0 & 0 & 0 & k_{x}-i k_{y} \\
0 & 0 & k_{x}+i k_{y} & 0
\end{array}\right]
\]

This is a block diagonal matrix with both blocks having the same form. The block
diagonal Dirac Hamiltonian can be written as
\[
H_{D}=\hbar c\left[\begin{array}{cc}
H_{D}^{\prime} & 0 \\
0 & H_{D}^{\prime}
\end{array}\right]
\]
with
\[
H_{D}^{\prime}=\hbar c\left[\begin{array}{cc}
0 & k_{x}-i k_{y} \\
k_{x}+i k_{y} & 0
\end{array}\right]
\]

These parts actually describe particles and antiparticles, becoming equivalent in the massless case.The eigenvectors of each part are known as spinors and consist of two components corresponding to the two different spin orientations, up and down, of the described massless particle. The derived Dirac hamiltonian derived is exactly the hamiltonian of graphene Eq. (2.8) at \(K_{1}\left(0, \frac{4 \pi}{3 a}\right)\) if we just replace the speed of light \(c\) by the fermi velocity of electrons \(v_{f}\). In order to reproduce the graphene Hamiltonian of graphene at \(K_{2}\left(0,-\frac{4 \pi}{3 a}\right)\) we have to make a different rearangement of the Dirac Hamiltonian resulting in
\[
H_{D I R A C}=\hbar c\left[\begin{array}{cc}
0 & k_{x}+i k_{y} \\
k_{x}-i k_{y} & 0
\end{array}\right]
\]

The speed of light \(c\) in this case is replaced by \(-v_{f}\) denoting massless fermions moving in the transverse direction of those at \(K_{1}\left(0, \frac{4 \pi}{3 a}\right)\), known as holes. So the two nonequivalent Dirac \(K\) points \(K_{1}\) and \(K_{2}\) correspond to electrons moving in transverse directions, electrons and holes respectively, each described by the Dirac equation for free massless particles with the speed of light \(c\) being replaced by the fermi velocity of electrons \(v_{f}\).

\subsection*{2.3 Electronic properties of Graphene structures}

Graphene can be cut experimentally in various shapes, for example long strips called ribbons \([8,9,10]\) or nanometer sized confined structures known as flakes[11]. The electronic properties of those systems can be understood theoretically by applying the appropriate boundary conditions on an infinite sheet made of graphene.

\subsection*{2.3.1 Edge States}

Edge states in graphene nanostructures were first discovered by the pioneering theoretical work of M. Fujita et al[5] and have been observed experimentally[7]. Imagine a semi-infinite sheet of graphene(see Fig 2.9) extending to infinity in the \(y\) direction and is semi infinite in the \(x\) direction. We observe a zigzag like orientation along the top.


Figure 2.9: A semi infinite graphene sheet with one zigzag edge.

It can be viewed as an infinite sequence of horizontal zigzag chains each denoted by an index \(m=0,1,2, .\). .It has just one edge with a zigzag like orientation. Equivalently It can be also split in vertical chains of infinite length (shadowed parts in Fig 2.9) to apply Bloch's theorem(see Appendix). Because of the sublattice chiral symmetry the corresponding wavefunctions for energy \(E=0\) have zero amplitudes on all the sites belonging to one of the sublattices \(A\) or \(B\) (see Chapter three). Assuming that the amplitude is zero for the \(B\) sublattice the tight-binding equations for the first zigzag chain \((\mathrm{m}=0)\) and \(n, n+1\) unit cells, with \(E=0\) become ( \(k\) is along the \(y\) direction)
\[
\begin{gathered}
0=-t(\exp (i k(n-1))+\exp (i k n)) \Psi_{A}+\Psi_{x} \\
0=-t(\exp (i k(n+1))+\exp (i k n)) \Psi_{A}+\Psi_{y}
\end{gathered} \Rightarrow
\]

The amplitude \(\Psi_{z}\) belonging to the chain with \(m=3\) on the unit cell \(n\) can be easily calculated via
\[
\Psi_{x}+\Psi_{y}+\Psi_{z}=0 \Rightarrow \Psi_{z}=-2 t \Psi_{B} \cos ^{2}\left(\frac{k}{2}\right) \exp (i k n)
\]

For different values \(n\) give the amplitudes on \(A\) type atoms along the \(m\) zigzag chain are given according to the Bloch's theorem. We can continue for the rest of the zigzag chains and the corresponding propability for sites lying on the \(m\) zigzag chain away from the zigzag like top \((m=0)\) are
\[
\begin{equation*}
\left|\Psi_{A}^{m}\right|^{2}=4 \Psi_{A}^{2} \cos ^{2 m}\left(\frac{k}{2}\right) \tag{2.9}
\end{equation*}
\]


Figure 2.10: A zigzag edge breaks the periodicity of graphene. B sites missing along the edge.

For \(k=\pi\) this is non-zero only on the first zigzag chain \((m=0)\). This gives a special edge state with zero energy and a corresponding wavefunction completely localized at the zigzag edge of the semi infinite graphene sheet ( \(m=0\) ). For \(k<\pi\) we have \(\cos \left(\frac{k}{2}\right)^{2}<1\) and the wavefunction propability penetrates inside the sheet with decaying amplitude \(\left(\cos ^{2}\left(\frac{k}{2}\right)\right)^{m}\) as the value of \(m\) increases, resulting again in edge states with zero energy, but with a smaller degree of localization. Note that we have not taken into account the analytical form for the graphene wavefunction (2.6). This is due to the fact that by forming a zigzag edge we have broken the \(A-B\) sublattice symmetry, since for every edge site \(A\) it's counterpart site \(B\) belonging to the same unit cell is missing as can be seen in Fig. 2.10. This breaks the periodicity of the system destroying the validity of the wavefunction Eq. (2.6) and the dispersion
relation Eq. (2.3).
Edge states are a consequence of the special morphology of the honeycomb lattice which favors quantum destructive interference for zero energy. The honeycomb lattice, every site connected to three others, and as a result the tight binding equation written for each site will have four components. For zero energy the number of components reduces to three (one is multiplied by zero) giving an equation like the one used to derive Eq. (2.9). The corresponding equations for a zigzag edge be interpreted as the sum of two incident waves coming from the two \(A\) atoms belonging to the \(n-1\) and \(n\), unit cell respectively. They interfere with each other giving an outgoing wave at \(x\). In the equation used to derive Eq. (2.9) we can see that the different phase factors \(\exp \left(i \frac{k}{2}\right)\) and \(\exp \left(-i \frac{k}{2}\right)\) for the amplitudes \(\Psi_{x}\) and \(\Psi_{y}\) give a destructive interference effect for \(\Psi_{z}\). For \(k=\pi\) complete destructive interference occurs with wavefunctions that have non-zero amplitude only at the edge of the graphene sheet. For example the tight-binding equation for the \(B\) type atom inside the \(n\) unit cell for \(k=\pi\) gives
\[
\Psi_{x}=-t(\exp (i(\pi n-\pi))+\exp (i \pi n)) \Psi_{A}
\]

This is the sum of two waves with a phase difference \(\pi\) canceling with each other.

A very important feature of graphene is that the existence of edge states depends on the orientation of the boundaries. For example we could take an infinite graphene sheet and cut it on a direction rotated by 30 degrees compared to the previous case a sheet with a zigzag edge. The sheet is again semi-infinite but with a different edge orientation, called armchair. The armchair edge preserves the \(A-B\) symmetry unlike the zigzag sheet shown in Fig. 2.12. The wavefunctions of the semi-infinite system with an armchair edge will have the form of Eq. (2.6) multiplied by a factor


Figure 2.11: Two ways of cutting graphene in order to obtain a zigzag or an armchair edge.
concerning of a running wave in \(x\) direction and a standing wave in the \(y\) direction where the hardwall boundary conditions are applied, giving
\[
\Psi_{E_{ \pm}}=\sqrt{\frac{1}{1+\left|f_{1}(\vec{k})\right|}}\left[\begin{array}{c}
1 \\
\pm \frac{f_{1}^{*}(\vec{k})}{\sqrt{f_{1}(\vec{k})}}
\end{array}\right] \exp \left(i k_{x} x\right) \sin \left(k_{y} y\right)
\]
\(x\) and \(y\) being are the coordinates of each unit cell. It is evident from this form that edge states are absent for the armchair boundary morphology.

\subsection*{2.3.2 Nanoribbons(GNR)}

Graphene nanoribbons(GNR) are infinitely long strips of graphene. They have been produced experimentally[8,9,10]. Their electronic properties are well known[5,6]. The destructive interference mechanism of the honeycomb lattice plays an important role


Figure 2.12: A semi infinite piece of graphene with an armchair edge.
in their electronic properties, contributing zero-energy edge states when zigzag edges are present (see section 2.3). The exact edge orientation (zigzag or armchair) of a GNR plays a definite role in their semi-conducting behavior.

Consider the GNR shown in Fig. 2.13. It is formed by applying hardwall boundary conditions on an infinite graphene sheet along the vertical \(x\) spatial direction and it has two zigzag like edges. It is called a zigzag ribbon. In Fig. 2.13 the number of horizontal zigzag chains is even the structure is symmetric along the \(x\) axis. If the number of zigzag chains is odd the resulting ribbon structure is not symmetric, giving an antizigzag ribbon (see Fig. 2.14). As stated already the inclusion of zigzag edges breaks the \(A-B\) periodicity, so that the allowed energies of those ribbons can not be directly derived from the dispersion relation of graphene Eq. (2.3). However, we can calculate the allowed energies, called band structure(see Appendix), by using Bloch's theorem. In Fig. 2.13 we can see the unit cell (shadowed area) the ribbons is a chain. Consider a zigzag GNR consisting of two horizontal zigzag chains shown in Fig. 2.15. the tight-binding equations for atoms belonging in the nth unit cell are


Figure 2.13: A zigzag ribbon. The shadowed area denotes its unit cell.


Figure 2.14: An antizigzag ribbon for \(\mathrm{N}=3\) zigzag chains.


Figure 2.15: A zigzag ribbon for \(\mathrm{N}=2\).
\[
\begin{gathered}
E \Psi_{1}^{n}=-t\left(\Psi_{2}^{n}+\Psi_{2}^{n+1}\right) \\
E \Psi_{2}^{n}=-t\left(\Psi_{1}^{n}+\Psi_{1}^{n-1}+\Psi_{3}^{n}\right) \\
E \Psi_{3}^{n}=-t\left(\Psi_{4}^{n}+\Psi_{4}^{n-1}+\Psi_{2}^{n}\right) \\
E \Psi_{4}^{n}=-t\left(\Psi_{3}^{n}+\Psi_{3}^{n+1}\right)
\end{gathered}
\]
via the Bloch's theorem (see Appendix) we can write \(\Psi_{j}^{n}=\exp (i k n) \Psi_{j}, j=1,2,3,4\). and substituting in the equations we get
\[
\begin{gathered}
E \Psi_{1}=-t \Psi_{2}(1+\exp (i k)) \\
E \Psi_{2}=-t\left(\Psi_{1}(1+\exp (-i k))+\Psi_{3}\right) \\
E \Psi_{3}=-t\left(\Psi_{4}(1+\exp (-i k))+\Psi_{2}\right) \\
E \Psi_{4}=-t \Psi_{3}(1+\exp (i k)) .
\end{gathered}
\]

We solve this system of equations which is equivalent to obtaining the eigenvalues of the matrix ( \(k\) is along the longitudinal directions)
\[
H=\left[\begin{array}{cccc}
0 & t a & 0 & 0 \\
t a^{*} & 0 & t & 0 \\
0 & t & 0 & t a^{*} \\
0 & 0 & t a & 0
\end{array}\right]
\]
where \(a=1+\exp (i k)\). This is the tight-binding Hamiltonian of a linear chain with


Figure 2.16: Band structure of a zigzag ribbon with two zig-zag chains and hopping \(t=1\).
modified hoppings connecting adjacent unit cells (see Appendix). Its eigenvalues are
\[
E= \pm \frac{1}{2} t(1 \pm \sqrt{9+8 \cos (k)}),
\]
plotted for \(t=1\) in Fig. 2.16. It consists of four bands equal to the number of atoms inside the unit cell of the GNR. The two bands, valence and conduction respectively, closer to zero energy, touch each other near \(k=\pi\) and \(k=-\pi\) forming two small flat bands. Those states with zero energy, make the zigzag GNR a zero gap semiconductor. We can follow the same procedure for GNRs consisting of more than two horizontal zigzag chains and calculate their band structure numerically. For example for a ribbon


Figure 2.17: Band structure of a zigzag ribbon with six atoms in the unit cell.
with three horizontal zigzag chains and consequently six atoms inside its unit cell the corresponding Hamiltonian becomes
\[
H=\left[\begin{array}{cccccc}
0 & t a & 0 & 0 & 0 & 0 \\
t a^{*} & 0 & t & 0 & 0 & 0 \\
0 & t & 0 & t a^{*} & 0 & 0 \\
0 & 0 & t a & 0 & t & 0 \\
0 & 0 & 0 & t & 0 & t a \\
0 & 0 & 0 & 0 & t a^{*} & 0
\end{array}\right]
\]

Its band structure is plotted in Fig. 2.17. Using this method we can calculate the


Figure 2.18: Band structure of a zigzag ribbon with ten atoms in the unit cell.
band structure of any zigzag or antizigzag GNR. In Fig. 2.18 and 2.19 we plot the band structure for different ribbon widths and \(t=1\), denoted by the number of atoms inside the unit cell.

As we increase the number of zigzag chains the band structure becomes denser in the energy interval \([-3,3]\), reproducing gradually the energy dispersion of infinite unbounded graphene projected in the \(k_{y}\) plane. However the major difference with infinite graphene is the presence of two zero energy flat bands encountered in both Fig. 2.18 and Fig. 2.19. Their corresponding wavefunctions are edge states, localized at the edges of the GNRs. They have non-zero amplitudes only on the zigzag terminated edges in analogy with a semi infinite graphene sheet with one zigzag edge for \(k=\)


Figure 2.19: Band structure of a zigzag ribbon with fifty inside the unit cell.


Figure 2.20: The gap at \(k=\frac{2 \pi}{3}\) for a zigzag GNR versus its length denoted by the number of horizontal zigzag chains \(N\). As seen in the inset were we plot the logarithms, it decays as \(\frac{1}{N}\) as \(N\) is increased.
\(\pi,-\pi\). For \(k \neq \pi,-\pi\) the edge states penetrate inside the GNRs, with decaying amplitude for \(k \neq \pi,-\pi\) along the flat bands. The two lower bands closer to zero, valence and conduction, to whom the flat bands belong, begin to touch each other at two \(k\) points, which gradually approach \(k=\frac{2 \pi}{3}\) and \(k=-\frac{2 \pi}{3}\). The width of the flat bands increases as the size becomes larger.

This behavior can be seen in Fig. 2.20 where we plot the energy difference of the valence and conduction bands at \(k=\frac{2 \pi}{3}\) versus the length of the GNR. In the limit \(N\) the flat bands extend in the areas \(\left[-\pi, \frac{-\pi}{-2 \frac{\pi}{3}}\right]\) and \(\left[\frac{-\pi}{-2 \frac{\pi}{3}}-\pi\right]\). So even at the infinite width limit, the two flat bands and consequently zero energy edge states are always


Figure 2.21: An armchair GNR with \(N=7\). The shadowed area denotes its unit cell.
present for zigzag GNRs. The zigzag GNRs behave as zero gap semiconductors. In general, zigzag edges play an important role in the semiconducting behavior of any bounded graphene system contributing edge states at the Fermi level[12,13,14].

Another simple case of GNRs can be formed by cutting graphene in a direction rotated by thirty degrees, compared to the direction used to produce zigzag or antizigzag ribbons (see Fig. 2.12). The resulting GNRs will have a completely different electronic behavior. They are called armchair since both their edges follow an armchair orientation. An armchair ribbon along with it's unit cell is shown in Fig. 2.21.

The band structure in this case can be derived analytically from Eq. (2.3). The width of the ribbon is equal to \((N+1) \frac{a}{2}\) where \(N\) is the number of sites along any vertical zigzag chain, that is half the number of sites inside each unit cell. The wavevector \(k_{y}\) will take discrete values according to the simple formula (hard wall BC)
\[
k_{y}=\frac{\pi j}{(N+1) \frac{a}{2}}, j=1,2, \ldots, N
\]


Figure 2.22: Band structure of an armchair GNR with six atoms inside its unit \(\operatorname{cell}(\mathrm{N}=3)\). There is a gap at the Fermi energy \(E_{f}=0\).
in complete analogy with a finite 1d chain. Substituting in Eq. (2.3) we get the dispersion relation of armchair GNRs
\[
E_{ \pm}\left(k_{x}, j\right)= \pm t \sqrt{1+4 \cos \left(\frac{\pi j}{N+1}\right) \cos \left(\frac{\sqrt{3} a k_{x}}{2}\right)+4 \cos ^{2}\left(\frac{\pi j}{N+1}\right)}, j=1,2, \ldots, N
\]

The band structure of armchair ribbons of increasing width is shown in Fig. 2.22,Fig. 2.23 and Fig. 2.24. All the curves have been multiplied by the length of the unit cell \(3 a_{c c}=\sqrt{3} a\) in order to scale the first brilouin zone from \(-\pi\) to \(\pi\) with \(a=1\) and \(k=k_{x}\) ).

Armchair GNRs show a completely different semi-conducting behavior compared


Figure 2.23: Band structure of an armchair GNR with ten atoms inside its unit \(\operatorname{cell}(\mathrm{N}=5)\).There is no gap at the Fermi energy according to Eq. (2.10).


Figure 2.24: Band structure of an armchair GNR with sixty atoms inside its unit \(\operatorname{cell}(\mathrm{N}=30)\). There is a gap at the Fermi energy, which decreases with increasing width.


Figure 2.25: Band structure of an armchair GNR with one hundred atoms inside its unit cell \((\mathrm{N}=50)\). There is no gap at the Fermi energy.
to the zigzag or antizigzag ones. Specifically the value of \(N\) determinates whether they behave as zero-gap or as conventional semiconductors. This behavior can be understood by setting the derived energy dispersion relation for hardwall BC along the \(y\) direction, equal to zero at \(k_{x}=0\) where the valence crosses the conduction band for zero-gap GNRs. We obtain
\[
\begin{gathered}
1+4 \cos \left(\frac{\pi j}{N+1}\right)+4 \cos ^{2}\left(\frac{\pi j}{N+1}\right)=0 \Rightarrow 1+4 x+4 x^{2}=0 \Rightarrow x=-\frac{1}{2} \Rightarrow \\
\Rightarrow \cos \left(\frac{\pi j}{N+1}\right)=-\frac{1}{2} \Rightarrow \frac{\pi j}{N+1}=\frac{2 \pi}{3} \Rightarrow N=\frac{3}{2} j-1, j=1,2, \ldots
\end{gathered}
\]
\(N\) is integer only for even values of \(j=2 n, n=1,2, \ldots\) taking values
\[
\begin{equation*}
N=3 n-1, n=1,2, \ldots \tag{2.10}
\end{equation*}
\]

For the \(N\) values of Eq. 2.10 valence and conduction bands touch each other at \(k=0\), contributing zero energy states resulting in zero-gap semiconducting GNRs. The armchair GNRs behave as conventional semiconductors for every other value of \(N\) since there is a gap at the fermi energy. As the width is increased the gap decreases reproducing gradually the energy dispersion of an infinite graphene sheet projected in the \(k_{x}\) direction this time. It is clear that armchair oriented edges can either contribute zero energy states at \(k=0\) or leave a gap at the fermi level. At the limit of infinite ribbon width the armchair edges do not affect the band structure, unlike the zigzag edges which contribute two flat bands of zero energy states. The wavefunctions of armchair GNRs will have the same form as those corresponding to
a semi infinite graphene sheet with an armchair edge,
\[
\Psi_{E_{ \pm}}=\sqrt{\frac{1}{1+\left|f_{1}(\vec{k})\right|}}\left[\begin{array}{c}
1 \\
\pm \frac{f_{1}^{*}(\vec{k})}{\sqrt{f_{1}(\vec{k})}}
\end{array}\right] \exp \left(i k_{x} x\right) \sin \left(k_{y} y\right)
\]

The \(k_{y}\) takes discrete values according to the formula
\[
k_{y}=\frac{\pi j}{(N+1) \frac{a}{2}}, j=1,2, \ldots, N
\]
multiplied by the normalization factor \(\sqrt{\frac{2}{(N+1) \frac{a}{2}}}\). Edge states clearly do not exist for armchair GNRs.

\subsection*{2.3.3 Flakes}

Graphene can be also cut in confined structures known as flakes[11]. They are can be studied theoretically by applying hardwall boundary conditions on an infinite graphene sheet. Flakes are usually characterized by high degree of edge irregularity[12,14,18], mixing the two possible edge types, zigzag and armchair. A third type of edge, known as dangling bond or Klein edge[15] also appears. In this case every atom is connected by a single bond only. An example of a circular graphene flake can be seen in Fig. 2.26 where we can clearly distinguish the three different type of edges.

It is interesting to see how the exact edge morphology affects the electronic properties of graphene flakes, for example whether edge states exist or not in these finite systems \([12,13,14,18]\). Moreover, edge states have been shown to play an important role in the chaotic behavior of graphene flakes[18].


Figure 2.26: A quarter of a circular graphene flake. The three different type of edges, zigzag(Z), armchair(A) and Klein(K) can be distinguished.

We can choose the simplest possible example of a confined graphene system a flake with regular edges, in a square shape shown in Fig. 2.27. This system has a quite regular edge morphology with two parallel zigzag oriented edges the two other being armchair. It can be characterized by its width \(w=\frac{N_{c}}{2} \sqrt{3}\) and its linear scale length \(L=\frac{N_{s c}-1}{2}\), where \(N_{c}\) is the number of horizontal zigzag chains and \(N_{s c}\) the number of sites along each chain. We choose the aspect ratio \(w / L \approx 1\).

In analogy with the ribbons already studied we expect the zigzag edges to contribute edge states with zero energy. We check this by plotting the wavefunction propability for different energies of the square sample consisting of 1760 sites. A wavefunction corresponding to zero energy is shown in Fig. 2.28. This is an edge state to a great extent localized at the zigzag oriented edges of the sample. This type of wavefunction exists also for energies different than zero, an example shown in Fig. 2.29. They are characterized by a smaller degree of localization than the


Figure 2.27: A square graphene flake.


Figure 2.28: Wavefunction propability corresponding to \(E=0\) for a square flake of graphene consisting of 1760 sites. For simplicity the honeycomb lattice sites are arranged on a square lattice. The wavefunction is shown to be localized at the zigzag edges of the sample.


Figure 2.29: Wavefunction propability corresponding to \(E \approx 0.0026\) for a square sample consisting of 1760 sites. The wavefunction localized at the zigzag edges penetrates more inside the sample.
zero energy edge states. The presence of edge states at non-zero energies is an extra feature compared with the zigzag GNRs. In that case edge states exist only for zero energy and their degree of localization is determined by the value of the wavevector \(k\) along the direction of the GNR which is infinite.

The edge states create degeneracy at the Fermi level which introduces a small peak at the otherwise zero density of states \(\rho(E)\) at \(E=0\). The height of the \(\rho(E)\) decreases with increasing size, and diminishes gradually, recovering the linear \(\rho(E) \sim E\) law for large \(L\), as shown in Fig. 2.30. In the inset the number of zero energy edge states for \(|E|<10^{-3}\) increases linearly with \(L\). The \(\rho(0)\) is this number divided by the total number of states \(\frac{N(0)}{L^{2}}\) which is approximately \(L^{2}\), giving the \(\frac{1}{L}\) decay shown. A similar behavior for \(\rho(0)\) is encountered for zigzag GNRs[5] or flakes of various formations [12, 14, 18].

We can consider a more complicated flake edge morphology and see how it affects the electronic properties of graphene at the Fermi level. A general way of doing this is by cutting graphene in a circular form by keeping the carbon atoms whose coordinates fulfill the following condition[18]
\[
\sqrt{x^{2}+y^{2}} \leq r
\]
where \(r\) is the radius of the circular flake. An example of this condition applied on graphene can be seen in Fig. 2.26 where the three possible types of edges are encountered. This condition was applied on a topologically equivalent brickwall lattice instead of honeycomb, resulting in a graphene flake with a non circular but a general highly irregular edge[18]. We also restrict ourselves to a quarter of the circular flake only for symmetry reasons. We plot the wavefunctions corresponding to different


Figure 2.30: Density of states of a square sample of graphene as a function of it's linear length scale \(L\) for energies \(|E|<10^{-3}\). In the inset we show also the number of states that fullfill this condition.


Figure 2.31: Wavefunction propability distribution corresponding to \(E \approx 0\) for a quarter of a circular brickwall lattice flake consisting of 2095 sites. For plotting simplicity the brickwall lattice sites are arranged on a square lattice. The wavefunction is mostly localized along the circular edge of the flake and also along the lower edge. From Fig. 2.26 both have zigzag type of edges
energies shown in Fig. 2.31, Fig. 2.32 and Fig. 2.33.
Even in this case of highly irregular edge morphology which mixes zigzag, armchair and klein edges, the edge states survive for zero energy with wavefunctions remaining localized at the boundaries of the flake as shown in Fig. 2.31. Due to irregularity edge states appear at higher energies even for energies at the order of magnitude \(10^{-1}\) than in the square geometry of Fig. 2.27. Edge states with non zero energy \([12,18]\) are shown in Fig2.32 and Fig. 2.33. In Fig. 2.34 the behavior of the density of states at \(E=0\) is more abrupt, because of the irregular flake edge morphology which introduces some kind of weak disorder.

In general the presence of zigzag edges at the boundaries of any finite graphene


Figure 2.32: Wavefunction propability distribution corresponding to \(E \approx 0.0015\) for a quarter of a circular brickwall lattice flake consisting of 2095 sites. The brickwall lattice sites are arranged on a square lattice. The wavefunction is again mostly localized along the circular edge of the flake and the lower zigzag edge.


Figure 2.33: Wavefunction propability distribution corresponding to \(E \approx 0.122\) for a quarter of a circular brickwall lattice flake consisting of 2095 sites. The brickwall lattice sites are arranged on a square lattice. The wavefunction is localized along the circular edge of the flake but at a smaller degree compared to zero energy edge states.


Figure 2.34: Density of states of a quarter of brickwall circle as a function of it's linear length scale \(L\) for energies \(|E|<10^{-3}\). Inset shows the corresponding number of zero energy states.
system affects to a great extend its electronic properties contributing edge states at the fermi level, making these systems behave as zero-gap semiconductors[12,13,14,18].

\subsection*{2.4 Conclusions}

Graphene's linear dispersion near the Fermi energy along with the fact that its unit cell consists of two atoms makes electrons behave as relativistic massless particles described by the Dirac equation. This is combined with the chiral sublattice symmetry and the spatial anisotropy giving the highly unconventional electronic properties of graphene. Moreover, the special honeycomb lattice structure favors destructive interference effects which give zero energy edge states. In this thesis their existence is examined for various structures. The edge states exist for zigzag or antizigzag nanoribbons(GNRs) and flakes of different boundary arrangements e.g square and circular flakes mixing zigzag and armchair edges. It is shown that they strongly affect the electronic properties of graphene near the Fermi level, having consequences on their semiconducting behavior.
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\section*{Chapter 3}

\section*{Fractal States in Disordered}

\section*{Graphene}

\subsection*{3.1 Introduction}

\subsection*{3.1.1 Fractals}

There is a wide variety of objects encountered in nature that the usual Euclidean geometry fails to describe. These objects usually have extraordinary properties like self-similarity which attract people's attention. Fractal geometry was discovered for the first time by Benoit B. Mandelbrot[1] as a convenient way of characterizing those properties and can be used to describe these non Euclidean objects. The important property of every fractal object, self-similarity has to do with scaling invariance meaning that the object has the same structure on every possible order of magnitude. In rough terms if we were using a magnifying glass to examine it we would observe the same structure no matter of the zooming factor of the glass. This important property


Figure 3.1: The Koch curve.


Figure 3.2: The steps to construct the Koch curve.
can be understood by a simple example usually used to introduce fractals, the Koch curve shown in Fig. 3.1 The steps in order to construct it are shown in Fig. 3.2. At the initial step \(n=0\) we take a line segment of length one and divide it into three equal ones. Then we add another segment forming the structure shown at step \(n=1\) and after repeating the same procedure for every different line segment this time we get the structure at step \(n=2\).

After infinite repetitions of this procedure we get the Koch curve. It's impossible, however, to draw the actual curve since the structure at step \(n=1\) is infinitely repeated at each order of magnitude resulting in the extraordinary property of a
line of infinite length enclosed in a finite space, a fact that owns it's existence to selfsimilarity. The structure shown in Fig. 3.1 is not the actual Koch curve it is just the result of repeating the construction procedure a finite number of times, this is called a prefactal. Koch curve is a very characteristic example of a fractal object with an Euclidean dimension \(D_{T}=1\) also known as topological dimension. In general all one dimensional fractals characterized by self similarity have another common characteristic, infinite length.

In order to discriminate between fractals we can use scaling theory. By scaling we mean to examine how a quantity changes as we vary for example the system size. A common way is to examine how the length of the fractal curve \((L)\) changes as we change the length of the ruler used to measure it. This can be easily accomplished for the Koch curve by the help of the steps used to construct it. For a ruler of length \(l=1\) we would simply measure a curve length \(L=1\). As can be understood from steps \(n=1\) and \(n=2\) for \(l=\frac{1}{3}\) the length becomes \(L=4 l=\frac{4}{3}\) while for \(l=\frac{1}{9}\) , \(L=16 l=\frac{16}{9}\) and so on.

In general the length of the curve will be given by \(L=4^{n} l\) where \(4^{n}\) is the number of segments and \(l=\frac{1}{3^{n}}\) the corresponding ruler length at each step. By writing \(n=-\frac{\ln (l)}{\ln (3)}\) we get
\[
L=\exp \left(-\ln (4) \frac{\ln (l)}{\ln (3)}\right) \exp (\ln (l))=\exp \left(\ln (l)\left(1-\frac{\ln (4)}{\ln (3)}\right)\right)=l^{1-\frac{\ln (4)}{\ln (3)}} \Rightarrow
\]
\[
\begin{equation*}
L=l^{1-d_{f}} \tag{3.1}
\end{equation*}
\]

The exponent \(d_{f}=\frac{\ln (4)}{\ln (3)} \sim 1.2618\) is the fractal dimension of the Koch Curve, different from it's topological dimension \(D_{T}=1\). Examples of objects having the
same topological and fractal dimensions \(d_{f}=D_{T}\) are common Euclidean shapes like a line, a square or a cube with dimensions \(d_{f}=1,2,3\) respectively. An other alternative way of obtaining the fractal dimension is box counting. This is achieved by trying to cover the Koch curve with a finite number of line segments or boxes \(N\) and then examine how this number scales with the their length \(l\). As stated already \(N=4^{n}\) and \(l=\frac{1}{3^{n}}\) at each step of the Koch curve construction resulting in
\[
\begin{gather*}
N=4^{-\frac{\ln (l)}{\ln (3)}}=\exp \left(-\ln (4) \frac{\ln (l)}{\ln (3)}\right)=l^{-\frac{\ln (4)}{\ln (3)}} \Rightarrow \\
N=l^{-d_{f}} \tag{3.2}
\end{gather*}
\]
with \(d_{f}=\frac{\ln (4)}{\ln (3)} \sim 1.2618\) the fractal dimension. The scaling rate is obviously constant so it is enough to consider only two sets of points \((l, N)\) for example \((1,1)\) and \(\left(\frac{1}{3}, 4\right)\) in order to calculate the scaling exponent \(d=\frac{\ln (4)-\ln (1)}{\ln (3)-\ln (1)}=\frac{\ln (4)}{\ln (3)}\), which is a convenient way of calculating the fractal dimension of such simple objects. In general the fractal dimension characterizes the scaling behavior related with self-similarity, denser fractal objects will have higher fractal dimension.

\subsection*{3.1.2 Multifractals}

Fractals can exist also in the quantum world \([7,8,9,10]\). Well-known examples are the wavefunctions of electrons in the presence of disorder, at the metal-insulator transition for example in disordered mesoscopic systems[11,12,13]. In the case of graphene the geometric support of the wavefunctions is a honeycomb lattice. They can be multifractal objects \([3,4,5]\) and define a whole spectrum of fractal dimensions.

This spectrum of dimensions is
\[
\begin{equation*}
D_{q}=-\frac{1}{q-1} \lim _{L \rightarrow \infty} \frac{\ln \sum_{i=1}^{N}\left(\left|\Psi_{i}\right|^{2}\right)^{q}}{\ln \mathrm{E}}, q \in[-\infty, \infty] \tag{3.3}
\end{equation*}
\]
where \(\left|\Psi_{i}\right|^{2}\) is the propability for the electron being at site \(i\) of the supporting lattice also called measure in the multifractal formalism. \(L\) is the linear length scale characterizing the size of the system and \(N\) the total number of sites. \(N \sim L^{D}\) in general where \(D\) is the space dimension of the lattice, being two \((D=2)\) for both honeycomb and square. Every fractal dimension \(D_{q}, q \in[-\infty, \infty]\), describes a different scaling behavior of the multifractal wavefunction. Compared with the Koch curve we follow an inverse approach for obtaining the scaling rates, by increasing the linear size \(L\) (scale). The fractal dimension \(D_{0}\), coincides with the space dimension of the supporting lattice. The fractal dimension, for \(q=2\)
\[
\begin{equation*}
D_{2}=-\lim _{L \rightarrow \infty} \frac{\ln \sum_{i=1}^{N}\left|\Psi_{i}\right|^{4}}{\ln L} \tag{3.4}
\end{equation*}
\]

This is called the correlation dimension and describes the scaling of the quantity \(\sum_{i=1}^{N}\left|\Psi_{i}\right|^{4}\), known as the inverse participation ratio
\[
\begin{equation*}
I P R=\sum_{i=1}^{N}\left|\Psi_{i}\right|^{4} \tag{3.5}
\end{equation*}
\]
\(I P R\) characterizes the localization properties of a wavefunction. An extended wavefunction which has equal amplitudes \(\Psi_{i}=\frac{1}{\sqrt{N}}\) on all the lattice sites \(I P R=\sum_{i=1}^{N}\left(\frac{1}{\sqrt{N}}\right)^{4}=\) \(\sum_{i=1}^{N} \frac{1}{N^{2}}=\frac{1}{N}\) goes to zero as \(N \rightarrow \infty\), being inversely proportional to the number of lattice sites. In the opposite case, a completely localized wavefunction on one lattice site has \(I P R=1\).

So the calculation of the inverse participation ratio gives a rough estimation about a wavefunction's degree of localization. The scaling of IPR with the system size gives information about the self-similar nature of a wavefunction in analogy with the simple fractals, where there is only one scaling dimension characterizing the structural scale invariance. For an extended wavefunction with equal propability \(\left|\Psi_{i}\right|^{2}\) on all the sites from Eq. (3.3) all \(D_{q}\) coincide in the fractal dimension of the supporting lattice which is two in the case of graphene or the square lattice and one for a linear chain. The simple fractal objects are a special case of multifractals, when the measure is equally distributed over the geometric support. If the wavefunction is completely localized then \(D_{2}=0\). Non integer values of \(D_{2}\) imply multifractal wavefunctions.

\subsection*{3.2 Chiral Symmetry}

Chiral lattice symmetry[6] plays an important role in the electronic properties of graphene. It is also related with the fractal nature of wavefunctions. Specifically it is responsible for multifractal wavefunctions for the midband states of a disordered square lattice \([8,9]\) and of small length chains. Chiral symmetry has to do with a mirror symmetry present.

Consider a square lattice with zero potential on all its sites split into two sublattices \(A\) and \(B\) as shown in Fig. 3.3. We clearly see connections only between sites belonging to the two different sublattices. The chiral symmetry implies that one sublattice is the mirror image of the other. A square lattice can be thought consisting of two identical layers one of \(A\) and the other of \(B\) atoms, with every atom on each layer being connected with four atoms of the other, mirrored one. The honeycomb lattice of graphene preserves chiral symmetry. The only difference is the lattice connectivity,


Figure 3.3: Square lattice represented as two sublattices \(A\) and \(B\).


Figure 3.4: The honeycomb lattice can be represented also as two interconnected sublattices \(A\) and \(B\).
for the honeycomb lattice is three(Fig. 3.4) instead of four for the square. Both the square and honeycomb lattices belong to a general class called bipartite lattices. In general, a lattice is bipartite if it can be made to consist of two sublattices A and B, with nonzero hoppings connecting only A sites and B sites.

The chiral symmetry remains for off-diagonal disorder which means random connections(hoppings) between the two \(A, B\) sublattices. The diagonal disorder is when site potentials are random. In the absence of diagonal disorder the Hamiltonian of a bipartite lattice can be written in the A-B basis as
\[
H=\left[\begin{array}{cc}
0 & H_{A B}  \tag{3.6}\\
H_{A B}^{+} & 0
\end{array}\right]
\]
where \(H_{A B}\) contains the hoppings between the two sublattices. The chiral symmetry of \(H\) can be expressed by the anti-commutation relation \(\left[H, \sigma_{3}\right]=0\), where \(\sigma_{3}\) is the pseudospin matrix \(\left[\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right]\). Let's assume we have a state with energy \(E\)
and wavefunction \(\Psi=\left[\begin{array}{c}\Psi_{A} \\ \Psi_{B}\end{array}\right]\), so that \(H \Psi=E \Psi\). By using the above anticommutation relation we easily prove that \(H \sigma_{3} \Psi=-\sigma_{3} H \Psi=-E \sigma_{3} \Psi\) meaning that there is also a state corresponding to energy \(-E\) with wavefunction \(\sigma_{3} \Psi=\) \(\left[\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right]\left[\begin{array}{l}\Psi_{A} \\ \Psi_{B}\end{array}\right]=\left[\begin{array}{c}\Psi_{A} \\ -\Psi_{B}\end{array}\right]\). Therefore for a bipartite lattice energies always appear in pairs \(E,-E\) with corresponding wavefunctions \(\Psi, \sigma_{3} \Psi\). and the chiral symmetry manifests itself as a symmetric energy spectrum around zero.

The chiral symmetry allows to write the Schrodinger equation for the square of the Hamiltonian
\[
\begin{gathered}
H^{2} \Psi=E^{2} \Psi \Rightarrow\left[\begin{array}{cc}
H_{A B} H_{A B}^{+} & 0 \\
0 & H_{A B}^{+} H_{A B}
\end{array}\right]\left[\begin{array}{c}
\Psi_{A} \\
\Psi_{B}
\end{array}\right]=E^{2}\left[\begin{array}{c}
\Psi_{A} \\
\Psi_{B}
\end{array}\right] \Rightarrow \\
H_{A B} H_{A B}^{+}=E^{2} \Psi_{B} \\
H_{A B}^{+} H_{A B}=E^{2} \Psi_{A}
\end{gathered}
\]

The eigenvalues of \(H\) can be obtained by diagonalizing either \(H_{A B} H_{A B}^{+}\)or \(H_{A B}^{+} H_{A B}\) which are of reduced size (by half) compared to \(H\). For zero energy \(E=0\)
\[
\left[\begin{array}{c}
\Psi_{A} \\
\Psi_{B}
\end{array}\right]=\left[\begin{array}{c}
\Psi_{A} \\
-\Psi_{B}
\end{array}\right] \Rightarrow\left\{\begin{array}{l}
\Psi_{A} \neq 0 \\
\Psi_{B}=0
\end{array}\right.
\]
the wavefunctions have zero amplitudes on one of the sublattices \((A\) or \(B)\). For \(N_{A}\) number of sites for sublattice A and \(N_{B}\) number of sites for sublattice B with \(N_{A}>N_{B}\) , it can be proven[6] that there are at least \(N_{A}-N_{B}\) states corresponding to zero energy, having zero amplitudes on the sublattice with the smallest number of sites
( \(B\) in this case). If \(N_{A}=N_{B}+1\) at least one zero energy state always will be present in the middle of the energy spectrum. This is easily understood if we think that the total number of sites is \(N=N_{A}+N_{B}\), consequently the corresponding number of energies is odd, combined with the presence of a symmetric spectrum around zero.

The wavefunction of this \(E=0\) state will have zero amplitudes on sites of the \(B\) sublattice. In order to prove this we can write down the tight binding equations for \(E=0\)
\[
H \Psi=0 \Leftrightarrow\left[\begin{array}{cc}
0 & H_{A B}  \tag{3.7}\\
H_{A B}^{+} & 0
\end{array}\right]\left[\begin{array}{l}
\Psi_{A} \\
\Psi_{B}
\end{array}\right]=0 \Leftrightarrow\left\{\begin{array}{l}
H_{A B} \Psi_{B}=0 \\
H_{A B}^{+} \Psi_{A}=0
\end{array}\right.
\]

The term \(H_{A B} \Psi_{B}=0\) is a system of \(N_{A}\) linear homogeneous independent equations with \(N_{B}\) unknowns, it's actually the set of Schrodinger equations centered on all the \(A\) type atoms. On the other hand the term \(H_{A B}^{+} \Psi_{A}=0\) on the other hand is a system of \(N_{B}\) equations with \(N_{A}\) unknowns. There is also one more equation obtained by the normalization condition for the wavefunction, namely \(\sum^{N_{A}}\left|\Psi_{A}\right|^{2}+\sum^{N_{B}}\left|\Psi_{B}\right|^{2}=1\). If we assume that \(\Psi_{A}=0\) then the system of equations \(H_{A B}^{+} \Psi_{A}=0\) is trivially satisfied while \(H_{A B} \Psi_{B}=0\) is only satisfied when \(\Psi_{B}=0\) since the number of equations is larger than the number of unknowns in this case, resulting in a zero amplitude wavefunction as the only possible solution. Assuming on the other hand that \(\Psi_{B}=0\) equations \(H_{A B} \Psi_{B}=0\) are trivially satisfied while equations \(H_{A B}^{+} \Psi_{A}=0\) along the normalization condition \(\sum^{N_{B}}\left|\Psi_{A}\right|^{2}=1\) will allow us to calculate the amplitudes \(\Psi_{A}\).

\subsection*{3.3 Lattices with off-diagonal disorder}

Multifractal wavefunctions are almost exclusively encountered in disordered quantum systems under certain conditions \([7,8,9,10,11,12]\). Their multifractal nature is charac-
terized by non-trivial scaling behavior described by the spectrum of fractal dimensions (Eq. (3.3)).

Disorder which might own it's existence to high impurity concentration in realistic systems, can be simulated easily in the tight binding framework by introducing random parameters, like random on-site potential or random hopping propability between the different sites of the lattice called off-diagonal disorder. These disordered systems follow a class of universal behaviors independent of the underlying details, like the lattice morphology for instance.

A characteristic example is Anderson localization[2] occurring when there is enough randomness of the disordered parameters present or if the dimensionality is low. For 1 d and 2 d systems, a linear chain and a square lattice for example all states for every allowed energy and all possible strengths of disorder exhibit Anderson localization. The corresponding wavefunctions become localized at a certain space and their amplitude decays exponentially \(\exp \left(-\frac{1}{\xi}|r|\right)\) at distance \(r\) from its maximum characterized by the localization length \(\xi\).

There is an exception to this universal behavior however, which is disordered systems that preserve the chiral symmetry \([6,8,9]\), introducing random hoppings only between the two underlying sublattices, preserving this way the mirror symmetry of each other. We study the fractal nature of the wavefunctions belonging to midband states for systems that preserve the chiral symmetry, graphene with off-diagonal disorder in conjunction with a square and a chain also with off-diagonal disorder.


Figure 3.5: a linear chain represented as two sublattices \(A\) and \(B\)

\subsection*{3.3.1 Linear chain}

The simplest model with off-diagonal disorder is a linear chain with random nearest neighbour hoppings called off-diagonal disorder. Again this lattice can always be represented by two interconnected sublattices \(A\) and \(B\) being the mirror image of each other. If the number of sites is odd there is always a state corresponding to zero energy at the middle of the otherwise symmetric energy spectrum of this system. There is a convenient way of calculating the wavefunction of this state. Consider the chain labeled as shown in Fig. 3.5 with \(\Psi_{j}\) denoting the amplitude on site \(j\) of the \(B\) sublattice and \(t_{j}, t_{j^{\prime}}\) the random hoppings, the amplitudes on \(A\) sublattice are all equal to zero. Writing down the Schrodinger equations centered on all the \(B\) sites where the wavefunction amplitude is zero we get the amplitude on site \(j\) of the \(B\) sublattice
\[
\begin{equation*}
\Psi_{j}=(-1)^{j-1} \frac{t_{j-1} t_{j-2} \cdots t_{1}}{t_{j-1}^{\prime} t_{j-2}^{\prime} \cdots t_{1}^{\prime}} \tag{3.8}
\end{equation*}
\]
and the zero energy wavefunction without the need of diagonalizing the corresponding Hamiltonian. The Schrodinger tight binding equations for the sites of the \(B\) sublattice can be also written in a general recursive form as
\[
\Psi_{j} t_{j}+\Psi_{j+1} t_{j}^{\prime}=0, j=1,2, \ldots, N-1 \Rightarrow\left|\Psi_{j+1}\right|=\left|\Psi_{j} \frac{t_{j}}{t_{j}^{\prime}}\right| \Rightarrow \ln \left|\Psi_{j+1}\right|=\ln \left|\Psi_{j}\right|+\left[\ln \left|t_{j}\right|-\ln \left|t_{j}^{\prime}\right|\right]
\]

The logarithm of the amplitude at distance \(r\) (one unit of \(r\) is two lattice spacings
long in this case) from the site with amplitude \(\Psi_{j}\) will be
\[
\ln \left|\Psi_{j+r}\right|=\ln \left|\Psi_{j}\right|+\sum^{r}\left[\ln \left|t_{j}\right|-\ln \left|t_{j}^{\prime}\right|\right] \Rightarrow \ln \left|\Psi_{j+r}\right|-\ln \left|\Psi_{j}\right|=\sum^{r}\left[\ln \left|t_{j}\right|-\ln \left|t_{j}^{\prime}\right|\right]
\]
quantity \(g(r)=\ln \left|\Psi_{j+r}\right|-\ln \left|\Psi_{j}\right|\) describes the behavior of the wavefunction as we move away from a starting site \(j\). We expect it to oscillate abruptly due to the introduced disorder, we can get an average estimation however by simply calculating the variance
\[
<(\Delta g(r))^{2}>=<\left(\Delta\left(\sum_{j=1}^{r}\left[\ln \left|t_{j}\right|-\ln \left|t_{j}^{\prime}\right|\right]\right)\right)^{2}>
\]

The hoppings \(t_{j}, t_{j^{\prime}}\) for \(j=1,2, \ldots, N-1\) are random variables which can be obtained by a specific propability distribution \(P(t)\) characterized by the strength of disorder \(W\). We can also consider them as completely uncorrelated meaning that the random value of one doesn't depend in any way on the values of the other hoppings. For offdiagonal disorder we can choose a special propability distribution called logarithmic ensuring that all hoppings take positive non-zero values replacing \(|t|\) with \(t\) while the propabilities of the logarithms for the random numbers obtained \(P(\ln t)\) become equal. The exact form of the propability \(P(t)\) that satisfies the above requirements can be easily obtained as follows. Consider that \(\ln t\) belongs to the interval \(\left[-\frac{W}{2}, \frac{W}{2}\right]\) resulting in the so called box distribution \(P(\ln t)=\frac{1}{W}\) The required distribution can be calculated as
\[
\begin{gather*}
P(t) d t=P(\ln t) d \ln |t|=\frac{P(\ln t)}{t} d t \Rightarrow \\
P(t)=\frac{1}{W t}, t \in\left[\exp \left(-\frac{W}{2}\right), \exp \left(\frac{W}{2}\right)\right] \tag{3.9}
\end{gather*}
\]

This is the so called logarithmic propability distribution. The term \(\left[\ln \left|t_{j}\right|-\ln \left|t_{j}^{\prime}\right|\right]\) now, is a random variable also with zero mean value and finite variance, as long as
the random hoppings \(t_{j}\), \(t_{j^{\prime}}\) follow the logarithmic distribution. This is very easy to prove, take for example the mean value
\[
\begin{gathered}
<\ln t-\ln t_{j}^{\prime}>=<\ln t>-<\ln t> \\
<\ln t>=\int_{e^{-\frac{W}{2}}}^{e^{\frac{W}{2}}} \ln t P(\ln t) d t=\int_{e^{-\frac{W}{2}}}^{e^{\frac{W}{2}}} \ln t \frac{1}{W t} d t=\frac{1}{W} \int_{-\frac{W}{2}}^{\frac{W}{2}} \ln t d \ln t=\frac{1}{W} \int_{-\frac{W}{2}}^{\frac{W}{2}} x d x=0 \\
<\ln t-\ln t_{j}^{\prime}>=0
\end{gathered}
\]
while for the variance we have \(\left(X=\ln t_{j}-\ln t_{j}^{\prime}\right)\)
\[
\text { variance }=<(X-<X>)^{2}>=<X^{2}>-<X>
\]
since \(\langle X\rangle=0\) the variance becomes
\[
\begin{gathered}
\sigma^{2}=<\left(\ln t_{j}-\ln t_{j}^{\prime}\right)^{2}>=<\ln ^{2} t_{j}>+<\ln ^{2} t_{j}^{\prime}> \\
<\ln ^{2} t>=\int_{e^{-\frac{W}{2}}}^{e^{\frac{W}{2}}} \ln ^{2} t P(\ln t) d t=\frac{1}{W} \int_{-\frac{W}{2}}^{\frac{W}{2}} x^{2} d x=\frac{W^{2}}{12}
\end{gathered}
\]
so that the variance of \(\left[\ln t_{j}-\ln t_{j}^{\prime}\right]\) becomes equal to \(\frac{W^{2}}{6}\). Returning to the equation for \(g(r)\) now due to the fact that the different terms inside the sum are independent random variables we can use the basic property \(\operatorname{Var}\left(\sum_{i=1}^{N} X_{i}\right)=\sum_{i=1}^{N} \operatorname{Var}\left(X_{i}\right)\) and write
\[
<(\Delta g(r))^{2}>=\sum^{r}<\left(\Delta\left(\left[\ln \left|t_{j}\right|-\ln \left|t_{j}^{\prime}\right|\right]\right)\right)^{2}>
\]
as proved above \(\Delta\left(\left[\ln \left|t_{j}\right|-\ln \left|t_{j}^{\prime}\right|\right]\right)=\frac{W^{2}}{6}\) independent of \(r\) so that the required
variance of the wavefunction amplitude at distance \(r\) from the starting site \(j\) becomes
\[
\begin{gathered}
<(\Delta g(r))^{2}>=\frac{W^{2}}{6} r \sim r \Rightarrow \\
\sqrt{<(\Delta g(r))^{2}>} \sim \sqrt{r}
\end{gathered}
\]

Since \(g(r)=\ln \left|\Psi_{j+r}\right|-\ln \left|\Psi_{j}\right|\) this implies that the amplitude of the wavefunction corresponding to zero energy decays in average as
\[
\begin{equation*}
\exp (-\lambda \sqrt{r}) \tag{3.10}
\end{equation*}
\]
at distance \(r\) from it's maximum value with \(\lambda \sim W^{2}[8]\). Despite the fact we have used a specific propability distribution for the random hoppings the obtained result is independent of the distribution's exact form as long as it has zero mean value and finite variance. The decay behavior is also essentially different and slower from the pure exponential decay \(\exp \left(-\frac{1}{\xi}|r|\right)\) characterizing localized wavefunctions.

The problem described is a characteristic example of a random walk process. The term \(\ln \left|c_{j}\right|\) can be interpreted as the starting position of the walker while the role of the additional random displacement at each iteration is played by the random variable \(\left[\ln \left|t_{j}\right|-\ln \left|t_{j}^{\prime}\right|\right]\) with mean value and finite variance. The average distance \(x\) of the walker from his starting position after \(r\) iterations will be \(x \sim \sqrt{r}\) a diffusive behavior similar to the one derived for the amplitudes of the zero energy wavefunction.

We can also verify the above result numerically[8] by using Eq. (3.8) in order to calculate the amplitudes \(\Psi_{j}\). First we have to consider a chain of finite size with \(N\) number of sites and then apply the normalization condition \(\sum_{j=1}^{N} \Psi_{j}=1\). Then we can check the validity of Eq. (3.10) by calculating the average of the correlation


Figure 3.6: The square of the correlation function \(g(r)\) ploted as a function or correlation distance \(r\) for a chain of \(N=2001\) sites varying \(j\) in the interval for different stenghts of disorder \(W\) and 10000 realizations. The analytical result is reproduced.
function \(g(r)=\left[\ln \left|\Psi_{j+r}\right|-\ln \left|\Psi_{j}\right|\right]\) over the different \(j\) sites of the chain and over different realizations of the random hoppings, varying also the correlation distance \(r\). Below we show the result of this procedure for a chain of \(N=2001\) sites with \(j\) chosen for sites belonging to the middle part of the chain in order to eliminate the edge scattering effects introduced by the system's boundaries

As seen in Fig. \(3.6 g(r)\) appears to be in average analogous to \(r\) in complete agreement with the behavior obtained analytically. In Fig. 3.7 the propability distribution of the correlation function is plotted for different disorder strengths \(W\)


Figure 3.7: Propability distribution of \(g(r)\) for correlation distance \(r=25,10000\) realizations, fit with gauss distribution \(P(g)=\frac{1}{\sqrt{2 \pi} \sigma^{2}} \exp \left[-\frac{(g-<g>)^{2}}{2 \sigma^{2}}\right]\)

All curves follow the gaussian form a direct consequence of the special form of the wavefunction amplitude Eq. (3.8). It's logarithm can be written as \(\ln \left|c_{j}\right|=\) \(\left(\ln t_{j-1}+\ln t_{j-2}+\ldots+\ln t_{1}\right)-\left(\ln t_{j-1}^{\prime}+\ln t_{j-2}^{\prime}+\ldots+\ln t_{1}^{\prime}\right)\) a sum of \(N-1\) independent random variables. According to the central limit theorem of statistics the propability distribution of \(\ln \left|c_{j}\right|\) approaches the Gaussian form as the number of the summed random variables increases \((N \rightarrow \infty)\). The increasing also of the disorder strength \(W\) leads to the broadening of the Gaussian distribution expressed through the increasing of it's variance \(\sigma^{2}\).

The linear chain with off-diagonal disorder is the simplest disordered tight binding
model for which multifractal wavefunctions exist. The logarithm of the wavefunction amplitude for the midband states corresponding to zero energy at each site, undergoes a random walk, leading to the power law decay of Eq. (3.10) which is different from Anderson exponentially localized states. The scaling of the inverse participation ratio, \(I P R=\sum_{i=1}^{N}\left|\Psi_{i}\right|^{4}\), with the system size \(N\) the length of the chain, gives the characteristic correlation dimension \(D_{2}\). This can be accomplished easily, the chiral symmetry is preserved for off-diagonal disorder and using Eq. (3.7) we calculate the wavefunction amplitudes. We then plot the logarithm of the average \(<I P R>\), taken over different realizations as a function of \(\ln (N)\). The result is shown in Fig. 3.9 for different strengths of disorder \(W\). The whole propability distributions of \(\ln (I P R)\) are shown in Fig. 3.8.

The expected power law decay Eq. (3.10) for the \(E=0\) wavefunction leads to zero amplitude at large distances \((r)\) with a decay slower than exponential. The fractal dimension \(D_{2}\) of this power-law localized wavefunction will eventually be zero, that is the fractal dimension of a point. Accordingly, we expect the scaling rate of \(\ln (<I P R\rangle)\) vs \(\ln (N)\), for any disorder strength \(W\), to approach zero for large enough chain lengths as confirmed in Fig. 3.9. For small lengths, however, we observe linear scaling, indicating the existence of a fractal dimension \(D_{2}\) which decreases as the strength of disorder \(W\) is increased. Small values of \(W\) result in values for \(D_{2}\) close to the integer dimension of a line indicating a wavefunction extended along the chain. As we increase \(W\) the \(D_{2}\) approaches non integer values indicating that the \(E=0\) wavefunction has a multifractal form.

A typical multifractal wavefunction can be seen in Fig. 3.10. We notice immediately the signs of self similarity ,characteristic of fractal objects. As seen in the inset where log-linear plot is used, the propability amplitude fluctuates wildly along the


Figure 3.8: Propability distributions of \(\ln (I P R)\) at \(E=0\) for a chain with off-diagonal disorder, \(W=1\) and 50000 realizations.


Figure 3.9: The scaling of \(I P R\) with the system size \(N\) for a chain at \(E=0\) averaging over 10000 realizations for different strenghts of disorder \(W\). The fractal dimension \(D_{2}\) exists only for small sizes and diminishes as the disorder increases.


Figure 3.10: Plot of the propability \(|\Psi|^{2}\) for the chiral multifractal wavefunction at \(E=0\) for a chain of 5001 sites and disorder strength \(W=0.5\). The plot is done for sites at the range \([1250,2250]\). In the inset logarithmic scale is used.


Figure 3.11: \(D_{2}\) as a function of the off-diagonal disorder with strength \(W\), for a zero energy chiral wavefunction of a chain.
chain, while on the other hand it shares the properties of both, extended and localized wavefunctions. For example, it is localized along different isolated regions in the chain, expected to lead to extreme sensitivity of the system's transport properties like conductance depending on the choice of boundary conditions. Therefore, although the power law decay localizes the wavefunctions, a fractal nature is encountered when we examine small enough regions (scales) of the chain. These regions reduce in size if the disorder is increased and the wavefunction becomes more power-law localized.

In Fig. 3.11 we show the behavior of \(D_{2}\) with increasing \(W\). The \(D_{2}\) approaches asymptotically zero as \(W\) increases.

\subsection*{3.3.2 Square lattice}

We can can easily apply the multifractal method on a square lattice model with offdiagonal disorder in order to check the existence of midband multifractal states. We consider again the hopping as uncorrelated real random variables distributed in the logarithmic form Eq. (3.9) with \(W\) denoting the strength of the disorder. The chiral symmetry is preserved since there are two identical underlying sublattices, one being the mirror image of each other.

For convenience we can choose a square sample with \(N=L^{2}\) number of sites reducing this way the scaling parameters to just the linear length scale \(L\). By demanding it also to take odd values only so that \(N\) is also odd we ensure the presence of at least one zero energy state in the middle of the energy spectrum of this system. The scaling of \(I P R\) with \(L\) will give the fractal dimension \(D_{2}\) of this midband state. For this calculation we use the system described by Eq. (3.7), the amplitudes lie on sites of the \(A\) sublattice. The wavefunction has zero amplitude on the sites of the \(B\) sublattice, which has the smallest number of sites. In Fig. 3.13 we have studied the scaling of two different quantities. The first is the geometric mean \(\exp (<\ln (I P R)>)\) while the second is the arithmetic mean \(<I P R>\) of IPR. For the geometric mean it is enough to plot \(<\ln (I P R)>\) as a function of \(\ln (L)\) in order to get it's scaling dimension \(D_{2}\) and for the arithmetic mean we plot \(\ln <I P R>\) as a function of \(\ln (L)\).

The two curves are shown in Fig. 3.14. They imply that the studied zero energy midband state undergoes an interesting crossover. For example, for low values of disorder \(W=0.1\), the value \(D_{2}\) is close to two meaning that the wavefunction is completely extended. For large enough disorder, for example \(W=50\), the value of \(D_{2}\) is close to zero, and clearly the wavefunction becomes localized. For intermediate


Figure 3.12: Distribution of \(\ln (\mathrm{IPR})\) for strength of disorder \(W=1\) and different lenght scales \(L\) using 10000 realisations.


Figure 3.13: Scaling with L of two different quantities the geometric and the arithmetic mean of \(I P R\), for disorder strength \(W=1\) and 10000 realizations. The curves allow us to calculate the fractal dimensions \(D_{2}\) describing the scaling of both those quantities.


Figure 3.14: Fractal dimension \(D_{2}\) as a function of the disorder strength \(W\) for both the arithmetic and the geometric mean of \(I P R\).


Figure 3.15: A multifractal wavefunction propability at \(E=0\) for a square lattice of linear length \(L=81\) with 6561 sites for off-diagonal disorder strength \(W=1\).
values of disorder the wavefunction has a non integer fractal dimension \(D_{2}\) between two and zero indicating a typical multifractal distribution.

The amplitude \(|\Psi|^{2}\) seen in Fig. 3.15 fluctuates wildly with signs of self-similarity, a characteristic example of a multifractal wavefunction. It can be understood from the point of view of phase transitions. There is a continuous second order phase transition in the asymptotic limit \(W=0\) only, the extended-chaotic phase occurring in the asymptotic limit \(W=0\), for \(0<W<\infty\) the state is fractal and Anderson localization occurs in the asymptotic limit \((W \rightarrow \infty)\). This is implied in Fig. 3.14 by the two scaling factors for the geometric and arithmetic mean as defined above. We clearly see that the two values of \(D_{2}\) differ only for the fractal phase, while they coincide for the two other limiting phases. We can interpret their difference as some kind of order parameter that takes values from zero to some finite value as \(W\) increases
and the system jumps from one ordered state for small \(W\) to a more disordered one for large \(W\). The two exponents become equal at the asymptotic limit.

\subsection*{3.3.3 Graphene}

In order to check if midband multifractal wavefunctions exist in graphene with offdiagonal disorder we study also a square honeycomb lattice sample. This system (see Fig2.26) can be characterized by, the number of horizontal zigzag chains, \(N_{c}\), and the number of sites on each one of those \(N_{s c}\). The lattice has \(N=N_{c} N_{s c}\) sites, width \(w=\frac{N_{c}}{2} \sqrt{3}\) and length \(L=\frac{N_{s c}-1}{2}\), both in units of \(a=\sqrt{3} a_{c-c}\). As in the previous case of the square lattice we require \(N_{c}\) and \(N_{s c}\) to be both odd in order for \(N\) to become odd. We also require that \(\frac{w}{L} \simeq 1\) to be talking about square graphene samples.

The Hamiltonian studied has again the chiral form (3.6), with the hopping elements given by logarithmic distribution Eq. (3.9). This graphene sheet will have two parallel boundaries containing only zigzag edges and two other also parallel boundaries containing only armchair edges. As in the case of zigzag graphene ribbons we expect the presence of zigzag edges to contribute edge states with zero energy. This results in high degeneracy at \(E=0\), increasing with the size of the graphene sample.

In order to calculate the amplitudes on \(A\) type sites of graphene We use Eq. (3.7). The \(I P R\) allows to study the fractal properties for one of those degenerate states. A very fundamental question we address is about the role of the destructive interference mechanism of the honeycomb lattice in this disordered graphene system, for example to see if edge states survive in this case.

As seen in Fig. 3.18 the conclusions derived for the square-lattice \(E=0\) state, hold also for the corresponding graphene \(E=0\) state. Their main difference is that


Figure 3.16: The distribution of \(\ln (\mathrm{IPR})\) with \(\mathrm{w}=1\) for different lentgh scales L for 500000 realisations.


Figure 3.17: The scaling of two different quantities discussed in the text, with \(\mathrm{w}=1\) for 500000 realizations. The curves give us the fractal dimensions \(D_{2}\) describing their scaling.


Figure 3.18: Fractal dimension \(D_{2}\) as a function of the disorder strength \(W\) for the geometric \(<\ln (I P R)>\) and arithmetic mean \(\ln (<I P R>)\), in the case of both square and honeycomb lattices.
the midband state with zero energy has fractal dimension \(D_{2}\) ranging from one to zero. This clearly indicates a wavefunction that remains localized along a line in space even in the presence of disorder and has a fractal structure characterized by the linear dependance of \(\ln (I P R)\) on \(\ln (L)\). This line corresponds to the zigzag edges of the graphene sheet and resembles the behavior of \(D_{2}\) for the midband wavefunction of small length chains with off-diagonal disorder seen in Fig. 3.11. So even in the presence of off-diagonal disorder zero energy edge states survive in graphene. In other words the destructive interference mechanism, due to the special morphology of the honeycomb lattice structure, giving edge states with zero energy, is not destroyed by the introduced disorder which preserves chiral symmetry of the two underlying sublattices.

\subsection*{3.4 Conclusions}

The wavefunctions of graphene at the Dirac point are shown to be fractal as long as the disorder preserves the chiral sublattice symmetry. This is common behavior for off-diagonal disorder encountered also in the square lattice and small length chains. In the case of a square lattice the fractal dimension \(D_{2}\) ranges from two to zero as the disorder increases. For the graphene sample with off-diagonal disorder fractal states are also edge states and the value of the scaling dimension \(D_{2}\) ranges from one to zero. This shows that the destructive interference mechanism in the honeycomb lattice of graphene survives in the the presence of off-diagonal disorder.
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\section*{Chapter 4}

\section*{Quantum Chaos in Disordered \\ Graphene}

\subsection*{4.1 What is Quantum Chaos}

\subsection*{4.1.1 Introduction}

Chaos in the quantum world is completely different from the classical deterministic chaos. Classically chaotic systems are characterized by increased sensitivity to initial conditions, leading to extreme unpredictability expressed through an exponential growth of the error described by the distance between two chaotic orbits in their phase space. The unpredictability is characterized by a Lyapunov exponent from the exponential growth rate of the error. In classical dynamical systems chaos occurs even for a small number of degrees of freedom, with an essential condition for chaos the presence of the non-linearity in the deterministic equations.

In the quantum world the Schrodinger equation \(i \frac{\theta}{\theta t} \Psi(x, t)=H \Psi(x, t)\) is linear,


Figure 4.1: Two billiards of circular and stadium shape . The classical motion is periodic for the circular one, while it is chaotic for the stadium.
therefore the classical sense chaos is excluded. Quantum chaos is not related with dynamical evolution, instead, it is encountered in the the statistical properties of the eigenvalue energy spectrum. However, there is a strong relation between the classical and quantum manifestation of chaos acting as a bridge between the two worlds. A very striking example appears in systems commonly referred to as billiards[1]. For example, the circular billiard shown in Fig. 4.1 with a classical particle like a ball moving freely inside, by allowing elastic scattering with the walls. It can be proven[1] that the ball will follow a completely predictable orbit characterized by zero Lyapunov exponent. This result is related with the number of conserved physical quantities in conjunction with the number of the spatial degrees of freedom. Because of the elastic scattering the absolute value of the momentum is conserved after each scattering event which is equivalent to the conservation of the energy, while we can easily prove that the angular momentum is also conserved. The number of degrees of freedom (two) is equal to the number of conserved physical quantities.

In the quantum case a particle, e.g an electron, can be enclosed in this billiard geometry. The obtained energy eigenvalues for the quantum system will be distributed as completely random variables with zero spacing between successive energy levels having propability one. This surprising fact can be expressed through the Poissonian


Figure 4.2: The Poisson, semi-poisson and Wigner distributions, characterizing integrable, semi-integrable and chaotic quantum systems respectively.
form
\[
\begin{equation*}
P(S)=\exp (-S), \tag{4.1}
\end{equation*}
\]
which gives the propability of the spacing \(S\) between sucessive energy levels \(S=\) \(E_{j}-E_{j-1}\). It is plotted in Fig. 4.2. The circular billiard is a characteristic example of a classically integrable system desplaying a non-cahotic quantum behavior.

Quantum Chaos occurs for more complex billiard geometries. We can consider the case of a classical particle enclosed in a stadium, shown in Fig. 4.1. This is characteristic non-integrable classical system, with the orbits of the enclosed particle being completely chaotic, having non zero Lyapunov exponent[1] leading to unpre-
dictability. The corresponding quantum system shows a statistical behavior of the eigenvalues completely different from the randomly distributed levels of the circular billiard[2,3]. The propability distribution \(P(S)\) for the spacing of successive energy levels will follow a form known as Wigner[5]
\[
\begin{equation*}
P(S)=\frac{\pi}{2} S \exp \left(-\frac{\pi}{4} S^{2}\right) \tag{4.2}
\end{equation*}
\]
plotted in Fig. 4.2. This gives zero propability to zero spacing \(S\) and a linear law for small \(S\). It, somehow, means that the levels communicate with each other, this effect is called level-repulsion. This is in sharp contrast to what is happening for the uncorrelated random levels in the circular billiard. Moreover, the corresponding wavefunctions will have a characteristic structure with scars (concentrated amplitudes) where the periodic orbits of the chaotic classical system occur[3], in contrast to the perfect ballistic wave states for the integrable systems.

In general, there is a widely accepted conjecture[7,8,9,12] that quantum systems displaying classically integrable behavior, like the circular billiard, are expected to follow a universal behavior for their energy level statistics conveniently expressed through the Poissonian form of \(P(S)\). For quantum systems whose classical counterparts display classically chaotic behavior, like the stadium billiard, \(P(S)\) will follow universal Wigner statistics.

\subsection*{4.1.2 Random matrix theory}

The Wigner distribution can be in general derived by the random matrix theory (RMT) \([4,9]\), which has to do with the statistical properties of the eigenvalues of full infinite dimensional random matrices. These matrices can be regarded as hamiltonians of
disordered quantum systems with most of their possible symmetries being broken. There are, however, some basic symmetries preserved even in the case of completely chaotic systems. Time-reversal symmetry is the most fundamental one. \(H\) must be real[8] when time-reversal symmetry is preserved. The real time reversible hamiltonians of RMT are characterized by a definite statistical behavior of their energy levels, they show level-repulsion as in the case of the stadium billiard. This is clearly expressed through the special form of the nearest level spacing distribution \(P(S)\) which has the Wigner form \(\frac{\pi}{2} S \exp \left(-\frac{\pi}{4} S^{2}\right)\). The unique behavior of the time reversible hamiltonians of RMT, can be derived in the simple case of a two dimensional real, random, Hamiltonian[8]
\[
H=\left[\begin{array}{ll}
H_{11} & H_{12} \\
H_{12} & H_{22}
\end{array}\right]
\]
where we have taken account hermicity. We can also consider all the elements \(H_{11}, H_{22}, H_{12}\) as uncorrelated random variables with a propability distribution of the typical gaussian form \(W(x) \sim \exp \left(-x^{2}\right)\). The difference between its eigenvalues is
\[
E_{2}-E_{1}=\sqrt{\left(H_{11}-H_{22}\right)^{2}+4 H_{12}^{2}}
\]
the terms \(x=H_{11}-H_{22}\) and \(y=4 H_{12}\) are again uncorrelated random variables distributed in the gaussian form, so that we can write the spacing between the two energy levels of the random Hamiltonian as
\[
S=E_{2}-E_{1}=\sqrt{x^{2}+y^{2}}
\]

The propability distribution of this spacing \(S\) can be derived from the following
formula
\[
P(S)=\iint d x d y W(x, y) \delta\left(S-\sqrt{x^{2}+y^{2}}\right)
\]
which gives \(P(S)\) if we know the propability distribution of each random variable. In our case we have two random variables described by the propability \(W(x, y) \sim\) \(\exp \left[-A\left(x^{2}+y^{2}\right)\right]\) and we need to derive the propability distribution of their function \(S=\sqrt{x^{2}+y^{2}}\). In polar coordinates \(x=r d r d \theta, r=\sqrt{x^{2}+y^{2}}\) we have
\[
P(S)=\iint r d r d \theta \exp \left(-A r^{2}\right) \delta(S-r)=2 \pi S \exp \left(-A S^{2}\right)
\]

An important remark is that \(P(S)\) is a statistical measure of the fluctuations of the \(S\) around its mean value \(\langle S\rangle\) which does't hold any information about the chaotic nature of a quantum system. For convenience we require that \(<S>=\) \(\int S P(S) d S=1\), along with the normalization condition \(\int P(S) d S=1\) gives the Wigner distribution of Eq. [4.2].

In general the basic symmetries present in the systems described by the RMT theory enable us to categorize them into three basic universality classes, characterized by a level-repulsion between their energy levels. The ensemble of real symmetric random matrices which preserve the time reversal symmetry is called the gaussian orthogonal ensemble(GOE) and is characterized by \(P(S) \sim S\) for small energy differences \(S\).

When the time reversal symmetry is broken, e.g. in the presence of a magnetic field, the corresponding ensemble, called gaussian unitary (GUE), consists of complex hermitian random matrices. It is characterized by a universal level-repulsion of \(P(S) \sim S^{2}\) when \(S \rightarrow 0\). This behavior can be derived again by considering the
simple case of a two dimensional complex random matrix
\[
H=\left[\begin{array}{ll}
H_{11} & H_{12} \\
H_{12}^{*} & H_{22}
\end{array}\right]
\]

The spacing between its eigenvalues now becomes
\[
S=E_{2}-E_{1}=\sqrt{\left(H_{11}-H_{22}\right)^{2}+4 \operatorname{Real}\left(H_{12}\right)^{2}+4 \operatorname{Im}\left(H_{12}\right)^{2}}
\]
\(S\) depends on three uncorrelated random variables this time \(x=H_{11}-H_{22}, y=\) \(2 \operatorname{Real}\left(H_{12}\right)\) and \(z=2 \operatorname{Im}\left(H_{12}\right)\) so that we can write
\[
S=\sqrt{x^{2}+y^{2}+z^{2}}
\]

If we calculate \(P(S)\) assuming that \(x, y, z\) are distributed in a typical gaussian form as in the gaussian orthogonal ensemble, by using also the spherical coordinates \(d x d y d z=\) \(r^{2} \sin \theta d r d \theta d \phi, r=\sqrt{x^{2}+y^{2}+z^{2}}\)
\[
\begin{gathered}
P(S)=\iint d x d y W(x, y, z) \delta\left(S-\sqrt{x^{2}+y^{2}+z^{2}}\right)= \\
=\iint d r d \theta d \phi r^{2} \sin \theta \exp \left(-A r^{2}\right) \delta(S-r)= \\
=4 \pi S^{2} \exp \left(-A S^{2}\right)
\end{gathered}
\]

By taking account the conditions \(\int P(S) d S=1\) and \(<S>=\int S P(S) d S=1\) we derive another type of Wigner distribution \(\frac{32}{\pi^{2}} S^{2} \exp \left(-\frac{4}{\pi} S^{2}\right)\), characterizing the gaussian unitary ensemble, with an increased level of repulsion \(P(S) \sim S^{2}\) for \(S \rightarrow 0\).

There is also a third universality class characterizing the so called gaussian symplectic ensemble which consists of full random matrices that preserve the time reversal symmetry but have spin orbit coupling. This ensemble shows a universal level of repulsion \(P(S) \sim S^{4}\) for \(S \rightarrow 0\).

Therefore, the chaotic nature of quantum systems can be found by fully random matrices which form the three elementary ensembles of RMT according to the basic symmetries present. All quantum chaotic cases show a universal level-repulsion between their energy levels
\[
P(S)=S^{\beta}, S \rightarrow 0
\]
where \(\beta=1,2,4\) is called the universal class index, denoting orthogonal, unitary and symplectic universality classes, respectively.

\subsection*{4.2 Quantum chaos in disordered tight binding lattices}

The universality classes of quantum chaos are also encountered in systems described by the tight binding model in the presence of disorder, like graphene or a square lattice. They are closely related with the localization properties of the corresponding wavefunctions. Such behavior is well known for the energy levels of a cubic lattice with on-site potential disorder denoted by the strength \(W[10,11,12]\), by introducing random variables on the diagonal matrix elements of the corresponding Hamiltonian. The levels show the typical characteristics of repulsion described by the Wigner distribution for \(P(S)\) with universality class index \(\beta=1\). They are correlated having overlapping wavefunctions that diffuse in space, characterized by infinite localization
length. The corresponding chaotic wavefunctions are randomly fluctuating.
In the cubic lattice when the randomness on the diagonal exceeds a certain limit, that is for \(W>W_{c} \approx 16.5\), where \(W_{c}\) is known as the critical point, then Anderson localization mechanism occurs[6] leading to localized wavefunctions with their finite localization length decreasing further as \(W\) is increased. The energy levels on this localized regime behave as completely uncorrelated random variables described by the Poissonian form of \(P(S)\). That is resemble quantum systems that are classically integrable like the circular billiard (see Eq. (4.1)). The corresponding wavefunction are non-overlapping concentrated on sites suggested by the localization length. At the critical point \(W_{c}\), where the transition between the chaotic and localized regime occurs, the propability distribution of the spacing between successive levels \(P(S)\) is known to follow a form \(4 S \exp (-2 S)\) called semi-poisson[10,11]. This intermediate distribution is characterized by a behavior intermediate between the Poisson and the Wigner, for small is analogous to \(S\) similar to Wigner, while for large \(S\) it decays with a Poissonian rate as \(\exp (-2 S)\). The semi-poisson distribution characterizes quantum systems that are classically semi-integrable, e.g a trigonal irrational billiard. The corresponding wavefunctions are multifractal sharing the properties of both extended and localized states with their amplitude wildly fluctuating in space (see Chapter two). For one and two-dimensional tight binding models with diagonal disorder, e.g. a linear chain or a square lattice, the critical value of \(W_{c}=0\) implies that \(P(S)\) for the energy levels always follows the Poisson form with the wavefunctions being localized for any finite value of the disorder strength \(W\).

The above results are valid in the limit of infinite system size only. In practice we can use numerical methods, like diagonalization, for finite systems and via scaling reproduce the chaotic behavior of the infinite systems. We can verify for example,
that the distribution of spacings \(P(S)\) for a finite linear chain approaches gradually the Poisson form as the disorder strength \(W\) is increased. For a square lattice with on-diagonal disorder, however, \(P(S)\) gives an almost scale and disorder invariant Wigner form, as long as we stay at the chaotic region for disorder \(W\) under \(W_{C}\). The scale invariance of \(P(S)\) also indicates multifractality of the corresponding wavefunctions[13]. As we increase the size the expected Poisson form is indeed, approached extremely slowly, it is obtained for very large sizes. In other words it is difficult to detect Poisson in practice for moderate values of \(W\) because of the large localization lengths of the corresponding wavefunctions.

In confined graphene systems recent experiments[16] ,pose the fundamental question about its chaotic nature. It is of great importance to see the role of edge states in the presence of disorder.

\subsection*{4.2.1 Square Lattice}

In a finite square lattice sample with on-diagonal disorder quantum chaos occurs. We can show this by studying the statistics of just one spacing between two successive energy levels, at the the middle of the energy spectrum. We have done this for the simplest possible flake form, that is a square. The results are shown in Fig. 4.3.

We carried out the calculations for the distribution \(P(S)\), by demanding that the mean value of the spacings is \(\langle S\rangle=1\), obtained for different sizes and values of the disorder strength \(W\). Clearly \(P(S)\) follows a form close to Wigner, almost invariant under scaling, consistent with the multifractality of the wavefunctions corresponding to the two energy levels. The form of \(P(S)\) is Wigner-like for every value of disorder strength \(W(W<1)\), showing that the system remains at the chaotic region for


Figure 4.3: The distribution of the level spacing between two successive positive midband energy levels of a square lattice for different strengths of disorder \(W\),50000 realizations and different sizes. We plot also the Poisson[4.1] and Wigner[4.2] distributions. All the curves stay near the Wigner distribution showing the typical chaotic behavior derived by RMT for \(\beta=1\).
the disorder values. In order to be able to study the statistical behavior of the level spacings including more energy levels than two near zero energy we have to ensure that the mean value of the spacings \(\langle S\rangle=1\). In this case we must apply a method called unfolding ensuring that the mean value becomes one and the fluctuations around this value which characterize quantum chaos. Our results are consistent with the presence of a chaotic region which crosses over to localized only for very large size.

There is a continuous crossover between the two different, chaotic and localized regions, a behavior known as crossover. For weak disorder there is a typical chaotic behavior where the energy levels show a considerable repulsion without ever crossing, well described by the Wigner form of \(P(S)\) shown in Fig. 4.3. Despite the fact that for an infinite square lattice there is a trivial transition point at \(W_{c}=0\), localized wavefunctions exist for every non-zero disorder and every possible energy. The wavefunctions of the studied finite square lattice, however, look extended due to the finite system size. They display a chaotic region for sizes below the localization length. For large disorder strengths the energy levels gradually begin to fluctuate wildly resulting in high possibility of both crossings and large spacings, resembling the behavior of an ensemble of uncorrelated random numbers described by the Poisson \(P(S)\).

\subsection*{4.2.2 Graphene}

We have studied the level-spacing distribution near \(E=0\) for a finite square honeycomb lattice representing a graphene flake. The obtained results are similar those found in [17]. In particular the distribution of the spacing between two successive levels is shown in Fig. 4.4. The \(P(S)\) between two successive positive levels stays near the semi-poisson distribution for all the sizes and weak disorder strengths studied.


Figure 4.4: The distribution of the spacing between two successive midband energy levels of a square graphene flake for different strengths of disorder \(W, 100000\) realizations and different sizes. All the curves stay near the Semi-poisson distribution for all weak \(W\) and sizes.


Figure 4.5: \(E \approx 0.014\) wavefunction propability distribution of a square graphene flake with on-diagonal disorder \((W=0.5)\) consisting of 2840 sites. The honeycomb lattice sites are arranged on a square lattice. The wavefunction is shown to be localized at the zigzag edges of the flake.

This is a weakly chaotic behavior non existent in the square lattice with on-diagonal disorder. For higher disorder strengths we expect the usual Poisson distribution of \(P(S)\) to be recovered, since Anderson localization mechanism prevails as for the square lattice. The Wigner distribution is not encountered at the Dirac point of graphene for the square flake geometry studied.

This weakly chaotic behavior is closely related with the localization properties of the wavefunctions. In graphene the edge states exist even in the presence of ondiagonal disorder, arising from the destructive interference mechanism of the honeycomb lattice. In order to verify this assumption in Fig 4.5 we have plotted a wavefunction near the Dirac. Edge states are intermediate case between the diffusive wavefunctions of the disordered square lattice, that give chaotic behavior, and the


Figure 4.6: The the level spacing distribution between two successive energy levels at \(E=0.4\) of a square graphene flake for different strengths of disorder \(W\),50000 realizations and different sizes. The typical chaotic Wigner like behavior is recovered since edge states are absent.
localized states occuring in disordered 2 d systems when the disorder strength becomes sufficiently large. They are approximately extended along the edge, without penetrating in the internal region of the flake. If this is combined with the diffusive mechanism of quantum chaos gives chaotic edge states and a form of \(P(S)\) intermediate between the Wigner distribution characterizing repelled extended wavefunctions, and the Poisson distribution related with localized wavefunctions. According to this analysis we expect the propability distribution of spacings \(P(S)\) for levels higher in the energy spectrum of graphene where edge states are absent to recover the usual chaotic behavior described by the Wigner form of \(P(S)\). This is shown in Fig. 4.6 for
two successive energy levels at \(E=0.4\). The typical chaotic behavior corresponding to diffusive wavefunctions encountered in the square lattice is recovered. The form of \(P(S)\) is Wigner like for the all weak disorder strengths and flake sizes studied.

\subsection*{4.3 Conclusions}

Disordered Graphene flakes show a new quantum chaotic behavior not encountered in conventional disordered 2 d systems like a square lattice. The propability distribution of spacings \(P(S)\) near the Dirac point of graphene with on-diagonal disorder follows approximately the semi-Poisson distribution indicating a weakly chaotic behavior,as obtained in [17], intermediate between the typical chaotic behavior encountered in a square lattice with on-diagonal disorder, described by the Wigner form of \(P(S)\), and the Poissonian form of \(P(S)\) characterizing Anderson localization. This special chaotic behavior is strongly related with edge states present in graphene systems. For weak disorder the honeycomb lattice destructive interference mechanism of graphene survives giving edge states near the Dirac point, extended approximately along the edge of the finite graphene system, leading to the weakly chaotic behavior shown.

Bibliography
[1]Berry, M V, Eur.J.Phys 2, 91-102, (1981)
[2]H.-J. Stockmann and J. Stein, Phys. Rev. Lett. 64, 2215 (1990)
[3]Steven W. McDonald and Allan N. Kaufman, Phys. Rev. A 37, 3067
(1988)
[4]F. Haake, Quantum Signatures of Chaos, 2nd Edition, Springer (2000)
[5]Eugene Paul Wigner, Dirac, P. A. M. Proc. Cambr. Philos. Soc. 47: 790 (1951)
[6]Anderson, P. W., Phys. Rev. 109 (1958)
[7]O. Bohigas, M. J. Giannoni, and C. Schmit, Phys. Rev. Lett. 52, 1 (1984)
[8]B. D. Simons and B. L. Altshuler, Phys. Rev. B 48, 5422 (1993)
[9]A. V. Andreev, O. Agam, B. D. Simons, and B. L. Altshuler, Phys. Rev. Lett. 76, 3947 (1996)
[10]B. I. Shklovskii, B. Shapiro, B. R. Sears, P. Lambrianides, and H. B. Shore, Phys. Rev. B 47, 11487 (1993)
[11]Evangelou, S. N., Katsanos, D. E. Journal of Statistical Physics, Volume 85, Issue 5-6, pp. 525-550 (1996)
[12]I. Kh. Zharekeshev, M. Batsch and B. Kramer , Europhys. Lett, 34 (8), pp. 587-592 (1996)
[13]V.I. Falko and K.B. Efetov, Europhys. Lett. 32, 627 (1995), Phys. Rev. B 52, 17413 (1995)
[14]What is... Quantum Chaos by Zeev Rudnick (January 2008, Notices of the American Mathematical Society)
[15]Masatoshi Imada, Atsushi Fujimori, and Yoshinori Tokura, Rev. Mod. Phys. 70, 1039 (1998)
[16]L. A. Ponomarenko et al., Science 320, 356 (2008)
[17]I. Amanatidis, I. Kleftogiannis, D. Katsanos, S.N. Evangelou (to be submitted)

\section*{Chapter 5}

\section*{Conclusions}

The honeycomb lattice structure of graphene has important properties like chiral symmetry and spatial anisotropy. These are responsible for the highly topology dependent electronic properties shown. Graphene is also characterized by extreme sensitivity to boundary conditions. The underlying destructive interference mechanism plays a definite role. Its existence is due to the fact that the honeycomb lattice has every site connected to its three nearest neighbours. For finite systems with edges this mechanism leads to wavefunctions localized at the boundaries. These are well known as edge states and their existence is dependent on the morphology of the boundary. The so called zigzag type of edges contributes edge states near the Fermi energy for any confined graphene system. The other possible type of edge, armchair does not give edge states and consequently, the semiconducting behavior remains intact. We have demonstrated edge states in various systems, semi-infinite graphene sheets, zigzag nanoribbons, and flakes of square and circular formations where there exists mixing of zigzag and armchair edges.

We show how the topology sensitive electronic properties of graphene play an
important role in the fractal nature of the wavefunctions at the Dirac point. In the presence of off-diagonal disorder which preserves the chiral sublattice symmetry, the mechanism leading to edge states survives. The wavefunctions located at the boundaries of finite systems resemble the fractal states for small length chains with offdiagonal disorder. This is clearly indicated by the scaling dimension \(D_{2}\) taking values from zero to one, instead of going from zero to two as for the midband multifractal wavefunctions of a square lattice with off-diagonal disorder. Zero value of \(D_{2}\) means Anderson localization, \(D_{2} \approx 0\) means edge states and \(D_{2} \approx 2\) fully chaotic, diffusive or ballistic states.

We have shown also that the destructive interference mechanism plays an important role in the quantum chaotic behavior of disordered graphene. The energy levels at the Dirac point for square samples with on-diagonal disorder show a statistical behavior not encountered in conventional 2d-systems, like the square lattice. The form of the spacing distribution \(P(S)\) is intermediate Semi-Poisson like, indicating a weakly chaotic behavior. This remains for many successive energy levels near the Dirac point where edge states exist for pure graphene. We argue that this behavior is due to the underlying mechanism of edge states which survives even in the presence on-diagonal disorder. It is clearly indicated by the comparison of the statistical behavior for the midband energy levels to a disordered square lattice, for which edge states are absent. For the latter case the well known Wigner like chaotic form for \(P(S)\) is obtained.

Therefore, in both, off-diagonal and on-diagonal disorder, the destructive interference mechanism of the underlying honeycomb lattice of graphene prevails giving midband edge states, heavily affecting the fractal nature of the wavefunctions and the chaotic behavior of graphene. This mechanism is of extreme importance for the
construction on graphene based nanoelectronics. The weakly chaotic behavior at the Dirac point, implies a semi-metallic behavior intermediate between metals and insulators.

\section*{Appendix A}

\section*{Lattice representation (tight}

\section*{binding method)}

\section*{A. 1 Introduction}

Tight binding is a method widely used in condensed matter physics for modeling electronic quantum properties of various crystal lattice structures. The wavefunction of an electron inside a periodic lattice structure can be expressed as a superposition in the lattice site basis. In this sense the wavefunction for one electron can be written as a linear combination of the atomic site orbitals denoted by \(\mid n>\) as
\[
\begin{equation*}
\left|\Psi>=\sum_{n=1}^{N} \Psi_{n}\right| n> \tag{A.1}
\end{equation*}
\]
where \(N\) is the total number of atoms and \(\Psi_{n}\) the amplitude coefficients. The tight binding approximation is based on the simple assumption that each atomic orbital is strongly localized on the corresponding site position. \(\mid n>\) denotes the positions


Figure A.1: An infinite linear chain.
of each atom in the lattice. The propability amplitude for finding the electron in position \(\vec{r}\) would be \(<r|\Psi\rangle=\sum_{n=1}^{N} \Psi_{n}<r|n\rangle=\Psi_{n}\). This is obviously non-zero only if there is an electron in the atomic position. In this case electrons are tightly bound in each atomic site which defines the term tight binding.

In otherwords, tight binding model is a discretization of real space into lattice site points where the atoms lie. The tight binding Hamiltonian can be derived by descretizing the Schrodinger equation in the lattice points. A simple continuous model of a particle in one dimension in the presence of a potential \(V(x)\) is described by the Schrodinger equation
\[
H \Psi(x)=E \Psi(x) \Rightarrow-\frac{\hbar^{2}}{2 m} \frac{\theta^{2} \Psi(x)}{\theta x^{2}}+V(x) \Psi(x)=E \Psi(x)
\]

We can easily transform this system into a set of discrete spatial points within distances equal to the lattice constant \(a\),forming this way a chain extending from \(-\infty\) to \(\infty\) which can be seen in FigA. 1 The position \(x\) in this case takes discretized values \(x=n a, n \in\) Integer \([-\infty, \infty]\) while the second derivative \(-\frac{\hbar^{2}}{2 m} \frac{\theta^{2} \Psi(x)}{\theta x^{2}}\) assuming that \(a\) is small can be written as
\[
\left.\frac{\theta^{2} \Psi(x)}{\theta x^{2}}\right|_{x=n a} \rightarrow \frac{1}{a}\left(\left.\frac{\theta \Psi(x)}{\theta x}\right|_{x=\left(n+\frac{1}{2}\right) a}-\left.\frac{\theta \Psi(x)}{\theta x}\right|_{x=\left(n-\frac{1}{2}\right) a}\right)
\]

The first derivatives at points \(x=\left(n+\frac{1}{2}\right) a\) and \(x=\left(n-\frac{1}{2}\right) a\) are
\[
\begin{aligned}
& \left.\frac{\theta \Psi(x)}{\theta x}\right|_{x=\left(n+\frac{1}{2}\right) a} \rightarrow \frac{1}{a}(\Psi((n+1) a)-\Psi(n a)) \\
& \left.\frac{\theta \Psi(x)}{\theta x}\right|_{x=\left(n-\frac{1}{2}\right) a} \rightarrow \frac{1}{a}(\Psi(n a)-\Psi((n-1) a))
\end{aligned}
\]
and the second derivative is
\[
\left.\frac{\theta^{2} \Psi(x)}{\theta x^{2}}\right|_{x=n a} \rightarrow \frac{1}{a^{2}}(\Psi((n+1) a)-2 \Psi(n a)+\Psi((n-1) a))
\]
so that the difference tight binding equation for the chain becomes
\[
-t[\Psi((n+1) a)+\Psi((n-1) a)]+(V(n a)-2 t) \Psi(n a)=E \Psi(n a)
\]
with \(t=\frac{\hbar^{2}}{2 m a^{2}}\). Although in the derivation we have assumed that the lattice spacing \(a\) is infinitesimally small ,this model can be easily generalized for any value of \(a\). For simplicity we choose \(a=1\), and write
\[
\begin{equation*}
-t\left[\Psi_{n+1}+\Psi_{n-1}\right]+\left(V_{n}-2 t\right) \Psi_{n}=E \Psi_{n} \tag{A.2}
\end{equation*}
\]

The discretized Scrodinger equation \(H \Psi=E \Psi\) can be written also in matrix form as
\[
\Rightarrow\left[\begin{array}{ccccc}
\cdots & -t & 0 & 0 & 0 \\
-t & V_{n-1}-2 t & -t & 0 & 0 \\
0 & -t & V_{n}-2 t & -t & 0 \\
0 & 0 & -t & V_{n+1}-2 t & -t \\
0 & 0 & 0 & -t & \cdots
\end{array}\right]\left[\begin{array}{c}
\ldots \\
\Psi_{n-1} \\
\Psi_{n} \\
\Psi_{n+1} \\
. .
\end{array}\right]=E\left[\begin{array}{c}
\ldots \\
\Psi_{n-1} \\
\Psi_{n} \\
\Psi_{n+1} \\
. .
\end{array}\right]
\]

The tight binding matrix \(H\) is written in the \(n>\) orbitals basis which is exactly the discretised space. We see that neighbouring orbitals or sites, communicate via offdiagonal hopping terms \(-t\) while in the diagonal there is an on site term \(V_{n}-2 t\). In our calculations we usually neglect the extra diagonal term \(-2 t\) because it just shifts the whole energy spectrum by a constant factor. This result can be easily extended to more dimensions two and three and different lattice types, so that we can derive their electronic properties like the band structure, the density of states or the wavefunctions.

\section*{A. 2 1d tight-binding lattices}

\section*{A.2.1 Infinite systems}

The tight-binding difference equation for an an infinite linear chain is
\[
-t\left[\Psi_{n+1}+\Psi_{n-1}\right]+V \Psi_{n}=E \Psi_{n}
\]
considering the on-site potential \(V_{j}=V\) constant for all the sites of the chain. We can solve this equation in order to obtain the energies and the wavefunctions of this system by assuming a simple solution in the form of a plane wave \(\Psi_{n}=\exp (i k n)\).
\[
\begin{gather*}
-t[\exp (i k)+\exp (-i k)]+V=E \Rightarrow \\
E=V-2 t \cos (k) \tag{A.3}
\end{gather*}
\]

This is the dispersion relation of the infinite linear chain with nearest neighbor hopping \(-t\) and constant potential \(V\) Eq. (A.3). It gives continuous energy values in the


Figure A.2: The energy dispersion of a linear chain with hopping \(t=1\).
interval \([V-2 t, V+2 t]\). For \(k \in[-\pi, \pi]\) which defines the first brillouin zone, there is double degeneracy, \(E(k)=E(-k)\). It is plotted in Fig. A. 2 for \(V=0\) and \(t=1\).

The eigenvector corresponding to energy \(E(k)\) expressed in the lattice site basis \(\mid n>\) is
\[
\left|\Psi_{k}>=\sum_{n=-\infty}^{\infty} \exp (i k n)\right| n>
\]

A basic quantity characterizing the electronic properties of a quantum system is the density of states \(\rho(E)\). It is defined for a finite system as
\[
\begin{equation*}
\rho(E)=\frac{1}{N} \sum_{k} \delta(E-E(k)) \tag{A.4}
\end{equation*}
\]
where \(N\) is the total number of states of the system. It is constructed by the sum
of individual delta functions localized around each allowed energy \(E(k)\). The \(\rho(E)\) gives the number of states which have a specific energy \(E\) and the density of states at this energy if we include the normalization factor \(\frac{1}{N}\). For an infinite chain, since \(k\) takes continuous values in the interval \([-\pi, \pi]\), we can derive \(\rho(E)\) by calculating the integral
\[
\rho(E)=\int_{-\pi}^{\pi} \delta(E-E(k)) d k
\]
excluding the normalization term since \(N \rightarrow \infty\) in this case. by using dispersion relation Eq. (A.3) we have
\[
\frac{d E}{d k}=2 t \sin (k) \Rightarrow d k=\frac{d E}{2 t \sin (k)} \Rightarrow d k=\frac{d E}{2 t \sqrt{1-\cos ^{2}(k)}} \Rightarrow d k=\frac{d E}{\sqrt{4 t^{2}-(E-V)^{2}}}
\]

By substituting \(d k\) into the integral and using the property of delta function \(\int_{-\infty}^{\infty} \delta(x-\) a) \(f(x) d x=f(a)\) we get
\[
\rho(E)=\int_{V-2 t}^{V+2 t} \delta(E-E(k)) \frac{d E(k)}{\sqrt{4 t^{2}-E(k)^{2}}}=\frac{1}{\sqrt{4 t^{2}-(E-V)^{2}}}
\]
while using also the normalization condition \(\int_{V-2 t}^{V+2 t} \rho(E) d E=1\) we get the result for the density of states
\[
\begin{equation*}
\rho(E)=\frac{1}{\Pi} \frac{1}{\sqrt{4 t^{2}-(E-V)^{2}}} \tag{A.5}
\end{equation*}
\]

It is symmetric around \(V\) and is defined only when \(|E-V| \leq 2 t\) since the density of states must be a real function. This is of course due to the fact that energies belong in the interval \([V-2 t, V+2 t]\). It is also singular at \(E=V-2 t\) and \(E=V+2 t\). It is plotted in Fig. A. 3 for \(t=1\) and \(V=0\).


Figure A.3: The density of states \(\rho(E)\) of a linear chain with \(t=1\).


Figure A.4: Finite linear chain consisted on N atomic sites.

\section*{A.2.2 Finite systems with boundary conditions}

In finite 1d systems formed by implying various types of boundary conditions we have hard wall boundary conditions whose equivalent model in continuous space would be an infinite quantum well. This type of boundary conditions requires the wavefunction of the electron to be zero at sites where the chain is terminated. The resulting system will be a finite chain of \(N\) sites shown in Fig. A. 4 An important remark here is that we require the wavefunction to be zero at sites zero and \(N+1\) which seem to lie outside the chain. Those actually belong to the chain but the propability of finding the electron there is zero so we don't need to include them in the the total number
of sites. With the lattice being terminated at those sites solution of the tight binding equation must be in the form of a standing wave. This wave must have zero amplitude on \(x=0\). The only possible form fulfilling this condition is \(\Psi_{x}^{k}=A \sin (k n)\) while the boundary condition at \(n=N+1\) gives
\[
\begin{equation*}
\Psi_{N+1}=A \sin (k(N+1))=0 \Rightarrow k=\frac{j \pi}{N+1}, j=1,2, . ., N \tag{A.6}
\end{equation*}
\]

Note that in the derivation of \(k\) we have excluded negative values of \(j\) so that it takes discrete values between zero and \(\pi\) only. Dispersion relation Eq. (A.5) becomes
\[
\begin{equation*}
E_{j}=V-2 t \cos \left(\frac{j \pi}{N+1}\right) \tag{A.7}
\end{equation*}
\]

This gives discrete energy values in the interval \([V-2 t, V+2 t]\). As \(N \rightarrow \infty\) this set of energies becomes denser until it finally reproduces the positive part \(k \in[0, \pi]\) of the first brillouin zone of the infinite chain. Negative values of \(j\) in the definition of \(k\) would give states that belong to the negative part of this brillouin zone. These states would have energies \(E_{-j}=E_{j}\) and corresponding wavefunctions related with those for positive values of \(j\) by just a phase factor \(\psi_{n}^{-j}=-\psi_{n}^{j}\).

Eigenvectors for this system are in the form of (A.1)
\[
\left|k>=A \sum_{n=1}^{N} \sin \left(\frac{j \pi}{N+1} n\right)\right| n>
\]

The factor \(A\) can be calculated by the normalization condition for the wavefunction
\[
<k \left\lvert\, k>=1 \Rightarrow A^{2} \sum_{n=1}^{N} \sin ^{2}\left(\frac{n \pi}{N+1} n\right)=1\right.
\]
the sum can be written also as \(\sum_{n=0}^{N+1} \sin ^{2}\left(\frac{j \pi}{N+1} x\right)\) since the wavefunction is zero for \(n=0\) and \(n=N+1\). When \(N \rightarrow \infty\) this can be approximated by an integral with \(L=N+1\) being the actual length of the chain
\[
\int_{0}^{L} \sin ^{2}\left(\frac{j \pi}{L} n\right) d n=\frac{L}{j \pi} \int_{0}^{j \pi} \sin ^{2}(x) d x=\frac{L}{j \pi} \int_{0}^{j \pi} \frac{1-\cos (2 x)}{2} d x=\frac{L}{2}
\]
the normalization condition becomes then
\[
A^{2} \frac{L}{2}=1 \Rightarrow A=\sqrt{\frac{2}{L}}
\]
as we would expect for an 1d infinite well of length \(L\). So the normalized eigenvector is
\[
\begin{equation*}
\left.\left|\Psi_{j}\right\rangle=\sqrt{\frac{2}{N+1}} \sum_{n=1}^{N} \sin \left(\frac{j \pi}{N+1} n\right) \right\rvert\, n> \tag{A.8}
\end{equation*}
\]

We can also calculate the density of states of this system assuming it is large enough \(N \rightarrow \infty\). In order to do this we can consider a small energy window \(d E\) and count the number of states \(d N\) (don't confuse with total number of sites) inside it. This is in principle the same as definition (A.4) when \(d E \rightarrow 0\). By using also dispersion relation (A.7) we get
\[
\rho(E)=\frac{d N}{d E}=\frac{d N}{d k} \frac{1}{\frac{d E}{d k}}=\frac{1}{2 t \sin (k)}=\frac{1}{2 t \sqrt{1-\cos ^{2}(k)}}=\frac{1}{\sqrt{4 t^{2}-(E-V)^{2}}}
\]
\(\frac{d N}{d k}\) gives us the number of states inside a window \(d k\) in \(k\) space. It is also obvious From (A.6) that there is always only one state corresponding to a specific \(k\) so that \(\frac{d N}{d k}=1\). The normalization condition \(\int_{V-2 t}^{V+2 t} \rho(E) d E=1\) makes the derived relation for \(\rho(E)\) the same as (A.5).


Figure A.5: A finite periodic linear chain consisted on N sites.

We now examine the case of periodic boundary conditions. In order to form a system of this kind we just take the 1d-finite chain discussed and connect it's edge sites one and \(N\) with a hopping. This way we form a closed chain as shown in Fig. A.5.

In this case the wavefunctions must be in the form of running waves. We choose the form \(\Psi(n)=A \exp (k n)\) and apply the right conditions as before
\[
\begin{equation*}
\Psi_{1}=\Psi_{N+1} \Rightarrow \exp (i k N)=1 \Rightarrow k=\frac{2 \pi j}{N}, j \in[1,2, . ., N] \tag{A.9}
\end{equation*}
\]

The resulting dispersion relation
\[
\begin{equation*}
E_{j}=V-2 t \cos \left(\frac{2 \pi j}{N}\right) \tag{A.10}
\end{equation*}
\]
gives again discrete energy values in the interval \([V-2 t, V+2 t]\). An important remark here is that this energy spectrum has double degeneracy. For \(j=N-j\)
\[
E_{N-j}=-2 t \cos \left(2 \pi-\frac{2 \pi j}{N}\right)=-2 t \cos \left(\frac{2 \pi j}{N}\right)=E(j)
\]

When \(N\) is even we only need values of \(j=1,2, \ldots, N / 2-1\) which give \(N-2\) states with double degeneracy. There are also two non degenerate states for \(j=N / 2\) and \(j=N\) with their corresponding energies \(E(N / 2)=V-2 t\) and \(E(N)=V+2 t\). For \(N\) odd \(j=1,2, \ldots,(N-1) / 2\) gives \(N-1\) states with double degeneracy. The remaining state is for \(j=N\) with energy \(E(N)=V+2 t\).

Eigenvectors are again in the form of (A.1)
\[
\left|k>=A \sum_{n=1}^{N} \exp \left(i \frac{2 \pi j}{N} n\right)\right| n>
\]

The factor \(A\) is easily calculated from the normalization condition \(<\Psi_{j} \mid \Psi_{j}>=1\) as in the case of hardwall boundary conditions when \(N \rightarrow \infty\)
\[
<\Psi_{j} \left\lvert\, \Psi_{j}>=A^{2} \int_{0}^{N} 1 d n=A^{2} N=1 \Rightarrow A=\sqrt{\frac{1}{N}}\right.
\]

So the resulting eigenvectors are
\[
\begin{equation*}
\left|k>=\sqrt{\frac{1}{N}} \sum \exp \left(i \frac{2 \pi j}{N} n\right)\right| x> \tag{A.11}
\end{equation*}
\]

Another interesting case is the interaction of this system with a magnetic field. Consider the closed 1d chain enclosing a magnetic flux as shown in Fig. A. 6 We know from the Aharonov-Bohm effect that a full turn around this enclosed magnetic flux will change the phase of the wavefunction by a factor \(2 \pi \frac{\Phi}{\Phi_{0}}\) with \(\Phi_{0}=\frac{h c}{e}\). For our system this implies that the wavefunction at site one should be equal to the wavefunction at site \(N+1\) multiplied by a factor \(\exp \left(i 2 \pi \frac{\Phi}{\Phi_{0}}\right)\) which gives us the


Figure A.6: A finite periodic linear chain consisted on \(N\) sites enclosing a magnetic flux \(\Phi\).
condition
\(\Psi(1)=\exp \left(i 2 \pi \frac{\Phi}{\Phi_{0}}\right) \Psi(N+1) \Rightarrow 1=\exp \left[i\left(k N+2 \pi \frac{\Phi}{\Phi_{0}}\right)\right] \Rightarrow k=\frac{2 \pi\left(j-\frac{\Phi}{\Phi_{0}}\right)}{N}, j \in[1,2, . ., N]\)
so the dispersion relation in this case becomes
\[
\begin{equation*}
E(j)=V-2 t \cos \left(\frac{2 \pi\left(j-\frac{\Phi}{\Phi_{0}}\right)}{N}\right) \tag{A.13}
\end{equation*}
\]
with the corresponding wavevectors
\[
\begin{equation*}
\left|\Psi_{j}>=\sqrt{\frac{1}{N}} \sum \exp \left(i \frac{2 \pi\left(j-\frac{\Phi}{\Phi_{0}}\right)}{N} n\right)\right| n> \tag{A.14}
\end{equation*}
\]

\section*{A. 3 2d tight-binding lattices}

We will now study some two-dimensional tight-binding models . Those are used for the modeling various layer structures in condensed matter physics like graphene that have attracted a lot of attention lately in the concept also of nanoeletronics.

\section*{A.3.1 Square Lattice}

The simplest example of a two-dimensional crystal is the square lattice, shown in Fig.
A. 7


Figure A.7: Square lattice structure

As we see every site has connections with it's four nearest neighbours via hoppings \(-t\). In analogy with the linear chain, the Schrodinger equation now becomes( see Fig. A.8)
\[
-t\left[\Psi_{x, y+1}+\Psi_{x, y-1}+\Psi_{x+1, y}+\Psi_{x-1, y}\right]+V \Psi_{x, y}=E \Psi_{x, y}
\]
where we have included the two extra hoppings in the \(y\) direction. We can solve it easily by assuming a solution of the simple form \(\Psi_{x, y}=\exp \left(i k_{x} x\right) \exp \left(i k_{y} y\right)\) where \(k_{x}\) and \(k_{y}\) are the projections of wavevector \(\vec{k}\) in \(x\) and \(y\) axis respectively. Dispersion


Figure A.8: One atomic site of the square lattice connected with it's four nearest neighbours
relation becomes in this case
\[
\begin{gather*}
-t\left[\exp \left(i k_{y}\right)+\exp \left(-i k_{y}\right)+\exp \left(i k_{x}\right)+\exp \left(-i k_{x}\right)\right]+V=E \Rightarrow \\
E\left(k_{x} k_{y}\right)=V-2 t \cos \left(k_{x}\right)-2 t \cos \left(k_{y}\right) \tag{A.15}
\end{gather*}
\]

This gives continuous energy values in the interval \([V-4 t, V+4 t]\). It also depends on two parameters, so we need a 3d plot in order to visualize it, it is shown in Fig. A.9. \(E\left(k_{x}, k_{y}\right)\) for \(t=1\) and \(V=0\) as a function of \(k_{x}, k_{y} \in[-\pi, \pi]\) which define the first brillouin zone

As we see in the first brillouin zone has the form of a square. The lines in Fig. A. 10 characterize points that have the same energy giving infinite degeneracy for all energies apart from the minimum and maximum values \(E_{\max }=4, E_{\min }=-4\). Clearly the first brillouin zone crosses the zero energy plane through four lines that form a square. For those lines
\[
E\left(k_{x}, k_{y}\right)=0 \Rightarrow \cos \left(k_{x}\right)=-\cos \left(k_{y}\right) \Rightarrow k_{x}=\pi-k_{y}
\]


Figure A.9: Energy dispersion of a square lattice.


Figure A.10: Contour plot of the energy dispersion of a square lattice.

The part of the zone that lies inside this square corresponds to negative energies with one pair of \(k_{x}, k_{y}=0\) giving the minimum value \(E_{\text {min }}=E(0,0)=-4\). The remaining points of the zone that lie outside this square correspond to positive energies. For this region there are four degenerate states for different pairs of \(k_{x}, k_{y}\) having all the maximum energy value \(E_{\max }=E(\pi, \pi)=E(-\pi, \pi)=E(-\pi,-\pi)=E(\pi,-\pi)=\) 4.

We can find the density of states of this system from (1.4) by calculating the integral in analogy with the infinite 1d-chain
\[
\begin{gathered}
\frac{1}{2 \pi^{2}} \int_{-\pi}^{\pi} d k_{y} \int_{-\pi}^{\pi} d k_{x} \delta\left(E-E\left(k_{x}, k_{y}\right)\right)=\frac{1}{2 \pi^{2}} \int_{-\pi}^{\pi} d k_{y} \int_{-\pi}^{\pi} d k_{x} \delta\left(\left(E+2 t \cos \left(k_{x}\right)\right)-\left(-2 t \cos \left(k_{y}\right)\right)=\right. \\
=\frac{1}{2 \pi^{2}} \int_{-\pi}^{\pi} d k_{y} \int_{-\pi}^{\pi} d x \frac{1}{-2 t \sqrt{1-\frac{(x-E)^{2}}{4 t^{2}}}} \delta\left(x-\left(-2 t \cos \left(k_{y}\right)\right)=\right. \\
=\frac{1}{2 \pi^{2}} \int_{-\pi}^{\pi} d k_{y} \frac{1}{\sqrt{4 t^{2}-\left(E+2 t \cos \left(k_{y}\right)\right)^{2}}}=\frac{1}{2(\pi t)^{2}} \int_{0}^{\pi} d k_{y} \frac{1}{\sqrt{1-\left(\frac{E}{2 t}+\cos \left(k_{y}\right)\right)^{2}}}
\end{gathered}
\]

For energies \(E \neq 0\) it can be proven that this has the form of a complete elliptic integral of the first kind \(K(x)=\int_{0}^{\frac{\pi}{2}} d \theta \frac{1}{\sqrt{1-x^{2} \sin ^{2}(\theta)}}\) where \(x=\sqrt{1-\frac{E^{2}}{16 t^{2}}}\). At \(E=0\) the density of states is singular and decays with a logarithmic law \(\log \left(\frac{16}{|E|}\right)\). It is plotted in Fig. A.11.

The next thing we can do is apply hardwall boundary conditions in both spatial directions \(x\) and \(y\) in analogy with the 1 d chain. Consider a finite square lattice with a total number of \(N x M\) sites. An example with \(N=4\) and \(M=4\) is shown in Fig. A.12. The wavefunction must be zero on the sites where the lattice is terminated. So it must be of the form of a standing wave as in the 1 d case \(\Psi(x, y)=\mathrm{A} \sin \left(k_{x} x\right) \sin \left(k_{y} y\right)\).


Figure A.11: The density of states \(\rho(E)\) of a square lattice for hopping \(t=1\).


Figure A.12: Square lattice with hardwall boundary conditions.

This form fulfills the conditions \(\Psi(0, y)=\Psi(x, 0)=0\) while we must have also
\[
\begin{aligned}
& \Psi_{N+1, y}=A \sin \left(k_{x}(N+1)\right) \sin \left(k_{y} y\right) \Rightarrow k_{x}=\frac{j \pi}{N+1}, j=1,2, \ldots, N \\
& \Psi_{M+1}=A \sin \left(k_{x} x\right) \sin \left(k_{y}(M+1)\right) \Rightarrow k_{x}=\frac{j \pi}{M+1}, j=1,2, \ldots, M
\end{aligned}
\]

Both \(k_{x}\) and \(k_{y}\) take discrete values between zero and \(\pi\). Dispersion relation (A.5) becomes
\[
\begin{equation*}
E(l, j)=-2 t \cos \left(\frac{j \pi}{N+1}\right)-2 t \cos \left(\frac{l \pi}{M+1}\right) \tag{A.16}
\end{equation*}
\]

As we increase the number of sites in both directions \(N \rightarrow \infty\) and \(M \rightarrow \infty\) this set of energies becomes denser reproducing the positive part \(k_{x} \in[0, \pi]\) and \(k_{y} \in[0, \pi]\) of the first brillouin zone of the infinite system.

The corresponding eigenvectors are found easily by using the wavefunction of a finite chain
\[
\begin{equation*}
\left|\Psi>=\frac{2}{N+1} \sum_{x=1}^{N} \sum_{y=1}^{M} \sin \left(k_{x} x\right) \sin \left(k_{y} y\right)\right| x, y> \tag{A.17}
\end{equation*}
\]

Another interesting case is applying hardwall boundary conditions only in one spatial direction \(y\) for example. In this case we can form a infinitely long strip of square lattice as shown in Fig. A.13. This strip commonly referred to as wire or ribbon is a useful structure for modelling various transport problems. It's dispersion relation is of course
\[
\begin{equation*}
E\left(k_{x}, l\right)=-2 t \cos \left(k_{x}\right)-2 t \cos \left(\frac{l \pi}{M+1}\right) \tag{A.18}
\end{equation*}
\]

For every value of \(l\) we can plot \(E\) as a function of \(k_{x}\). In this way we form the band structure of this semi-infinite system which is plotted in Fig. A.14. We can see that


Figure A.13: Square lattice ribbon.


Figure A.14: The band structure a an infinite wire.
all the curves resemble the band structure of the 1d-infinite chain. This is because this system is actually constructed of \(N\) infinite chains connected with each other via a constant hopping \(t\). This is obvious also from Eq. (1.19) since for a definite value of \(l\) this is just the dispersion relation Eq. (1.7) with \(k=k_{y}\) and \(V=-2 t \cos \left(\frac{l \pi}{M+1}\right)\). Those bands are also knows as channels in transport theory.

\section*{A. 4 Bloch's theorem in tight binding}

A very fundamental theorem in solid state physics is the Bloch's theorem. It allows us to calculate the wavefunction of an electron inside a periodic structure, like the lattices already discussed. Consider a continuous system with a periodic potential \(V(\vec{r})\). Bloch's theorem states that the wavefunction \(\Psi(\vec{r})\) of an electron inside this system can be simply written as
\[
\Psi(\overrightarrow{r)}=u(\vec{r}) \exp (i \vec{k} \vec{r})
\]
where \(u(\vec{r})\) is a periodic function with the periodicity of the potential \(V(\vec{r})\) and \(\exp (i \vec{k} \vec{r})\) the wavefunction of a free electron. So the wavefunction of an electron inside a periodic system is just the wavefunction of a free electron modified by the system's periodicity. We can easily apply this result on a simple tight binding lattice with zero on-site potential. Function \(u(\vec{r})\) in this case simply discretizes the free electron wavefunction \(\exp (i \vec{k} \vec{r})\), a result we have already used in the previous chapters. Bloch's theorem may not look very useful in this trivial case however it is very important for calculating more complex periodic structures.

Consider for example an 1d infinite chain with a unit cell consisting of two atoms


Figure A.15: A linear chain with a unit cell consisting of two atoms.
\(A\) and \(B\) with different potentials \(V_{A}\) and \(V_{B}\) on each, shown in Fig. A.15. The Schrodinger difference equations for the \(n t h\) unit cell are
\[
\begin{aligned}
& \left(E-V_{A}\right) \Psi_{A}^{n}=t\left(\Psi_{B}^{n}+\Psi_{B}^{n-1}\right) \\
& \left(E-V_{B}\right) \Psi_{B}^{n}=t\left(\Psi_{A}^{n}+\Psi_{A}^{n+1}\right)
\end{aligned}
\]
we can use the Bloch's theorem by taking account the periodicity of the lattice which is two times the lattice spacing \(a=1\) and write amplitudes \(\Psi_{A}^{n}\) and \(\Psi_{B}^{n}\) as
\[
\begin{aligned}
& \Psi_{A}^{n}=\Psi_{A} \exp (i k n) \\
& \Psi_{B}^{n}=\Psi_{B} \exp (i k n)
\end{aligned}
\]
substituting on the difference equations we get
\[
\begin{aligned}
& \left(E-V_{A}\right) \Psi_{A}=t \Psi_{B}(1+\exp (-i k)) \\
& \left(E-V_{B}\right) \Psi_{B}=t \Psi_{B}(1+\exp (i k))
\end{aligned}
\]


Figure A.16: A linear chain with a unit cell consisting of three atoms.
now we can solve this system of equations in order to get it's eigenvalues
\[
\begin{gathered}
\left|\begin{array}{cc}
E-V_{A} & -t(1+\exp (-i k)) \\
-t(1+\exp (i k)) & E-V_{B}
\end{array}\right|=0 \Rightarrow E^{2}-E\left(V_{A}+V_{B}\right)+V_{A} V_{B}-2(1+\cos (k)) \Rightarrow \\
\Rightarrow E_{ \pm}=\frac{\left(V_{A}+V_{B}\right) \pm \sqrt{\left(V_{A}-V_{B}\right)^{2}+8(1+\cos (k))}}{2}
\end{gathered}
\]

So the band structure of this periodic system is consisted of two energy bands. Their number is equal to the number of atoms inside the unit cell which is a general rule for those kind of systems.

We can easily extend this method on a system with more than two atoms inside it's unit cell. For example in the case of three atoms which is shown in Fig. A.16. in analogy with the previous system we would have to solve the following system of equations
\[
\begin{gathered}
\left(E-V_{A}\right) \Psi_{A}=t\left(\Psi_{B}+\Psi_{C} \exp (-i k)\right) \\
\left(E-V_{B}\right) \Psi_{B}=t\left(\Psi_{A}+\Psi_{C}\right) \\
\left(E-V_{C}\right) \Psi_{C}=t\left(\Psi_{B}+\Psi_{A} \exp (i k)\right)
\end{gathered}
\]
the \(3 x 3\) matrix whose determinant will give us the eigenvalues of the system is
\[
\left|\begin{array}{ccc}
E-V_{A} & t & \exp (-i k) \\
t & E-V_{B} & t \\
\exp (i k) & t & E-V_{C}
\end{array}\right|
\]

This is actually the Hamiltonian of an 1d closed chain enclosing a magnetic flux. The original periodic system is formed by infinitely repeating it's unit cell. This is equivalent to connecting it's edge sites \(A\) and \(C\) and then applying a magnetic field through it which introduces a phase factor in the wavefunction according to the Aharonov-Bohm effect.

\section*{\(\Sigma u ́ v o \psi \eta\)}
























 \(\alpha \sim \vartheta \vartheta \rho x \alpha[7,8]\).



















 \(\pi \circ \cup \alpha \pi \alpha \iota \varepsilon\) ítal.








 \(\chi \alpha \tau \varepsilon ́ \sigma \tau \eta ~ \gamma \nu \omega \sigma \tau \dot{\eta} \omega \varsigma\) Random Matrix Theory (RMT) [12,13,14].










 oঠ̀クүoúv \(\sigma \varepsilon\) عvтотьбนó Anderson [21].



\(\delta \iota \alpha ́ \sigma \tau \alpha \tau \omega \nu \sigma \cup \sigma \tau \eta \mu \dot{\alpha} \tau \omega \nu, \gamma \nu \omega \sigma \tau \alpha \dot{\alpha} \omega \varsigma\) 2d Electron Gas (2DEG) [22]. Eлıл入غ́ov, \(\lambda o ́ \gamma \omega \tau\)












 \(\varepsilon \pi ı x \rho \alpha \tau \varepsilon\) í.
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 \(\alpha \nu \alpha ́ \mu \varepsilon ı \xi \eta ~ \alpha \chi \mu \omega ́ \nu\) zigzag \(\chi \alpha \iota\) armchair.


























 Wigner \(\gamma \iota \alpha\) тo \(P(S)\) аvaঠ́vetal.






 \(\varepsilon \nu \delta \iota \alpha ́ \mu \varepsilon \sigma \eta \mu \varepsilon \tau \alpha \xi \dot{\prime} \mu \varepsilon \tau \alpha \dot{\alpha} \lambda \omega \nu\) каl \(\mu о \nu \omega \tau \omega \nu\).
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