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Hepinym

H mapovoa epyacia mapovsidlel v vAomoinon evdg ekmadevtikov chat bot mov amavtd
TEKUNPLOUEVE GE EpMTAUATO oYeTICONEVA P TO TN, aE10To1dVTOG TPOGEYYIoN
Retrieval Augmented Generation. Apyikd, Tpaypotonoleite web scraping Tov 16TdTonon
o€ OAQ T TUNHOTO (AVOKOIVADGELS, TPOCOTIKO, Ypoppateio K.AT.) Kot Ayn — eneepyacia
tov covnuuévav pdf. Ta éyypaga petatpénovior o€ KaBapd KELEVO YPNOLULOTOLOVTOG
dpopeg TeEYVIKEG. APOD YIVOUV Ol ATOPAITNTEG TPOTOTOGELS, TO OEGOUEVAL
aroOnkevovtar o SQLite fdon émov Katackevalovtal corpus oe chunks pe gvpetnplo
FTS5/BM25 ywo Ae€ucny avalnnon. [HapdAinia, Ta idio amroctdcpato vroroyilovral
embeddings kot amobnievoviar ce ChromaDB, emitpénovtag onpacioloyky avalnmon.
H avéxtmon etvar vPpidikn, Ta amoteAéopoto omd T AeEIKN Kol GNUAGIOAOYIKT
avalnon ocvyywvevovtar pe Reciprocal Rank Fusion, evd ypnotponolovvtal epyoieio
Yo TV daTpnon cvopepalopévav kot tnyov. 'Enetta, to kaAlvtepa anoteléspota
TPOPOOOTOVV £VA TPOCEKTIKG Gyedacévo prompt tpog 1o LLM, 10 omoio mapdyet
ouvtopeg kot eAEyEpeg amavinoelc. H oemaer| vAonoteite oe Gradio, mpoc@épovtag

pvOuicelg TapanéTpmy Kot eEaywyn cuVouAiog.

AéEerg kKhewrd: RAG, ChromaDB, Embeddings, LLM, BM25
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Abstract

This thesis presents the implementation of an educational chatbot that provides evidence-
based answers to department-related queries using Retrieval-Augmented Generation
(RAG) approach. Firstly, the department website is scraped across all sections
(announcements, staff, secretariat, etc.) and attached PDFs are downloaded and processed.
Documents are converted to clean text using various techniques. After the necessary
preprocessing, the data are stored in an SQLite database, where the corpus is split into
chunks and indexed with FTS5/BM25 for lexical search. In parallel, the same chunks are
embedded and stored in ChromaDB to enable semantic search. Retrieval is hybrid: results
from lexical and semantic search are fused via Reciprocal Rank Fusion, with additional
steps to preserve context and source traceability. The best results then feed a carefully
designed prompt to the LLM, which produces concise, certifiable answers. The user

interface is implemented in Gradio, offering parameter controls and chat exports.

Keywords: RAG, ChromaDB, Embeddings, LLM, BM25
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Kepdiawo 1 — Elcayoyn:

1.1 I'evikd Teyvoroywo IThaicto

Kdabe topéoc g xowvaoviag, v teAevtaio dekaeTio, £xel ennpeactel paydaio amd TV
eEEMEN TOV TEYVOAOYLDV TANPOQPOPIKNG KOl TNAETIKOW®VIOV, HE KOPLO GTOYXO TNV
exmaidoevon. O tpdmog 0 omoiog ot POITNTEG OAANAOEMIOPOVV LE TO TOVETIGTNUIOKO
ePIPArLov £xel aALAEEL e€aTioG TS GLVEXNS YNPLOTOIN G VINPESIDOV KO SLOOIKAGIDY TO
07010 £YEl ONUIOVPYNOEL VEEG OTOLTIOELS Y10 O YPNYOPT KOl OTTOTEAEGLLATIKY TPOGPOoN
otV TAnpoopio. H a&lomoinon odyypovev teyvoloyudv Kpivetar amapaitntn A0y® Tov
aLENUEVOL GYKOV dEJOUEVMV TTOV dlaXEPIlovTat 01 POITNTEG GE GLUVOVACUO LE TIG OVALYKES
EMKOWVOVIOG L€ TIC LANPECIEG KAl TOVG O0G0KOVTIEC. XTO TAaiclo ovtd, 1 Texyvmt
Nonpoovvn (Al) kot ot KAdoot g, Mnyavikn Mabnon (ML) ko 1 Babud Mabnon (DL)
,LOVOOEIKVOOVTOL MG 1GYVPA EPYOLEID TOV TPOGPEPOVY KOUVOTOUEG ADGELS OTIG OVAYKES TNG

EKTTALOEVOTG.

1.2 To mpoPAnua ko 1 avaykn mapéppoong

270, TOVETICTHUIO TOPATPOVVTOL CNUAVTIKES OVOKOAEC otnv dupeon kot afldmot
EVNUEPMOOT] TOV QPOLTNTOV Yo aKOOMUOTKE Oépota mapd TV ypoN TOWKIA® YNnelaK®v
TAOTQOPU®V OTWG M 10TOGEAMOA TG OYOANG. Ot O10IKNTIKEG LANPEGiES KOAOVVTOL VO
OLLYELPIGTOVV LEYAAO OPOLO CLTNUAT®V TTOL GLYVA ETAVOAAUPAVOVTOL, OTTMG EPMTICELS Y10
mpobeopio ONAdcemy podnudtov. Me v ido Tpoontiky , Kot ot dddokovteg dEyovTol
TANOodpa unvopota kot email yo {ntApata to omoia Oa propodcoav vo arovinbovv dusca
HEC® EVOG GLTOUATOTOMNUEVOL GLGTHLATOG. AOY® TOV POPTOL AVTOV, TO ATOTEAEGHA Efvat
kabvotepnoelg Kot EXPEPLVON TOV LIANPEGLOV TO OTOI0 KATUANYEL GE SVOAPECKELN TOGO
Ao TNV TAELPA TOV POITNTAOV OGO Kol Ao T0 TPOcOTIKO. ETot, ToAA0l o1tnTég GTpEPOVTIL
o€ ATVTO PLEGA, OTMG OUAOEG GTOL KOWVMOVIKA d1KTLO, OOV 1) €YKLPOTNTA TNG TANPOPOPiag
ovyva dev tvan ykvopn (Winkler & Soellner, 2018). Xto mAaicio ovto, n epyacio mpoomadel
va avartuEet Eva eDPLEG GVOTN A, chatbot £101kG GYESAGLEVO Y10 TIG OVAYKES TTOL ALPOPOVV
10 TEPIPAALOV TOV TavemoTiov. 'Eva 11010 cVGTIA LTOpEl VO ATOGLILPOPT|GEL TO £PYO
TOV OLOIKNTIKAOV VINPESLOV OTMG KOl TOVG PO1TNTEG 0lpov Ba amoteléoet Eva omnpeio dpeong

kol agidmotg mAnpoeopnonc. H evooupdtoon tov chatbot oe mAoatpoOpupeg mov



y¥pNooToovVTaL MO Om®G 1 10TOCEAIdN TG OYOoANG, umopel va cupPdrier otnv

dnpovpyia evog Mo GLVOTTIKOD Kol AEITOVPYIKOD GUGTILOTOG EKTOIOELONG.

1.3 MeBoooroyikn IIpocéyyion

H avdntoén tov cvotiuatog mpovmobétel v Katavonon Pacikov apymv e Texvntig
Nonpoovvng. 'Etot, n Al opiletatl og to emoTHOVIKO TESTIO TOV EMIIDKEL VAL KATAGKEVAGEL
UNYOVEG e duVATOTNTEG AYNG ATOPAGEMY KOl TPOGOUPHOYNS 0T ndbnon, oe Pabud mov
npocopotdlel v avOpomvny vonuoovvn (Stuart J. Russel & Peter Norvig, 2022).H
Mnyavikn Mdbnon, o¢ vad ernimedo tg Al ,0lvel v duvaTdTTO GTO. GLGTHLOTO VO
Bedtidoovv ™V amdd0cN TOVG HECH TNG EUTEPIOC, YPNOYOTOIDOVTAG dedopéva Yo Vo
aviyvevcovy mpdtuma kot vo kévouv mpoPAréyelg (Moors et al., 2015). Télog, n Babid
MéOnom, pe v Ponbero mOAD emimeEd®V VELPOVIKOV OIKTLMOV, KAOIGTA E€PIKTY TNV
KaTovoONnon ToAVTAOK®V d£d0UEVOV, OTMG 1| PLGIKN YADOGGO Kot 1 eneepyacio ewovas. [
avtd tov AOYo, Bsmpeitor kaToAvTig Yoo v mpdodo cvyypoévov chatbots (Baldi &

Sadowski, 2016).

1.4 Xxomndg ko Xtoyot g Epyaciog

H oavémtoén g ocvykekpipévng SmAopoTikng epyaciog oev mpoopiletar poévo oty
amoTOTMGT GLYYPOVAOV TAcEWV Kot BipAtoypapiog yOp® and ta chatbot, aAAd Tpoympd otV
vAomoinomn &vog cuoThiuatog To omoio Bo afodoynfel amd EoITNTEG Kl TIC OLOIKNTIKES
vanpecieg Kot Ba TPOGEEPEL YPNOUYLO. GUUTEPAGUOTO Y10, TOVG TEPLOPIGHOVS KOl TNG
dvvatotteg g texvoroyiag avty. H epyacio dev pével oe Bewpnrikn owdotoot, oAAL
npoonabel va amodeifel oty mpdén 0tL 1 Teyvnt) Nonupoovvn umopel va Pedtidoet v
KaOnuepV]  QOUNTIKY]  EUMEPiO, TPOGPEPOVTAG £€VO  AUEGO, Ol OPACTIKO Ko

AMOTEAECUATIKO LOVTELD ETKOVOVIOG.



Kepdiaro 2 — Osopntikd YnoBadpo

2.1 Chatbots — Opiouog ko Iotopikn EEEMEN

Ta chatbots, 1 oAldg cvotiuota cuvouthag , To omoio opilovion ®G TPOoypapUaTO
VTOAOYIOTMV OV £X0LV dNpovpyNdel yio va aAANAoemdpoHV e Tov ¥pnot Héso amd T
QLOIKY YADGGO 1) omoia pmopel va eivar gite ypamt gite o mpopopikn poper|. O Pactkoc
61OY0¢ TOVG £ivat, vo pmBovv v avOpOTIVY] CLUTEPIPOPE KOl VO TPOCSPEPOVY YPTCUEG
TAnpogopieg , kaBodynon 1 vrootPiEn o€ dAPOopPovs Topeic, amd v e&uanpénon
meEAaTOV PEYPL Ko TV ekmaidevon. H 10éa Tov cuotiuatog autov dgv gival Kotvovplo apon
Nnon amd v dekoetioo Tov 1960 mapovsidomre to ELIZA |, mov dnpiovpynbnke omd tov
Joseph Weizembaum oto MIT. To ELIZA emyepodoe vo TPOCOUOIACEL £€vol

Yuxo0epamevtr]  YPNCLOTODVTOG  KOVOVEG — OvTloToiylong Aé&ewv —  KAEWIDV,

ATOJEIKVOOVTAG OTL 0KOLOL Kot Aol odyopiOpot £xovv duvatdtnTa £vOg ‘EELTVOL’ d1AdYOL

(Joseph Weizenbaum, 1966).

Ewoéva 1. ELIZA, to mpmto ChatBot.

2 ovvéyewa, akohovbnoe 10 PARRY oty dexaetia tov 1970, to omoio o pdAog Tov ftav
VO OVOTTOPOGTIOEL T1 GUUTEPLPOPA EVOC avOpmmov pe mapavoikn otatapayr). To PARRY
NTOV 7O TEGTIKO 0POV YPTGLULOTOOVGE GVVOETES GTPATNYIKES SLOAOYOV KATL TO 0Oi0 TO
ELIZA bgv ékave. Me v mdpodo tov ypovov, ta chatbots cuvéyicav va eEehMccovtat, aAld
TOPEUEVOV TEPLOPIGUEVA OTIC dSLVOTOTNTES TOVS 010TL oTnpilovtay Kupiwg o€ Kavoves (rule
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-based systems).H peydin ovamtoén Mpbe pe v mpdodo g Mmyoavikng Mdabnong
(Mechine Learing- ML) kot votépa ¢ Babidg Mabnong (Deep Learning - DL). Ta moAAd
EMMESN VELPOVIKOV SIKTUMV KOl 1) dUVATOTNTO YEPIGUOV UEYAAOL OYKOL OEOOUEVOV
EMETPEYAV OTNV KaTookeL Twv chatbots, Tov forjncav Ta GuoTHUATA CVTA Ol OTAMG VO
akoAovBovv mpokabopiopuévoug Kavoveg aAld vo uropovv va ‘pabaivouy’ ta potifa g
YAdooag. Xt dekoetio Tov 2010, pe v gpedvion tov Meydhov INwooikdv Movtédwv
(Large Language Models - LLMs) , 6ntwg to GTP, 1o povtélo avtd améknoov tnv
KovOTNTO KOTOvON oG Kot onpovpyiog e euoikng yAwooog (Vaswani et al., 2023). X
ovyypovn enoyn, ta chatbots amotelobv dpun texvoroyia pe epapproyég mov ayyilovv éva
evpl pdopa topéwv. Edikdtepa oty eKTaidgvon, ¥pNOUYLOTOI0VVTOL Y10l VO, SIEVKOAVVOLY
™ TPOSPOoT GTIG TANPOPOPIES, Y10 VO EVIGYLGOVV TNV EMIKOWVMVIO LE TO TOVETIGTHLLLO
aAld Kot Yoo voo mapéyovv e€atopikevpévn vrootpiEn pabnong (Winkler & Soellner,
2018). Ta mepapatikd otddio tng dekoetiog tov 1960 €mc kot to onuepvéd LLMs,
kaBpentiCer v mopeia g Teyvntig Nonuoovvng kot v aAAnAeniopacn g MHE TIC

aVAYKES TIG EKTAIOELONG KO TNG KOWMVING.

2.2 Enelepyacio Pvoing 'Adocag kow LLMs

H eneéepyacia g Ouvowkng I'hdoocag (Natural Language Processing- NLP) kafictatot mg
€vag amd TOLG CNUOVTIKOTEPOLS KAAOOVS TG TeXVNTNG Nonuoobvng, e KOPLo 6TdXo TNV
avantuén pnefddwv Ko adyopiBpmv mov emTPEMOVY GTOVG VITOAOYICTES VO KATOVOOVV, Vo,
gpUNVELOLY Ko va, Tapdyovy v avOpomivn yAowosd. H NLP, cuvokdalel yYAwcGohoyikég
Bewpieg pe otatiotikd ko podnuotikd dedopéva. ‘Etot, €xer Ppet epappoyn oe peydro
TAN00C KaBMUeEPVAOV TEXVOAOYUDV, OO TO, GUCTHLOTO AVTOUATNG LETAPPAOTG MG KAl TO
chatbots Ta omoia ypnoonolovvtar oy eknaidevon (Jurafsky & Martin, n.d.). 'Evag and
ToVvg o Pacikovg tpdmovg enelepyaciag Kot avdAvong kewévov givor To tokenization
onAadn mn ddomaon pog mpodtacng oe pukpdtepa tunuata (tokens). Avédioya pe v
epoppoyn, to tokens pmopel va etvon AéEelc, pkpdtepésg AEEEIC aALL KoLl YOPOKTNPEGS.
INUEPO, TO YAMGOIKA LOVTELD YPNOLUOTOIOVV GLYVA LKpOTEPES AEEELS (Sub tokenization),
n omoia BonBa otV KaTavONon TOAADV Kol ayvootov Aécemv. [Ma mapdaderypa, n AEEN
‘avBuylewvog’ pmopet va yopiotel o pikpotepeg Aégeig (‘avl”’ vyev’,’0g’), kATl TO 0moio
EMTPENEL TO LOVTELD VO OVALYVOPIGEL TO VONUOL aKOWO Kot av dev €XEL OEL TOTE VTN TV
AEEM. T ovvéyela, Exovpe T dwadikacio Tng lemmatization to omoio cuvoéet kdBe AEEN pe
™ Poaowkn popen (Aquupa). ‘Etol, ot dtapopetikéc popeés pog AEENG opadomolovvtal,
LELOVOVTOG TNV TOAVTAOKOTNTO TV dES0UEVOV. e YADOOEG OTWG 1 EAANVIKY], TOV KOTEXEL
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TAoVG10 AeEIAGY10 glval Wlaitepa onNUavTIKO S1OTL P AEEN pmopel voL ELQOVIGTEL 6 TOAAEG
KMTwcég popeés. H lemmatization eEac@alilel nv opbn yAwoowm eneéepyosio kot av&dvet
mv a&lomotiog avaivong o€ avtifeon pe To steming mov a@opel KataAnEelg yopic v
vAwoown axkpifela (Manning et al., n.d.). Me v pébodo tov part — of — speech tagging
(POS tagging) emitpémetol 1 ovayvapion TS YPOUUATIKY Kotnyopiog Kabe AéEng péoa og
po tpotaor. o mapdostypa, n AéEn ‘dwfalel’ avayvopiletor ©g¢ pnpa, evod 1 AEEn
‘Oapoocpa’ wg ovoraotikd. H mAnpogopia avtn, elval dwitepo onuavtikny kabng Bondd
OTN KATOVONOT TNG CUVIOKTIKNG OOUNG KOl TNV auTOHOTN HETAepoon 1 TV eEaywyn
kelpevov o epappoyés. Zta LLMs, n POS avdivon evoopatovetonr Eupeco pe v
eKTaideVOo ,KATL TOL eEakoAovOEl va amotelel Kpioo oThd10 oe TOAAEG epappoyég NLP.
EmumAéov, po and g onpoviikotepeg epoppoyng e NLP eivon n sentiment analysis.
Méoca and tovg alyopiBuovg , dlvetar n dvvaTOTNTO VO TPOGIOPIGTEL OV 0 TOHVOG TOV
KEWEVOL gtvan BeTikdc, apvnTikdg 1 ovdétepog [a mapddetypa, o a&lohdynon and Evav
eoutnt o0nws, ‘“To pddnua frav gvydpioto’ avayvopiletor og Betikd, oe avtiBeon pe v
npotaon ‘H emwowvavia pe tov kabnynt ntav S0oKoAn’ mov ta&vopeitor og apvnTiky.
Me v oavdilvon tov cvvoicOnuatog otvetar 1 duvatdtnto omd TG VANPECiES va
avTIAapUPavovTal TG OVTIOPACELS TOV QOITNTMOV KOl Vo, Tpocsopuolovv avdioyo v
vrooT PN mov mapéyovy. ‘Etot, ta mavemotuokd chatbots, éxovv Wdwaitepn onuocio kot
a&io. Zto tpota cvotipoata NLP ot teyvikég tokenization, lemmatization ko POS tagging
vAomoroHvTal EEYMPLETA e CLUPOAIKOVG 1 oTaTIKOVG aAyopiBuove. Ta cuyypova LLMs cg
avtifeon, EVOOUOTOVOLV HEYAAO €VPEMC OVTAOV TOV KOVOVOV OTNV  €KTaidgvon,
pofaivoviog Eupeca Toug Kovovee YAWoo®v. Avtd odnyel o pwoe MO ‘QUOIKT’
aAAnAenidpacn Omov to. chatbots pmopovv va avtamokpivovior pe avénpévo emimedo

Katovonong Kot tpocappoctikdttos (Vaswani et al., 2023).

2.3 Chatbots otnv Avotatn Exnaidgvon

H ypnon tov chatbots otnv avodtotn exmaidevon pmropovv va cuppdriiovy oty Pertioon
NG AKOONUOTKNG EUMELPIOG Y10 TOVG POITNTES OGO KOl TNV SIELVKOAVVOT| TV SLOTKNTIKMOV
dwdkactdv. Ta cuoTHuATe OVTH, UTOPOVV VO TPOGPEPOVY QLECT) TANPOPOPIN GTOVG
QOLTNTEC GYETIKA [LE TOL TPOYPAUUOTO CTOVOMV, TPOOEGIES KAl EYYPOAPES ,LLEUDVOVTOS TOV
@OPTO TOV OLOIKNTIK®OV LAINPESIOV pésa amd Tig Teyvikég NLP ko LLMs (Stuart J. Russel
& Peter Norvig, 2022). 'Eyetl epaplooTel [ie EMTUYIO KoL Y100 KOO LOTKT) VTOGTNPIEY], OTTMC
eavepoveral and to mapaderypa tov Jill Watson oto Georgia Institute of Technology tov

HITA, mov Aertovpynoe kot o¢ eikovikog Bondog oe dradiktvaxd podnpata (Watson et al.,
5



n.d.). Méow Tmv sentiment analysis ,pumopel va tpoc@epbet kot yoyoAoytkn VTOGTAPIEN KATL
70 01010 deV AVTIKADIGTA TOVG £101KOVG AALA AetTovpYel w¢ emmAéov Tapdyovtag (Vaidyam

etal., 2019).

2.4 ITieovextpata kou [Ipoxinoelg

ZNUOVTIKA 0QEAN TPOGOEPEL M XpNoT Tov chatbot otnv avdtarn exnaidevon. AlevkoAbvel
TOVG POLTNTEG VO £X0VV TPOSPacT] 68 TANPOPOPIES, LE AUECES ATAVTIGELS Y10 OKOOT)LLOTKEL
Kol 010kNTIKA {ntipoto pe ypovikn dwabeciuomta 24 opodv (Okonkwo & Ade-Ibijola,
2021). IapadAinia, Ta chatbots pmopodv va ypnoiomombovy kot vo AEITOVPYHGOVY MG
CUUTANPOUOTIKG epyoreio paONoNG, OTMG KOOI YNON TN UEAETN, YEYOVOC TTOV EVIGYVEL
v egatopikevon g exmadevtikng sunelpiog (Winkler & Soellner, 2018). Qotoco, n
EVOOUATMON OVTOV TOV TEYVOAOYLOV GLVOIEVETAL e TOAAATAES TPOKANOELS . Mia Bacikn
mpoKAnon eivar n okpifeln TV amavincewyv, KoOOG To YAMOOIKO HOVTEAX Ogv glval
aAdvOaoto Kol UTopovV Vo EUPOVIGOVV TOPOTANVNTIKEG OmavTNoel,. Mio emumAéov
TPOKAN O Elval 1] TPOOTUGIO TPOSHOTIKMY OESOUEVOV Kol 6T cvupdpemon pe to GDPR,
kafdg To cvoTNUATE VT €VOEYETOL Vo emeEepyacTobv gvaicOnta otolyeio PoltnT®OV
(Floridi et al., 2018). Zvvendg, vTapy oLV TPOKANGELG TOV GYETILOVTOAL LE TNV GLUUOPP®OT)|
Kol 0modoyn TV ¥PNOTAOV, KOOMG LITAPYOLV POITNTES Kol S104GKOVTEC 01 0Toiol EKPPAlovV
EMPLAGEEIC KOl TV dVGOPECKELN TOVG OYETIKE pe TV modoywykn afio tov chatbos
(Zawacki-Richter et al., 2019). TéAhog, evd to. chatbots amotehovv KatvoTopo epyaieio yio
TOVETIGTN L, 1] ETLTVYNG AELOTOINGCT) TOVS amaLTEl IGOPPOTIN AVAUEGH GTO TAEOVEKTILLOTOL

KOl TOLG KIVOUVOLE TOL KATEYOLV.
Kepdiato 3: Avaivon kot Zyedioon ZueTHUOTOG

3.1: Xvvontikn meptrypapn

O ot06)0¢ T0V cvoTNUATOG givar éva ekmondevTkd chatbot ywo v 16TOGEMON KO TOL
padnuota tov Tupatog, Tov amAVIQ GE EPMTNCELS POLTNTOV, SONCKOVIOV EITE KOl TNG
ypappoateiog a&oroiwvrog RAG (Retrieval Augmented Generation): avtAiel omoomacpota
amo To emionpUo LAIKO (oeAideg ,avakovmaoels, yypaga PDF) kot cuvbétetl amavimoeig pe
naponounég ota ekdorote URLs 1) pdfs. H apyrtektovikn ivar vfpidikr, cuvovdlet Aektiky
avaxtnon mAnpogopiag pécw BM25 médve oe FTSS5/SQLite xou onpaciodoyikn pe
embeddings ypnoyonowwvtag 1o povtéro intfloat/multilingual-e5-large (huggingface) ko

amofnkevon oe ChromaDB, evd 1 telkn amdvinon mopdyetol omd 10 EAAVIKO YAWGGIKO
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povtého LLM ilsp/Llama-Krikri-8b-instruct. H wpoowpivi) diemapr, mpog tov ypno

vionoteite pe Gradio Chatlnterface yio amAd kon kaBapd User Interface.

3.2: ApYITEKTOVIKT] GLGTNUOTOG Kot BAcT 0E00UEVDV

H apyrtektovikn tov cvotiuatog amoteieite amd 5 dakptd otddia, (o) GLAAOYY TOL
epleyopévon pe web scraping omd TiG €VOTNTEG TOV 1GOTONOV (OVOKOIWVMGELS, OPAGCELS,
yYpoppoteio, poabquoto, Tpocommikd K.AT.) kot AMym tov apyeiov pdf, ek tov omoiwv
kaBapilovtarl amd html og text apyeio kot onpovpyovvtar wivakeg CSV yia v KaAvTepn
opyavmon kot tyvniaciuotnta tov dedouévav, (B) petatponn tov apyeiov pdf oe text
apyela, (y) oamobnkevon kot odewtoddtnon oty Pdon (SQLite) pe dmuovpyia
corpus_chunks mavem oto omoia ytiCetar FTSS (mov mepiéyet BM25) dote va methyovpe v
Aextikn ovalnmon (SQLite), (0) avéxtnon tov dgdopévav pe vppoikny avalntnon
(Microsoft Hybrid Search) mov cuvovaler BM25 kot onpactoroyikn avolftnon pécm

embeddings mov amoOnkevoviow oe ChromaDB (ChromaDB) kot (g¢) ovvBeon g

ATAVTNONG and T0 LLM (GeeksForGeeks).
- Document
- Embedding
Knowledge Data
Base Chunks o
T O T
32 N
£ = -
Vector DB Retrieved
User Query Documents
. § Query
Embedding

Ewova 2. Aettovpyeia evog RAG cuotipatoc.

Ta dedopéva ywpiloviar COUPOVA PE TIG EVOTNTES TOV TUNIOTOG OVOKOIWVAOGELS, OPACELS,
ypappoteio k.An. H k40e evotnta amodnkevetot apyikd oe Eexwplotd pAKEAO, OOV LITAPYEL
évag eakelog pe to text apyela kot éva CSV apyelo pages.csv, 10 apyeio avtd mepiéyet
YPNOES GTAAES Yo TNV KOOI YNoN Kot 0pydvewon TV ded0UEVODV (EVOEIKTIKEG GTNAEC:
url, title, text path, chars,doc links,follow links) . Ta pdf apyeio xoataypdoovior cto
eakero pdfs, aeov yivouv ot amapoitnTeg UETOTPOTES ONUIOVPYOLUE £vav  (PAKELOD
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pdf processed ®ote va dwatnpeiton EeKABapN GVOYKETION HETAED EVOTHTMV KOL EYYPOPADV.
[Mopdiinia, dnpovpyovpe éva emmiéov CSV apyeio mov kabodnyel OAeS TIC EVOTNTES e
ta. kobapiopévo apyelo oto file manifest.csv. Ztn Pdon oedopévov kabe evotnta
avTioTol el o€ mivaka * pages (m.. actions pages yio TiG dpacTNPIOTNTEG TOL TUNLATOG),
ta pdfs amoOnkevovtal emiong pe TpOTO MGTE Vo dratnpeite 1 cuoyETion petald eyyplowv.
['a 10 RAG dnpovpyovvrar corpus_docs éva avé oeiida 1 pdf keipevo kou corpus_chunks
omov tepayilovron ava mepimov 1000 yapakmpeg kot overlap mepimov 180 yapoakmpeg yia
ovvoyn ( chunking Microsoft, n.d.). IIdvew ota corpus chunk ytiCeton FTSS5 gvpetnpio
(fts_corpus) mov mopéyxer BM25 vyia v Aektikny avalnmon. I[MoapdAinia ta i
corpus_chunk kwdwonoobvtar oe embeddings pe intfloat/multilingual-e5-large Kot
amoOnkevovtar oe ChromaDB (persistent collection) (ChromaDB, persistent collection). H
teAkn kotdataln mpoxvmtel pe Reciprocal Rank Fusion (RRF) d@ote v cvvdvdlovron
ooppomnpéva ot Ae€ikéc kot onpacioloyikés evoeifelg (RFF Microsoft). Ta top-K
amoomdopoto wEPvoLy ®¢ context oto LLM, to omoio moapdyelr po cvuvioun kot

TEKUNPLOUEVT OTAVINGT LE TOPOUTOUTES OO TIC EKAGTOTE TNYES.

3.3: Agrtovpykég Kat pn AE1TOVPYIKES AmTOLTNGELG

AEITOVPYIKEG AT OELS:

® XUVOlAio GE QUGIKN YADGGW: EPMOTNCES/AmavTNCElS oTo EAANVIKE kot AyyAikd
oMoV YpeldleTol [Le O10THPNOT GUVTOUOL IGTOPLKOD LE TV dVVATOTNTO 00O KEVLGNG
g cuvopAiog.

e RAG avakmon: vpokn avoltmon (Ae&ikn + onUaGIOA0YIKY) Kot ETAOYT TV
top-k amoomocpdTov.

o [lopomounéc: kB amdvnon cuvodevETOL Amd TOLAdYIGTOV £va url doTE 0 ¥PNoTNG
Vo Umopel vor EmaAnBgvEL TNV AAVINON.

o Auwyeipion afePardonrog: ot mepintwon EALEWYNG TNYNS N YAUNANG CUVAPELOS, TO
cLoTNUA EPEAVILEL GOPES VL.

e PuOuiceig and Ul mapapetponoinon k, n_lex, n_sem, w_sem, temperature.
Mn AertovpyIKES QmOTHGELS:

o Axpifela: =70% ypnotikn opBOTTO 0E GET amavtioewV pe 30 pwTNOELS.
o Xpdvog amokpiong: 6-15 devteporenta end-to-end (avalnmon+LLM) ce GPU
nepPdArov.



o [IposPacipudtra: Ul giAikd mpog to xpnot.

Kepdiaro 4: YAomoinon

4.1: Web scraping: [1log cuAdéyom ta dedopéva (modules & helpers)

210y06 Kot apyéc oyedloong:

To web scraping PETATPETEL TNV 1GTOCEAIDO TOV TUUOTOG GE EVKOAN avolnTNOLa apyeio
pe mTANPN 16TopIKd. Avtd mpeite cOpPvVo pe TIG €€Ng apyés: (o) avamapoy®yHOTNTO
onAadn OAa ta apyeion €govv 10w doun €£660v avh ektédeon. (B) yvnmAiacpudtra,
onuwovpyeite éva CSV apyelo avd evomrta. (y) avlextikdomnto S0TL VIAPYEL KOWO
nepPdAlov mepmynong, xepiopdc expanders kot lazy-loading, éAeyyot yio Kevég oeAidec.

(0) kaBapoTnTO TEPIEXOUEVOD PEG® TNG apaipeons BopvPov.
Pon| extéleong:

To app.py Aettovpyel og onpeio ekkivnong tov cLGTHHOTOS: PopTdVEL Ta apyeion YAML
ava evotnta (m.y. students.yaml, actions.yaml k.Amw.), dnpiovpyei €va kowvo headless Chrome
Kot yloo kKabe evotnta KaAel tn ovvdptnon run_sections() Tov avtictoyov module (m.y.
students.py, staff.py x.An.). KadBe extéheon mapdyst £€£000 o€ @akelo g evotTnTag LEGQ
GTOV TPEYOVTIO (AKEAO run, OmOv AmoBNKELOVTOL TO Pages.CSv e T LETUOESOUEVO KoL
apyeio pages/<sha256>.txt pe «wabapd «weipevo. Omov amorteiton  dnuovpyodvtol

eEedkevpéva apyeio csv (.y. announcements.csv, items.csv, lessons_plan.csv)
Yrodoun mpoypdppatog mhonynong (Selenium/Chrome):

To browser.py divet gviaio cuumeplpopd Katd v ektédeon tov apyeiov. Asttovpyel yopig
ypaowod mepiBdAiov (headless), kaBopiopévo user-agent(Chrome/Mozilla), yAmdooa,
YPOVIKA Opta (timeouts) ko péyeBog mapabipov. [apéyer fondntikéc cuvaptioelg Ommg
goto(), wait_css(), wait_xpath vy avoapovég, scroll lazyload() yio @optwon duvapkov
nepleyopévov, expand common() yio GVOLYHO ETEKTOCT GE TOPEUPEPEG GVVOEGOVG K.O.
Me avtd 10 TPOTO OAO TOL VTOGLGTHUATA EXOVV GTAOEPT Kol TPOPAEYIUT GUUTEPIPOPEL, EVAD

HELDVOVTOL Ol TUYOHEG 0IoTOYIES KOTA TNV EKTEAEDT).

E&aywyn and Document Object Model og keipevo:



To extract.py avoroppdvel tov Kabopiopd Kot v amddoon Tov Tepleyopévon. Me v
ExtractConfig opifovpe moto eivar to kOplo mepieyodpevo (keep selector), moia tunpota
agopovvtal (drop selector), av Ba dwatnpnbodv wivakeg (keep tables). H sanitize dom()
OTOLOKPOVEL ToL OTOLKElD TPOG amOKPLYN(T.Y. KEQOAAIdA, LEVOL TAOYNONG, LITOGEALDO,
TAOIVEG oTNAES K.0..), 1] extract main_node() evtomilel To «mhovcidtepo» KOUPO pe Baon to
UNKOG TOL KeWWEVOL Kot 1 inner text() amodidel To meplEYOUEVO TV PACIKOV GTOLYEI®V
(6mwg emkeparideg h1-h4, mapdypapol, Aoteg, mivokeg K.a.) o Kabapod keipevo. Av 10
keep tables=true, o1  mwivakeg  petorpémovtar  oe  amAd  Markdown. H
collect_attachments and links() ovykevipdvel omdOALTOVG GULVOEGHOVS  EYYPAQOV
(pdf,docxlIs,ppt K.AT.) Ko cvvdéopovg mpog GAAeg oeAideg html. H extract content()

EMOTPEPEL TNG GTNAES Y10 TO pages.csv Kot Ta apyelo text oty pages/*.txt.
Kowé schema ££6d0v:

["o k6Oe evotta, Tapdystan €vo pages.csv pe otnieg url, title, text path, chars, text hash,
doc_links, follow links kot éva apyeio keyuévov (text) ava oerida. Me avtd to gviaio oynua,
ol endueveg emeEepyacieg yivoviar opolOpopees OT®MG N POpTo™ o€ Pdon dedopévav,

avalntnon minpovg kepevov FTSS, vroloyiopog tov embeddings.
Scoping cuVOEGU®V Kot TEPLOPIGOL:

H aviyvevon eivar avompd oprofetnuévn dote vor LEVOLY 6To TTEGI0 TOV TUNUATOG: UE TO
allow_prefixes emitpémovpe HOVO GLYKEKPIUEVO [OVOmATl, €V pe To deny patterns
amokAeiovpe avemBounta povordria. [Hopapévoope otov id1o topéa, pe eEaipeom EOKES
apetnpiec v Vv ypappateio. TéEAog, epapudlovpe eAEYYOLS Yo TIG GEAIdEC pE KEVO
TEPLEYOUEVO HECH AlOTOG EVOEIKTIKOV PpdoewV («H ceAida dev Ppédnke» k.a.). OLot avtoi
ot tepropopol kataypdaeoviot oo YAML apyeio avd evomnta, doTte Katd TV eKTEAEST VO,
mopopével kabapn Kot TANP®G EVTOS TOL OPIGUEVOL TTESIO TO TEPIEXOIEVO TOV OVOKTNTE

(GeeksForGeeks yaml, n.d.).
Evomnteg — xovn Aoyt & 101outepdtnTeg:

Oleg o1 evomteg popalovror v id01a pon, daalovv tic puOuicelg Tovg, aviyvevovy pova
TOL EMITPENTA LOVOTATIL, POPTAOVOVV TNV 1GTOGEAIdN HE KOWO TEPPAAAOV TEPMYNONG,
kabapilovv to DOM maote vo eEdyovy keipevo kot cuvoéspovs. Kabe evotnta mopdyet

GUYKEKPIUEVO ATOTEAECLATO Y10 TV OGS TNG 1010 dopng 5000V, tyvnAacdTnTo
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Kot otabepn copmeprpopd tov Epyov. Kdmoleg evotnteg, mépa amd To apyeio pages.csv Kot

Ta text apyeia Snpovpyovv Kamoto emmAéov fondntikd apyeio.

Evomnta avaxowvdoewv: announcements.csv, T0 apyxeio autd mepLEyel TANPOPOpPieg OTMG

NUEPOUNVIES, KOTNYOPIES, GUVIUUEVAL.
Evotmra opdoeig: items.csv, To apyeio eivotl Tapdlotlo HE TO QVTO TV OVAUKOIVAGEWMV.

Evomra pdOnupo: onmuovpyodvior 2 emmAéov apyeio to lessons plan.csv  0mov
TEPLYPAPOVTOL TOL LOONUOTE OV EEAUNVO KO EKTOLOELTIKO TPOYPULULO CTOVIMY Kol TO

lessons_details.csv 6mov vdpyetl TANPNG TEPLY PPN oV pLaOnuaL.
ANyn cvvnuuévav PDF:

Q¢ post-processing Prjua, o download attachments.py copdvelr 6o To pages.csv Tov
evottov, evronilel ta doc_links kot kateBdlel Oha ta apyeio mov £xovv KotdAnén .pdf.
Katd v ektédeon, yuo va Asrtovpyel Gov Kovovikog browser, GTEAVEL AVOyVOPLGTIKO user-
agent kot oeAido mpoéhevong (Referer), AapuPdver apyikd to. cookies, av amoTOyEL
Eavadokipudlel kot eAéyyet emavoinmrikég dievbivoerg (http € - https, pe 1 yopic www)
v angvbeiog ocvvoéopovs. Kdabe apyeio amobnkevetar mpocwpivd, vmoloyiletor To
amotumtopa sha-256 kot ot cvvéyela petovopdletor og <sha>.pdf. Ta omotedéopota
kataypaeovtar oto file manifest.csv pe media url, file path, sha 256, content _type, bytes,
source section, source page url, status, error detail, first seen at, finename hint. To
manifest Aertovpyel og yEpupa Tpog o MOpEVO 6TAd10 oL emeEepyalopacte ta pdf apyeio

KO Y10l TNV GUGYETION LETOED TOV GEAIO®V - apyelwv Katd TV elcaywyn otnv Bdao.
[Marti avt n Tpocéyyion dovAEVEL:

Awoympilel T Aoyikn anod Tig puuicels kot emiBdAiet eviaia ££o0do. Ilpdtov, n cuvtpnon
yiveton péow YAML, dnmradn aAralovpe selectors ympic va tpomonolodpe kodika Python.
Agbtepov, T0 KOO oyfua £600V EMTPENEL OLOOLOPON E1GAY®YT otV Pdor, avalrtnon
nmpovg  kewévov (FTSS) ot vmoroyioud twv embeddings yowpic 1dwaitepovg
petaoynuoticpovs. Tpitov, ta tekunpla BEATIOVOLY THV OVAKTNGON TOGO G€ KAOGIKEG
pebodovg (BM25) 6co ko oe vevpovikég (dense retrieval) (Cohere, n.d.). Tétaptov,
dwnpnon  wApn  yvnroowomrta  dedopéveov  (doc links > downloader -
file_manifest.csv 2PDF = Text = DB), ®ote kdbe amotéhecpa vo pmopei va. omododet

otV YN tov. T€Aog, To chotnua avtEyel o eVBpacta TepBAAlovTa OETAPTS XAPNS OTOV
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yepopd expanders ko lazy loading kat, 6mov amatteital, oty ektédeon JS(JavaScript)

(.. 0TI AVAKOIVMGELS).

4.2: EneEepyacio pdf oto Google Colab

Xe auTd 10 0TAd0 peTatpémovpe OAa o apyeio PDF oe kaBapd apyeio keipévovu text,
mopdyovpe petadedouéva (manifest) Kot e@appolOVUIE OTTIKY OVOYVAOPLIOT] YOPOKTNPOV
OCR 1y10 oelideg mov €yovv ewkdvec. To amotédecpa eivar gviaio, OopoOlOUOPPO GHVOLO
KEWEVOV ETOO Yo El0ay®yn ot Paomn. H dwudwaocia exteieitan oto Google Colabs (L4

GPU) yw taydtepn eneéepyacia, 10imc oto okéhog Ttov OCR povtédwv.
Extéleon kan pvOuicers:

To wpdypappa eivar to 00 pdf processed.py kot déxetan Paocikd opicpata, --input dir
(pdxerog pe ta pdf apyeia), --output dir (pdrxerog amotedespdtov), --ocr_model id (OCR
povtéro), kabmg kot —dpi, --min_char, --min_greek ratio ywo tn kaAvtepn totdtntoquality
gates). Xto ECexivnuo omovpyeite m pvOwon RunConfig wor yivetor g opd 1
apywonoinon tov OCR poviéAov MGTE VO OTOPEVYETAL T EMOVAAAUPOVOLEVO KOGTN
QOPTO®ONG LOVTEAOV. XT0 TELOG, YPAPETOL GLYKETPOTIKO manifest.csv pe Ta petadedopéva

oAV TV pdf apyeimv.

[Na kéBe pdf apyeio akorovbeite pia apyn: mpdta doxkudleton PyMuPDF text extraction,
av 1 cerida eivor image-only (dniadn dev €xet kamowo keipevo), mepvape oe OCR. TTo

GUYKEKPLUEVOL:

Bnua 1 (PyMuPDF): Xpnoworowobpe page.get text(“text”), oe mepintwon mwov emoTpEYEL
pikpo keipevo, mepvape oe evaAlaktikn ava block extraction 6mov ta&vopolpe Kotd (X,y)
Kot evvovpe 1o Keyévo avad block, émeita epapuodletar clean_text(), yio Tovg omoapaitnTong

kaBapiopote.

Brua 2 (OCR): Av 1 cglida dev mepitéyel KelPEVO, TOTE TN UETOTPETOVUIE GE EKOVO KO
epappolovpe OCR pe 1o povtéro g Qwen2.5-VL (uéow transformers) (Souvik Mandal
and Ashish Talewar and Paras Ahuja and Prathamesh Juvatkar, n.d.). Xpnoiponowobue
mopactoTikd Oplo tokens pe Paon v avdivorn g ewkovog (mepimov 900-1200). To

amotélecua, mepvdel o clean text() Kot KaToypAaeov e TOCEG GEMOEG EMEEEPYAGTNKE.
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Metd and «kdBe celida, epdoov vrapyel Cuda, yiveton torch.cuda.empty cache() yia va
dwmpette otabepn 1 pvnun. 1o t€Aog oL £yypaeov, cuvvtibeton full text pe caen

Sloymplotikd ceAidov  ( --Xelida[i]--).
Quality gates kot @idtpa:

210 mopayouevo full text vmoAoyilovtor odeikteg mowdtnrog. Greek ratio mocootd
EMMNVIKOV YOpOKTNP®V, ival ¥pPNOLUO Yo va Slac@aiicel apyeia mov £xovv BOpvPo eite
AavBaouévo OCR. Min_chars g dytotog apBudg yro va BewpnBei aglomomoipo Keipevo. Av
Kkdmotog deiktng oei&etl yaunilotepo aplud amd to 0plo, opiletal (o 6THAN 610 manifest:
skip from db = True. EmmAéov, vmoAloyiletar oeiktng quality score yio oLYKPLTIKN

a&loAoynon.
Outputs avéd pdf:

o «déBe apyeio mapdyovrar, Text: output dir/txt/<sha256>.txt, pe oceldodeiktes.
Metadata(json): output_dir/meta/<sha256>.json, mov neptraupdvet file, pages, is_schedule,
ocr _pages, text chars, Greek ratio, quality score, skip from db. Manifest.csv:
output_dit/manifest.csv cuvoyilel o LETOOEOUEVO KOl EKTUTMVEL LKPN avapopd (Ommg

noca eneEepydonkay, Tdsa oy image — only K.Am.).
['épupa mpog v Paon dedopévov:

210 otddo ™G dnuovpyioag g PAcNS EVOTONOVLE TO ATOTEAEGLLOTO TWV TPOTYOVUEV®V
Pnuatov. Awfalovpe téco 1o file manifest amd v Aqyn cvvnuuévov 66o Kot To
output_dir/manifest.csv and v enelepyacio. Me avtd kataywpovpe 6ia to pdf apyeia oto
nivaka pdf files ko yio K40e GeAda TOL 1GTOTOTOV SNUIOVPYOVE TN GUVIEST] TNG LE TO
avtiototya pdf otov mivaxa page pdf links. Apod odokAnpwbei n cuoyétion ceridag — pdf,
mapdyovpe tao. corpus_docs (€yypaga) kot corpus_chunks (tpuqpoto keyévov) mov Oa

yxpMnoonomBodv oty avalnmon.

4.3: Anuovpyia Bdong Aedopuévov — Zynua, eilcaymyn, chunking kot FTS5

To build_ditbot database.py evomotel Ta outputs tov web scrapping kot pdf processed oe
pee SQLite. Ewodyet amd ta pages.csv OAOV TV EVOTATOV GTOVLG Tivakeg * pages (T.y.
actions_pages, students pages k.Am.) kot @TdxveEL eviwoio pages registry. Amo Ta

anouncements.csv, items.csv Kot lessons plan.csv yepiler toug avrtiotoryovg mivakec.
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EmumAéov, onpovpyeiton £vag mivakog instructor _courses _fact dmov ypnoiponoteitot yio tnyv
dueon ovoyétion podnuatov ko kadnyntov. Ta pdf eoptdvovior amd to apyeio
file manifest.csv - manifest.csv oto mivaxa pdf files kot cvvdéovion pe oelideg péow
pages pdf links. Katomv onpovpyodvral corpus docs (cerida 1 pdf) ko corpus chunks
pe tepoyiopd mepimov 1000 yapakptipwv kot overlap wepinov 180 yapoaktiypov. [Tave ota
chunks ytiCetoan FTSS (fts_corprus) yio BM25 Ae&ikr| avalnon. apdiinia, o debtepo
Brua, vroloyilovror Ta embeddings yia ta 101 chunks pe to povtédo intfloat/multilingual-
eS-large (ne ypnon GPU) péocm SentenceTransformer, ce cvotddeg tov 2000. ITo
ovykekpipéva, to embeddings mapdyovtor yio kdOe corpus chunk kot gyypdeovtor oty
ChromaDB c¢ moptideg 2000 eyypapmv ava cuvariayr (upsert). H emloyn tov peyéboug
g moptidos emAExOnKke ©g cuUPPacUOc amddoong Kot 6TadEPOTNTAS Y10 VO LELDVEL TIG
KANoELS Tpog ToV vector store, ympic va emPapivel VIEPPOAIKAE TNV LVAUN 1) VO TPOKOAEGEL
timeouts. Ta embeddings amoOnkevovioaw e ChromaDB pe ID = chunk id kot mAovo10
metadata (doc_id, section, best url, offsets, text hash) ®ote ta amoteAéopata va paivovral
Gueoa pe tig mnyés. H opoopopeio mov epapudletor oto chunking yw FTSS xon ywo ta
embeddings eEac@alilet 6t1 S0 KoVl ETIGTPEPOVY GLYKPIoIIES HOVAdES KeyEVOL. OAa
ta paths glvat oxetikd kot Ta keipeva - apyeio Tavtomotovvtan pe hashes yio idempotency.
To amotéieopa givar éva gviaio, ywvnAdoio RAG corpus éroio yio vBpdwn avéxktnon:
(a) Ae€kd kavar avalntnon méve ot SQLite ko (B) onpacioroykd kavai (ChromaDB
+ e5-large). Xto enduevo otdoo 4.4 ta dHo Kovaila cuyymvevovtal pe Reciprocal Rank
Fusion, ®ote n telkn ovaknon va cvovovdler AéEelg kAewdrd yio v axpifela Ko

EVVOL0A0YIKT KAALYT).

14



Ewova 3. Zyediaon g Bdong oe StarUML.

4.4: Avéxtnon kot tapaywyn — Hybrid search, prompt, LLM

Mo v Tapayoyn omavtioemy pe VYNAY KaAvyn Kot akpifela, To cvotnua epopurolet
VPPLOKN avaKTNoN TOL GLVOLALEL Ta dVO KovaAa (BA. 4.3): () To Ae&wcod pe BM25/FTSS,
omov ektedeiton acparég Match otov fts_corpus, kot (B) To onuoactoroykd (vector search),
oMoV 10 EpOTNUO Kodkomoteitan e e5-large kot avalnteiton 6t cvAroyn g ChromaDB.
2m ovvéyew, ta dvo rankings cvyywvevovtar pe Reciprocal Rank Fusion (RRF), pe
pvOlopevo Papog oto onuactorloykd kovail (w_sem). Katomy epapuoleton neighbor
expansion ([£ 1] yertovik6 chunk tov id1ov €yypdpov yio dtotripnon tAaiciov) kot diversity
(6p1o chunks ava £yypago dote va punv kuplapyel pio povo myn). To anotéreoua eivar to

k amocmdopato Tov TPOPOSOTOVY TNV TOPAYMYY).

>vvOeon context:

[Ma kaBe emieypévo chunk id avaxtdvrtol Ta petadedopéva (section, title, best url) ko 1o
avtiotoryo keipevo. ‘Eneita cuvtiBetan éva suvtopo context (mepimov 300-600 yopoktipeg

vl OmOoCTAGUN), KOUUEVO o€ TANPELS mpotdoels kot tagvounuévo pe Paon t RRF
15



Katdtoln. Av to 6pilo tov tokens 1o amartel, kKdvovpe trimming Kot oQopovUE SITAOTLTA.
2g TEPIMTMOOT) TTOL TO EVPTLLOTA EIVOL OPLOKEL, TO COGTNLL CTULATOOOTEL YOUNAN EUTIGTOGHV

MOTE M TOPAYDYT| VO TOPAUEIVEL GLVINPNTIKT).
Bapn/Tlapdpetrpot TG vPpoKng avaxtnong:

n_lex: [16ca kopvpaio amoteréopata kpotdpe amd to AeEikd kaviit (BM25/FTSS) mpv )
ocvyyovevon, Oco peyoddtepo n_lex, 1060 peyalvtepn Kaivyn éxovpe o AEEEIG KAEOL

aAAG TBavov meprocdTepo BOpvPo.

n_sem: Iloca «xopveaic amoTEAECUATO KPOATOUE OO TO ONUOCIOAOYIKO  KOVOAL
(embeddings/Chroma) mpwv v ovyyovevon. Oco peyoAdTeEpo n_sem, KOADTEPT

EVVOL0A0YIKN KAAVYT 0AAG avEGVEL TO KOGTOG EAEYYOVL.

w_sem: Bdpog tov onuactoloykov kovoiod kato ) ovyyovevon RRF. Yynidtepog

Oelktng, dlvel TPoTEPAATNTA GTNV VONLLATIKY OLOLOTNTA £VAVTL TOV OKPPOV Opmv.

k: Tehikog ap1Buog aroontacpdtov mov Oa tepdcovy oto prompt. Mikpotepa k, umopei va

yaver TAaicto aArd pe peyalvtepo k pmopet va yepicel dokomo To prompt.

rrf ki ZtaBepd eopdivvong g RRF otov tomo :(1 / rrf k + rank). Meyoivtepo rrf k

LOAQKOVEL TIG S1APOPES LETAED BEGE®V Kat HIVEL TTO 1GOPPOTNUEVT] GLYYDVELON).

neighbor radius: [16cot yeitoveg (chunks) tov id1ov eyypdeov Ba tpocstedodv yOpw amd
KkbOe eOpeom. AvEdvoviag To OeikTn TOiPVELS TEPIGGOTEPO TAOUGIO KOl KOTOVOADVETE

neprocotepa tokens.

diversity cap per _doc: Méyiotog apBuoc chunks avd eyypago. Amotpénet va kKuplopynoet

pio Tyn oto context.
[Mapayoyn ( prompt = LLM):

To prompt opyoavdvetor oe tpia puépm: System , Context, User. To System, opilet kavoveg
GLUTEPLPOPAS, OmaVTH ATOKAEIGTIKA BAcEL TOV TapeyOLEVOL context, SnAdvel affefardtnta
otav o1 TNyEC dev emapkovv Kot mapabétel capeig mapormounés. To Context, mepthapPavel
TO. EMAEYUEVOL OMTOGTAGHOTE o€ oelpd Katdtaéng pali pe petadedopévo kot urls yuo
enaAnBgvon. To User, eivar To apytkd EpAOTNLA TOL YPNOTN TOL THPEITOL AVTOVGIO MOTE TO

HOVTEAD VO 0TOYXEVoEL OKPPBADS 6to {nrovuevo. Aol yivovv ot amapaitntol €heyyot,
16



epappoletar token budgeting, av Eemepdoet To pro tokens, GUVTOUEDOVTOL TO OTOGTAGLOTOL
N agaipodvtal ta younAotepa oty Katdtoin avaltnong. To poviého Tapaymyng eival To
ilsp/Llama-KriKri-8b-Instruct (Dimitris Roussis and Leon Voukoutis and Georgios
Paraskevopoulos and Sokratis Sofianopoulos and Prokopis Prokopidis and Vassilis
Papavasileiou and Athanasios Katsamanis and Stelios Piperidis and Vassilis Katsouros,

n.d.), otv £€£0d0 yivetal kabopiopdc Tuyov BopLP®V Kt TLTOTOINGCT TOV TUPUTOUTMV.
ABePardtnTa Kot aceaieio:

Otav 1o recall etvat yopumAo, T0 GOCTNUA EMGTPEPEL EMPLAAKTIKO [jvopa 1 Topabétel pdvo

OYETIKEG TNYEG. Agv Tapdyel EIKOGIEG EKTOC TOV dtaféotpon context.
Opén:

H RRF cvvovaler v axpifeta g BM25 ko ™) vonpatiky kGAvyn tov embeddings, to
neapynuévo prompt odnyel oe ovvropeg kot emoindevoipeg omaviioes. Téhog, Ta
puolopueva Bapn enttpémovy va TpocapUodleTaL 1 GUVEIGPOPE KAOE KAVAALOD GTIG OVAYKES

TOV EKAGTOTE EPMTNUOTOG,.

4.5: Extéleon & User Interface — Gradio app, pvBuiceig, por| autpotog

To app_gradio.py Aettovpyel ¢ KEALPOG MOV EVAVEL TO GTAS TPOETOLACIOG Ko
TOPOYOYNG: POPTMOVEL TOLG TOPOLG (Pdon dedopévav, embeddings, Loviéro), TpoPdiietl Eva
anAd Chat Ul kot katevBhvel to aitmua amd v icodo péypt v telkn andvinon. Kotd
Vv ekkivnon yivetor avdyvoon tov opiopdtov (dtadpoun g Pdong, edikelog Chroma,
ovopo. cuALOYNG, povtédo yuw embeddings kot LLM), dnpovpysiton évo aviikeipevo
pvOuicewv Tov akoAovbel 1 apyucoroinon 6Vo Pacikdv cuvictws®v: tov HybridSearcher
(amo to hybrid search.py), mov avoiyel ™ Pdon, cvvdéeton 61O persistent GUAAOYT TNG
Chroma kot poptadvet To encoder e5-large yio kmdikomomon queries, kot tov LLM pipeline
(amo To generator.py), mov emptovel to LLM pe tov avtictoyo tokenizer. Xtn cuvéyein
yriCetan 1o mepBaiiov Gradio: eva mAAIC1I0 GUVOLUATLNG [LE TESTO E1CAYWYNG KO L0 TAELPIKT
otAn pe sliders v 11 mapapérpovg avaktmong (k,n lex,n sem xk.Am.) kot mapoymyng

(max_tokens, temperature).
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H Baowm pon evepyomoteitar kébe popd mov o ypriotng matd Send. To callback respond()
TPochETEL TO URVLpe oto 1otoptkd Kot kabapilel ehappd to input. Emeita xolel 1o
HybridSearcher pe tig tpéyovoeg Tipég tov sliders. Exel, exteleiton n vppidkn avalntnon
(BA. 4.4), emotpépovtag (o Alota amd emheypéva chunk id. Me 1o emideyuéva
amoteléopara, o respond() cuvOétet To context mov Ba tpopodotioet To povtéro. [Ma kabe
chunk id avaktd omd ) Bdon to Keipevo Tov Kot To HETASESOUEVA TOV Kot TaPAYEL GOVTOUAL
aroonocpoto (BA. 4.4). 1o enduevo Prjua, to respond() ytilel to prompt oe Tpia TURpOTO
System => Context => User). To System kAe1dmvel Tovg kovoveg, To Context GLYKEVTPMOVEL
TOL ATOCTAG AT TTOL EMAEYON KV amo TNV RRF katdraén pe t1g avtiotowyeg mnyés. To User
TEPIEXEL AVTOVGLO TO EpMTNUA. TEAOG yiveTol EAeyy0g 0V TO GUVOAO TV KOVOVOV KOl TOV
context Eemepvohv TO Op1o Yo va yivouv ot amapaitntes ahiayés (BA. 4.4). H mapaymyn
yiveton péow tov LLM pipeline tov generator.py, to omoio £xel M0M @optmbel kata tnv
exkivnon. H kAnon generate() Aappdvet 1o tehd prompt kot Tic vepyég pubuicelg £660v
(max tokens, temperature) Kot eMeTPEEN T0 KabBopd KEIPEVO TG 0mdvTnoNG. TN GUVEKELD,
epoppuoletar eAa@py post-processing MGTE TO, AMOTEAEGUATO VO £fvol GUEGH OVAYVAOCLLOL
(ueiwon BopOPov). Mall pe 10 keipevo, mpoPaAloviol ot TOPATOUTES, ETGL O YPNOTNG
umopel va emainfevoel kbbe 1oxLPIoUO AKOAOVODVTOG TOV GUVOECUO GTNV TPMOTOYEVN

oelida 1 oto avtictoryo pdf (BA. 4.3).

H Swayeipion dopumuévov epotnpdtov (m.y. “rotog d1ddokel to X, “oe moto eEdpunvo 1o Y)
yiveton Tpv v PPk dradikacio: To response() {ntd amd tov HybridSearcher aviyvevon
oV GTO EPOTNUO LITAPYOVV AEEEIS OTMG “pabnua, e€dunvo, dddokel’, OOV EVIOMIGTEL,
ektelovvron  auecec SQL  kAnoelg otovg oyeTikovg mivakeg ™G Paong  (m.y.
instructor_courses_fact, lessons_plan) kot oynuotilel structured context ywpic RAG. H
EMAOYN QLT LELDVEL TOV ¥POVO aOKPIoNG KOl TOV KivOuvo 0cAQELNS, apov 1 omdvTnon
TPOKVTTEL OO TOVG EMIONUOVG TIVAKEG OVTL Yot AMOCTAGHOTA. AV oV 1 dadkaciol

amotOYEL TOTE AetTovpYEl pe TV VPPLOKY avalnnon ypnoporoiwvros RAG.

Koatd v cvvedpia, to Gradio dwotnpel to 16T0p1Kd S10AdY0L Ko TIG TEAEVLTAIEG pLOUICELC
£1o1 wote kBe véo pnvopa vo cvveyilet opard ) pon (Gradio, n.d.). [Mapéyetor axdun
eCaymyn oe Txt apyelo, dote o0 ypnotg va amodnkevoetl dueco T cvlnTmon UHe Tig

TOPOTOUTES TNG,.

e eninedo avhekTkOTNTAG Ko Yepopov afePaidtnroc, otav to recall stvon younio 1 ta
amoTeEAECHATO  000EVY], TO OUGTNUO TPOTHE ocvvInPNTIK] €000 pHe  GOVIOUO
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wpogomomtikd unvopo  (PA. 4.4). Av amotoyel kdmola e£APTNOY|, EMOTPEPEL EVYEVEG
pvope Kot dtatnpeitot 0Tt £xel 1101 avaktnOel, ®OTE 0 YPNOTNG VO £XEL TPAKTIKY oSl okOuT

KOl GE GEVAPLO. CPAALATOC.

Téhoc, a&ilel va emonuavOei ot o app gradio.py GuYKeVIpOVEL TV €0OHVN TS JETAPNG
KOlL TOV TTPOGOVOTOAG OV KANGE®V, EVM 1) 0VGT0 TNG vl TNONG KoL TOPAYDYNG TOPAUEVEL
OTOVG AAAOVG KMOKES. AVTO onuoaivel 0Tt HEAAOVTIKEG PEATIOGELS, 0TS TPOsO KN GAAOV
LLM, 010p0peTIKN GTPOTNYIKN CLYXOVELGNG, VEQL GIATPO. LITOPOVV VO EVOOUAT®OOVV Ypig
alayég otn pon tov UL Opoimg, 1 1ot vanpecio propet va evoopotwdet oe dAlo REST
endpoint dtatnpodvTog to 110 potifo : divelg epdtnua + pvbuicelc => maipvelg andvrnon +
napomounés. Me vt v opydvmon, 1 extédeon puécm Gradio mopapével TpoPAdyun,
puOuiown kot enektaciun. O xpnog eEAEYXEL TN cvumePLEopd Le amAd sliders, To cOoT U
epovtilel v moOTTO Kot KAOE 0mdvTnoT GLUVOSEVETAL LE TIG TNYES TOV. XE GUVEYELD TOV
wpoPAnpatog mov mapovotdletar  (PA. 1.2), avtd axkpipdg EMOUDKEL TO EKTUOEVLTIKO
chatbot: cOvtopeg Kot 0EIOMIOTEG ATAVTOELS LE GOQPEIC TOPATOUTES, HECH OO POT TOV

GEPETAL TOVG TTEPLOPIGLOVG TMV LOVTEAMV KO TOPEYEL GTOV YPTOTI OVGLAGTIKO EAEYYO.

4.6: Tapadeiypota kot Extédeon tov €pyov

Q¢ texunpioon g end-to-end porig, and v cvAAoyn mepieyouévov (web scraping) kot i
petatpony] tov PDF oe keipevo, éwg v evomoinon og Pdon, ) onovpyia embeddings, tnv
VPpLOKN avaktnon Kot to mepiParlov demapnc — [HapartibBevrar evdsictikd otrypuotond and Google

Colab kot Gradio.
Extéheon pong:

1. II6pot Colab: emPePaiowon dwabéoiung RAM : 53 GB — GPU 22.5 GB — Disk 112.6 GB.
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Resources X

You are not subscribed. Learn more

Available: 58.13 compute units
Usage rate: approximately 1.71 per hour
You have 1 active session.

Manage sessions

Python 3 Google Compute Engine backend (GPU)
Showing resources from 0915 to 09:34

Systemn RAM GPU RAM Disk
12753.0 GB 0.0/225GB 40.2/NMN26 GB

Ewucova 4. TTopot Colab (L4 GPU).

2. Eyxotdotaon requirements Kot @OPT@OT KAEWS0D:

Load models, install requirments.txt, load key

lunzip -q /comtent/Final Project chatBot.zip -d /comtent/

Ipip install -q r1lib3<2 8"
lenium 1xml ct beautifulsoup4 PyYAML requests %
ymupdf pillow numpy pandas tgdm

dotenv import load dotenv
t os
load_dotenv()
HF_TOKEN= os.getenv("HF

Ewoova 5. Doptwon eEaptioemv.

3. Web scraping: ektéieon Tov app.py L€ sections & configs yio mhonynon, eayyr KEWEVOL
Kol GVALOYT cuVOEGH®V (BA. 4.1).

20



Webscraping of dit.uoi.gr

Run the webscraper

ChatBot/webscraper

etariat,actions,announcements,lessons, fixed,staff \
ChatBo aper/confi

extracted char
[staff] visiting 26
[nav] hity

extracted char:
[staff] visiting 27
[nav]

extracted chars=
[staff] visiting 28
[nav] hity

extracted char
[staff] visiting 29

[staff] visiting 31: hit
[nav] hity it

extracted char:
[staff] visiting 3 il
[nav] hit i

attachments=a

[staff] visiting 33: hif it.
[mav] hity I

[skip] #84-like/not-found
[staff] visiting 34: hit
[nav] hi

[skip] 484-1ike/not-found
[staff] wvisiting 35: hif
[nav]

[skip] 484-1ike/not-found
[staff] visiting 36: hit
[nav] htty

[skip] 484-like/not-found
[staff] visiting 37: hit
[nav]

[skip] 484-1ike/not-found
[staff] visiting 38: hif
[nav] hity

[skip] 284
[staff] visiting 39: hit
[nav]

[staff] visiting 4@: hif

[mav] hitps://wew.dit.uod.)
[skip] 4@4-like/not-found:

[staff] visiting 41: hit

[nav] hit -

extracted cha 196 kept_node
[browser] closed
[staff] B done at 2825-18-12 @6
[browser] closed

[ageregate] all sections completed + fcontent/Final_ Project chatBot/ChatBot/scraped_data

Ewova 6. EEayomyn tov 6£dopévev amd TV 16TOGEMSN TOV TUNILOTOG.

4. AMqyn ocvovnuuévov: extéleon tov download attachments.py oamofnkevon tov pdf

kot dnpovpyia file manifest.csv (BA. 4.1)
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secretariat
[8383/8465] secretariat
[@398/8465] secretariat
1/8465] secretariat
2/@465] secretariat
3/8465] secretariat
394/8465] secretariat
secretariat
[8396/8465] secretariat
[8357/@465] secretariat
secretariat
secretariat
[B488/8465] secretariat
[e481/8465] secretariat
[e482/8465] secretariat
[e483/8465] secretariat
[8484/8465] secretariat
[8485/8465] secretariat
[e486/8465] secretariat
[8487/8465] secretariat
[8488/8465] secretariat
[8483/8465] secretariat
[e418/8465] secretariat
[8411/8465] secretariat
[8412/8465] secretariat
[8413/8465] secretariat
[e414/8465] secretariat
[8415/8465] secretariat
[e416/8465] secretariat
[e448/8465] fixed
[8441/8455] Fixed
[8442/8465] fixed
[8443/8455] Fixed
[8446/8465] Fixed
[8447/8465] Fixed
[8448/8465] Tixed
[8443/8465] fixed
[e458/8465] Fixed
[e451/8465] fixed
[8452/8465] Fixed
[8453/8465] fixed
[e454/8465] Fixed
[8455/8465] Fixed
[8456/8455] Fixed
[8457 f@465] Fixed
[8458/8465] Fixed
[8453/8465] Tixed
[8468/8465] fixed
[8461/8465] Fixed
[8462/8465] fixed
[e463/8465] Fixed
[8464/8465] Fixed
[8465/8465] Fixed

scanned doc_links: 465 | manifest rows: 331 | ok total: 338 | error total: 1
Manifest: fcontent/Final_Project_chatBot/ChatBot/scraped_data/file_manifest.csv
Files dir: fcontent/Final_Project chatBot/chatBot/scraped_data/pdfs

Ewova 7. Anyn tov apyeiov.

5. Afqym emumdéov PiAoONK®OV amopaitnTes Yo TNV EKTEAEST] TOV LOVIEAMV.
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--u

Ipip i
Ipip i
lapt-get

Preparing to unpack

Preprocess of pdf files into text.

pegrade pip

tenv pymupdf ti

.. f@8-1ibijs-8.35 @.35-15build?_amd64.deb ...

Unpacking 1ibijs-@.35:amde4 (8.35-15build2)
selecting previously unselected package 1ibjbig2dece:amdes.

Preparing to unpack

««=/83-1ibjbig2decd 8.19-3build? amde4.deb ...

Unpacking libjbig2dece:amde4 (8.19-3build2) ...
selecting previously unselected package 1ibgs3:amdes.

Preparing to unpack

-+.f18-1ibgs9 9.55.8~dfsgl-BubuntuS.13 amde4.deb ...

Unpacking 1ibgs9:amdé4 (9.55.8~dfsgl-eubuntus.13) ...
Selecting previously unselected package ghostscript.

Preparing to unpack

««.f11-ghostscript_2.55.8~dfsgl-eubuntus.13_amd&4.deb ...

Unpacking ghostscript (9.55.8-dfsgl-eubuntus.13) ...
selecting previously unselected package python3-tk:amdes.

Preparing to unpack

«..f12-python3-tk_3.10.8-1-22.84 amdc4.deb ...

unpacking python3-tk:amdes (3.10.3 .84)
setting up tks.6-blt2.5 ( 3+dfsg-4.1buils
Setting fonts-noto-mono (28261225-1buildl)

setting libijs-@
Setting blt (2.5

.35:amd64 (@.35-15build2) .
«3+dfsg-4.1build2)

setting python3-tk:amdes (3.18.8-1~

Setting fonts-urw-base3s (28200916-

setting poppler-data (e.4.11-1) .

Setting libjbig2deca:amd64 (©.19-3build2) ...

setting libidniz

:amdes (1.38-qubuntul) ...

setting fonts-droid-fallback (1:6.8.1r16-1.1build1} ...
Setting 1ibgs9-common (9.55.8~dfsgl-Bubuntu5.13) ...
setting 1libgs9:amd64 (9.55.8~dfsgl-eubuntus.13) 5
Setting up ghostscript (9.55.8-dfsgl-eubuntus.

Processing triggers
Processing triggers
fsbin/ldconfig.real

fsbin/ldconfig.real:
/sbin/ldconfig.real:
fsbin/ldconfig.real:
fsbin/ldconfig.real:
fsbin/ldconfig.real:
fsbin/ldconfig.real:
fsbin/ldconfig.real:
fsbin/ldconfig.real:
fsbin/ldconfig.real:
fsbin/ldconfig.real:
/sbin/ldconfig.real:
fsbin/ldconfig.real:

/sbin/ldconfig.real:

Processing triggers

for fontconfig (2.13.1-4.2ubuntus) ...

for libc-bin (2.35-Bubumtul.8) ...

: fusrflocal/lib/libhwloc.s0.15 is not a symbolic link
fusrflocal/1lib/libtcm.so.1 is not a symbolic link
fusrflocal/1ib/libur_adapter_opencl.so.® is not a symbolic link
Jusr/local/1ib/libur_adapter_level zero.so.® is not a symbolic link
Jusr/local/1ib/1ibtbbbind_2 @.s0.3 is not a symbolic link
fusr/local/1ib/1ibtbb.so.12 is not a symbolic link
fusr{local/1ib/libumf.s0.8 is not a symbolic link
fusrflocal/lib/libtbbmalloc.se.2 is not a symbolic link
fusrflocal/1ib/libtcm_debug.se.1 is not a symbolic link
fusrflocal/1ib/libtbbbind_2 5.s50.3 is not a symbolic link
fusrflocal/1ib/1ibtbbbind.s0.3 is not a symbolic link
Jusrflocal/f1ib/libur_loader.so.® is not a symbolic link
Jusr/local/1ib/libtbbmalloc_proxy.so.2 is not a symbolic link
fusrflocal/1ib/libur_adapter_level zero v2.50.8 is not a symbolic link

for man-db (2.10.2-1) ...

Ewova 8. dDoptoon e&aptnoemv 1o o YAOGOIKE LOVTELD.

6. Preprocess tov apyeiov pdf: extédeon 00 pdf processors.py (PA. 4.2).
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You are not subscribed. Learn more
Available: 56.71 compute uniis
S T T | S Usage rate: approximately 1.71 per hour
grade pip You have 1 acti
nten rn gradio sqlite-utils numpy pand;

Preprocess of pdf files into text.

Manage ses:

Ipip i

Python 3 Google Compute Engine b
lapt-get

Showing resources from 09:15 to 10:29

tern RAM GPU RAM
/53.0GB 0.0/225GB E 126 GB

model -88081 -of -88882 . safetensors: 3.836G/5.88G :39<88: 43.1MB/s]
model -eeee1-of -eeee2 . safetensors: 3.136/5.886 < 85.4MB/f5]
model -80681 -of -88002 . safetensors: 3.266G/5.88G 151MB/5]
model -eeee1-of -eeee2 . safetensors: 3.326/5.886 < 189MB/5]
model -@0081 -of -@eee2.safetensors: 3.44G/5.886 139<88: 281MB/s]
model -88081 -of -88882 . safetensors: 3.526G/5.88G [8@:48<88:87, 199MB/s]
model -@eee1-of -eeea2.safetensors: 3.68G/5.88G [@@:43<98:28, &7.3MB/s]
model -88081 -of -88882 . safetensors: 3.756/5.88G [8@:43<88:11, 113MB/s]
model -eeeel-of -eeee2.safetensors: 77% 3.836/5.006 [09:43<@0:88, 139MB/s5]
model -800@1 -of -8eee2..safetensors: 78X 3.896/5.886 [09:43<@0:86, 169ME/s]
model -88881 -of -88882 . safetensors: 81X 4.836/5.886 [88:43¢88:83, Z58MB/ 5]
model -@0001-of -80002.safetensors: 82% 4.116/5.90G [00:44<08:92, 302MB/s]
model -88881 -of -88862 . safetensors: 84X 4.196/5.886 [88:45¢88:84, 186MB/s]
model -eeeel-of-eeee2.safetensors: 85X 4.256/5.8e6 [@@:47<@0:18, 73.3MB/s]
model -200@1 -of -@eee2..safetensors: 3 [ea:47<88:86, 99.9MB/s]
model -eeeel-of-eeee2.safetensors: 9eX 4.526/5.886 [08:47<@0:82, 181MB/S]
model -00681-of -88002. safetensors: 92% 4.586/5.88G [68:47<09:01, 2089MB/s]
model -80081 -of -88882 . safetensors: 93% 4.65G/5.88G [08:43<80:81, 2083MB/s]
model -eeeel-of-eeee2.safetensors: 94X 4.726/5.886 [00:43<@0:01, 128MB/S]
model -00681-of -88002. safetensors: 95% 4.766/5.88G [68:49<09:01, 168MB/s]
model -eeeel-of -eeee2.safetensors: 96X 4.206/5.886 [08:49<@0:01, 18SMB/S]
model -00681-of -88002.safetensors: 97% 4.856/5.88G [60:49<09:00, 206MB/s]
model -88081 -of -88062 . safetensors: 98% 4.966/5.886 [08:58<80:88, 184MB/s]
model -eeeel -of -eeee2.safetensors: 10eX 5.906/5.886 [88:51<90:08, 96.4MB/S]
Fetching 2 files: 108X 2/2 [@e: 20:00, 26.84s/it]

Loading checkpoint shards: 18eX 2/2 [ee:e1<8@:88, 1.84it/s]
generation_config.json: 1eeX 214/214 [09:90<00:08, 2.45MB/5]

Processing PDFs 28% 77/275 [ee:31<e1:08, 3.27it/s]The following generation flags are mot valid ar
Processing PDFs: 100X 275/275 [37:85c¢00:88, 8.89s/it]

Processed 275 PDFs — kept {not skip_from_db): 259, schedule-like: @&
outputs at: fcontent/Final_Project_cChatBot/ChatBot/scraped_data/pdf_processed

Ewova 9. Ene&epyasio apysiov pdf.

7. Anuovpyie oynuatog Bdong Aegdopévev: ektéleon build ditbot database.py
(pr.4.3).
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Create a schema for the database

‘build ditbot database.py \

[cfg] RuM_DIR=/content/Final_Project_chatBot/fChatBol/scraped_data
[cfg] DB_PATH=/content/Final_Project_ChatBot/ChatBot/uni_dithot.db
[pages] fixed: inserted 26

[pages] secretariat: inserted 7

[pages] students: inserted 28

[pages] professors: inserted 16

[pages] staff: inserted 33

[pages] lessons: inserted 116

[pages] actions: inserted 52

[pages] announcements: inserted 266

[items] actions inserted 59

[items] announcements inserted 266

[lessons] plan inserted 128

[registry] rebuilt rows=543

[pdf] pdf_files inserted 330

[pdf] pagespdf links 338 (examined 331)

[corpus] page_docs: 539

[corpus] pdf_docs : 275

[corpus] chunks : 9111

[timing] pages chunking: @.14s | pdfs chunking: @.78s | total: @.85s
[facts] inserted=52 (from staff_links=52)

[done] docs=814 chunks=9111 fts_rows=9111 integrity ok=True

Eucova 10. Anpovpyio schema tng fdong.

8. Ymoloywopdg embeddings kot amobnkevce oe  ChromaDB:  ektéleon

build embeddings to chroma.py (BA.4.3).
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Embeddings on chromadb

System RAM GPU RAM
1.8/53.0GB 00/ 225GB 59.0/112.6 GB

2625-18-13 87:31:49.887868: T tensorflow/core/util/port.cc:153] oneDNN custom operations are on. You
2825-18-13 87:31:49.185885: E external/local_xla/xlafstream_executor/cuda/cuda_fft.cc:467] Unable to
WARNT All log messages before absl::Initializelog() 1s called are written to STDERR

EG8S0 00:80:1768348709.126672 24796 cuda_dnn.cc:8579] Unable to register cuDMN factory: Attempting
EG990 00:80:1768340709.133535 24796 cuda_blas.cc:1487] Unable to register cuBLAS factory: Attemptin|
Weeee 09:00:1768348709.151487 24796 computation_placer.cc:177] computation placer already registere|
Weeee 99:80:17658348709.151518 24796 computation_placer.cc:177] computation placer already registere|
Weeee 00:00:17683407089.151521 24796 computation_placer.cc:177] computation placer already registere|
Wees 00:00:1768348709.151524 24796 computation_placer.cc:177] computation placer already registere|
2825-18-13 87:31:49.15652 I tensorflow/core/platform/cpu_feature_guard.cc:218] This Tensorflow binal
To enable the following instructions: AVX2 AVXS12F AVXS512 VNNI FMA, in other operations, rebuild Tens|
[cfg] DB=/content/Final_Project_ChatBot/ChatBot/uni_dithot.db

[cfg] chroma dir=/content/Final Project chatBot/chatBot/chroma_store
[cfeg] Model=intfloat/multilingual-es-large | batch_size=256

[cfg] collection=dit_chunks | reset=True

[info] preparing to index 9111 chunks

modules.json: 188% 387/387 [08:00<08:00, 2.56MB/s]

README.md: 168kE [@8:88, 111MB/s]

sentence_bert_config.json: 186X 57.8/57.9 [@0:e8<ee:e8, 353ke/s]
config.json: 188X £38/698 [80:88<80:88, 6.61MB/s]

model .safetensors: 106} 24G6/2.246 [@0:15<00:08, 143MB/s]
‘tokenizer_config.json: 1@e% 418/418 [00:08<00:08, 4.43MB/s]
sentencepiece.bpe.model: 188X 5.87M/5.67M [@e:ee<ee:ed, 27.5MB/s]
tokenizer.json: 18eX 17.1M/17.1M [0e:00<08:00, 87.5MB/s]
special_tokens_map.json: 188X 230/280 [80:08:00:08, 2.66MB/S]
config.json: 188% 281/281 [88:88<88:88, 1.17MB/s5]

[time] embedding took 358.74s

[chroma] count BEFORE ad

[prog] upserted 2808/9111

[prog] upserted 48ee/9111

[prog] upserted ceee/9111

[prog] upserted seee/9111

[prog] upserted 9111/9111

[chroma] coumt AFTER add: 9111

Ewova 11. Embeddings e ChromaDB.

9. "EAeyyog hybrid search: extéleon hybrid search.py, emotpoen tov xopveainv
amoteleopudTov (PA. 4.4).
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Backend hybrid search

ction_hint lessons
--n_lex --n_sem 128 --w_sem &.7 --neighbor_radius 1

2825-18-13 87:44:15.733424: T tensorflow/corefutil/port.cc:153] oneDNN custom operations are on. You
2825-18-13 87:44:15.751351: E external/local_xla/xla/stream_executor/cuda/cuda_fft.cc:467] unable to
WARNING: All log messages before absl::Initializelog() is called are written to STDERR
EAO88 00:88:1768341455.772732 28878 cuda_dnn.cc:8579] Unable to register cuDMN factory: Attempting
88:88:1768341455.779235 28878 cuda_blas.cc:1487] Unable to register cuBLAS factory: Attemptin
88:80:1768341455.796184 22878 computation_placer.cc:177] computation placer already registere
88:80:1768341455. 796135 22878 computation_placer.cc:177] computation placer already registere
88:80:1768341455. 796138 28878 computation_placer.cc:177] computation placer already registere
80:80:1768341455. 796141 22078 computation_placer.cc:177] computation placer already registere
2825-18-13 87:44:15.8018382: I tensorflow/core/platform/cpu_feature_puard.cc:218] This TensorFlow bina
To enable the following Instructions: AVX2 AVXSI12F AVXS12 VNNI FMA, in other operations, rebuild Tens
[timing] {'mode": "hybrid", "fts': e.8e18622875213623847, "chroma': 8.413248989576416, "fuses+expand’:
1. YNOADIIETIKH NOHMOIYNH (lessons/page) [hi ww . di . 5/ 2id=
2. YNOADITETIKM NOHMOIYNH (lessons/page) [hif
3. YNOAOTIETIKH NOHMOIYNH (lessons/page) [hitps
TEXNHTH NOHMOEIYNH (lessons/page) [hit
TEXNHTH NOHMOZYNH (lessons/page) [hit
YNOADT IETIKH NOHMOIYNH (lessons/page) [h
YMOAOr IETIKH NOHMOIYMH (lessons/page) [
TEXNHTH NOHMOEIYNH (lessons/page) [hit
TEXNHTH NOHMOZYNH (lessons/page) [hit
. TEXNHTH NOHMOEYMH (lessons/page) [ht

Eucova 12. Y Bpdkn avaxtmon.

10. Exkivnon Gradio: ektéheon tov app_gradio.py (BA.4.5).
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Run The chatbot using Gradio Usage rate: approximately 1.71 per hour
You have 1acti

Manage se:

Python 3 Google Compute En
Showing resources from 09:

System RAM GPU RAM
4.3/53.0GB 187/ GB

model-88ae1-of -88884. safetensors: 386/4.916 6! : 99.9MB/s]
model -80001-of-88804 . safetensors: 36G/4.916 [86:44<088: 181MB/s]
model-@@0e1-of-eesed.safetensors: -436/4.916

model -88801-of-888084. safetensors: 586/4.91G [86:47<08: 53.9MB/s]

model-eeeez-of-eeees. safetensors: .856/4.926 6:57<88: 14.7MB/s]
model-88ae1-of -88884. safetensors: .586/4.916 187<008: 3.9MB/5]
model -80001-of-88804 . safetensors: -566G/4.916 111488 -52ME[s]
model-eeeel-of-eeess. safetensors: 566/4.91G 127400:; .52MB/5]

model -88801-of-888084. safetensors: -636/4.916 1474822 -96MB/5]

model-eeeez-of-eeees. safetensors: 926/4.926 147400: 9.31MB/5]

model-eeeel-of-eeess. safetensors: 656/4.916 147402: 2.13MB/5]
model -80001-of-88884 . safetensors: -716/4.916 148<81: -29ME/s]

model -@@@e1-of-208e4.safetensors: 108X 4.916/4.916 [02:48<08: .38MB/s]

Fetching 4 files: 180X 4/4 [08:48<80:00, 132.14s/it]

Loading checkpoint shards: 186X 4/4 [@@:13<88:88, 3.26s5/it]

generation_config.json: 186X 184/184 [88:86<08:88, 2.84MB/s]

Device set to use cuda:@

fcontent/Final_project_chatBot/chatBot/app_gradio.py:85: UserWarning: You have not specified a valw
chat = gr.chatbot(label-"zuZfjtnon”, height-42e)

* Running on local URI t 1. 8.8 ]

* Running on public URL

This share link expires in 1 week. For free permanent hosting and GPU upgrades, run ~gradio deploy™

Ewodva 13. Exkivnon tov chatbot.

11. E€ayoyn dwododyov og apyeio.

Save chat to TXT Aiin apyeeiou

chat_debug_20251013_084136.txt

Ewova 14. AnoOnkevon dtaddyov kot e&aymym.
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TTopadetypota dStahdyov:

Tulftnan
Mol kal TTwE prropn va {NTrow mMoTononTiKG doimoaong;

Na va {ntroeg motonomtiko oitnong and 1o Turpa Minpodopikrg & TnAemkowwviav Tou Mavermotnpiov lwavvivwv, pénel va akolovlnoer ta eEng fripara:

wSeon oto ovotnua: Emoképou v wotoceida hit; 1/ ka cUVSECE pE Ta akadnpaika cou otorxeia (Ovopa Xpriom + KwSiké Mpoofaong).
2. Emihoyr) katnyopiag: Ao To mpodiA oou, Triyave otnv Katnyopia "MoTomomnTika”.

3. YmoPoAr artrijparog: EmideEe "Altnua Motomowntiked" kat S1aAeEe 1o £idog Tov moTononTikol TTou emBupEic.

4. NMapaxoiotbnon: H aitnor) cou Ba epdavileTal we EKKPERNS PéXPL Va TNV ENEEEpyacTtei n Mpapparteio.

5. Aqpn motonointikou: ‘Otav n Mpappateia ohokinpwoel Tnv enskepyaoia, Ba propeis va kateBacer To muoTomouwnTiko cov tatwvrag "Download™.

Mrivupa

PuBpioeig

k n_lex (FTS) n_sem (Chroma) 120 Bapog semantic 07 3 Teitoveg +radius

20 e—— 0 ———

Section gikTpo (MpoatpeTiva) ®iktpo £Toug (1. 2025)

max_new_tokens

temperature

Save chat to TXT 3 Adyn apyeiov

Ewova 15. Epoton 1.

H

29



Mola eival Ta oToIEIR EMKOVWVIAG Kat ot WPES ypadeiov Tou MNavvakéa;

0 Navvakeag NikoAaog eivar AvarAnpwtng Kabnyng oto Tunpa MAnpodopikng & TnAemkowwviav Tou Mavemotnuiov lwavvivwy. Ta OTOLXEL ETHKOIVWVIAS TOU EIVaL:

Email: giannakeas@ g
TnAépwvo: 26810 50519
'0peg ouvepyaoiag pe pornreg: Asutépa 12:00-14:00, Napaokeur 08:00-10:00

Mnyég:
[staff/page] Navvaxéag NikéAaog | https://www.dit.uoi.gr/staff/profil 2

Mrvupa

PuBuigeig

k a n_sem (Chroma) Bdpog semantic X Tefroveg tradius

Section ¢iktpo (mpoaipeTikd)

max_new_tokens temperature

Save chat to TXT M

Ewova 16. Epdtnon 2.
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Tufritnen Mowa eivan Ta Kpripla kat n Sadikaoia yia 1o OTEYOOTIKO EMidopa HoLTnTwy;

Ta kptrrjpla kot n Sladikaocia yia To OTEYaoTIKO EMidopa ot Tov NEpAappdavouv:
1. EruAoyn Exdwaic Katnyopiag: O dortniic 1i o yovéag/kndepdvag ETAEYEL av aviiKEL G E181KT KaTtnyopia (TL.X. opdhavoc, Gvi Twv 25 ETWV, KATL.) KOt GULITANPWVEL TA

avriotoa Sikatohoynmika av anarceitat (Ewova 53).
2. ZupmAnpwon IToeiwv: O arttv CUPTANPOVEL UTIOXPEWTIKG Tov 12Pridio apifud Akadnuaikrig TautdéTnTas Kat Tov AMKA tou porrntr (Eikdva 19).

3. Zroixeia ZuyKaToiknong: MNa GortnTég mow SUYKATOIKOUY PE GANOV TIPOTITUXIaKO GOrTr|Tr), cupTtAN pvovTal oToLKEI OTIwg AQM Kat aptBudg Akadnuaikrg
TautétnTag Tou cuykarokouvtog (Eikova 29).

4. Mpoemokornon & EAeyxog: O arrwv PMopEi va poemokomoeL trv aitnor (Eikova 31) kat va eAéyEer Ta kprpia (Ewova 69) tipiv v oploTikr) ool
5. Oprotikr] YrroBoAn: Meta tov éAeyyo, o awtwv eoaye! IBAN Tpame(ikol Aoyaplacpol kal OTOIKEID EMKovviag, kal utoBaNAer opioTika Tv aitnon (Ekova 73).

6. AEloAoynorn & AmoteAéopara: H aitnon aEloAoyeital AEKTPOVIKA Kt 0 aITV EVIUEPWVETAL YLO TNV KaTdoTtaon péow g epapuoyrs (Ewoveg 47, 68, 80).

EnpavTikeg Inpetwoeg:
Araureital ouvaiveor) yio avalf|Tnor OIKOYEVEIKTG KOTaoTaoTs oto M MoMtwv omov xperaletar (Ekova 54).
ZE EPITTTWOT) TIOU EVTOMIoTOUV avakpiBeies, anarreital Siaypadr] kaw ex véou umoBoAn g aitnong (kedpdiaio 4).

H aitnon umopei va anoppidBei avtoépara av Sev mhnpolvral Ta Kprfipla {ElKo’vsri* ,83,84).

Mrjvupa

PuBpiceig

k 12 ] n_lex (FTS) n_sem (Chroma) 120 Bdpoc semantic 0T ¢ leitoveg tradius

4“_ 20 “_ Dm_l “_;

Section diktpo (mpoatpeTikd) diktpo £voug (1x. 2025)

max_new_tokens 6 temperature

m—

Save chat to TXT 3 Mi apgeion

Ewova 17. Epdton 3.
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Tulitnon

Motdg S1daokel pabnpatikn aviivon;

H &15dokovoa Tou pabripartog Madnparikn Avdaiuon eivan n Fewpyia Poutortdr. Mnyés: [announcements/page]

Mrjvupa

PuBpigeig

3 n_lex (FTS) 120 ] n_sem (Chroma) 120 ¢ Bdpog semantic 07 ] Telroveg tradius 1 i)

& o — 20 0 e — e — ) oeesesseeie— 1 0 e — 2

max_new_tokens 768 4] temperature 0,1 g

— 'J—l

Section giAtpo (mpoaipeTikd) diArpo £rouc (TLy. 2025)

Save chatto TXT Arjn apyeiou

Ewova 18. Epdnon 4.
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: Tulfmon Mo kv SnAwoel padnuartwv

Ta va kavere SnAwoelg padnuatwy, penel va akohovdnoete Ta £En¢ Pripara:

1. TuvSebeite otnv mAatrdoppa tou GortnToAoyiou: hitps://classweb.uoi.gr xpnowomowvrag Tov iSpupanko oag Aoyapiacuo (Username, password).

. Hmiepiodog SNAWOEWV EiVal CUYKEKPILEVT KL OVOKOVWVETAL amtd To Turpa. Na tapadeypa, yio o eapvo eEaunvo 2024-2025, n dijdwaen €yive aro 17/3/25 éwg
/3

A
23/3/25 (mnyn: hitp://www.dit.uoi.gr/files/pdf17325.pdf).
3. Anhwaote Ta pabipara ou emBupeite va tapakolouBrioeTe kat va eEETAOTEITE oo TEAOG Tou eEaprivou. MNa To eapivé eEdunvo, umopeite va SnAnceTe 6oa
pabrjpara BéAete Twv eapviov eEaprviv (rnyn: http://www.dit.uoi.gr/files/pdf17325.pdf).
4. |SraiTepN TPOCOYT] QMAITELTAL GTNV Tripn o Twv npoimoBécewv SnAwong pabnuarwv:

o Afhuon GAw TWV TPOATAITOPPEVIY paBnpdTwy (Mpoanartodyeva)

Mn 6fhwon padnpdmay peyaitepou eEapivou and To Tpéxov (extds el TEpITTHOEWY)
o Tripnon tou opiov ECTS ava efaunvo (30 yia 10-20, 42 yia 30-60, 48 yua 70 kat Gvw)

o MNanpaxnkr] doknor i TuXakn epyacia, mpEne va tAnpodviat oL avtioToxss poimobioeig kar va SnAwBoiv we pabrjpara (royee: hitp://www.dit.uoi.gr/files/pdf173252.pdf,
hittps:/fwww.dit.uoi.g; dit_os.pdf)

5. Ze mepimwon TpoPANuATwY, EMKOVWVAGTE e Tn Fpappateia oTo grampt@uoi.gr "Iwr']: http://www.dit.uoi.gr/fi

Mijvopa

PuBplioeig

k 12 O n_lex (FTS) 120 i) n_sem (Chroma) 120 i) Bdpog semantic 07 ] Teitoveg tradius 1 i)

4 oeeeele— 20 20 oeeeeee—— 200 2) cEeeese—— 20 ) EeeesseE— | (e — 2

Section diktpo (TpoaipeTikd) ®iktpo £toug (m.x. 2025)

max_new_tokens g temperature

Y B o ———————

Save chat to TXT ) Aipn apgeiou

Ewova 19. Epdton 5.

SOUQOVE UE TO TOPOTOVED TOPASEIYUOTH, TEKUNPLOVETOL TPOKTIKG TO pipeline: opoldpuopen
ovAloy1 kat kaBapiopudg eyypaewv (BA. 4.1 —4.2), evomomuévn Pdon kot vroroyiopd embeddings
(BA.4.3), vBpdwn avaxmon pe RRF ko gidtpa (BA.4.4) ko mopovcioon anavinoemy oto Gradio

UE TOPOTOUTEG Kot dSuvatoTnTa YWY,
Kepdiato 5 — Xvunepdopata kot mpotdoels feATioonc

5.1: ITepropiopol ko BEATIOCELS

H Mon Paciomke €€ odokApov cg dwpedv epyaieio-povtéda kot vrodoués (Le e&aipeon
10 google colabs), kdtt mov £0ece Puowkd Opila o latency, context window kot YA®GGK)
pevotdTo. YTdpyovv gumopwcd LLMs kon emayyelpatikod rerankers/vector stores mov
mBavotata Bo Peltiovay v axpifela kol toyvnta (Vellum.ai, n.d.). Ta PDFs yauning
To16TNTOG TOPOUEVOLV [a TPOKANOT|, 0oTdc0 T0 OCR poviédo Bertidvel, aALd dev ADveL

TApog ta tpoPfAnuota. Emmiéov, to chunking ennpedlel dpeca tnv moidtnta S10TL ikpd
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chunks k6Bovv ta cvueEpalopeva Kot To peydro “@ovokavovyv” to prompt. [lapd tovg
TEPLOPIGHOVGE, 1 LAOTOINoT delyvel OTL pe TPooekTiky unyovik] RAG pmopeic va metvyelg

YPNOES OTTAVINGELS GE OWPEAV TEPPAALOV.

5.2: MeAOVTIKEG 10€€C

[MBavég katevBivoelg Bo pmopodoe va NTaV 1 GUVEXN EVNUEP®OOT] TV OEOOUEVOV Kot
aviyvevon aAloydv, MCTE Vo €LGAYOVTOL LOVO VEOTEPO 1) TPOTOTOMUEVO oToyEln. Oa
umopovoe emiong va mpootebel evoopdtowon tov email ¢ ypappateio, ©ote vo
KoAvTTOVTOL o £yKoupa ot TAnpoeopies. H a&ioddynon pe feedback ypnotdv o pmopovoe
va Tpoodotel avtopatn Pertioon mopapétpwv kot prompts. Télog, to fine-tuning Oa
umopovce vo. e&ehybel amd mapadeiypota oe LoRa/QLoRa pe ocvotnpatikn pérpnon

axpifetog kot kabvotépnong.

5.3 Xvunepdopoato

Ev xotak)eidl, To épyo £0e1&e 0TL éva pooekTikd oyxedlacpuévo RAG umopet va petatpéyet
&vay Y00TIKO 16TOTOTO 6€ AEIOMIOTES AmavVTOEIS. To 6QeLOG dev givatl LOVO TEXVIKO, QALY
QOUNTEG Kot TPosmmikd Oa pmopovv va, Bpickovy ypnyopodTepa T c®GTH TANPOPOpia, e
capeilg mapamounés. Ymdpyovuv Peitiwvocels va yivouv, 1diwg oe OCR, chunking kot

a&loAoynon, aArd n katebBovvon givon Eexabapn.
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