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Barnette ypogpnudtwy mou SnutovpYNooue YeNOULOTOWWVTAS DIUPORETIXES UEVO-
douc.






ABSTRACT

One of the most well-known problems in Graph Theory is Barnette’s con-
jecture, which although formulated several decades ago, is still open. The
conjecture states that every 3-regular, 3-connected, bipartite, planar graph is
Hamiltonian, that is, there is a cycle that passes through all the vertices of
the graph exactly ones.

In this thesis, we give a SAT-based formulation for testing the existence
of Hamilton cycles in planar graphs and we use it to investigate Barnette’s
conjecture. We experimentally evaluate an implementation of this formulation
on four categories of Barnette graphs generated using different methods.
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CHAPTER

INTRODUCTION

Barnette’s conjecture [4] is a long-standing unsolved problem in graph the-
ory. Formulated by David W. Barnette back in 1969, it asserts that every
3-connected, 3-regular, bipartite, planar graph is Hamiltonian; see Chapter
for precise definitions. The conjecture is motivated by two earlier conjectures,
proposed by Tait [22] and Tutte [23], both of which were eventually disproven.
Nonetheless, these earlier efforts underscore the necessity of each condition in
Barnette’s formulation, as the omission of any single one may lead to a graph
that fails to be Hamiltonian. For instance, there exist 3-connected bipartite
planar graphs of degree 4 that are not Hamiltonian [6], while, without the
assumption of 3-connectivity, deciding whether a 3-regular, bipartite, planar
graph is Hamiltonian is NP-complete [14]. Note that all planar 4-connected
graphs are Hamiltonian [24].

Conjecture 1. (Barnette [j)]) Every 3-connected, 3-regular, bipartite, planar
graph (or Barnette graph, for short) is Hamiltonian.

While the truth of Barnette’s conjecture still remains unknown, numerous
partial and related results have been proposed in the literature over the years;
see [1} 2, 3, 9], 10, 12], 16, 17, 19, 21] and the references therein. It is noteworthy
that Barnette’s conjecture has been proven for several notable subclasses of
Barnette graphs. Back in 1975, Goodey [12] showed that every Barnette graph
that contains only faces of degree 4 and 6 (and at most one face of degree 8)
is Hamiltonian. Feder and Subi [9] generalized this result by showing that a
Barnette graph is Hamiltonian if its faces are 3-colored, with adjacent faces
having different color, such that two of the three colors contain faces of degree 4
and 6. Alt, Payne, Schmidt and Wood [3] proved that a Barnette graph is
Hamiltonian if the faces of its dual can be (improperly) colored red and blue,
such that the blue vertices cover all faces of the dual, there is no blue cycle,
and every red cycle contains a vertex of degree at most 4.
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Considerable research has also been directed towards establishing strength-
ened forms of Barnette’s conjecture. The first one was given back in 1986 by
Kelmans [20], who proved that Barnette’s conjecture holds if and only if for
every Barnette graph and for every two edges in a common face of it there is
a Hamiltonian cycle that contains one but not the other. Since then, several
other partial results have been established. E.g., it is known that Barnette’s
conjecture holds if and only if

(i) any arbitrary edge is part of some Hamiltonian cycle [15],

(ii) any path of length 3 which has two edges of a face and the final edge
leaving that face is part of some Hamiltonian cycle [16],

(iii) for any arbitrary path of length 3 on the boundary of a face, there is a
Hamiltonian cycle which passes through its middle edge and avoids its
leading and trailing edge [16],

(iv) every Barnette graph, in which any two edges of it are part of a perfect
matching, is Hamiltonian [13].

Refer to [16] for notable corollaries of these results and related conjectures.

Towards finding a counterexample to Barnette’s conjecture, Jensen and
Toft [I§] proved that Barnette’s conjecture does not hold if and only if there
exists a planar graph with both chromatic number and point arboricity 3 (the
latter term refers to the minimum number of colors required to color the ver-
tices of the graph such that no cycle is monochromatic). Back in 1984 Holton,
Manvel and McKay [I7] demonstrated that any potential counterexample to
Barnette’s conjecture must have more than 84 vertices (a lower bound which
was improved to 90 recently [7]). Their result is based on the observation that,
starting with the cube graph (see Fig. , which is the smallest graph in the
class of Barnette graphs, every other Barnette graph can be generated by it-
eratively applying two specific operations, known as cube- and C4-expansions
(see Figs. and ; refer to Chapter [2| for their formal definitions.

1.1 Motivation and our Contribution.

Our work is motivated by the concluding remark in Hertel’s seminal work [16]:
“Then again, the key to settling Barnette’s Conjecture may lie in a different
area of graph theory altogether; perhaps we have better tools for tackling
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one of its equivalent problems.”. Inspired by this perspective, we introduce
a novel method that, while not resolving Barnette’s conjecture at this time,
offers a promising approach for identifying a potential counterexample, should
one exist. Our approach is based on a close connection between the prob-
lem of testing whether a planar graph admits a 2-page book embedding and
the problem of determining Hamiltonicity in planar graphs of low degree (see
Chapter [2)). By extending a known SAT formulation for the former [5] to the
latter (see Chapter [3]), we managed to develop an efficient method that, in
practice, can determine the Hamiltonicity of Barnette graphs with up to 300
vertices in approximately half an hour (see Chapter [4)), marking another sig-
nificant computational advance in the area especially given the NP-complete
nature of the Hamiltonian problem in planar graphs of low degree [11].

1.2 Thesis Organization.

This thesis is organized as follows:

e In Chapter [2] we introduce the required theoretical foundations, needed
for the upcoming chapters.

e Chapter [3] deals with the introduction of the SAT formulation to test
Hamiltonicity in planar graphs.

e In Chapter {4}, we present the results of our experimental evaluation.

e This thesis is concluded with Chapter bl where we summarize our con-
clusions.
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CHAPTER

PRELIMINARIES

2.1 Definitions and properties

A graph G consists of two sets, vertices - also called nodes - and edges,
directed or not, that indicate connections between pairs of vertices. These
two sets are denoted as V' (or V(G)) and E (or E(G)), respectively. So, one
can write G = (V, E). In this thesis, we consider edges that are not directed.
Also, if the two vertices at the ends of an edge e are u and v, then the edge
can be described as (u,v). In addition, if two vertices share an edge, they are
called neighbors or adjacent vertices. For a vertex u, the set containing all its
neighboring vertices is denoted by N (u).

In the rest of this section, we briefly recall a few key notions that are central
to this work.

Definition 2.1. A graph is planar if it can be drawn on the Fuclidean plane
without edge crossings.

Definition 2.2. A graph G = (V, E) is called a bipartite graph if its vertez set
can be partitioned into two non-empty, non-overlapping sets A and B (that is,
V =AUB and AN B =) such that each edge (u,v) of it connects vertices
of different sets (that is, u € A and v € B).

In other words, every vertex of a bipartite graph belongs exactly to one
of two sets, and there is no edge between vertices of the same set. So, its
vertices can be 2-colored so that adjacent vertices differ in color. An alternative
characterization is the following. A graph is bipartite if and only if a cycle of
odd length is not part of it.

Definition 2.3. A graph is k-connected, if there exist k paths between any
two vertices of it that pairwise do not share interior vertices.



Chapter 2 2.2. Barnette graphs and their construction sequences

Another equivalent definition of the class of k-connected graphs is the fol-
lowing. A graph is k-connected, if it remains connected after removing fewer
than k vertices.

Definition 2.4. A graph is k-reqular if all its vertices are of degree k.

(a) (b)

Figure 2.1: Examples of 3-regular, 3-connected, bipartite, planar graphs.

Definition 2.5. A graph is Hamiltonian if it contains a cycle that visits every
vertex exactly once.

Having formally introduced all necessary ingredients, we are now ready to
give the formal definition of Barnette graphs.

Definition 2.6. We call Barnette a graph that is 3-regular, 3-connected, bi-
partite and planar.

2.2 Barnette graphs and their construction sequences

A decisive result by Holton, Manvel and McKay [17] states that all Barnette
graphs can be generated by iteratively applying the operations of cube- and
Cys-expansions to the cube graph (see Fig. .

The former is applied to a vertex = of a Barnette graph and results in
substituting vertex x with seven new vertices x, ..., z7 and the edges (z1,y1),

(532792)7 (1"37y3)7 (I’l,l‘4), ($1,l‘5), (1'4,]76)7 (1'5,586)7 (5[32,.364), (CCQ,.’E’y), (.’Eg,.’]}‘7),
(zg,27), (x3,x5), where y1, y2 and y3 are neighbors of x.

The later is applied on two edges e; and es that have an odd distance along
the boundary of a face of a Barnette graph and results in subdividing both
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Y1 Y1 e
Te 1
e——o0 ° o
X —» T4 T5
)\ Lo —
Y2 Y3 7 o———e o ®
Y2 Ys €2
(a) (b) (c)

Figure 2.2: Starting from (a) the cube graph all Barnette graphs can be gen-
erated with either (b) cube-expansions or (c) Cy-expansions.

edges e; and es twice and linking up the new vertices with two edges such that
simplicity and bipartiteness are preserved.

Note that Barnette graphs constructed solely through cube-expansions are
Hamiltonian, as each cube-expansion preserves Hamiltonicity. Therefore, the
main challenge in settling Barnette’s conjecture lies in dealing with Cy-expansions.

2.3 A General SAT Formulation for the Book Em-
bedding Problem.

Let X be a set of n boolean variables, that is, X = {x1,x9,...,2,}. A literal
over X is either a variable in X or its negation, that is, either x; or —x; for
some i in {1,2,...,n}. A clause over X is a disjunction of distinct literals
of X, eg., (z1V —x5V x7). A truth assignment for X is an assignment of
either “true” or “false” to each variable of X. Given a truth assignment for
X, a clause over X is satisfied, if at least one of its literals has been assigned
the value “true”. A boolean formula ® in conjunctive normal form over X
is a conjunction of clauses over X, that is, ® = Cy A Cy A ... A Cyy, Where
C1,Cs,...,C, are clauses over X. Given a boolean formula ® over X, the
boolean satisfiability problem (or SAT problem for short) asks whether there
exists a truth assignment for X that makes ® satisfiable, that is, all its clauses
are satisfied.

When a problem can be expressed as an instance of the SAT problem,
modern SAT solvers can be used to efficiently compute corresponding solutions
(or to determine that no such solution exists). A notable example is the p-
page book embedding problem, which for a given (not necessarily planar)
graph asks for an ordering of its vertices and a partition of its edges into p
sets, called pages, such that the edges of each page are crossing-free, that is,
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for any two edges of the same page their endpoints do not alternate in the
underlying linear order. For this problem, Bekos, Kaufmann and Zielke [5]
formulated the problem of testing whether a given graph G admits a book
embedding with p pages as a SAT instance F(G). In the following, we recall
the most important aspects of this formulation. More precisely, for every pair
of distinct vertices w and v of G, F(G) has a variable o(u,v), which is true
if and only if vertex u has precedes v in the underlying vertex order, namely,
u < v. Further, for every edge e of G, F(G) has a variable ¢;(e), which is
true if and only if edge e is assigned to page ¢ with 1 < ¢ < p. Finally, for
every pair of two distinct edges e and ¢’ of G, F(G) has a variable x(e,¢€),
which is true if and only if e and €’ are both assigned to the same page. If n
and m are the number of vertices and edges of G, respectively, then F(G) has
in total O(n? 4 pm +m?) variables, while a set of O(n? 4+ m?) clauses ensures
that the underlying order is valid, and that no two edges of the same page
Cross.

10



CHAPTER

A SAT FORMULATION FOR
TESTING HAMILTONICITY IN
PLANAR GRAPHS

In this section, we present a SAT-based formulation for the problem of
deciding whether a given planar graph is Hamiltonian, that is, whether it
contains a simple cycle passing through every vertex exactly once. If such a
cycle exists, it is returned in the output from the solution of the SAT instance.

This problem is closely related to another well-studied graph theoretic prob-
lem; the one of testing whether a planar graph admits 2-page book embedding.
Recall that a p-page book embedding of a given (not necessarily planar) graph
defines an ordering of its vertices and a partition of its edges into p sets, called
pages, such that the edges of each page are crossing-free, that is, for any two
edges of the same page their endpoints do not alternate in the underlying lin-
ear order. For a given planar graph, testing for Hamiltonicity is equivalent
to determining whether the graph admits a 2-page book embedding such that
every pair of consecutive vertices in the linear order—including the first and
last that we call extreme—are adjacent in the graph.

Note that, in general, graphs that admit 2-page book embeddings are not
necessarily Hamiltonian, e.g., the complete bipartite graph K> 3 is not Hamil-
tonian but it does admit a 2-page book embedding. Conversely, any graph
that admits a 2-page book embedding can be made Hamiltonian by adding
edges, namely, the ones between consecutive vertices of the underlying vertex
order—including again the one between the first and last vertex. Because of
this relationship, graphs admitting 2-page book embeddings are referred to as
subhamiltonian in the literature. Likewise, the vertex order of a 2-page book
embedding is referred to as subhamiltonian cycle since it specifies the edges

11
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that are needed in an augmentation of the graph to Hamiltonian.

Note that subhamiltonian graphs are, by definition, planar. Furthermore,
a subhamiltonian cycle with n edges in a planar graph with n vertices cor-
responds to a Hamiltonian cycle, and vice versa. In the following, we will
leverage this relationship to devise a SAT-formulation of the problem of de-
ciding whether a given planar graph is Hamiltonian. Since the formulation
is of independent interest (not solely for verifying Barnette’s conjecture), we
present it in the most general form possible.

3.1 Description of the SAT extension

Let G = (V,E) be a planar graph with n vertices and m edges, that is,
n = |V]and m = |E|. To determine whether G is Hamiltonian, we first extend
the SAT instance F(G) presented in Section with p = 2 by introducing a
O(n?) variables. More specifically, for every triplet (z,, z) of distinct vertices
of G, if variable ¥(x,y, z) is true, then = precedes z, and y appears between
x and z in the underlying vertex order (note that the other direction does not
necessarily hold). The later can be guaranteed by introducing the following

O(n?) clauses to F(G):

v(x,y,2) — o(x,y) No(y,z), Ve,y,ze€V withx#y#z#x (3.1)
which can be easily rewritten in conjunctive normal form as:
(2,5, 2)V 0 (2, 9)) A (~b(@ 4, 2) V (5, 2)), Va2 €V with & £ y £ 5 £ 2

We further ensure compatibility between the o-variables and the 1)-variables
by introducing O(n?) additional clauses to F(G):

O'(.T, y) — _‘1/)(3/’ Zy ‘T)

3.2
oly.x) —> bz, zy), VegzeVwithzdydzte OO

which can also be easily written in conjunctive normal form as:

(mo(z,y)V(y, z,2) )\ (-0 (y, z)V-)(z, 2,y)),Vr,y,z € V withx Ay # 2z # x

In the following, we demonstrate how to use these variables to ensure that
(i) no two non-adjacent vertices of G are consecutive in the linear order, and
that (ii) the first and last vertices in the linear order are adjacent in G. Prop-
erties (i) and (ii) imply that if two vertices either are consecutive or extreme

12
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in the linear order, then there is an edge between them, which in turn implies
that the calculated embedding (if any) yields a Hamiltonian cycle.

To guarantee Property (i), for each pair of non-adjacent, distinct vertices x
and y of G with w.l.o.g. deg(z) < deg(y), we introduce the following clause to
F(G):

\ @@ zy) Vv ey, 2 1)) (3.3)

(z,2)EE

This clause guarantees that between x and y there exists a neighbor of x,
or equivalently, that x and y cannot be consecutive along the Hamiltonian
cycle (if any). It is worth noting that, to guarantee Property (i), it would
also suffice to ensure the presence of any vertex of G between z and y (i.e.,
not necessarily a neighbor of x or of y). However, in practice, this approach
proved to be rather inefficient, since it results in unnecessarily long clauses.

For reasons of efficiency, we can further impose that whenever two vertices
are consecutive in the linear order, then the edge connecting them is in the first
page of the layout. Note that, although this requirement is not necessary for
the correctness of our approach, in practice it eliminates symmetric solutions
and thus leads to faster computations. This requirement can be guaranteed
by introducing for each pair of adjacent vertices z and y of G the following
clause to F(G):

/\ ﬂl’(% Zay) A ﬁ@b(y? Z,l’) - ¢1((:‘U’ y)) (34)

(z,2)EE

To guarantee Property (ii), for each pair of non-adjacent, distinct vertices
xz and y of G, we need to ensure that if = is the first (last) vertex in the
order of the vertices, then y is not the last (first, respectively), and vice versa.
To translate these requirements into corresponding clauses efficiently, we will
leverage the following lemma.

Lemma 3.1. A vertex x is first in the vertex order if and only if it precedes
all its neighbors in the vertex order.

Proof. Assume first that x precedes all its neighbors in the vertex order. To
derive a contradiction, suppose that z is not the first vertex in this order,
that is, there exists at least one vertex that comes before x. Let y be the
last vertex preceding z, that is, between x and y there is no vertex of G, or
equivalently, x and y are consecutive. It follows that y is not a neighbor of =z,

13
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that is, y ¢ N(z). Assume without loss of generality that deg(z) < deg(y).
Since (x,y) ¢ E, by Property (i), there exists at least one neighbor of z, say z,
such that ¢ (y, z,x) = true, which implies o(y, z) A o(z,z) (by the definition
of variable 9 (y, z,x)). However, this is a contradiction to the fact that = and
y are consecutive in the order of the vertices. This completes the proof, since
the other direction of the lemma is trivial. O

Symmetrically, one can prove the following lemma.

Lemma 3.2. A vertex x is last in the vertex order if and only if it follows all
its meighbors in the vertex order.

In view of Lemmas [3.1 and for each pair of non-adjacent, distinct ver-
tices z and y of G, we can guarantee that if vertex « is the first in the order
of the vertices, then y is not the last by the following clause to F(G):

o(x,y) /\ o(x,z) — - /\ o(z,y) (3.5)

(z,2)€E (y,2)€EE

which can be easily rewritten in conjunctive normal form as:

—|O'(l‘,y) \/ _'O-('T’Z) \/ _'U(Z7y)

(z,2)€E (y,2)€EE

The clauses for the remaining three cases needed to guarantee Property (ii)
can be obtained symmetrically. Observe that, in total, we introduced O(n?)
additional clauses for both properties and that the length of each clause is
proportional to the degree of the two involved vertices. We summarize these
findings in the following theorem, which is the main theorem of this section.

Theorem 3.1. Let G = (V, E) be a planar graph with n vertices. Then, G is
Hamiltonian if and only if formula F(G) is satisfiable. In addition, F(G) has
O(n3) variables and clauses.

Proof. The numbers of o-, ¢-, x- and -variables are O(n?), O(m), O(m?)
and O(n?), respectively. The number of clauses of F(G) is O(n® 4+ m?) due
to the original formulation plus O(n?) additional ones to ensure Hamiltonicity
(refer to the clauses of Eq. and ) Since G is planar, it follows that
F(G) has O(n?) variables and clauses. So, to prove the theorem it remains to
show that (i) a satisfying assignment of F(G) yields a Hamiltonian cycle of G,
and that (ii) a Hamiltonian cycle in G yields a satisfying assignment of F(G).

14
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(i) From a satisfying assignment to a Hamiltonian cycle: Let (&, b, %, zﬂ) be a
satisfying assignment to F(G). Bekos, Kaufmann and Zielke [5] showed that
¢ yields a total order of the vertices of GG, while qg and Y an assignment of the
edges of G to the two pages of the book embedding such that no two edges of
the same page cross. We next prove that every pair of consecutive vertices in
the total order are joined by an edge. Assume for a contradiction that there
exists a pair of consecutive vertices in the total order, say v and v, that are
not joined by an edge. Without loss of generality, we may further assume
that u precedes v. Therefore, 6(u,v) = true. By Eq. (3.2), it follows that
for every vertex z ¢ {u,v}, it holds that ¥ (v, z,u) = false. Since (5,4, X,
is a satisfying assignment to F(G), by Eq. the later implies that there
exists a vertex, say w with w ¢ {u,v}, such that 1[1(u, w,v) = true, which by
Eq. implies that & (u,w) A 6(w,v). Therefore, w appears between u and
v in the total order, which is a contradiction to our assumption that v and v
are consecutive. Hence, every pair of consecutive vertices in the total order
are joined by an edge, as desired. Since the proof that the extreme vertices of
the total order are also joined by an edge is symmetric, the calculated book
embedding yields a Hamiltonian cycle.

(ii) From a Hamiltonian cycle to a satisfying assignment: Assume that G has
a Hamiltonian cycle, which implies that G has a book embedding £(G) on two
pages, in which each pair of consecutive vertices of £(G) as well as the extreme
vertices of £(G) are joined by an edge. We define an assignment (&, ¢, ¥, ) to
the o-, ¢-, x- and v-variables of F(G) consistent with the intended meaning of
these variables as follows: (a) for each pair of vertices u and v of G, 6(u,v) =
true if and only if u is before v in £(G), (b) for each edge e of G, ng(e) = true
if and only if edge e is assigned to the ¢-th page of £(G), where q € {1,2},
(c) for each pair of edges e and €’ of G, x(e, e’) = true if and only if e and €’ are
assigned to the same page of £(G), and (d) for each triple (u, v, w) of distinct
vertices of G, @(u,v,w) = true if and only if u precedes w, and v appears
between v and w in £(G). We next prove that the assignment (6,(25,)2,1&)
satisfies F(G). Bekos, Kaufmann and Zielke [5] show that (&, ¢, X, ) yields a
valid 2-page book embedding, that is, all clauses of F (G) except those given

by Eq. ., , and are satisfied by ( <Z>,X,w). The clauses

given in Eq. ( and are also satisfied by (&, b, X, 1/)) since & is a total
order over the Vertlces of G Since every pair of consecutlve vertices of £(G)

are joined by an edge, the clauses described in Eq. (| are also satisfied. The
same holds for the clauses described by Eq. ., since the extreme vertices
of £(G) are also joined by an edge. Hence, the assignment (&, ¢, X, 1/}) satisfies
F(G), as desired. This completes the proof of this theorem. O

15



Chapter 3 3.1. Description of the SAT extension

16



CHAPTER

EXPERIMENTAL EVALUATION

In this section, we present the results of our experimental evaluation. In
addition to evaluating our own algorithm, we also compared it against the
algorithm by Brinkmann, Goedgebeur and McKay [7], called cubhamg, which
is tailored for finding Hamiltonian cycles in cubic graphs. Our experiment
was conducted on a single-node machine with a Intel(R) Core(TM) i7-13700
processor at 2.10GHz with 16 cores and 64GB of RAM. More specifically, the
experiment was conducted as follows:

(i) We implemented four different methods for generating Barnette graphs
based on the operations of cube- and Cy-expansions [17]; see Section

(ii) Using each of these methods, we generated in total 2,760 graphs, the
number of vertices of which was ranging in [100, 500].

(iii) These graphs were provided as input to our algorithm, so as to measure
the computation time for solving each of them; see Section

(iv) Finally, we also installed cubhamg and using it we tested for Hamiltonic-
ity each of the graphs of our experiment; see Section

In the following, we present the details and results of our experiment. Note
that the code of our SAT formulation as well as the code for the aforemen-
tioned methods for generating Barnette graphs is available to the community
at a github repository (https://github.com/linear-layouts/SAT); see also
http://alice.math.uoi.gr.
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Chapter 4 4.1. Procedures for Generating Barnette Graphs

4.1 Procedures for Generating Barnette Graphs

For our experiment, we developed four different methods for generating
Barnette graphs with a certain number of vertices. More specifically, starting
from the cube graph, each of these methods generates a Barnette graph using
the operations of cube- and Cjy-expansions (see Fig. . The four methods
differ in the order in which these operations are applied. More precisely:

e M.1: According to this method, every fourth operation is a cube-expansion;
the remaining ones are Cy-expansions. More precisely, every three con-
secutive Cy-expansions (applied to two randomly chosen edges belonging
to a face of the graph) are followed by a cube-expansion (also applied to a
randomly chosen vertex) and this pattern is repeated until the obtained
graph has the desired number of vertices.

e M.2: According to this method, the first one quarter of the operations
are cube-expansions, while the remaining ones are Cj-expansions; the
exact number of these operations is determined based on the desired
number of vertices the obtained graph must have. Each cube-expansion
is applied to a randomly chosen vertex. The Cy-expansions are applied
to edges belonging to randomly chosen faces among those having length
greater than or equal to 8. Furthermore, the edges on which each Cy-
expansion is applied are required to be at least three edges apart along
the face.

e M.3: This method is a modification of M.2. As before, the first quarter
of the operations are cube-expansions, while the remaining ones are Cy-
expansions. However, in this variant, the cube-expansions are applied
in groups of five (each to a randomly selected vertex), as illustrated
in Fig. More specifically, in such a group, one cube-expansion is
applied to a randomly chosen vertex v and immediately after four cube-
expansions are applied to the new vertices introduced by the first cube-
expansion that are not neighboring vertices which are also neighbors of
.

e M.4: According to this method, all operations performed are C4-expansions
until the obtained graph has the desired number of vertices. Note that
we did not implement a fifth method that generates graphs using only
cube-expansions, as it is already known that such graphs are Hamilto-
nian.
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Figure 4.1: Illustration for method M.3.

Using each of the methods describe above, and for each value of n in
{100, 120, 140, ...,500}, we generated 50 Barnette graphs with n vertices for
100 < n < 320, and 10 graphs for larger values of n. This resulted in a test-
set of 4 - (600 4+ 90) = 2,760 graphs for our experiment. Note that besides
these graphs, we also tested all Barnette graphs available from the House of
Graphs [8], as well as several Barnette graphs that we crafted. All the graphs
that we tested were Hamiltonian and thus Barnette’s conjecture still
remains open.

4.2 Experimental results

As already stated, each of the graphs generated with the methods described
in Section 4.1 was given as input to our algorithm. To increase our algorithm’s
efficiency, we managed to avoid symmetric solutions by additionally requiring:

(i) a specific vertex to be first in the layout;

(ii) two specific vertices (different than the previous one) to have a specific
order in the layout, that is, one of them to precede the other;

(iii) a specific edge to be assigned to the first page of the layout.

Note that each of these requirements is without loss of generality.

We evaluated our algorithm’s performance on each of the four categories of
graphs generated using the methods described in Section Among them,
M.4 was the fastest to process; our algorithm required in total 15d 23h 6m
53s to process all graphs of this category. It seems that using solely Cy-
expansions in the generation procedure simplifies Hamiltonicity detection for
our algorithm. This also raises an intriguing theoretical question, whether
the subclass of Barnette graphs generated solely with Cy-expansions starting
from the cube graph is Hamiltonian; we leave this as an open problem in the
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conclusions of this thesis. The performance of our algorithm for graphs of the
remaining categories were as follows. The graphs of M.2 were processed in 18d
22h 26m 4s, those of M.3 in 21d 15h 39m 22s, while those of M.4 in 15d 23h
6m 53s. In total, the algorithm ran for 76 days, 17 hours, 2 minutes and 54
seconds across all tested instances. Fig. shows how our algorithm scales
with input size for the graphs of each of the four categories of our experiment.
These results highlight that while the runtime slightly varies by category, our
method consistently completes the analysis within a manageable timeframe.

4.3 Comparison against Cubhamg

As previously mentioned, we compared our algorithm with cubhamg, devel-
oped by Brinkmann, Goedgebeur, and McKay [7]. This algorithm is specif-
ically designed to determine Hamiltonicity in cubic graphs via a complete
search using backtracking. For comparison, we ran cubhamg on the same
dataset (i.e., the one described in Section .

We can summarize the outcome of our comparison, in short, as follows.
When the cubhamg algorithm terminates successfully, it determines Hamil-
tonicity in under a second, even for graphs with 500 vertices. However, we
observed an unexpected and unpredictable behavior: in certain instances, the
computation freezes (or enters an infinite loop or fails to progress), and no
result is returned, even after several hours of execution. Initially, the source
of this issue was unclear to us, and we were unsure how to address it. After
some investigation, we found that re-executing the algorithm multiple times
often resolves the problem, suggesting that the search procedure may involve
some form of randomization.

To conduct the experiment, we imposed a time limit on each execution of
cubhamg, terminating any process that exceeded this limit and re-executing
the algorithm until a result was obtained. For our experiments, the time limit
was set to b minutes. Each graph was allowed up to 100 attempts.

A particularly notable outcome of our experiment is the contrast in relia-
bility across the different methods for generating Barnette graphs. All graphs
generated using methods M.2 and M.3 were successfully verified for Hamil-
tonicity on the first attempt, without a single failure. The former ones were
processed in 1.77 sec, while the latter in 0.67 sec. In contrast, the graphs gener-
ated with methods M.1 and M.4 exhibited instability. Specifically, the former
required 48 failed attempts across 24 different instances and were processed
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in 4 h and 6 m. The latter produced 7 failed attempts across 6 instances and
were processed in 38 m and 20 sec (see Fig. 4.3). In any case, these execution
times indicate a substantial difference in runtime compared to our algorithm.

On the other hand, our findings also highlight some limitations. A striking
example of us was a non-Hamiltonian cubic graph with approximately 450
vertices, that we crafted using multiple copies of Tait’s fragment [22]. For
this instance, cubhamg required more than 30 attempts before successfully
certifying its non-Hamiltonicity. It seems to us that the algorithm struggles
with certain graphs and this behavior seems to become more evident when
the input graph is non-Hamiltonian. In contrast to cubhamg, our algorithm
consistently delivers correct and conclusive results. It fully certifies whether a
graph is Hamiltonian or non-Hamiltonian and is guaranteed to terminate for
any input, thanks to the robustness of modern SAT solvers. While it operates
more slowly, this is a deliberate trade-off that favors reliability over speed.
Most importantly, it always produces an answer, making it a robust tool for
Hamiltonicity testing. Notably it also extends to graphs of higher degree.
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Figure 4.2: Hlustrating how our algorithm scales with input size across each
category of graphs generated by methods (a) M.1 (b) M.2 (c) M.3 (d) M.4.
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Figure 4.3: Ilustration of the number of failed attempts of cubhamg for the
graphs of our experiment. The graphs generated with (a) M1 yielded 48 failed
attempts across 24 different instances, (b) M4 yielded 7 failed attempts across
6 different instances.
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CHAPTER

CONCLUSIONS

In this thesis, we have continued the study of Barnette’s conjecture through
the lens of 2-page book embeddings and SAT. We modified a known SAT
formulation for the latter problem, which allowed us to search for the existence
of Hamiltonian cycles in planar graphs, and thus further investigate Barnette’s
conjecture. Unfortunately, our approach turned out to be slower than the
backtracking search of cubhamg but it scales to planar graphs of higher degree.

We conclude our work with an interesting question, of theoretical nature,
that stems from our work. We believe that this problem is an important
milestone in settling Barnette’s conjecture.

e [s it true that all Barnette graphs generated solely by Cy-expansions are
Hamiltonian?
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