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ABSTRACT

We will examine the basis B2 of rectangles of R2 and R3 with sides parallel to the
axis and their differentiation properties in relation to the corresponding maximal
operators using some covering theorems.
We will present the noteworthy set called the Perron tree and use it in order to give
answers to the ”Needle problem” and the existence of Besicovitch sets and examine
the differentiation basis B3 of rectangles of R2 and some of its subbases.
We will then work on the distribution function and the decreasing rearrangement of
a given function to acquire inequalities that we will use on the last chapter, which
is a generalization of what preceded, where we will examine the multidimensional
analogues of what we proved previously, on the interval S = (0, 1)n, for n ∈ N ar-
bitary, getting some differentiation properties of the basis B2 once again using the
corresponding maximal operator.
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ΠΕΡΙΛΗΨΗ

Θα ασχοληθούμε με την βάση B2 των διαστημάτων του R2
και του R3

με πλευρές

παράλληλες στους άξονες και τις ιδιότητες διαφόρισής τους σε σχέση με τους αντίσ-

τοιχους μεγιστικούς τελεστές χρησιμοποιώντας κάποια θεωρήματα κάλυψης.
Θα παρουσιάσουμε το σύνολο που είναι γνωστό ως δέντρο του Perron και θα το αξ-
ιοποιήσουμε ώστε να δώσουμε απαντήσεις στο ”Needle Problem” και στην ύπαρξη των
συνόλων Besicovitch καθώς επίσης θα μελετήσουμε τις ιδιότητες διαφόρισης της βάσης
B3 των ορθογωνίων του R2

αλλά και απο κάποιων από τις υποβάσεις της.
΄Επειτα θα ορίσουμε την συνάρτηση κατανομής και την φθίνουσα αναδιάταξη μιας συνάρτησης

με σκοπό να αποκτήσουμε κάποιες ανισότητες που θα χρησιμποιήσουμε στο τελαυταίο

κεφάλαιο, το οποίο ειναι μια γενίκευση των όσων προηγήθηκαν, όπου θα μελετήσουμε
τα ανάλογα σε πολλές μεταβλητές των όσων αποδείξαμε, στο σύνολο S = (0, 1)n, για
n ∈ N τυχαίο, από όπου θα λάβουμε κάποιες ιδιότητες διαφόρισης για την βάση B2

χρησιμοποιώντας ξανά τον αντίστοιχο μεγιστικό τελεστή.
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INTRODUCTION

In Chapter 1 we will present some estimates for the uncentered maximal operator
MRnf over cubes in Rn as well as for the maximal operators MRf , MRf and MLf
in R , where

MRnf(x) = sup{ 1

|Q|

∫
Q
|f(x)|dx , where x ∈ Q ,Q is a cube in Rn}

MRf(x) = sup{ 1

|I|

∫
I
|f(x)|dx , x ∈ I bounded interval in R}

MRf(x) = sup{ 1

u− x

∫ u

x
fdy : u ∈ (x,∞)}

MLf(x) = sup{ 1

x− u

∫ x

u
fdy : u ∈ (−∞, x)}

More specifically we will prove that

{MRf(x) > t} =
1

t

∫
{MRf(x)>t}

f dλ , ∀f ∈ L1(Rn) , ∀t > 0

and that the same equality holds for MLf and

{MRf(x) > t} ≤ 2

t

∫
{Mf(x)>t}

f dλ , ∀f ∈ L1(Rn) , ∀t > 0.

Using these we will prove the Hardy-Littlewood maximal theorem for Lp, p > 1 and
get estimates for the norms of Mf , MRf and MLf in Lp(R).

In Chapter 2 we shall analyze some interesting covering and differentiation prop-
erties of the basis of intervals in R2 . For each x ∈ Rn we consider as B2(x) the
family of all open bounded intervals containing x, and B =

⋃
x∈R2 B2(x). This basis

will be denoted as B2 and its maximal operator will be denoted by M2 where

M2f(x) = sup{ 1

|I|

∫
I
|f(x)|dx , I ⊆ B2(x)} .
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The basis B2 was the basis that allowed the expansion of the modern theory of dif-
ferentiation after the Lebesgue differentiation theorem was proved.
It is known that B2 does not differentiate L1(R2) as for a B-F basis B that is invari-
ant by homothecies, differentiation of L1 is equivalent to the Vitali property and also
equivalent to the regularity of the basis with respect to the basis of cubic intervals
(Moriyon[1975])(that is there exists 0 < δ < 1 : ∀I ∈ B2 there exists a cube Q such

that I ⊆ Q and |I|
|Q| = δ) and B2 does not satisfy the Vitali property(Banach[1924]),

but it is a density basis as proved by Saks[1935].
Furthermore it differentiates L1(1+ log+L1)(R2) and we will prove this in two ways.
First by considering the basis B2 as the iterated Cartesian product of the interval
basis of R1 and second by proving that if a system of intervals in R2 satisfies a
specific covering property then we can select a finite sequence from any collection
of intervals such that | ∪Rj | <∞ that covers a good part of ∪Rj and it has a very
small overlap.
In a similar way, if we consider a system of intervals in R3 such that there is some
reasonable constraint between their three different side-lengths, that is one of their
side- length is given as a function of the other two, it is to be expected that this
system will behave again like the two-dimensional basis of intervals and so the basis
B2 of intervals of R3 differentiates L1(1 + log+L1)(R3).

In the first part of Chapter 3 we will present the construction of the Perron tree.
Given a triangle ABC in R2 and any ϵ > 0 we can obtain a new figure E, the Perron
tree, that has measure < ϵ · |ABC|. We shall prove this by repetition of a process
called the basic construction which is essentially the partitioning of the basis of the
triangle ABC and the translation of those new triangles that were created parallel
to the Ox axis towards each other. With every application of this process the area
of this newly obtained figure will be decreased up until we get to the desired area of
measure < ϵ · |ABC|.
The Perron tree has many applications to a number of different problems, one of
them being the so called ”Needle problem” proposed by Kakeya [1917]. The problem
states : What is the infimum of the areas of those sets in R2 such that a needle of
length 1 can be continuously moved within the set so that at the end it occupies
the original place but in inverted position? Using the Perron tree we will prove that
given η > 0 and a straight segment AB with length 1 in R2 we can construct a figure
F of area less than η so that we can continuously move AB within F so that it finally
occupies the same place but in inverted position.
From the construction of the Perron tree we can also obtain a Besicovitch set, a
compact set of null measure in R2 that contains a segment of unit length in every
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direction. To do so we will take a closed parallelogram P and partition its basis
in order to get the triangles from which we will construct the Perron trees. We
will then substitute each of the intersections of the parallelogram P with the small
triangles of such Perron trees by parallelograms whose union has measure as small
as we wish and contain a segment of unit length in every direction.
In our last application of the construction of the Perron tree we shall prove, using
the Busemann-Feller criterion, that the differentiation basis BT generated by all the
triangles {Th}2

n

h=1 where Th has basis a dyadic interval, for every n ∈ N, is not a
density basis and by utilizing the inequality

MT f ≤ c ·MRf

we will deduce that BR is not a density basis, where MT is the maximal operator
corresponding to the basis BT and MR the the maximal operator corresponding to
the basis BR, the basis generated by the rectangles Rh, where Rh is the smallest
rectangle containing Th. This of course implies that the basis of all rectangles B3 is
not a density basis.
In the last part of Chapter 3 we will examine the basis Bϕ of parallelograms in la-

cunary directions ϕ = { π
22
,
π

23
,
π

24
, ...} and proving a similar covering theorem as in

Chapter 2 we will obtain the weak type (2,2) inequality for the maximal operator
MBϕ

corresponding to the basis Bϕ, which is equivalent to the fact that the basis Bϕ
differentiates L2.

In Chapter 4 we will define the distribution function µf of a given function f ∈
Mo(R,µ)

µf (λ) = µ({x ∈ R : |f(x)| > λ})

in order to get the definition of equimeasurability; two non negative functions f and
g will be called equimeasurable if their distribution functions coincide. We will then
define the decreasing rearrangement f∗ of the function f as

f∗(t) = inf{λ : µf (λ) ≤ t}

which is equimeasurable to f and thus we can substitute f with f∗ when needed to
take advantage of the extra properties of the decreasing rearrangement. We shall
also prove some inequalities involving the functions f and Mf and their decreasing
rearrangements that we will use in our last chapter.

In chapter 5 we will examine some results that we have already seen but in the
general case. We will work on the interval S = (0, 1)k, k ∈ N is arbitary, and we
will extract some differentiation properties for the basis B of the intervals of S. After
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some introductory lemmas, presented in the first section, relating to M (0,1)f we will
prove that this maximal operator is of strong type (p,p), and thus the basis B differ-
entiates Lp. Then for functions f ∈ L1(log+L1)(S) we will check that the integral
of f is strongly differentiable at almost every point and the derivative is equal to f
so the basis B also differentiates L1(log+L1)(S).
In the third and last part of Chapter 4 we will consider functions f ∈ L1(log+L1)k−1

and prove, through the strong derivative of the integral of f, that the basis B differ-
entiates L1(log+L1)k−1(S). Then for intervals of a specific form, where the ratios of
any two of their sides do not exceed a finite number, we will prove that the Vitali
property still holds and so the basis B differentiates L1 as well as L1(log+L1)k−r,
for 1 ≤ r ≤ k which is the general case for the property mentioned above.
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Chapter 0
Preliminaries

Definition 0.1: For every x ∈ Rn we consider a collection B(x) that consists
of bounded measurable sets of positive measure that contain x and are such that for
every x there exists {Rk(x)}k∈N ⊆ B(x), with x ∈ Rk(x) ∀k ∈ N and δ(Rk) → 0,
where δ(Rk) is the diameter of Rk. The collection B =

⋃
x∈Rn B(x) is called differ-

entiation basis.

Definition 0.2 : For every x ∈ Rn we consider the collection B2(x) that consists
of bounded intervals of Rn that contain x such that ∀x there exists {Rk(x)}k∈N ⊆
B2(x) with δ(Rk) → 0. Then the collection B2 =

⋃
x∈Rn B2(x) is called the differen-

tiation basis of intervals of Rn.

Definition 0.3: A differentiation basis B will be called a Busemann-Feller basis
if:

a) B is open, ∀B ∈ B

b) ∀x ∈ B ∈ B, B belongs in B(x)

1



CHAPTER 0. PRELIMINARIES

Definition 0.4: The differentiation basis B will be called invariant by homothe-
cies and translations if ∀B ∈ B and ∀ϕ such that ϕ(x) = ax + b, a ̸= 0, b ∈ Rn,
ϕ(B) belongs in B.

Definition 0.5: Let B be a differentiation basis, then for every f ∈ L1
loc(Rn) and

for every x ∈ Rn we define
a) The upper derivative of

∫
f on x with respect to the basis B by

DB(

∫
f, x) = lim sup

δ(B)→0
B∈B(x)

{ 1

|B|

∫
B
f(y)dy}

and
b) The lower derivative of

∫
f on x with respect to the basis B by

DB(

∫
f, x) = lim inf

δ(B)→0
B∈B(x)

{ 1

|B|

∫
B
f(y)dy}

If for some x ∈ Rn we have DB(
∫
f, x) = DB(

∫
f, x) =: DB(

∫
f, x) then DB(

∫
f, x)

is called the derivative of
∫
f on x for the basis B.

Additionally if DB(
∫
f, x) exists and is equal to f(x) for almost every x ∈ Rn we

say that the basis B differentiates
∫
f and if B differentiates

∫
f for every f ∈ X,

for some space X ⊆ L1
loc(Rn) then we say that B differentiates X.

Definition 0.6 : The differentiation basis B will be called density basis if it differ-
entiates every χA, for every A ⊆ Rn measurable, where χA denotes the characteristic
function of A.

Definition 0.7 : The maximal operator corresponding to the differentiation basis

2



CHAPTER 0. PRELIMINARIES

B is defined as

MBf(x) = sup{ 1

|R|

∫
R
|f(y)|dy : x ∈ R ∈ B(x)}.

Definition 0.8 : The maximal operator MB is called of

a) strong type (p, p), if there exists cp > 0 such that

||MBf ||Lp ≤ cp||f ||Lp , ∀f ∈ Lp(Rn)

b) weak type (p, p), if there exists cp > 0 such that

|{x ∈ Rn :MBf(x) > λ}| ≤ cp
p

λp
||f ||pLp , ∀f ∈ Lp(Rn) and ∀λ > 0.

If MB is of strong type (p, p) then it is also of weak type (p,p).

Theorem 0.9 : Let B be a differentiation basis invariant by homothecies and
translations. If the corresponding maximal operator MBf is of weak type (1,1) then
B differentiates L1(Rn).

Theorem 0.10 (Busemann-Feller criterion): Assume B is a differentiation
basis invariant by homothecies and translations. The following are equivalent:

a) B is a density basis

b) ∀λ ∈ (0, 1) there exists cλ ∈ (0,∞) such that ∀A ⊆ Rn bounded and measur-
able the inequality

|{MχA > λ}| ≤ cλ|A|

3



CHAPTER 0. PRELIMINARIES

holds for every such A.

Theorem 0.11 : Let B be a differentiation basis. The following are equivalent :

a) B is a density basis

b) ∀λ ∈ (0, 1), ∀{Ak} decreasing sequence of bounded measurable sets with |Ak| → 0
and ∀{rk} , rk decreasing to 0+ we have

|{MrkχAk
> λ}| k→∞−−−→ 0

where

MrkχAh
(x) = sup

R∈B(x)
δ(R)<rk

{ 1

|R|

∫
R
|χAh

(y)|dy} = sup
R∈B(x)
δ(R)<rk

|Ah ∩R|
|R|

, ∀h ∈ N.

Let ϕ : [0,∞) → [0,∞) be a strictly increasing function with ϕ(0) = 0 satisfying
: ∃c′ > 0, uo > 0 such that

ϕ(u) ≥ c′u , ∀u ≥ uo.

We define the space

ϕ(L1(Rn)) = {f : Rn → R , f measurable with

∫
Rn

ϕ(|f |) <∞}.

Theorem 0.12 : a) Let B be a B-F differentiation basis of Rn invariant by
homothecies and translations, MB be the corresponding maximal operator satisfying

|{MBf > λ}| ≤ c

∫
Rn

ϕ(
|f |
λ
) , ∀f ∈ ϕ(L1(Rn)) and ∀λ > 0,

where c does not depend on λ and f, ϕ is such that

ϕ(αµ) ≤ cµϕ(α) , ∀a > 0 , ∀µ > 0 , cµ <∞.

4



CHAPTER 0. PRELIMINARIES

Then the basis B differentiates ϕ(L1(Rn)).

The converse holds under weaker conditions:

b) Let B be a B-F differentiation basis of Rn invariant by homothecies and trans-
lations, differentiating ϕ(L1(Rn)). Then there exists c > 0 such that ∀λ > 0 and
∀f ∈ ϕ(L1(Rn)), f ≥ 0, the corresponding maximal operator MB satisfies

|{MBf > λ}| ≤ c

∫
Rn

ϕ(
f(x)

λ
)dx.

Definition 0.13 : A dyadic interval of Rn is a bounded interval of the form

(
i

2m
,
i+ 1

2m
)× (

j

2l
,
j + 1

2l
)× ....× (

ζ

2k
,
ζ + 1

2k
)

where i, j, ζ ∈ N, m, l , ..., k ∈ Z, with i = 1, 2, ..., 2m−1 , j = 1, 2, ..., 2l−1 , ... , ζ =
1, 2, ..., 2k − 1 .

Theorem 0.14 (Calderon - Zygmund decomposition): Given f ∈ L1(Rn)
and t > 0 there exists an at most countable family Qt of non overlapping cubes con-
sisting of those maximal dyadic cubes over which the average of |f | is > t. Then the
family Qt satisfies :

a) for every Q ∈ Qt : t < 1
|Q|

∫
Q |f(x)|dx ≤ 2n · t

b) for almost every x /∈ ∪Qt , |f(x)| ≤ t.

Lemma 0.15 : Let f ∈ L1(Rn) and Mf(x) be the uncentered maximal operator

5



CHAPTER 0. PRELIMINARIES

over cubes in Rn. Then

|{x ∈ Rn :Mf(x) > t}| ≤ 3n · 4n

t

∫
Rn

|f(y)|dy.

Lemma 0.16 (Layer cake formula): Let (X,A, µ) be a measure space and
f : X → R. Then, ∀p > 0,∫

X
|f |pdµ =

∫ ∞

0
pλp−1µ({|f | > λ})dλ.

Lemma 0.17 (Whitney Lemma) : Let G be an open subset of Rn, G ̸= ∅,
G ̸= Rn. Then there exists a disjoint sequence of half open cubes {Qk}k∈N that can
be chosen as translations of dyadic cubes, such that:

a) G = ∪Qk

b) 2 ≤ d(Qk , ∂G)

δ(Qk)
≤ 6 , ∀k ∈ N

6



Chapter 1
The maximal function

In this chapter we will prove some estimates and weak type inequalities for the
maximal function Mf : Lp(Rn) → R+ that we will frequently use in the next
chapters.

1.1 Norm estimates for the maximal function

Theorem 1.1.1: There exist c , c′ such that:

a) |{x ∈ Rn :Mf(x) > t}| ≤ c

t

∫
{x∈Rn: |f(x)|> t

2
}
|f(x)|dx

b) |{x ∈ Rn :Mf(x) > t}| ≥ c′

t

∫
{x∈Rn: |f(x)|>t}

|f(x)|dx

∀t > 0 and ∀f ∈ L1(Rn) real function, where Mf is the uncentered maximal
operator over cubes in Rn and c , c′ do not depend on f or t, but only the dimension
of the space.

Proof: We write f = f∗ + f∗ where

f∗(x) =


f(x), if |f(x)| > t

2

0, if |f(x)| ≤ t
2

7



CHAPTER 1. THE MAXIMAL FUNCTION

and

f∗(x) =


0, if |f(x)| > t

2

f(x), if |f(x)| ≤ t
2

Then

Mf(x) ≤Mf∗(x) +Mf∗(x) ≤Mf∗(x) +
t

2

since Mf∗(x) ≤
t

2
, ∀x ∈ Rn , as |f∗(x)| ≤ t

2 , ∀x ∈ Rn.
So

|{x ∈ Rn :Mf(x) > t}| ≤ |{x ∈ Rn :Mf∗(x) >
t

2
}| ≤

≤ 3n · 4n
t
2

∫
Rn

|f∗(x)|dx =:
c

t

∫
{x∈Rn:|f(x)|> t

2
}
|f(x)|dx

using Lemma 0.15 and (a) is proved.

Using the Calderon-Zygmund decomposition for f and t we get non-overlapping
cubes Qj such that

t <
1

|Qj |

∫
Qj

|f(x)|dx ≤ 2n · t , ∀j (1)

and
|f(x)| ≤ t for almost every x /∈

⋃
j

Qj .

If x ∈ Qj we get Mf(x) > t, so Qj ⊆ {x ∈ Rn : Mf(x) > t} for every j and
thus

|{x ∈ Rn :Mf(x) > t}| ≥
∑
j

|Qj | ≥(1)
1

2n · t

∫
{x:|f(x)|>t}

|f(x)|dx

since
⋃
j Qj ⊇ {x : |f(x)| > t} a.e and (b) is proved. □
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CHAPTER 1. THE MAXIMAL FUNCTION

Theorem 1.1.2: For every 1 < p <∞, there is a constant Cp > 0 such that for
every f ∈ Lp(Rn)

(

∫
Rn

(Mf(x))pdx)
1
p ≤ Cp(

∫
Rn

|f(x)|pdx)
1
p ,

that is ||Mf ||Lp ≤ Cp||f ||Lp,

where Mf is the uncentered maximal operator over cubes in Rn.

Proof: Using the Layer cake formula and Theorem 1.1.1 we get∫
Rn

(Mf(x))pdx =

∫ ∞

0
ptp−1|{x :Mf(x) > t}|dt ≤

≤ cp

∫ ∞

0

tp−1

t

∫
{x:|f(x)|> t

2
}
|f(x)|dxdt =

= cp

∫ ∞

0
tp−2

∫
{x:|f(x)|> t

2
}
|f(x)|dxdt = cp

∫
Rn

(

∫ 2|f(x)|

0
tp−2dt)|f(x)|dx =

=
cp

p− 1
2p−1

∫
Rn

|f(x)|pdx =: Cp

∫
Rn

|f(x)|pdx. □

We have seen that the operator M is bounded in Lp(Rn) for 1 < p ≤ ∞, since
Mf(x) ≤ ||f ||∞, ∀x. However, it is not bounded in L1(Rn).

Theorem 1.1.3: Assume f is supported in a ball B ⊆ Rn. If |f(x)|log+|f(x)| is
integrable then Mf is also integrable over B , where Mf is the uncentered maximal
operator over cubes in Rn.

Proof: We have
∫
B |f(x)|log+|f(x)|dx <∞.

Then∫
B
Mf(x)dx =

∫ ∞

0
|{x ∈ B :Mf(x) > t}|dt = 2

∫ ∞

0
|{x ∈ B :Mf(x) > 2t}|dt ≤

9
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≤ 2(

∫ 1

0
|B|dt+

∫ ∞

1
|{x ∈ Rn :Mf(x) > 2t}|dt)

and using (a) from Theorem 1.1.1 we get that the previous quantity is

≤ 2|B|+ c

∫ ∞

1

1

t

∫
{x:|f(x)|>t}

|f(x)|dxdt = 2|B|+ c

∫
Rn

|f(x)|
∫ |f(x)|

1

1

t
dtdx =

= 2|B|+ c

∫
Rn

|f(x)|log+|f(x)|dx <∞

and so ∫
B
Mf(x)dx <∞

as requested. □

Now let f be a non-negative function in L1(R) and M1f be the uncentered maxi-
mal operator corresponding to the differentiation basis of R.

We define the following maximal functions:

MRf(x) = sup{ 1

u− x

∫ u

x
f(y)dy : u ∈ (x,∞)}

MLf(x) = sup{ 1

x− u

∫ x

u
f(y)dy : u ∈ (−∞, x)}

and then it is proved that

M1f(x) = max{MRf(x),MLf(x)}

For each t > 0, let Mt = {x :Mf(x) > t},

ML
t = {x :MLf(x) > t} and MR

t = {x :MRf(x) > t}

10
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Lemma 1.1.4: The equalities

a) |{MRf(x) > t}| = 1

t

∫
MR

t

f(x)dx

b) |{MLf(x) > t}| = 1

t

∫
ML

t

f(x)dx

and the inequality

c)|{M1f(x) > t}| ≤ 2

t

∫
Mt

f(x)dx,

hold for every t > 0.

Proof: We will prove (a) as the MLf case is identical.

The function s→ 1

s− x

∫ s

x
f is continuous on (x,∞) so the set

MR
t = {x :MRf(x) > t} is open.

Therefore, MR
t can be written as a unique union of open disjoint intervals

MR
t =

⋃∞
k=1(βk, γk).

Consider an interval (βk, γk), which may not be necessarily bounded.
For every x ∈ (βk, γk) the open set

Nx = {s :
∫ s

x
f > t(s− x), s ∈ (x, γk)}

is nonvoid.
For γk = ∞ this is trivial, as for x ∈ (βk,∞) ∈ MR

t we have by definition of MR
t

that there exists s > x such that

1

s− x

∫ s

x
f > t ⇒

∫ s

x
f > t(s− x)

so s ∈ Nx.

We define sx = supNx and consider the case γk = +∞. For every x ∈ (βk,+∞) we
have sx = +∞.
Indeed assume sx < +∞ for some x ∈ (βk,+∞) then

1

sx − x

∫ sx

x
f ≥ t

11
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but sx ∈ (βk,+∞) so there exists y > sx such that

1

y − sx

∫ y

sx

f > t

and so
1

y − x

∫ y

x
f > t , where y > sx > x

which is a contradiction.
Thus for x ∈ (βk,+∞) fixed there exists a sequence sn ↗ +∞ such that

1

sn − x

∫ sn

x
f > t and for n→ +∞ we get 0 ≥ t

a contradiction.
So for any (βk, γk) as above we have that γk < +∞.

For γk <∞, assume Nx = ∅ for some x ∈ (βk, γk).
Then there exists w ≥ γk such that∫ w

x
f > t(w − x).

Also, by Nx = ∅ we get that, ∀s ∈ (x, γk) ,

∫ s

x
f ≤ t(s− x) and since

1

s− x

∫ s

x
f continuous on (x, γk) we get

∫ γk

x
f ≤ t(γk − x)

so that w > γk.
This gives us∫ w

γk

f =

∫ w

x
f −

∫ γk

x
f > t(w − x)− t(γk − x) = t(w − γk) ⇒ γk ∈MR

t

which is a contradiction.

12
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Now let sx = supNx, where x ∈ (βk, γk) and γk <∞. We will prove that sx = γk.
If sx < γk then ∫ sx

x
f = t(sx − x) (1)

by the continuity of MRf .
We have βk < x < sx < γk ⇒ sx ∈ MR

t and since Nsx ̸= ∅ so there exists
y ∈ (sx, γk) such that ∫ y

sx

f > t(y − sx). (2)

Combining (1) and (2) we get∫ y

sx

f +

∫ sx

x
f =

∫ y

x
f > t(y − x),

which is a contradiction since γk > y > sx, by the definition of sx and Nx.
Therefore ∀x ∈ (βk, γk) , sx = γk so∫ γk

x
f ≥ t(γk − x).

Letting x→ βk, we get ∫ γk

βk

f ≥ t(γk − βk) (3)

[from which we ensure that (βk, γk) is bounded since f ∈ L1(Rn)]

and as (3) is true for every (βk, γk) ∈MR
t we get∫

MR
t

f ≥ t|MR
t |. (4)

On the other hand βk /∈ (βk, γk) ⊆MR
t so∫ γk

βk

f ≤ t(γk − βk)

and so ∫
MR

t

f ≤ t|MR
t |. (5)

Inequalities (4) and (5) gives us

|MR
t | = |{x :MRf(x) > t}| = 1

t

∫
MR

t

f(x)dx.

13
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To prove (c) we proceed in a similar way.
We will prove that M1f(x) = max{MRf(x),MLf(x)} , ∀x ∈ R.

Fix x ∈ R and define M1f(x) = θ.
For every z > x we have

1

z − x

∫ z

x
f = lim

ϵ→0

1

z − (x− ϵ)

∫ z

x−ϵ
f ≤M1f(x) = θ

so, MRf(x) ≤ θ.

Similarly MLf(x) ≤ θ, which gives us

max{MRf(x),MLf(x)} ≤ θ =M1f(x).

Now assume max{MRf(x),MLf(x)} = δ and (a, b) is an arbitary interval in R such
that x ∈ (a, b) we then have

1

b− a

∫ b

a
f =

1

b− a

∫ x

a
f +

1

b− a

∫ b

x
f =

x− a

b− a
(

1

x− a

∫ x

a
f) +

b− x

b− a
(

1

b− x

∫ b

x
f) ≤

x− a

b− a
MLf(x) +

b− x

b− a
MRf(x)

and MRf(x),MLf(x) ≤ δ by definition of δ, so

1

b− a

∫ b

a
f ≤ x− a

b− a
δ +

b− x

b− a
δ = δ , ∀ bounded interval (a, b) containing x

and thus we get
M1f(x) ≤ δ

and as a consequence

M1f(x) = max{MRf(x),MLf(x)}

14
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Also by the above equality we get

Mt =MR
t ∪ML

t

and using the last identity we get

|Mt| ≤ |MR
t |+ |ML

t | =
1

t
[

∫
MR

t

f +

∫
ML

t

f ] ≤

≤ 1

t
[

∫
Mt

f +

∫
Mt

f ] =
2

t

∫
Mt

f. □

15
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1.2 The Hardy- Littlewood maximal theorem

Theorem 1.2.1: (Hardy-Littlewood maximal theorem for Lp, p > 1)
Let f ∈ Lp(R) and p > 1 be a real number. Then:

a)

(

∫
R
(MRf(x))

pdx)
1
p ≤ p

p− 1
[

∫
R
|f |pdx]

1
p

that is ||MRf ||Lp ≤ p

p− 1
||f ||Lp

b)

(

∫
R
(MLf(x))

pdx)
1
p ≤ p

p− 1
[

∫
R
|f |pdx]

1
p

that is ||MLf ||Lp ≤ p

p− 1
||f ||Lp

and

c)

(

∫
R
(M1f(x))

pdx)
1
p ≤ 2p

p− 1
[

∫
R
|f |pdx]

1
p

that is ||M1f ||Lp ≤ 2p

p− 1
||f ||Lp.

Proof: We will use the equality (a) that we proved in Lemma 1.1.4, which is stated
for functions f ∈ L1(R). As we know, Cc(R), the space of continuously compacted
functions, is dense in L1(R) and Lp(R). Let f ∈ Lp(R), we can then find a sequence

{fn} ⊆ Cc(R) such that fn
Lp

−→ f.
Therefore

||fn − f ||Lp → 0 and ||MR(fn − f)||Lp ≤ cp||fn − f ||Lp → 0

by Theorem 1.1.2, so

MR(fn − f)
Lp

−→ 0.

By the triangle inequality we get

|MRfn(x)−MRf(x)| ≤MR(fn − f)(x) , ∀x ∈ R

16
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thus
MRfn

Lp

−→MRf

and thus it is enough to prove the theorem for functions f ∈ Cc(R).

Let f be a fixed function in Cc(R). Using∫
R
|g|pdx =

∫ ∞

0
ptp−1|{|g| > t}|dt , (1)

|{MRf > t}| = 1

t

∫
{MRf>t}

|f |dx , (2)

we get ∫
R
(MRf(x))

pdx =(1)

∫ ∞

0
ptp−1|{MRf(x) > t}|dt =

=(2) p

∫ ∞

0
tp−2

∫
{MRf>t}

|f(x)|dxdt = p

∫
R
tp−2

∫ MRf(x)

0
|f(x)|dtdx =

= p

∫
R

∫ MRf(x)

0
(
tp−1

p− 1
)′dt|f(x)|dx =

p

p− 1

∫
R
(MRf(x))

p−1|f(x)|dx ≤

≤ p

p− 1
[

∫
R
|f(x)|pdx]

1
p [

∫
R
(MRf(x))

pdx]
p−1
p <∞

by Theorem 1.1.2 , where on the third equality we used Fubini’s Theorem and we
also used Holder’s inequality to get the first inequality,

so

(

∫
R
MRf(x)

pdx)
1
p ≤ p

p− 1
[

∫
R
|f |pdx]

1
p .

We will not prove (b) as the proof is identical.

To prove (c) we use

|{M1f(x) < t}| ≤ 2

t

∫
{M1f(x)>t}

fdx

17
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from Lemma 1.1.4 and proceed similarly. □
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Chapter 2
The basis B2 of intervals

In this chapter we will prove some covering theorems that entail differentiation
properties for the basis B2 of intervals.

2.1 Intervals of R2

Assume B2 is the following basis: for every x ∈ R2

B2(x) = {I = J ×H, where J,H open bounded intervals of R, x ∈ I}.
Then B2 =

⋃
x∈R2

B2(x), is invariant by homothecies and is also a Busemann-Feller

differentiation basis of R2.

Let M2 be the corresponding maximal operator in R2, where

M2f(x) = sup{ 1

|I|

∫
I
|f(x)| dx, I ∈ B2(x)}

where f : R2 → R is Lebesgue integrable and x ∈ R2.

Let also l1 = {J : J bounded interval of R} and

M1g(y) = sup{ 1

|J |

∫
J
|g(y)| dy, y ∈ J ∈ l1}, y ∈ R

the corresponding maximal operator in R where g : R → R is Lebesgue integrable
on R.

19
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In order to prove the next theorem we will use the following lemma.

Lemma 2.1.1: The maximal operator M1 is of weak type (1,1), that is there
exists c > 0 such that

|{M1g(y) > λ}| ≤ c

λ

∫
R
|g(y)|dy

for every g ∈ L1(R) and every λ > 0.

Proof: This weak type inequality is a result of the inequality (c) proved in Lemma
1.1.4. □

Theorem 2.1.2: There exists a constant k > 0 such that

|{M2f > λ}| ≤ k

∫
R2

|f |
λ
(1 + log+

|f |
λ
) (∗)

∀λ > 0 and ∀f measurable, for which the integral on the right side of inequality
(*) is finite, and ∀λ > 0.

Proof: Notice that for λ > 0 the following equivalence is true:

(1)

∫
R2

|f |(1 + log+|f |) <∞ ⇐⇒
∫
R2

|f |
λ
(1 + log+

|f |
λ
) <∞ (2)

We will prove ” ⇒ ”, with ” ⇐ ” being immediate.

Assume

∫
R2

|f |(1 + log+|f |) <∞.

For λ ≥ 1 we have
|f |
λ

≤ |f | on R2,

so ∫
R2

|f |
λ
(1 + log+(

|f |
λ
) ≤ 1

λ

∫
R2

|f |(1 + log+|f |) <∞,

since x→ x(1 + log+x) is an increasing function on (0,∞).
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For 0 < λ < 1 we have∫
R2

|f |
λ
(1 + log+

|f |
λ
) =

∫
{|f |≤λ}

|f |
λ

+

∫
{|f |>λ}

|f |
λ
(1 + log

|f |
λ
) =

=

∫
{|f |≤λ}

|f |
λ

+

∫
{|f |>λ}

|f |
λ
(1 + log

1

λ
+ log|f |) =

=

∫
{|f |≤λ}

|f |
λ

+
1 + log 1

λ

λ

∫
{|f |>λ}

|f | +
1

λ

∫
{|f |>λ}

|f |log|f | ≤

≤
1 + log 1

λ

λ

∫
R2

|f | +
1

λ

∫
R2

|f |log+|f | ≤
1 + log 1

λ

λ

∫
R2

|f |(1 + log+|f |) <∞,

Assume f ∈ L1
loc(R2) such that

∫
R2

|f |(1+ log+|f |) <∞ , f ≥ 0 and λ > 0. Then

f ∈ L1(R2).

For every x = (x1, x2) ∈ R2, f : R2 → R+, we define

T1f(x1, x2) = sup{ 1

|J |

∫
J
f(ξ1, x2)dξ1, J ⊆ R open and bounded with x1 ∈ J}

(so T1f(x1, x2) =M1f(·, x2)(x1) , ∀(x1, x2) ∈ R2)

and

Aλ = A = {(u1, u2) ∈ R2 : T1f(u1, u2) >
λ

2
}

which can be easily seen that it is measurable.
We also define

T2f(x1, x2) = sup{ 1

|H|

∫
H
χA(x1, u2)T1f(x1, u2)du2 , H ⊆ R open, bounded, x2 ∈ H}

(so T2f(x1, x2) =M1(χA(x1, ·)T1f(x1, ·))(x2)).
We will prove that

B := {(ξ1, ξ2) ∈ R2 :M2(ξ1, ξ2) > λ} ⊆ {(ξ1, ξ2) ∈ R2 : T2f(ξ1, ξ2) >
λ

2
} =: C

21



CHAPTER 2. THE BASIS B2 OF INTERVALS

Let (x1, x2) ∈ B, then there exists I = J ×H where x1 ∈ J, x2 ∈ H and J,H open
bounded intervals of R such that

1

|I|

∫
I
f > λ. (∗)

Consider the following partition {C1, C2} of I = J ×H:

a) If ξ2 ∈ H is such that for every (z1, ξ2) ∈ J × {ξ2} we have T1f(z1, ξ2) >
λ

2
we set J × {ξ2} ⊆ C1.

b) If ξ2 ∈ H is such that there exists (z1, ξ2) ∈ J × {ξ2} with T1f(z1, ξ2) ≤ λ

2
we set J × {ξ2} ⊆ C2.
Obviously C1 ∪ C2 = J ×H = I and C1 ∩ C2 = ∅.

For ξ2 such that J × {ξ2} ⊆ C2, by definition of T1 we have

1

|J |

∫
J
f(ξ1, ξ2)dξ1 ≤

λ

2
(4)

and integrating (4) over G, where G is the set containing every ξ2 ∈ H such that
J × {ξ2} ⊆ C2, we get∫

C2

f =

∫
ξ2∈G

∫
ξ1∈J

f(ξ1, ξ2)dξ1dξ2 ≤(4)

∫
ξ2∈G

λ

2
· |J |dξ2 =

λ

2
· |C2| ≤

λ

2
· |I|

so ∫
I
f =

∫
C1

f +

∫
C2

f ≤
∫
C1

f +
λ

2
· |I|

but also λ · |I| <
∫
I
f from (*) so

∫
C1

f >
λ

2
· |I|. (∗∗)

Furthermore,

T2f(x1, x2) ≥
1

|H|

∫
H
χA(x1, u2)T1f(x1, u2)du2 ≥

≥ 1

|H|

∫
H
χA(x1, u2)(

1

|J |

∫
J
f(u1, u2)du1)du2 =
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=
1

|J ×H|

∫
H
χA(x1, u2)

∫
J
f(u1, u2)du1)du2 =

=
1

|I|

∫
H
χA(x1, u2)

∫
J
f(u1, u2)du1)du2. (5)

Moreover for (u1, u2) ∈ (J ×H)∩C1 (that is when J ×{u2} ⊆ C1) and since x1 ∈ J

we have (x1, u2) ∈ C1, thus T1f(x1, u2) >
λ

2
,

so (x1, u2) ∈ A, ∀u2 such that J × {u2} ⊆ C1 so xA(x1, u2) = 1 and by (5)

T2f(x1, x2) ≥
1

|I|

∫
(H×J)∩C1

f(u1, u2)du1du2 =

=
1

|I|

∫
C1

f(u1, u2)du1du2 =
1

|I|

∫
C1

f >(∗∗)
λ

2
.

We thus get T2f(x1, x2) >
λ

2
, ∀(x1, x2) ∈ B therefore (x1, x2) ∈ C , ∀(x1, x2) ∈ B

and we finally get B ⊆ C.

Moving on we are going to estimate |C|:
Using the previous lemma we have: for every fixed x1 ∈ R, fixed,

|{ξ2 ∈ R : T2f(x1, ξ2) >
λ

2
}| ≤ c

λ
2

∫
R
χA(x1, ξ2)T1f(x1, ξ2)dξ2 , (6)

as T2f(x1, ξ2) =M1(χA(x1, ξ2)T1f(x1, ξ2)).

Then

|C| = |{(ξ1, ξ2) ∈ R2 : T2f(ξ1, ξ2) >
λ

2
}| =

∫
R
|{ξ2 ∈ R : T2f(ξ1, ξ2) >

λ

2
}|dξ1 ≤

≤(6)
c
λ
2

∫
R

∫
R
χA(ξ1, ξ2)T1f(ξ1, ξ2)dξ1dξ2 =

c
λ
2

∫
R

∫
R
χA(ξ1, ξ2)T1f(ξ1, ξ2)dξ2dξ1 =

= c

∫
ξ2∈R

ϕ(ξ2)dξ2 (7)

where

ϕ(ξ2) =

∫
R

χA(ξ1, ξ2)T1f(ξ1, ξ2)
λ
2

dξ1.
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By the Layer cake representation we have that for every ξ2 ∈ R

ϕ(ξ2) =

∫ ∞

σ=0
|{ξ1 ∈ R :

χA(ξ1, ξ2)T1f(ξ1, ξ2)
λ
2

> σ}|dσ =

∫ 1

σ=0
|{ξ1 ∈ R :

χA(ξ1, ξ2)T1f(ξ1, ξ2)
λ
2

> σ}|dσ+

+

∫ ∞

σ=1
|{ξ1 ∈ R :

χA(ξ1, ξ2)T1f(ξ1, ξ2)
λ
2

> σ}|dσ. (8)

So by (7) |C| ≤ S1 + S2, where

S1 = c

∫
R

∫ 1

σ=0
|{ξ1 ∈ R :

χA(ξ1, ξ2)T1f(ξ1, ξ2)
λ
2

> σ}|dσdξ2

and

S2 = c

∫
R

∫ ∞

σ=1
|{ξ1 ∈ R :

χA(ξ1, ξ2)T1f(ξ1, ξ2)
λ
2

> σ}|dσdξ2.

Now we get an estimate for S1:

If (ξ1, ξ2) ∈ A then T1f(ξ1, ξ2) >
λ

2
and for σ ∈ (0, 1)

{ξ1 ∈ R :
χA(ξ1, ξ2)T1f(ξ1, ξ2)

λ
2

> σ} =

=σ>0 {ξ1 ∈ R : (ξ1, ξ2) ∈ A and T1f(ξ1, ξ2) >
λ

2
σ} =

=σ<1 {ξ1 ∈ R : (ξ1, ξ2) ∈ A} = {ξ1 ∈ R : T1f(ξ1, ξ2) >
λ

2
}

so

S1 = c

∫
R
|{ξ1 ∈ R : T1f(ξ1, ξ2) >

λ

2
}|dξ2. (9)

Using the previous lemma again, for every ξ2 ∈ R

|{ξ1 ∈ R : T1f(ξ1, ξ2) >
λ

2
}| ≤ c

λ
2

∫
R
f(ξ1, ξ2)dξ1 ,
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as T1f(ξ1, ξ2) =M1f(·, ξ2)(ξ1).

Thus (9) becomes

S1 ≤
2c2

λ

∫
R

∫
R
f(ξ1, ξ2)dξ1dξ2 =

2c2

λ

∫
R2

f.

In order to calculate S2 we define for every σ ≥ 1

f∗(ξ1, ξ2, σ) =


f(ξ1, ξ2), if f(ξ1, ξ2) ≤ λσ

4

0, if f(ξ1, ξ2) >
λσ
4

and

f∗(ξ1, ξ2, σ) =


0, if f(ξ1, ξ2) ≤ λσ

4

f(ξ1, ξ2), if f(ξ1, ξ2) >
λσ
4

which we will simple write as f∗(ξ1, ξ2) and f
∗(ξ1, ξ2).

Then f = f∗ + f∗ and T1f ≤ T1f
∗ + T1f∗. (10)

But clearly T1f∗(ξ1, ξ2) ≤
λσ

4
, ∀(ξ1, ξ2) ∈ R2. (11)

So

|{ξ1 ∈ R :
χA(ξ1, ξ2)T1f(ξ1, ξ2)

λ
2

> σ}| ≤ |{ξ1 ∈ R : T1f(ξ1, ξ2) >
λσ

2
}| ≤

≤(10),(11) |{ξ1 ∈ R : T1f
∗(ξ1, ξ2) >

λσ

4
}|

thus

S2 ≤ c

∫
R

∫ ∞

σ=1
|{T1f∗(ξ1, ξ2) >

λσ

4
}|dσdξ2

and using the previous lemma we get

S2 ≤ c

∫
R

∫ ∞

σ=1

c
λσ
4

(

∫
R
f∗(ξ1, ξ2)dξ1)dσdξ2 =

= c2
∫
R

∫ ∞

σ=1
(

∫
{f>λσ

4
}
4
f(ξ1, ξ2)

λσ
dξ1)dσdξ2 =
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= c2
∫
R
(

∫
{f>λ

4
}

∫ 4
f(ξ1,ξ2)

λ

σ=1
4
f(ξ1, ξ2)

λσ
dσdξ1)dξ2 =

= c2
∫
R
(

∫
{f>λ

4
}

f(ξ1, ξ2)

λ
)(

∫ 4
f(ξ1,ξ2)

λ

σ=1

4

σ
dσdξ1)dξ2 =

=
4c2

λ

∫
R

∫
{f>λ

4
}
f(ξ1, ξ2)[log4 + log(

f(ξ1, ξ2)

λ
)]dξ1dξ2 ≤

≤ 4c2

λ
log4

∫
R2

f(ξ1, ξ2)dξ1dξ2 +
4c2

λ

∫
R2

f(ξ1, ξ2)log
+(
f(ξ1, ξ2)

λ
)dξ1dξ2.

Summarising,

S1 + S2 ≤
2c2

λ

∫
R2

f(ξ1, ξ2)dξ1dξ2 +
4c2

λ
log4

∫
R2

f(ξ1, ξ2)dξ1dξ2+

+
4c2

λ

∫
R2

f(ξ1, ξ2)log
+(
f(ξ1, ξ2)

λ
)dξ1dξ2 ≤ K

∫
R2

|f |
λ
(1 + log+(

|f |
λ
)

for suitable K > 0

and

|C| ≤ S1 + S2 ≤ K

∫
R2

|f |
λ
(1 + log+(

|f |
λ
)

while B ⊆ C.

So finally

|{(ξ1, ξ2) ∈ R2 :M2f(ξ1, ξ2) > λ}| ≤ K

∫
R2

|f |
λ
(1 + log+(

|f |
λ
)). □
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Now, having proved

|{M2f > λ}| ≤ K

∫
R2

|f |
λ
(1 + log+

|f |
λ
)

for every f such that ∫
R2

|f |(1 + log+|f |) <∞ ,

that is f ∈ L1(1 + log+(L1)) , defining

g(x) = x(1 + log+x) , for x > 0 we have g(|f |) ∈ L1(R2) , g ≥ 0.

Let Mrkf be the maximal operator with respect to the intervals of R2,

Mrkf = sup{ 1

|B|

∫
B
f : x ∈ B with δ(B) < rk}

with rk ↘ 0 and {Ak} a decreasing sequence of measurable bounded sets with
|Ak| → 0.

Then
{Mrk(fχAk

) > λ} ⊆ {M2(fχAk
) > λ}

and ∫
R2

g(|f |)χAk
=

∫
Ak

g(|f |) → 0 , as |Ak| → 0

with Ak+1 ⊆ Ak ∀k and g(|f |) ∈ L1(Rn).

So from (*) we get that ∀f ∈ L1(1+ log+(L1)), ∀Ak decreasing sequence of measur-
able bounded sets with |Ak| → 0 and ∀rk ↘ 0

|{Mrk(fχAk
) > λ}| ≤ |{M2(fχAk

) > λ}| ≤
∫
Ak

g(|f |) → 0 ⇒

|{Mrk(fχAk
) > λ}| → 0.

Thus by an application of Theorem 0.11 the basis B2 differentiates L
1(1+ log+(L1)).
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The same result is proved below using a covering theorem regarding the basis of
intervals.

The following theorem is a special case of a more general theorem for arbitrary
intervals, which can be used for the proof of the fact that the basis B2 differentiates
L(1 + log+(L)).

Theorem 2.1.3: Let {Ba}a∈A be a collection of open dyadic intervals of R2 with

|
⋃
Ba| <∞. Then we can select a finite sequence {Rk} ⊆ (Ba)a∈A such that:

α) |
⋃
Ba| ≤ c1|

⋃
Rk|

b)

∫
∪Rk

e
∑
χRk ≤ c2|

⋃
Rk|

where c1, c2 are independent of the initial collection {Ba}a∈A.

Proof: Let {Ba}a∈A be a collection of dyadic intervals of R2 with |
⋃
Ba| < ∞.

We take a finite sequence {Bk}Mk=1 ⊆ {Ba}a∈A with |
⋃
Ba| ≤ 2|

M⋃
k=1

Bk|.

We can do so by using Lindelof’s theorem as
⋃
aBa can be written as a countable

union
⋃
a∈A

Ba =
⋃
i∈I

Bai , where I is at most countable and ai ∈ A , ∀i ∈ I.

Then we can define a new sequence {Fai} where Fai = Ba1 ∪ Ba2 ∪ ... ∪ Bai
from which we get |

⋃
a

Ba| = |
⋃
i

Bai | = |
⋃
i

Fai | where {Fai} is increasing so

|
∞⋃
i=1

Fai | = lim
i→∞

µ(Fai) thus there exists io ∈ N such that |Faio | >
1

2
|
∞⋃
i=1

Fai | and

we finally deduce that |
io⋃
j=1

Baj | >
1

2
|
⋃
a

Ba|.

We denote the side lengths of Bk , k = 1, 2, ...,M by ak, bk. We also may as-
sume that b1 ≥ b2 ≥ ... ≥ bM and that no Bk is contained in any other of the family
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{Bj}Mj=1.

We now start constructing our sequence Rk.
First we choose R1 = B1.
Assume thatR1, R2, ..., Rh have been chosen whereRh = Bl , for some l ∈ {1, 2, ...,M−
1}.
Then we choose as Rh+1 the first Bk in the sequence Bl+1, Bl+2, ..., BM such that

1

|Bk|

∫
Bk

χ⋃h
j=1Rj

e
∑h

j=1 χRj ≤ 1 + n (1)

where n will be chosen later.
By this way we get a family {Rj}Hj=1 of intervals with sides aj , bj (we continue to

use the notation bj but now for the family {Rj}Hj=1 such that b1 ≥ b2 ≥ ... ≥ bH).
We obviously then have

|Rj ∩ (
⋃
k<j

Rk)| =
1

e

∫
Rj∩(

⋃
k<j Rk)

edx.

Now for any z ∈
⋃
k<j Rk there exists k ∈ {1, 2, ..., j − 1} such that z ∈ Rk so

xRk
(z) ≥ 1 and

j−1∑
k=1

xRk
(z) ≥ 1, thus the last quantity is

≤ 1

e

∫
Rj

χ⋃
k<j Rk

e
∑j−1

k=1 χRk ≤(1)
1 + n

e
|Rj |. (2)

So, for every j ∈ {1, 2, ...,H}, we have

|Rj | = |Rj ∩ (
⋃
k<j

Rk)|+ |Rj − (
⋃
k<j

Rk)| ≤(2)
1 + n

e
|Rj |+ |Rj −

⋃
k<j

Rk| ⇒

|Rj | ≤
1

1− 1+n
e

|Rj −
⋃
k<j

Rk|. (3)

for 0 < n < e− 1.

We shall now prove (b) for c = 20e by induction.

• Firstly ∫
R1

χR1e
χR1 = e|R1| ≤ 20e|R1|.
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• Next assume that∫
χ⋃h

j=1Rj
e
∑h

j=1 χRj ≤ 20e|
h⋃
j=1

Rj |, for 1 ≤ h ≤ H − 1. (4)

• We will prove that

∫
χ⋃h+1

j=1 Rj
e
∑h+1

j=1 χRj ≤ 20e|
h+1⋃
j=1

Rj |.

We have the following∫
χ⋃h+1

j=1 Rj
e
∑h+1

j=1 χRj =

∫
(
⋃h

j=1Rj)−Rh+1

e
∑h

j=1 χRj +

∫
Rh+1∩(

⋃h
j=1Rj)

e
∑h+1

j=1 χRj ≤

≤
∫
(
⋃h

j=1Rj)
e
∑h

j=1 χRj +

∫
Rh+1∩(

⋃h
j=1Rj)

e
∑h+1

j=1 χRj ≤(4)

≤ 20e|
h⋃
j=1

Rj |+
∫
Rh+1∩(

⋃h
j=1Rj)

e
∑h+1

j=1 χRj =

= 20e|
h⋃
j=1

Rj |+e
∫
Rh+1∩(

⋃h
j=1Rj)

e
∑h

j=1 χRj ≤(1) 20e|
h⋃
j=1

Rj |+e(1+n)|Rh+1|. (5)

But we have from (3) that |Rh+1| ≤
1

1− 1+n
e

|Rh+1 − (

h⋃
k=1

Rk)|,

so, ∫
χ⋃h+1

j=1 Rj
e
∑h+1

j=1 χRj ≤ 20e|
h⋃
j=1

Rj |+
(1 + n)e

1− 1+n
e

|Rh+1 − (

h⋃
j=1

Rj)| ,

30



CHAPTER 2. THE BASIS B2 OF INTERVALS

so choosing n sufficiently small such that
(1 + n)e

1− 1+n
e

≤ 20e (which is possible since

lim
n→0+

(1 + n)e

1− (1+n)
e

=
e

1− 1
e

< 20e)

we get∫
χ⋃h+1

j=1 Rj
e
∑h+1

j=1 χRj ≤ 20e|
h⋃
j=1

Rj |+ 20e|Rh+1 − (
h⋃
j=1

Rj)| = 20e|
h+1⋃
j=1

Rj | ,

∀h = 1, 2, ...,H − 1 so the induction is completed and (b) is proved for c2 = 20e and
{Rk}Hk=1 ⊆ {Ba}a∈A.

Moving on to (a), we want to prove |
⋃
a

Ba| ≤ c1|
⋃
k

Rk|.

It is sufficient to show that

|(
M⋃
k=1

Bk)− (
H⋃
j=1

Rj)| ≤ c|
H⋃
j=1

Rj | (6)

for a suitable constant c independent of the initial family {Ba}a∈A as we will then
have

|
⋃
a∈A

Ba| ≤ 2|
M⋃
j=1

Bk| ≤ 2[|(
M⋃
k=1

Bk)− (

H⋃
j=1

Rj)|+ |
H⋃
j=1

Rj |] ≤(6)

≤(6) 2[c|
H⋃
j=1

Rj |+ |
H⋃
j=1

Rj |] = 2(c+ 1)|
H⋃
j=1

Rj |.

Let B ∈ {Bk}Mk=1 that has not be chosen in {R1, R2, ..., RH}, that is we have
the finite sequence R1, R2, ..., Rl, ..., B, ..., (where Rl is the last dyadic interval of
{Rj}Mj=1 before B in the sequence {Bk}Mk=1) with side lengths of B a , b and bj ≥ b
for 1 ≤ j ≤ l.
For this set B we have

1

|B|

∫
B
χ⋃l

j=1Rj
e
∑l

j=1 χRj > 1 + n. (7)
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Figure 2.1.3

If we intersect R1, R2, ..., RH and B by a line s parallel to Ox and call the inter-
sections S = B ∩ s, I1 = R1 ∩ s, I2 = R2 ∩ s, ..., IH = RH ∩ s we get

1

|S|

∫
S
χ⋃l

k=1 Ik
e
∑l

k=1 χIk > 1 + n.

If this wasn’t true, that is, if

1

|S|

∫
S
χ⋃l

k=1 Ik
e
∑l

k=1 χIk ≤ 1 + n

we would have ∫
S
χ⋃l

k=1 Iik
e
∑l

k=1 χIk ≤ (1 + n)|S|

and by integrating over the projection of B on Oy we would get

1

|B|

∫
B
χ⋃l

k=1Rk
e
∑l

k=1 χRk ≤ 1 + n,
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a contradiction.

So,
1

|S|

∫
S
χ⋃l

k=1 Ik
e
∑l

k=1 χIk ≤ 1

|S|

∫
S
χ⋃H

k=1 Ik
e
∑H

k=1 χIk

thus,
1

|S|

∫
S
χ⋃H

k=1 Ik
e
∑H

k=1 χIk > 1 + n ⇒

S = B ∩ s ⊆ {x ∈ s :Ms(χ⋃H
k=1 Ik

e
∑H

k=1 χIk ) > 1 + n},

where Ms is the 1-dimensional maximal operator with respect to intervals of s.
The above arguments are given for an arbitary B in {B1, B2, ..., BM}−{R1, R2, ..., RH}
therefore we have

s ∩ (

M⋃
k=1

Bk −
H⋃
j=1

Rj) ⊆ {x ∈ s :Ms(χ⋃H
k=1 Ik

e
∑H

k=1 χIk ) > 1 + n} ⇒

|s ∩ (

M⋃
k=1

Bk −
H⋃
j=1

Rj)| ≤
c∗

1 + n

∫
χ⋃H

k=1Ik
e
∑H

k=1 χIk ,

from the weak type (1,1) inequality for the one dimensional maximal operator Ms.

Integrating over the projection of
M⋃
k=1

Bk on Oy we get

|
M⋃
k=1

Bk −
H⋃
j=1

Rj | ≤
c∗

1 + n

∫
R2

χ⋃H
j=1Rj

e
∑H

j=1 χRj ≤(b)
c∗

1 + n
20e|

H⋃
j=1

Rj |,

which proves (a) for c1 = 20e c∗

1+n . □

As we mentioned above, using Theorem 2.1.3 we can prove that the basis B2 dif-
ferentiates L1(1 + log+(L1)).
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Theorem 2.1.4: The basis B2 differentiates L1(1 + log+(L1(R2)), that is

|{M2f > λ}| ≤ C

∫
R2

|f |
λ
(1 + log+(

|f |
λ
)).

Proof: To prove the inequality we define the function G : [0,∞) → [0,∞), G(x) =
xlog+x.
For every y ≥ 0 we also define

Ψ(y) =

{
y, if 0 ≤ y ≤ 1

ey−1, if y > 1

Then G(x) = sup
y≥0

(xy −Ψ(y)), ∀x ≥ 0 that is for every x, y ≥ 0 we have

G(x) ≥ xy −Ψ(y) ⇒ xy ≤ G(x) + Ψ(y), ∀x, y ≥ 0. (1)

For every λ > 0 we define the set Eλ = {M2f > λ} and take a compact set K
such that K ⊆ Eλ.
Then x ∈ K ⇒ x ∈ Eλ so there exists an open set Rx ∈ B2 containing x such
that

1

|Rx|

∫
Rx

f > λ. (2)

So K ⊆
⋃
x∈K Rx , thus there exist x1, x2, ..., xn ∈ K such that K ⊆

⋃n
i=1Rxi .

Applying Theorem 2.1.3 to the collection {Rxi}ni=1 =: C we get a finite sequence
{Rk} ⊆ C such that:

a) |
⋃
Rk| ≥ c1|

⋃n
i=1Rxi | and

b)
∫
∪Rk

e
∑
χRkdx ≤ c2|

⋃n
i=1Rk|

Without loss of generality, we assume that f ≥ 0, so we have

1

|Rk|

∫
Rk

f > λ ⇒ |Rk| ≤
1

λ

∫
Rk

f , ∀k (∗)
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as {Rk} ⊆ C.

So

|K| ≤ |
n⋃
i=1

Rxi | ≤(a) c3| ∪Rk| ≤ c3
∑
k

|Rk| ≤

≤(∗)
c3
λ

∑
k

∫
Rk

f =
c3
λ

∑
k

∫
Rk

f · χRk
= c3

∫
∪Rk

f

λ

∑
k

χRk

from which we get

c3
∑
k

|Rk| ≤ c3

∫
∪Rk

f

λ

∑
k

χRk
= c3I1 (∗∗)

where I1 =

∫
∪Rk

f

λ

∑
k

χRk

and continuing our calculations, we have that for any µ > 0

c3I = c3

∫
∪Rk

f

λ

∑
k

χRk
= c3

∫
∪Rk

f

λµ
(µ

∑
k

χRk
)dx ≤

≤(1) c3

∫
R2

f

λµ
(log+(

f

λµ
) + c3

∫
∪Rk

Ψ(µ
∑
k

χRk
) = c3I3 + c3I2

(that is I1 ≤ I2 + I3)

where I2 =

∫
∪Rk

Ψ(µ
∑

χRk
) and I3 =

∫
R2

f

λµ
(log+(

f

λµ
).

Setting
∑

χRk
=: g we get

I2 =

∫
∪Rk

Ψ(µg(x))dx =

∫
{g≥ 1

µ
}∩(∪Rk)

Ψ(µg(x))dx+

∫
{0<g< 1

µ
}∩(∪Rk)

Ψ(µg(x))dx =
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=

∫
{g≥ 1

µ
}∩(∪Rk)

eµg(x)−1dx+

∫
{0<g< 1

µ
}∩(∪Rk)

µg(x)dx ≤

≤ 1

e

∫
{g≥ 1

µ
}∩(∪Rk)

eµ
∑
χRkdx+ µ

∫
R2

∑
χRk

=

=
1

e

∫
{g≥ 1

µ
}∩(∪Rk)

eµ
∑
χRkdx+ µ

∑
|Rk|dx

≤(∗∗) c4µI1 +
1

e

∫
{g≥ 1

µ
}∩(∪Rk)

eµ
∑
χRk

(x)dx ≤

≤ c4µI1 +
1

e

∫
{
∑
χRk

≥ 1
µ
}
eµ

∑
χRk (x)dx ≤(∗∗∗) c4 · µI1 +

1

e
µ

∫
∪Rk

e
∑
χRk

(x)dx

(where we used that eµy ≤ µey, ∀y ≥ 1
µ , 0 < µ < 1, (∗ ∗ ∗))

and

c4µ · I1 +
1

e
µ

∫
∪Rk

e
∑
χRk

(x)dx ≤(b) c4µI1 + c5µ| ∪Rk| ≤

≤(∗∗) c4µI1 + c6µI1 = c7µI1 ⇒

(for suitable constants c5 , c6 , c7 > 0)

I2 ≤ c7µI1 (∗ ∗ ∗∗)

So
I1 ≤ I3 + I2 ≤(∗∗∗∗) I3 + µc7I1 ⇒
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(1− µc7)I1 ≤ I3

and for µ <
1

c7
, µ < 1 we get

I1 ≤
1

1− µc8
I3 ⇒ I2 ≤ c8µI3

for a suitable constant c8.

From the above conclusions we have

|K| ≤ c3I2 + c3I3 ⇒

⇒ |K| ≤ c9I3 = c10

∫
f

λ
log+(

f

λ
· 1
µ
) = c10

∫
{f>λµ}

f

λ
log(

f

λ
· 1
µ
) =

= c10

∫
{f>λµ}

f

λ
[log(

f

λ
) + log

1

µ
] = c11

∫
f

λ
+ c10

∫
{f>λ

µ
}

f

λ
log

f

λ
≤

≤ c11

∫
R2

f

λ
+ c10

∫
R2

f

λ
log+(

f

λ
) ≤ c12

∫
R2

f

λ
(1 + log+(

f

λ
)).

Now since |Eλ| = sup{ |K| : K ⊆ Eλ , K compact } we have

|Eλ| = |{M2f > λ}| ≤ c12

∫
R2

f

λ
(1 + log+(

f

λ
))

and thus

|{M2f > λ}| ≤ C

∫
R2

f

λ
(1 + log+(

f

λ
))

which is the required inequality.

We will now prove (****), that is

eµy ≤ µey, ∀y ≥ 1

µ
, µ ∈ (0, 1).
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Let µ be fixed and set h(y) = eµy − µey, y > 0.

Then

h′(y) = µeµy − µey < 0, for any y > 0 since µ < 1.

so h(y) is strictly decreasing for y > 0.

Therefore for y ≥ 1
µ

h(y) ≤ h(
1

µ
) = e− µe

1
µ < 0 ,

as θ(µ) = µe
1
µ , is also strictly decreasing for µ ∈ (0, 1),

thus θ(µ) > θ(1) = e ⇒ µe
1
µ > e, ∀µ ∈ (0, 1).

2.2 Intervals of R3

In a similar way as in Theorem 2.1.3, if we consider a system of intervals in R3

such that there is some reasonable constraint between their three side-lengths , it is
to be expected that this system will behave again like the two-dimensional basis of
intervals, that is its maximal operator will satisfy the same inequality as above.
We will present the theorem in the dyadic version again and in the same pattern as
before the required inequality can be obtained.

Theorem 2.2.1: Let {Ba}a∈A be a collection of dyadic intervals of R3 such that
|
⋃
aBa| < ∞. Assume that the side-lengths of Ba in directions Ox, Oy, Oz are ãa,

b̃a, c̃a = ϕ(ãa, b̃a), respectively, where ϕ : (0,∞)×(0,∞) → (0,∞) is a fixed function
strictly increasing in the two variables separately.
Then we can choose a finite sequence {Rk} from {Ba}a∈A such that:

a) |
⋃
aBa| ≤ c∗|

⋃
Rk|
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b)
∫⋃

Rk
e
∑
χRk ≤ c∗∗|

⋃
Rk|

where c∗, c∗∗ are absolute constants independent of {Ba}a∈A.

Proof: We will prove this Theorem on the same pattern as the proof of Theorem
2.1.3.
First we choose a finite sequence {Bk}Mk=1 such that

|
⋃
a

Ba| ≤ 2|
M⋃
k=1

Bk|.

We can assume that c̃1 ≥ c̃2 ≥ ... ≥ c̃M and that no Bk is contained in another one.
By the strict monotonicity of ϕ we have either ãk ≥ ãl or b̃k ≥ b̃l for 1 ≤ k ≤ l ≤M .
We can see that this is true because if ãk < ãl and b̃k < b̃l then we would get
ϕ(ãk, b̃k) < ϕ(ãl, b̃k) < ϕ(ãl, b̃l), which gives c̃k < c̃l, a contradiction, since c̃k ≥ c̃l.

Now we proceed exactly as in the previous proof for intervals in R2.
First we choose R1 = B1 and the R2 as the first Bk where k > 1 such that

1

|Bk|

∫
Bk

χR1e
χR1 ≤ 1 + n , where n will be chosen later.

We then choose R3 as the first Bl, l > k, such that

1

|Bl|

∫
Bl

χR1∪R2e
∑2

i=1 χRi ≤ 1 + n

and so on.

In that way we obtain {Rj}Hj=1 from {Bk}Mk=1 satisfying

i)c̃1 ≥ c̃2 ≥ ... ≥ c̃H

ii) If c̃k ≥ c̃l then either ãk ≥ ãl or b̃k ≥ b̃l (where ãj , b̃j , c̃j are the side lengths
of Rj , j=1,2, ...,H)

iii)
1

|Rj+1|

∫
Rj+1

χ⋃
i≤j Rj

e
∑j

i=1 χRj ≤ 1 + n
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iv) If B ∈ {B1, B2, ..., BM} − {R1, R2, ..., RH} and if R1, R2, ..., Rl are intervals

with c̃k ≥ c̃, where c̃ is the side-length of B parallel to Oz, then

1

|B|

∫
B
χ⋃l

j=1Rj
e
∑l

j=1 χRj > 1 + n.

As in the previous proof, for every j ≥ 2 (for j = 1 it’s trivial),

|Rj ∩ (
⋃
k<j

Rk)| =
1

e

∫
Rj∩(

⋃
k<j Rk)

e ≤ 1

e

∫
Rj

χ⋃
k<j Rk

e
∑j−1

k=1 χRk ≤(iii)
1 + n

e
|Rj |.

Therefore,

|Rj | = |Rj ∩ (
⋃
k<j

Rk)|+ |Rj − (
⋃
k<j

Rk)| ≤
1 + n

e
|Rj |+ |Rj − (

j−1⋃
k=1

Rk)|

⇒ (1− 1 + n

e
)|Rj | ≤ |Rj − (

⋃
k<j

Rk)|

and for n small enough, we get

|Rj | <
1

1− 1+n
e

|Rj − (
⋃
k<j

Rk)|.

We are now going to prove (b) by induction: We have∫
χR1e

χR1 = e|R1| < 20e|R1|.

We assume that ∫
χ⋃h

j=1Rj
e
∑h

j=1 χRj ≤ 20e|
h⋃
j=1

Rj |,

where h < H.
Then∫

χ⋃h+1
j=1 Rj

e
∑h+1

j=1 χRj =

∫
χ(

⋃h
j=1Rj)−Rh+1

e
∑h

j=1 χRj +

∫
Rh+1∩(

⋃h
j=1Rj)

e
∑h+1

j=1 χRj ≤
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≤
∫
⋃h

j=1Rj

χ⋃h
j=1Rj

e
∑h

j=1 χRj + e

∫
Rh+1

χ⋃h
j=1Rj

e
∑h

j=1 χRj ≤

≤(iii) 20e|
h⋃
j=1

Rj |+ e|Rj+1|(1 + n).

Continuing as before we conclude that∫
χ⋃h+1

j=1 Rj
e
∑h+1

j=1 χRj ≤ 20e|
h+1⋃
j=1

Rj |.

so we have obtained {Rj}Hj=1 satisfying

∫
χ⋃H

j=1Rj
e
∑H

j=1 χRj ≤ c∗∗|
H⋃
j=1

Rj |.

We shall now prove (a) using (i)-(iv) and (b).
In order to do so we will prove that

|
M⋃
k=1

Bk −
H⋃
j=1

Rj | ≤ c|
H⋃
j=1

Rj |.

If B is an interval of {Bk}Mk=1 which has not been chosen, between Rl and Rl+1, for
l < H, with side-lengths a, b, c = ϕ(a, b) then

1

|B|

∫
B
χ⋃l

j=1Rj
e
∑l

j=1 χRj > 1 + n. (1)

We intersect B andR1, R2, ..., Rl by a plane σ orthogonal to Oz obtaining S, I1, I2, ..., Il
where S = B ∩ σ, I1 = R1 ∩ σ and so on, as in the figure bellow.
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Figure 2.2.1(a)

The 3-dimensional inequality (1) is transformed into the 2-dimensional one

1

|S|

∫ ∫
S
χ⋃l

j=1 Ij
e
∑l

j=1 χIj > 1 + n. (2)

If this was not true, that is if∫ ∫
S
χ⋃l

j=1 Ij
e
∑l

j=1 χIj ≤ (1 + n)|S|

then by integrating over the projection of B, on Oz we would get∫
B
χ⋃l

j=1Rj
e
∑l

j=1 χRj < (1 + n)|B|,

which is a contradiction to (1).
As we stated before, for every j = 1, 2, ..., l we have c ≤ cj so either aj ≥ a or bj ≥ b.
Let’s assume that aj > a and bj ≤ b for i = 1, 2, ..., h and aj ≤ a and bj > b for
i = h+ 1, h+ 2, ..., l, forgetting about the order of the sides cj .
Let us call P, Q the projections of S and Jj ,Kj the projection of Ij over the axes
Ox, Oy.
We can now write Ij = Jj ×Kj and S = P ×Q, where Jj = (αj , βj) , Kj = (γj , δj).
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Figure 2.2.1 (b)

Without loss of generality assume that Ij ∩ Ii = ∅ for i ̸= j , i, j = 1, 2, .., h or
i, j = h+ 1, h+ 2, ..., l. Then

1

|S|

∫ ∫
(x,y)∈S

χ⋃l
j=1 Ij

(x, y)e
∑l

j=1 χIj
(x,y)

dxdy = A1 +A2 +A3

where

A1 =
1

|S|

∫ ∫
S∩(

⋃h
j=1 Ij−

⋃l
j=h+1 Ij)

χ⋃h
j=1 Ij

(x, y)e
∑h

j=1 χIj
(x,y)

dxdy

A2 =
1

|S|

∫ ∫
S∩(

⋃l
j=h+1 Ij−

⋃h
j=1 Ij)

χ⋃l
j=h+1 Ij

(x, y)e
∑l

j=h+1 χIj
(x,y)

dxdy

and

A3 =
1

|S|

∫ ∫
S∩[(

⋃h
j=1 Ij)∩(

⋃l
j=h+1 Ij)]

χ⋃h
j=1 Ij

χ⋃l
j=h+1 Ij

e
∑h

j=1 χIj e
∑l

j=h+1 χIj dxdy
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Now
A1 = x1 + x2 + ...+ xh

where

x1 =
1

|S|

∫ ∫
T1

e
∑h

j=1 χIj , x2 =
1

|S|

∫ ∫
T2

e
∑h

j=1 χIj , ..., xh =
1

|S|

∫ ∫
Th

e
∑h

j=1 χIj ,

T1 = {P − (
l⋃

m=j+1

Jj)} × {Q ∩K1}, ..., Th = {P − (

l⋃
j=h+1

Jj)} × {Q ∩Kh}

and T1 the shaded part of the figure above.

Now,

x1 ≤
1

|S|

∫ ∫
P×[γ1,δ1]

e
∑h

j=1 χIj dxdy

as T1 ⊆ P ×K1 = P × [γ1, δ1],

=
1

|P ||Q|

∫ ∫
P×[γ1,δ1]

e
∑h

j=1χKj(y)dxdy

(as Ij = Jj ×Kj and x ∈ P implies x ∈ Jj ∀j = 1, 2, ..., h)

=
1

|P ||Q|

∫ δ1

y=γ1

∫
x∈P

e
∑h

j=1 χKj
(y)
dxdy =

1

|Q|

∫ δ1

γ1

e
∑h

j=1 χKj
(y)
dy

Similarly we get

xh ≤ 1

|Q|

∫
[γh,δh]

e
∑h

j=1 χKj
(y)
dy

So

A1 = x1 + x2 + ...+ xh ≤ 1

|Q|

∫
(
⋃k

j=1Kj)∩Q
e
∑h

k=1 χKj
(y)
dy =: a1
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as Kj = [γj , δj ] and Kj ⊆ Q.

Analogously we get

A2 ≤
1

|P |

∫
P
χP∩(

⋃l
j=h+1 Jj)

(x)e
∑l

j=h+1 χJj
(x)
dx =: a2

Furthermore,

A3|P ||Q| =
∫
y∈Q∩(

⋃h
j=1Kj)

∫
x∈P∩(

⋃l
j=h+1 Jj)

e
∑l

j=1 χJj×Kjχ⋃h
j=1(Jj×Kj)

χ⋃l
j=h+1(Jj×Kj)

dxdy

We define
F (x, y) := e

∑h
j=1 χJj×Kj

(x,y)
e
∑l

j=h+1 χJj×Kj
(x,y)

and for x ∈ P ∩ (
⋃l
j=h+1 Jj), y ∈ Q ∩ (

⋃h
j=1Kj), we have

F (x, y) = e
∑h

j=1Kj(y)e
∑l

j=h+1 Jj(x) =: G(x, y)

as for j = 1, 2, ..., h, we have P ⊆ Jj and for j = h+ 1, h+ 2, ..., l, Q ⊆ Kj .

As a consequence we have

A3|P ||Q| =
∫
y∈Q∩(

⋃h
j=1Kj)

∫
x∈P∩(

⋃l
j=h+1 Jj)

G(x, y)dxdy.

So

A3 =
1

|P |

∫
P∩(

⋃l
j=h+1 Jj)

e
∑l

j=h+1 Jj(x)
1

|Q|

∫
Q∩(

⋃h
j=1Kj)

e
∑h

j=1Kj(y),

that is A3 = a1a2.
From (2) we get A1 + A2 + A3 > 1 + n, that is a1 + a2 + a1a2 > 1 + n so either

a1 > ρ or a2 > ρ where ρ := min(1+n3 ,
√

1+n
3 ).

We can see this is true because if a1 ≤ ρ and a2 ≤ ρ then a1 ≤ 1+n
3 , a2 ≤ 1+n

3 and
a1a2 ≤ 1+n

3 .
This entails that a1 + a2 + a1a2 ≤ 1 + n, a contradiction.
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So for the set B ∈ {B1, B2, ..., BM} − {R1, R2, ..., RH}, if (x, y, z) ∈ B and a2 > ρ
then

1

|P |

∫
P
χP∩(

⋃l
j=h+1 Jj)

(t)e
∑l

j=h+1 χJj(t)dt > ρ

and since x ∈ P

1

|P |

∫
P
χ⋃l

j=h+1Rj
(t, y, z)e

∑l
j=h+1 χRj

(t,y,z)
dt > ρ

and if a1 > ρ then similarly we get

1

|Q|

∫
Q
χ⋃h

j=1Rj
(x, s, z)e

∑h
j=1 χ⋃h

j=1
Rj

(x,s,z)
ds > ρ.

Therefore either

B ⊆ {(x, y, z) : sup
x∈I

I interval

{ 1

|I|

∫
I
χ⋃l

j=h+1Rj
(t, y, z)e

∑l
j=h+1 χRj

(t,y,z)
dt > ρ} =: E

or

B ⊆ {(x, y, z) : sup
y∈J

J interval

{ 1

|J |

∫
J
χ⋃h

j=1 xRj
(x, s, z)e

∑H
j=1 χ⋃H

j=1
Rj

(x,s,z)
ds > ρ} =: F.

That is B ⊆ E ∪ F .

For fixed y, z we have E = ∪y,zE(y, z) where

E(y, z) = {(x, y, z) :M1[χ⋃
Rj
(·, y, z)e

∑
χRj

(·,y,z)
] > ρ}.

Using the weak type (1,1) for the one-dimensional Hardy-Littlewood maximal oper-
ator we get

|E(y, z)|1 ≤
c

ρ

∫
R
χ⋃H

j=1Rj
(t, y, z)e

∑H
j=1 χRj

(t,y,z)
dt
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and integrating we obtain

|E|3 ≤
c

ρ

∫
R3

χ⋃H
j=1Rj

e
∑H

j=1 χRj ≤(b)
c

ρ
c∗∗|

⋃
Rj |.

Similarly we get

|F |3 ≤
c

ρ

∫
R3

χ⋃H
j=1Rj

e
∑H

j=1 χRj ≤(b)
c

ρ
c∗∗|

⋃
Rj |

concluding

|
⋃
Ba| ≤ 2

c

ρ
c∗∗|

⋃
Rj | = c∗|

⋃
Rj |. □
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Chapter 3
The basis of rectangles B3

In this chapter we will present the construction of an important set called the ”Perron
tree” and its contribution in the solution of problems like the ”needle problem” and
the construction of other notable sets such as the ”Besicovitch set”. We will also
use the Perron tree to prove that the basis of rectangles B3 does not have good
differentiation properties.

3.1 The Perron tree

Theorem 3.1.1: Let {Ah}2
n

h=1 be the 2n open triangles in R2 obtained by joining
the point (0,1) with the points (0,0), (1,0), ... ,(2n,0). Let Ah be the triangle with
vertices (0,1), (h-1,0), (h,0). Then given α, where 1/2 < α < 1, we can make a
parallel translation of each Ah along the Ox axis to a new position Ãh so that we
have

|
2n⋃
h=1

Ãh| ≤ (a2n + 2(1− a))|
2n⋃
h=1

Ah|.

Proof: We will prove the theorem by repetition of a process called basic construc-
tion.
Basic construction: Consider two adjacent triangles T1, T2, with basis on the Ox
axis, the same basis length b and height length h, as shown in Figure 1.1(a) below.
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Figure 3.1.1(a)

With T1 fixed, we transfer T2 towards T1, so that the sides of the triangles that are
not parallel meet at a point with distance ah from Ox as in Figure 3.1.1(b).

Figure 3.1.1(b)

The union of T1 and T ∗
2 consists of a triangle S (not shaded) homothetic to T1 ∪ T2

and two ”excess triangles” ∆1, ∆2 (shaded).

We will prove that S is homothetic to T1 ∪ T2.
Their sides are parallel and, without loss of generality, we can assume A = (0, 0),
B = (b1, b2), C = (c1, c2), D = (d1, d2) and E = (z, w), as in figure below, where
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triangle EAD is T1 ∪ T2 and triangle ABC is S. We also denote by B’=(x,y) any
point in the segment BC.

Figure 3.1.1 (c)

Then from Thales’ theorem we get

|AB|
|AE|

=
|AB′|
|AE′|

=
|AC|
|AD|

= λ

where λ ∈ (0, 1), with

|AE′| = 1

λ
|AB′|.

Additionally B′ ∈ BC and E′ ∈ ED so (z, w) = 1
λ(x, y).

Considering the homothecy P : R2 → R2, where P (u, v) = 1
λ(u, v), with homothecy

center the point A= (0,0), we have :
since B′(x, y) ∈ BC then P (B′) = 1

λ(x, y) = (z, w) = E′ ∈ ED, so P (AB′) = AE′

by the continuity of P.

From that we get P (ABC) = AED, that is S is homothetic to T1 ∪ T2.
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Again from Thales’ theorem and looking at the previous figure we have

|AC|
|AD|

=
ah

h
= α (= λ)

so

P (ABC) = P (S) =
1

α
S = AED = T1 ∪ T2 ⇒

S = α · T1 ∪ T2 ⇒ |S| = α2|T1 ∪ T2|. (1)

Figure 3.1.1 (d)

As we can see on the figure above, the triangles ABΞ and EHB are similar and so
are the triangles DAΘ and DZE as their sides are parallel so

EB

AB
=
EH

EZ
and

DA

DE
=
AΘ

AΞ

and
EB

AB
=
β − a

β
=
DA

DE

entailing that
AΘ

AΞ
=
EH

EZ
so by Thales’ theorem once again we get that

ΘH//AB ⇒ ΞΘ = ZH.
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Having proved that the two excess triangles ∆1,∆2 are equal and we are moving on
to prove that

|∆1|+ |∆2| = 2(1− α)2|T1 ∪ T2|.

We draw the parallel to ΞZ that goes through the point O and separates ∆1 into
the two triangles KOZ and KOH and ∆2 into the triangles MOΞ and MOΘ for ∆2.

Figure 3.1.1 (e)

We know from the basic construction that d(E1, E2) = (1 − α)h and we define
d(E2, E3) = ϵ · h, where 0 < ϵ < α.
Now

|∆1| = |KOZ|+ |KOH| = 1

2
|OK| · (1− a)h+

1

2
|OK| · ϵh

and

|∆2| = |MOΞ|+ |MOΘ| = 1

2
(1− α)h|OM |+ 1

2
ϵh|OM |

but KOH = MOΞ as O is the point where the diagonals intersect each other
and also the center of the parallelogram, thus OK = OM and OΞ = OH and
∠HOK = ∠MOΞ as opposite angles.
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So the triangles KOH and MOΞ are equal, therefore ϵ = (1− a),

|∆1| = |KOZ|+ |MOΞ| = 1

2
(1− a)h|OK|+ 1

2
(1− α)h|OM |

= |OK|(1− a)h

and
|∆1|+ |∆2| = 2|∆1| = 2(1− a)h|OK| = (1− a)h|ΘH|

where
|HΘ|
|BD|

=
|OΘ|
|OD|

=
(1− a)h

ah
=

1− a

a
⇒ |HΘ| = 1− a

a
|BD|

and so

|∆1|+ |∆2| = (1− a)h
1− a

a
|BD| =

= (1− a)2
h

a
a · 2b = 2(1− a)2

1

2
h · 2b = 2(1− a)2|T1 ∪ T2|

as |BD| = a · (2b) and 2b is the length of the basis of the triangle T1 ∪ T2.

Thus, from (1) and (2) we get

|T1 ∪ T ∗
2 | = (a2 + 2(1− a)2)|T1 ∪ T2|. (∗)

We are now ready to apply this basic construction to our theorem. Consider the 2n−1

pairs of adjacent triangles (A1, A2), ..., (A2n−1,A2n). Applying the basic construc-
tion to each pair we obtain the triangles S1, S2, ..., S2n−1 and the excess triangles
∆1

1, ∆
1
2 corresponding to S1, ∆

2
1, ∆

2
2 corresponding to S2 and so on. We shift S2

along the Ox towards S1 so that it is adjacent to S1 and call it S̃2. Then we shift
S3 along Ox so that it is adjacent to S1 ∪ S̃2 and so on.
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Figure 3.1.1(f)

In these motions every Sh carries with it the two excess triangles ∆h
1 , ∆

h
2 , so we are

in fact shifting the triangles A1, A2, ..., A2n to new positions Ã1, Ã2, ..., Ã2n . So
Ã1 ∪ Ã2 ∪ ... ∪ Ã2n consists of S1, S̃2, ..., S̃2n−1 where

|S1 ∪ S̃2 ∪ ... ∪ S̃2n−1 | = α2|A1 ∪A2 ∪ ... ∪A2n | (3)

and the excess triangles ∆1
1,∆

1
2, ...,∆

2n−1

1 ,∆2n−1

2 whose union has area

≤ 2(1− a)2|A1 ∪A2 ∪ ... ∪A2n |. (4)

We then apply the basic construction to S1, S̃2, ..., S̃2n−1 and then applying the
basic construction again, after n-times, we obtain a figure A1 ∪ Ā2 ∪ ...∪ Ā2n which
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consists of a triangle H homothetic to A1∪A2∪...∪A2n of area α2n|A1∪A2∪...∪A2n |
and the excess triangles of area

≤ |
2n⋃
h=1

Ah|[2(1− α)2 + 2α2(1− α)2 + ...+ 2α2(n−1)(1− α)2].

Setting A1=Ā1 we finally get

|
2n⋃
h=1

Āh| ≤ (α2n + 2(1− α)2
1

1− α2
)|

2n⋃
h=1

Ah| < [α2n + 2(1− α)]|
2n⋃
h=1

Ah|.

Theorem 3.1.2: Let ABC be a triangle with area H. Given any ϵ > 0 we can
partition the basis BC into 2n parts I1, I2, ..., I2n, where n depends on ϵ, and shift
the triangles T1, T2, ..., T2n with basis I1, I2, ..., I2n and common vertex A along
BC to new positions T̃1, T̃2, ..., T̃2n so that

|T̃1 ∪ T̃2 ∪ ... ∪ T̃2n | < ϵH.

Proof: This theorem is proved using the results of Theorem 3.1.1 working with a
suitable affine transformation. □

The set
⋃2n

h=1 T̃h is called a Perron tree and is noteworthy thanks to its additional
features that we present below.

Remark 1: The triangles T̃1, T̃2, ..., T̃2n of the construction of Theorem 3.1.2 have
their upper vertices in reversed order with respect to their basis as shown in the
figure below.
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Figure R.1

As a result, if we extend them above their upper vertices the extensions are dis-
joint.

Remark 2: If we now extend the triangles T̃h below their basis these extensions
cover at least a triangle equal to the original one ABC, on the strip parallel to
the basis of width hα as shown in the figure below, no matter of a and n in the
construction of the Perron tree of Theorem 3.1.2.

Figure R.2

Remark 3: In their final positions the upper vertices of T̃h never get further to
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the left of that of T̃1 by more than the length of the basis of ABC.

Lemma 3.1.3 (Fefferman): Let η > 0 be a small fixed number. There exists
a measurable set E ⊆ R2 and a finite collection of rectangles {Rh}, which is pair-
wise disjoint, such that:

a) |E ∩ R̃h| ≥
1

100
|R̃h|

b)|E| ≤ η
∑

|Rh|

where R̃h denotes the shaded portion of the figure below.

Figure 3.1.3 (a)

Proof: To prove this lemma we will combine Theorem 3.1.2. and Remarks 1 and 2.
For each triangle T̃h as in Theorem 3.1.2 we perform the construction indicated in
Figure 3.1.3(a) below taking as Rh the rectangle indicated and as E the Perron tree
∪T̃h.
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Figure 3.1.3(b)

From Remark 1 the sets Rh are disjoint as they are contained in the extension
above the upper vertices of T̃h.

From Remark 2 we have
∑

|Rh| ≥ |ABC| and |E| < ϵ|ABC| , ∀ϵ > 0 and thus for

ϵ = η we get |E| ≤ η
∑

|Rh|.

As shown on the figure below, considering a traingle T̃h such that ϕ is a acute
angle, we have the following
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Figure 3.1.3(c)

|OAB| = 1

2
|OE| · |AB| (1)

1

8
|R̃h| = |T̃h|+ |OAB| (2)

|OE| = sinω|OB|, where ∠OBA = ∠HBD = ω

and ω = ∠HBD < ω2 = ∠HBΘ.

So

|OE| = sinω|OB| < sinω2|OB| = |CH ′|
|CB|

2|BB′| =
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= 2|CH ′| |BB
′|

|CB|
= 2|CH ′| sin θ1 < 2|CH ′| = 2|BH ′| tan(ω2) =

= 2hatanω2 = 2ha cotϕ = 2ha
cosϕ

sinϕ
≤ 2

ha
sinϕ

(3)

as

tan(ω2) =
|CH ′|
|BH ′|

⇒ |CH ′| = tan(ω2)|BH ′| = cot(ϕ)|BH ′|

since ω2 , ϕ are complementary.
But ϕ is the acute angle of Th so there exists an angle ϕo for every angle ϕ and for
every Th such that

ϕ ≥ ϕo ⇒ sinϕ ≥ sinϕo.

So from (3) we get

|OE| < 2
ha

sinϕo
= c1ha, where c1 > 1

and
1

8
|R̃h| = |OAB|+ |T̃h| =

1

2
|OE| · |AB|+ 1

2
|AB| · ha.

But

|OE| < c1ha ⇒ 1

2
|OE| · |AB| < c1

2
|AB|ha = c1|T̃h| ⇒

|OAB| < c1|T̃h| ⇒ c1|T̃h|+ |T̃h| >
1

8
|R̃h| ⇒

|T̃h| >
1

8
(1 + c1)|R̃h|. (4)

Furthermore R̃h ∩ E ⊇ T̃h and by (4) T̃ h is a good portion of R̃h,

so ∀h
|R̃h ∩ E| > |T̃ h| > 1

4(c1 + 1)
|R̃h| >

1

100
|R̃h|. □
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3.2 The needle problem

In 1917 Kakeya proposed a version of what is now called ”the Kakeya problem” or
”the needle problem”: What is the infimum of the areas of those sets in R2 such that
a needle of length 1 can be continuously moved within the set so that at the end
it occupies the original place but in inverted position? The solution of the needle
problem is also immediate by using the Perron tree.

Theorem 3.2.1: Given η > 0 and a straight segment AB with length 1 in R2 we
can construct a figure F of area less than η so that we can continuously move AB
within F so that it finally occupies the same place but in inverted position.

Proof: We will first show that we can continuously move a segment from one straight
line to another one parallel to it sweeping out an area as small as one wishes.

Figure 3.2.1 (a)

It is sufficient to observe in the figure above that we can move AB to A4B4

sweeping out the shaded area which can be made as small as we wish by taking AB3

sufficiently large.
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We will now show that AB can be moved to a straight line forming an angle of 60o

with its original position within a figure of area less than η < 1
6 . Repeating the

process six times should get us the figure F.
Let MNP be an equilateral triangle with area 10, placed so that AB is in the interior
of MN. As a result the height of MNP is bigger than 1.

We apply Theorem 3.1.2 to MNP taking as basis NP and ϵ > 0 such that 10ϵ <
η

12
and we obtain the triangles T̃1, T̃2, ..., T̃2n , so the area of the respective Perron tree

is <
η

12
.

We can continuously move AB within T̃1 from MN to the opposite side of T̃1. From

there we can move AB to the side of T̃2 parallel to it sweeping an area <
η

12 · 2n
.

Now we move it again within T̃2 and so on.

The whole process can be seen in the figure below.
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Figure 3.2.1(b)

The area swept out in this process is less than
η

6
and the needle is at MP, that is at

the end of a line forming an angle of 60o with its original position.

As we mentioned before, repeating the same process six times we will have swept
out an area less than η and the needle will be in the same place but in inverted
position. □
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3.3 The Besicovitch set

In 1918 Besicovitch, in his attempt to answer a question concerning the Riemann
integral, constructed a compact set in R2 of null measure containing a segment of
length one in each direction. Such type of sets are called Besicovitch sets.

We now present a lemma that is needed to prove the existence of Besicovitch sets.

Lemma 3.3.1: Given a closed parallelogram P of sides a, b, c, d and η > 0 there
is a finite collection of closed parallelograms Ω = {ω1, ω2, ..., ωH} with one side on a
and another on c such that:

1. | ∪ ωj | ≤ η

2. Each segment joining a point of a to another point of c admits a parallel
translation that carries it to ∪ωj.

Proof: We start by taking two stripes ω1 = ASTD and ω2 = DLBT such that
|ω1 ∪ ω2| ≤ η

4 , as shown on Figure 3.3.1(a).

Figure 3.3.1(a)
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We take the point V as the point where the extension of ST intersects with the par-
allel to LT from B. We divide SB into a finite number of equal segments with length
smaller than AS and we then join V with these dividing points Mi and consider the
triangles VMiMi+1.
To each of them we apply the construction of the Perron tree of Theorem 3.1.2 with

ϵ such that the area of the union of all the Perron trees obtained is <
η

4
.

By Remark 3 we know that the upper vertices of the small triangles obtained in
these Perron trees never go to the left of d.
We now repeat the same process starting from the side BC taking two stripes ω3

and ω4 and so on.
Finally we substitute each one of the intersections of P with the small triangles of
such Perron tress by the corresponding parallelograms that are contained in these
small triangles, as required in the statement of the theorem and as shown in Figure
3.3.1(b).

Figure 3.3.1 (b)

Each union of the Perron trees has area <
η

4
and

|ω1 ∪ ω2| ≤
η

4
, |ω3 ∪ ω4| ≤

η

4

so | ∪ ωj | ≤ η, as required. □

65



CHAPTER 3. THE BASIS OF RECTANGLES B3

The next theorem shows how we can obtain a Besicovitch set from the Perron
tree of Theorem 3.1.2.

Theorem 3.3.2: There exists a compact set F in R2 of null measure containing
a segment of unit length in each direction.

Proof: To prove this it is sufficient to construct a compact null set F that con-
tains a segment of unit length in each direction of an angle of 45o.
We apply the previous lemma to the closed unit square Q = ABCD with η1 = 1

2

obtaining {ω1, ω2, ..., ωH1
1
}. The set L1 =

H1
1⋃

j=1

ωj is compact and its area is ≤ 1
2 , is

contained on Q and containing segments of unit length in each direction of the angle
∠ACB of 45o.

Now we apply the lemma to each ωj with η2 so small that H1
1η2 ≤ 1

22
and we

obtain {ω(j, 1), ω(j, 2), ..., ω(j,H2
j )}.
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Figure 3.3.2(a)

The set L2 =

H1
1⋃

j=1

H2
j⋃

r=1

ω(j, r) is compact, contained in L1, it’s area is ≤ 1

22
and

contains segments of unit length in each direction of the angle of 45o.

Continuing in this way we get the set F =
∞⋂
j=1

Lj which is a compact null set con-

taining segments in each direction of ∠ACB as required. Indeed :

Fix E ∈ AB.
From the construction of Lj , ∀j, there exists [aj , cj ] ⊆ Lj with cj ∈ CD and
aj ∈ AB , such that [aj , cj ] ∥ CE.

By using the Bolzano theorem we can assume without loss of generality that there
exist a′ ∈ AB and c′ ∈ CD so that aj → a′ and cj → c′, that is [aj , cj ] → [a′, c′] ∥ CE
from before.

Figure 3.3.2(b)

Let jo ∈ N , jo > 1, be a fixed number. Then ∀k ≥ jo we have [ak, ck] ⊆ Lk ⊆ Lj0
and ([ak, ck]) → [a′, c′] and since Ljo is compact we get [a′, c′] ⊆ Ljo .
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So [a′, c′] ⊆
∞⋂
jo=1

Ljo = F where [a′, c′] ∥ CE □.
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3.4 Differentiation properties of the basis of rectangles

In the next theorems we will present some differentiation properties of some bases
of rectangles. Considering what we have proved so far we will now see some differ-
entiation properties of B3 and some of its subbases.

Theorem 3.4.1 Consider the B-F differentiation basis BT invariant by homoth-
ecies generated by all the triangles {Ti}2

n

i=0, where Ti has basis the dyadic interval
( i
2n ,

i+1
2n ), i = 0, 1, ..., 2n − 1, ∀n ∈ N. Then BT is not a density basis.

Proof: Assume MT is the maximal operator associated to BT and E = ∪Ti is a
Perron tree constructed from {Ti}2

n

i=0 as in Theorem 3.1.1 and let T̃i be the exten-
sion of Ti below the basis up to y=-1.

Figure 3.4.1(a)
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For T̃i ∈ BT , we have
|T̃i ∩ E|
|T̃i|

=
|Ti|
|T̃i|

>
1

8
= c,

as
|Ti|
|T̃i|

=
BC
2

2·DE
2

=
1

2

BC

DE
=

1

2

AC

AD

since Ti similar to T̃i and

1

2

AC

AD
=

1

2

AO

AO′ =
1

2

1

2
=

1

4
>

1

8
.

That gives us

∪T̃i ⊆ {MT (χE) >
1

8
}.

By Remark 2, | ∪ T̃i| ≥ |ABC| so

|{x :MT (χE)(x) >
1

8
}| ≥ |ABC| = |ABC|

|E|
|E|

and by the Busemann-Feller criterion for density bases, BT cannot be a density ba-

sis, since
|ABC|
|E|

can be arbitary large, for suitable E. □

Now for every Ti of the previous theorem consider Ri the rectangle shown in the
figure below and let BR be the B-F basis invariant by homothecies, generated by
{Ri}.
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Figure 3.4.1 (b)

If MR is the corresponding maximal operator then, for x ∈ Ti ⊆ Ri

MT f(x) =
1

|Ti|

∫
Ti

|f | ≤ 1

|Ti|

∫
Ri

|f | = |Ri|
|Ti|

(
1

|Ri|

∫
Ri

|f |) ≤ |Ri|
|Ti|

MRf(x)

and

|Ti|+ |K| = 1

2
|Ri|

where

|K| = 1

2
|BC||EB| and |Ti| =

1

2
|AE||BC|

so

|K|
|Ti|

=
|EB|
|AE|

< 1

as |AE| > 1 and |EC| < 1 , so |EB| < 1 by the Pythagorian theorem.

Thus |Ri| < 4|Ti| so finally
|Ri|
|Ti|

< c′ = 4.
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Therefore we have MT f(x) ≤ c′ ·MRf(x) and using the result proved in Theorem
3.4.1 we get

|{x :MRχE >
1

8
c′}| ≥ |{x :MTχE >

1

8
c′ · 1

c′
}| = |{x :MTχE >

1

8
}| ≥ |ABC|

|E|
|E|

concluding that B3 is not a density basis.
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We will now see some results concerning bases of rectangles in lacunary directions.

Let ϕ be the set of directions ϕ = { π
22
,
π

23
,
π

24
, ...} and consider the basis Bϕ of

rectangles with one side in one of those directions. We want to examine the differ-
entiation properties of the basis Bϕ.
Stromberg [1976] proved that Bϕ differentiates L2(log+L)4+ϵ(R2) for every ϵ > 0
and Cordoba and R. Fefferman [1977] proved that Bϕ differentiates L2, which is
equivalent by Theorem 0.12 (as Bϕ is invariant by homothecies) to the fact that the
maximal operator Mϕ associated to Bϕ is of weak type (2,2).

In this chapter we will examine the method of Cordoba and R. Fefferman with
a modified version of Bϕ which is easier to handle. We can obtain the same covering
theorem and the weak type (2,2) for the corresponding maximal operator for the
above basis from this result.

Let Bϕ be the basis of all parallelograms R such that:

i) Two of their sides are parallel to Oy.

ii) The other pair of sides have one of the directions ϕ = { π
22
,
π

23
,
π

24
, ...}.

iii)The projection p(R) of R over Ox is a dyadic interval.

iv) Each R is so thin that if R̃ is the minimal interval containing R then
|R|
|R̃|

≤ 1

8
.
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Theorem 3.4.2: Let {Bα}α∈A be any collection of open parallelograms of the
basis Bϕ defined above with |

⋃
αBα| < ∞. Then we can derive a finite sequence

{R1, R2, ..., RH} from {Bα}α∈A such that

1. |
⋃
α∈ABa| ≤ c|

⋃H
j=1Rj |

2.
∫
R2 (

∑
χRj )

2 ≤ c|
⋃H
j=1Rj |

where the constant c is a positive absolute constant not depending on the collection
{Bα}α∈A.

Proof: First, we select a finite sequence {B1, B2, ..., BN} from {Bα}α∈A so that

| ∪Bα| ≤ 2|
N⋃
k=1

Bk|.

By Lindelof’s theorem the set
⋃
α∈ABα can be written as a countable union

⋃
α∈A

Bα =⋃
i∈I

Bαi , I ⊆ A, countable. Then we can define a new sequence {Fαi} where

Fαi = Bα1 ∪ Bα2 ∪ ... ∪ Bαi from which we get |
⋃
α∈A

Bα| = |
⋃
i∈I

Bαi | = |
⋃
i∈I

Fαi |

where {Fαi} is increasing and |
∞⋃
i=1

Fαi | = lim
i→∞

µ(Fαi) so there exists an io ∈ N such

that |Fαio
| > 1

2
|
∞⋃
i=1

Fαi | and we finally deduce that |
io⋃
j=1

Bαj | >
1

2
|
⋃
α

Bα|.

We assume that B1, B2, ..., BN have been ordered so that b(Bj) = length of pro-
jection of Bj over Ox ≥ length of projection of Bj+1 over Ox = b(Bj+1)
and also no Bj is contained in another one.

We begin the construction of {Rj}Hj=1 by setting R1 = B1.
If

|B2 ∩R1| =
∫
χB2χR1 ≤ 1

2
|B2|

we set R2 = B2 , else we leave B2 aside.
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Assume R1 = B1, R2 = B2. If

2∑
i=j

|B3 ∩Rj | =
∫
χB3

2∑
j=1

χRj ≤
1

2
|B3|

we set R3 = B3, otherwise we leave B3 aside.
Assume R1 = B1, R2 = B2 and B3 has not been chosen.
We examine B4. If ∫

χB4(χR1 + χR2) ≤
1

2
|B4|

then we set R3 = B4, otherwise we leave B4 aside.
And so on.

By this way we can finish our construction in a finite number of steps obtaining
{Rj}Hj=1 that satisfies:

a) b(Rj) ≥ b(Rj+1)

b)

∫
χRh+1

h∑
j=1

χRj ≤
1

2
|Rh+1| , ∀h = 1, 2, ...,H − 1

c) If Bi has not been chosen in the selection process, then∫
χBi(

∑
b(Rj)≥b(Bi)

χRj ) >
1

2
|Bi|

Using (b) we get∫
(
H∑
j=1

χRj )
2 =

∫ H∑
j=1

χRj + 2
H∑
k=1

∫
(
∑
j<k

χRj )χRk
≤

≤
H∑
j=1

|Rj |+ 2
1

2

H∑
j=1

|Rj | = 2
H∑
j=1

|Rj |.

We have
H∑
j=1

|Rj | = |R1|+ |R2|+ ...+ |RH | =

= |R1|+ |R2 −R1|+ |R2 ∩R1|+ |R3 − (R1 ∪R2)|+ |R3 ∩ (R1 ∪R2)|+ ... =
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= | ∪Rj |+ |R2 ∩R1|+ |R3 ∩ (R2 ∪R1)|+ ... =

= | ∪Rj |+
H∑
k=2

∫
χRk

(

k−1∑
j=1

χRj ) ≤ | ∪Rj |+
1

2

∑
|Rj |

from (b) again.

Therefore ∑
|Rj | ≤ 2| ∪Rj | (∗)

and finally ∫
(

H∑
j=1

χRj )
2 ≤ 4| ∪Hj=1 Rj |

getting us (2) for a suitable absolute constant C.

We will now try to prove (1) using (c), (iv) and the lacunarity of {Bα}α∈A.
Let (a,b) be the projection of Bi over Ox.
If Bi has not been chosen we get from (c)∑

b(Rj)≥b(Bi)

|Rj ∩Bi|
|Bi|

>
1

2
.

Therefore we obviously have either

(A)
∑

b(Rj)≥b(Bi)
d(Rj)=d(Bi)

|Rj ∩Bi|
|Bi|

>
1

6
, is true

or

(B)
∑

b(Rj)≥b(Bi)
d(Rj)>d(Bi)

|Rj ∩Bi|
|Bi|

>
1

6
, is true

or

(C)
∑

b(Rj)≥b(Bi)
d(Rj)<d(Bi)

|Rj ∩Bi|
|Bi|

>
1

6
, is true ,
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where d(Rj) , d(Bi) are the directions of Rj and Bi respectively.

The sets Bi for which (A) is true are in the situation of the figure

Figure 3.4.2 (a)

By intersecting by a vertical line l, x = λ, and calling Ml the unidimensional
maximal operator with respect to intervals of l=l(λ) we get

l(λ) ∩Bi ⊆ {(λ, y) :Ml(
∑

χRj )(λ, y) >
1

6
} (∗∗)

where the sum is over those Rj that are described in case (A).

Suppose this is not true, so there exists a (λ, x) ∈ l ∩Bi for which

Ml(
∑

χRj (λ, x)) ≤
1

6
.

Then
1

|l ∩Bi|

∫
l∩Bi

∑
χRj (λ, t)dt ≤

1

6
,
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where λ ranges over the projection of Bi to the Ox axis, say x ∈ (a, b). Thus by
integrating the previous inequality over (α, b) we get∫ b

λ=a

∫
Bi∩l(λ)

∑
χRj (λ, t)dtdλ ≤ 1

6

∫ b

a
|Bi ∩ l(λ)|dλ

so ∫
Bi

∑
j

χRjdλ2 ≤
1

6
|Bi| ⇒

∑
j

|Rj ∩Bi| ≤
1

6
|Bi|

a contradiction to (A).

By (**) we have

l(λ) ∩ (∪Bi) ⊆ {(λ, y) :Ml(
H∑
j=1

χRj )(λ, y) >
1

6
} =: ∆λ

where the union is over those Bi for which (A) is true and

|∆λ| ≤ 6c

∫ H∑
j=1

χRj (λ, t)dt

∀λ such that the line l(λ) intersects the set ∪Bi, so

| ∪Bi| ≤
∫
λ
|∆λ|dλ ≤ 6c

∫
λ

∫
t

H∑
j=1

χRj (λ, t)dtdλ ≤ 6c
∑

|Rj | ≤(∗) c| ∪Rj |.

Consider now a set for which (B) is true.
We choose a Rj such that d(Rj) > d(Bi) and b(Rj) ≥ b(Bi) and draw the minimal
closed interval B̃i containing Bi.
We shall prove

|B̃i ∩Rj |
|B̃i|

≥ c
|Bi ∩Rj |

|Bi|
(∗ ∗ ∗)

so we will then get

∑
j

|B̃i ∩Rj |
|B̃i|

>
c

6
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and therefore similarly as before

Bi ⊆ B̃i ⊆ {x :M2(
∑

χRj )(x) >
c

6
}

from which entails that the union of those Bi satisfying (B) has area less than

|{x :M2(
∑

χRj )(x) >
c

6
}| ≤ 1

6

∫
(
∑

χRj )
2 ≤ c| ∪Rj |

where for the first inequality we used the weak (2,2) inequality for M2, as we have
proved in the previous chapter that the basis B2 differentiates L1(1 + log+L1)(R2),
and L2(R2) ⊆ L1(1 + log+L1(R2) and for the second we used (2).

To prove (***) we consider the following figure

Figure 3.4.2(b)

where ACDE = B̃i, ID ∥ JL, IG ∥ AD′.
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For every fixed Rj as in (B) , we have

|Rj ∩Bi|
|Rj ∩ B̃i|

=(1)
m

p
=(2)

q

h
=(3)

|Bi|
|EDGF |

=
|Bi|
|B̃i|

|B̃i|
|EDGF |

=
|Bi|
|B̃i|

a

h

where (1) entails from |Rj ∩Bi| = mh1 and |Rj ∩ B̃i| = ph1

(2) from IDG and MDD’ being similar triangles

and (3) from
|Bi|

|EDGF |
=

q · |AC|
|EF | · |AC|

=
q

h

and because of the lacunarity of ϕ we have a
h
≤ c as

ϕj ≥ 2ϕi ⇒ sin(ϕj) ≥ sin(2ϕi) = 2sin(ϕi) · cos(ϕi) ⇒
a

|DI|
≥ 2

a− h

|IG|
cos(ϕi) ⇒

a

|DI|
· 2a− h

|IG|
cos(ϕi) ⇒

a

h
≥ |DI|

|IG|
≥ 2 · (a

h
− 1) · cos(ϕi) ≥

√
2 · (a

h
− 1)

where ϕi ≤
π

4
so cos(ϕi) ≥

√
2
2 and DI ≥ IG thus

a

h
<

√
2√

2− 1
= c.

That proves (***)
|Rj ∩Bi|

|Bi|
≤ c · |Rj ∩ B̃i|

|B̃i|
.

For a set that satisfies (C) a similar consideration holds.

Therefore we finally obtain | ∪Ba| ≤ c| ∪Rj |. □

Colloraly 3.4.3 : The maximal operator MBϕ
corresponding to Bϕ is of weak

type (2,2).

Proof: Let f ∈ L2(R2) and A = {MBϕ
f > λ} > 0.

Let K be any compact subset of A and x ∈ K. Then there exists Rx ∈ Bϕ, x ∈ Rx
such that

1

|Rx|

∫
Rx

|f | > λ. (∗)
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Since K ⊆ ∪x∈KRx is compact there exist x1, x2, ..., xn such that K ⊆ Rx1 ∪
Rx2 ∪ ...∪Rxn . Then we apply Theorem 3.4.2 to {Rx}x∈K and obtain {Rj}Hj=1 such
that
|
⋃
x∈K Rx| ≤ c|

⋃
j Rj |.

Then |K| ≤ |
⋃n
i=1Rxi | ≤ c|

⋃
j Rj | using (1) and so

|K| ≤ c|
⋃
Rj | ≤ c

∑
|Rj | ≤(∗)

c

λ

∫
|f |

∑
χRj

which using Holder’s inequality gives

c| ∪Rj | ≤
c

λ
||f ||L2(

∫
(
∑

χRj )
2)

1
2 ≤(2)

c

λ
||f ||L2 |

⋃
Rj |

1
2 .

Therefore

|
⋃
Rj | ≤

1

λ
||f ||L2 |

⋃
Rj |

1
2 ⇒ |

⋃
Rj | ≤

1

λ2
||f ||2L2

and so
|K| ≤ c

λ2
||f ||2L2 , ∀K ⊆ A compact.

Thus
|A| = |{MBϕ

f > λ}| ≤ c

λ2
||f ||2L2

which gives us the weak (2,2) type inequality. □
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Chapter 4
The Decreasing Rearrangement

In our 4th chapter we will examine the decreasing rearrangement of a given function
f proving some useful results that we will utilize in the 5th and last chapter.

We give the following definition: The non-negative measurable functions f and g
will be rearrangement of one another or equimeasurable if their distribution function
coincide.

Note that this notion allows equimeasurability to be defined for functions defined in
different measure spaces.
For every measurable function f we can construct a decreasing right continuous f∗

on (0,∞) that is equimeasurable with f.
The function f∗ is called the decreasing rearrangement of f and constructing f∗ from
f is analogous to rearranging the terms of a finite sequence in decreasing order.

From now on (R,µ) denotes a totally σ- finite measure space and Mo is the class of
finite µ - almost everywhere functions.
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CHAPTER 4. THE DECREASING REARRANGEMENT

4.1 The distribution function

Definition 4.1.1 : The distribution function µf of a function f in Mo = Mo(R,µ)
is given by

µf (λ) = µ({x ∈ R : |f(x)| > λ}), λ ≥ 0 .

Note that µf depends only on the absolute value |f | and may be ∞.

Definition 4.1.2: Two functions f ∈ Mo(R,µ) and g ∈ Mo(S, ν) are called
equimeasurable if they have the same distribution function, that is if

µf (λ) = νg(λ), ∀λ ≥ 0.

Proposition 4.1.3: Let f, g, fn ∈ Mo(R,µ), n = 1, 2, ... and a ̸= 0. The distri-
bution function µf is non-negative, decreasing and right continuous on [0,∞).
Also,

a) |g| ≤ |f | a.e ⇒ µg ≤ µf

b) µaf (λ) = µf (
λ

|a|
), λ ≥ 0

c) µf+g(λ1 + λ2) ≤ µf (λ1) + µg(λ2)

d) |f | ≤ lim inf
n→∞

|fn| µ− a.e ⇒ µf ≤ lim inf
n→∞

µfn

more specifically,
|fn| ↗ |f | µ− a.e ⇒ µfn ↗ µf

Proof: It is obvious that µf is non-negative and decreasing.
To prove the right continuity we define E(λ) = {x : |f(x)| > λ}, λ ≥ 0, and fix
λo ≥ 0.
For λ1 > λ2 we have E(λ1) ⊆ E(λ2) and

E(λo) =
⋃
λ>λo

E(λ) =
∞⋃
n=1

E(λn), ∀(λn)n satisfying λn > λo and λn ↘ λo.
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Thus from the monotone convergence theorem we get

µf (λn) = µ(E(λn)) → µ(E(λo)) = µf (λo).

To prove (a) assume |g| ≤ |f |. Then {|g(x)| > λ} ⊆ {|f(x)| > λ}
⇒ µg(λ) ≤ µf (λ).

For (b) : µaf (λ) = µ({x : |af(x)| > λ}) = µ({x : |f(x)| > λ

|a|
}) = µf (

λ

|a|
)

In order to prove (c) assume |f(x) + g(x)| > λ1 + λ2. Then either |f(x)| > λ1
or |g(x)| > λ2 so

µf+g(λ1 + λ2) ≤ µf (λ1) + µg(λ2).

Moving on to (d), assume |f | ≤ lim infn→∞ |fn| µ − a.e and let λ ≥ 0 and
E = {x : |f(x)| > λ}, En = {x : |fn(x)| > λ}, n = 1, 2, ....

Clearly E ⊆
∞⋃
m=1

⋂
n>m

En,

so
µ(

⋂
n>m

En) ≤ inf
n>m

µ(En) ≤ lim inf
n→∞

µ(En), ∀m = 1, 2, ... (∗)

Moreover
⋂
n>m

En is increasing with m so using the monotone convergence theorem

we get

µ(E) ≤ µ(

∞⋃
m=1

⋂
n>m

En) = lim
m→∞

µ(
⋂
n>m

En) ≤(∗) lim inf
n→∞

µ(En),

that is
µf ≤ lim inf

n→∞
µfn .

If |fn| ↗ |f | µ− a.e., we have

lim inf
n→∞

|fn| = lim
n→∞

|fn| = |f |

and by (d) we get
µf ≤ lim inf

n→∞
µfn ≤ lim sup

n→∞
µfn . (1)

On the other hand, since |fn| ↗ |f |

|fn| ≤ |f | ⇒ {|fn| > λ} ⊆ {|f | > λ} ⇒
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En(λ) ≤ E(λ) ⇒ µfn(λ) ≤ µf (λ) ⇒ lim supµfn ≤ µf . (2)

Thus from (1), (2)
µfn → µf . □

Example 4.1.4: The distribution function µf of a non-negative simple function f.
Let

f(x) =
n∑
j=1

ajχEj (x)

where Ej are pairwise disjoint subsets of R with finite µ-measure and a1 > a2 >
... > an > 0.
If λ ≥ a1 then µf (λ) = µ({x ∈ R : |f(x)| > λ}) = 0.
If a2 ≤ λ < a1 then f(x) ≥ λ for x ∈ E1 and µf (λ) = µ(E1).
If a3 ≤ λ < a2 the µf (λ) = µ(E1 ∪ E2) and so on.
In general we have

µf (λ) =
n∑
j=1

mjχ[aj+1,aj )(λ), λ ≥ 0,

where mj =
∑j

i=1 µ(Ei), j = 1, 2, ..., n and an+1 = 0.

Figure 4.1.4

85



CHAPTER 4. THE DECREASING REARRANGEMENT

4.2 The decreasing rearrangement

Definition 4.2.1: Suppose f ∈Mo(R,µ). The decreasing rearrangement of f is the
function f∗ defined in [0,∞) by

f∗(t) = inf{λ : µf (λ) ≤ t}, t ≥ 0.

Here we assume inf ∅ = ∞ so if µf (λ) > t for all λ ≥ 0 the f∗(t) = ∞.
If (R,µ) is a finite measure space then µf is bounded by µ(R) so f∗(t) = 0 for every
t ≥ µ(R) and we can regard f∗ as a function defined on the interval [0, µ(R)).

Example 4.2.2 (a): We will now compute the decreasing rearrangement of the sim-
ple function f(x) =

∑n
j=1 ajχEj (x), as seen on Example 4.1.4.

By Definition 4.2.1, f∗(t) = inf{λ : µf (λ) ≤ t} we can see that f∗(t) = 0 for
t ≥ mn =

∑n
j=1 µ(Ej).

While for mn > t ≥ mn−1 we have f∗(t) = an and so on.

More generally we see that

f∗(t) =

n∑
j=1

ajχ[mj−1,mj)(t), t ≥ 0,

where mo = 0, when f is given as in Example 4.1.4.
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Figure 4.2.2 (a)

Geometrically, what we are actually doing is we rearrange the vertical blocks in the
graph of f in decreasing order and in this way we obtain f∗. The values of f∗ at the
jumps are determined by the right continuity, as we will prove in a moment.

Example 4.2.2 (b): Sometimes it is more useful to section functions into horizontal
blocks rather than vertical ones. By doing so the simple function f of Example 4.1.4

f(x) =
n∑
j=1

ajχEj (x),

can also be written

f(x) =
n∑
k=1

bkχFk

where bk = ak − ak+1 > 0, and an+1 = 0, Fk =
⋃k
j=1Ej , k = 1, 2, ..., n with

µ(Fk) <∞ and F1 ⊆ F2 ⊆ .... ⊆ Fk.
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Figure 4.2.2(b)

So now

f∗(t) =
n∑
k=1

bkχ[0,µ(Fk)).

Corollary 4.2.3: Let f, g, fn ∈ Mo(R,µ), n = 1, 2, ... and a be any scalar. The
decreasing rearrangement f∗ is a non-negative, decreasing right continuous function
on [0,∞). Additionally

a) |g| ≤ |f | µ− a.e⇒ g∗ ≤ f∗

b) (af)∗ = |a|f∗

c) (f + g)∗(t1 + t2) ≤ f∗(t1) + f∗(t2), t1, t2 ≥ 0

d) |f | ≤ lim infn→∞ |fn| a.e ⇒ f∗ ≤ lim infn→∞ f∗n

specifically, if |fn| ↗ |f | µ− a.e ⇒ f∗n ↗ f∗.
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e) f∗(µf (λ)) ≤ λ when µf (λ) <∞ and µf (f
∗(t)) ≤ t when f∗(t) <∞

f) f and f∗ are equimeasurable

g) (|f |p)∗ = (f∗)p , for 0 < p <∞

4.3 Some results

The next proposition gives alternative descriptions of the Lp-norm in terms of the
distribution function and the decreasing rearrangement.

Proposition 4.3.1 : Assume f ∈Mo. For 0 < p <∞ we have∫
R
|f |pdµ = p

∫ ∞

0
λp−1µf (λ)dλ =

∫ ∞

0
f∗(t)dt

and for p = ∞ we have

ess sup
x∈R

|f(x)| = inf{λ : µf (λ) = 0} = f∗(0).

Proof: Having proved Proposition 4.1.3 (d) and mentioning Corollary 4.2.3 (d) and
by the Monotone Convergence Theorem it is sufficient to prove the first two equali-
ties for an arbitary non-negative simple function f.
For

f(x) =
n∑
j=1

ajχEj (x)

where Ej are disjoint with finite measure and a1 > a2 > ... > an > 0 we obtained,
as seen on Example 4.2.2(a), the decreasing rearrangement

f∗(t) =

n∑
j=1

ajχ[mj−1,mj)(t)
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where mj =
∑j

i=1 µ(Ei).

Now, ∫
R
|f |pdµ =

n∑
j=1

aj
pµ(Ej) =

=
n∑
j=1

aj
p|[mj−1,mj)| =

∫ ∞

0
(f∗)pdm.

We also obtained µf (λ) =
∑n

j=1mjχ[aj+1,aj)(λ),

so

p

∫ ∞

0
λp−1µf (λ)dλ = p

n∑
j=1

mj

∫ aj

aj+1

λp−1dλ =
n∑
j=1

(aj
p − apj+1)mj =

=

n∑
j=1

aj
pµ(Ej) =

∫
|f |pdµ.

For the case p = ∞ we have

esssupx∈R|f(x)| = inf{c ∈ R : |f(x)| ≤ c µ− a.e} =

= inf{λ : µf (λ) = 0} = f∗(0)

by the definition of f∗. □

Unfortunately the decreasing rearrangement does not preserve products of func-
tions but we will state a basic inequality that is true for products of functions.

Lemma 4.3.2: Let g be a non-negative simple function on (R,µ) and E be an
arbitary µ-measurable subset of R. Then∫

E
g dµ ≤

∫ µ(E)

0
g∗(s)ds.
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Proof: We write g in the form of Example 4.2.2 (b)

g(x) =

n∑
j=1

bjχFj (x)

where F1 ⊆ F2 ⊆ ... ⊆ Fn , bj ≥ 0 , j = 1, 2, ..., n.

Then the decreasing rearrangement g∗ is given by

g∗(t) =
n∑
j=1

bjχ[0,µ(Fj))(t)

so, ∫
E
gdµ =

n∑
j=1

bjµ(E ∩ Fj) ≤
n∑
j=1

bj min(µ(E), µ(Fj)).

If µ(E) ≤ µ(Fj) then ∫ µ(E)

0
χ[0,µ(Fj))(s)ds = µ(E)

if µ(Fj) < µ(E) then ∫ µ(E)

0
χ[0,µ(Fj))(s)ds = µ(Fj) , ∀j

so we obtain min(µ(E), µ(Fj)) =
∫ µ(E)
0 χ[0,µ(Fj))(s)ds

and thus

n∑
j=1

bj min(µ(E), µ(Fj)) =

n∑
j=1

bj

∫ µ(E)

0
χ[0,µ(Fj))(s)ds =

∫ µ(E)

0
g∗(s)ds. □

Theorem 4.3.3: (G. H Hardy and J. E Littlewood) Assume f, g ∈ Mo(R, µ).
Then ∫

R
|fg|dµ ≤

∫ ∞

0
f∗(s)g∗(s)ds.

91



CHAPTER 4. THE DECREASING REARRANGEMENT

Proof: As we stated before f∗, g∗ depend only on the absolute values of f and g,
so it is enough to prove the theorem for non-negative functions f and g.
By Proposition’s 4.2.3 (d) and the Monotone Convergence Theorem we can suppose
f and g to be simple.

We can write f(x) =
∑m

j=1 ajχEj (x) where E1 ⊆ E2 ⊆ ... ⊆ Em and aj > 0 as
in Example 4.2.2 (b).

So by the lemma we just proved we have∫
R
|fg|dµ =

m∑
j=1

aj

∫
Ej

gdµ ≤
m∑
0

aj

∫ µ(Ej)

0
g∗(s)ds =

=

∫ ∞

0

m∑
j=1

ajχ[0,µ(Ej))(s)g
∗(s)ds =

∫ ∞

0
f∗(s)g∗(s)ds. □

Applying Lemma 1.1.4 we get the following.

Theorem 4.3.4: Let f : (0, 1) → R+, f ∈ L1((0, 1)). The decreasing rearrange-
ment f∗ : (0, 1) → R+ satisfies

(MRf)
∗(t) ≤ 1

t

∫ t

0
f∗(u)du , ∀t ∈ (0, 1)

where (MRf)
∗ is the decreasing rearrangement of MRf

and MRf : (0, 1) → R+ ∪ 0 is defined

MRf(x) = sup{ 1

u− x

∫ u

x
|f(t)|dt : x < u ≤ 1}.

The same inequality holds for the maximal operator MLf : (0, 1) → R+ ∪ {0}, where

MLf(x) = sup{ 1

x− u

∫ x

u
|f(t)|dt : 0 ≤ u < x}.

92



Chapter 5
Differentiability of multiple integrals

Our last chapter is a generalization of some of the differentiation properties we have
proved so far as we will work in the k-dimensional space.

Assume f(x1, x2, ..., xk) = f(P ) is an integrable function defined in the interval
S = {(x1, x2, ..., xk) : 0 < xi < 1, i = 1, 2, ..., k}.

We will say that the integral of the function f is strongly differentiable at the point
Po , if

lim
δ(I)→0

1

|I|

∫
I
f(P )dP (1)

exists and is finite, where I is any interval with sides parallel to the axes, I ⊆ S,
Po ∈ I , |I| is the measure of I and δ(I) the diameter of I.

The limit (1) is called the strong derivative of the integral of f at the point Po.

Theorem A: There is a function f(P ) ∈ L1 such that its integral is nowhere strongly
differentiable.

Theorem B: If f(P ) ∈ Lp(S) , p > 1, the strong derivative of the integral of
f(P ) exists almost everywhere and is equal to f(P).
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Given a function f(P ) ∈ L1(S), we write

f∗(Po) = sup
Po∈I

1

|I|

∫
I
|f(P )|dP (2)

and

f∗(Po) = lim sup
δ(I)→0
Po∈I

1

|I|

∫
I
|f(P )|dP. (3)

Note: Definition (2) should not be confused with the definition of the decreasing
rearrangement of the function f.

5.1 Introductory results

Let f be a function f : S = (0, 1) → R, f ∈ L1(S) and we define its extension
f̃ : R → R

f̃(x) =


f(x), if x ∈ S

0, if x /∈ S

and the maximal operators M
(0,1)
R , M

(0,1)
L on L1(S) by :

M
(0,1)
R f(x) = sup{ 1

u− x

∫ u

x
|f(t)|dt : x < u ≤ 1}.

M
(0,1)
L f(x) = sup{ 1

x− u

∫ x

u
|f(t)|dt : 0 ≤ u < x}.

By Lemma 1.1.4 we have that

|{MRf̃(x) > λ}| = 1

λ

∫
{MRf̃(x)>λ}

|f̃(x)|dx , ∀λ > 0
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and the same equality holds for MLf̃ .
In this chapter we will work on the interval S = (0, 1) for a function f : (0, 1) → R
using the maximal operator M (0,1), which is defined by

M (0,1)f(x) = sup
ξ1<x<ξ2
ξ1,ξ2∈(0,1)

1

ξ2 − ξ1

∫ ξ2

ξ1

f(x)dx.

Theorem 5.1.1: The maximal operators MRf , MLf satisfy

|{M (0,1)
R f(x) > λ}| ≤ 1

λ

∫
{M(0,1)

R f(x)>λ}
f

|{M [0,1]
L f(x) > λ}| ≤ 1

λ

∫
{M(0,1)

L f(x)>λ}
|f |

∀λ > 0 , ∀f : S → R , f ∈ L1(S).

Proof: The above inequalities can be obtained easily by applying the identities

|{MRg(x) > t}| = 1

t

∫
MR

t

|g|dx

and

|{MLg(x) > t}| = 1

t

∫
ML

t

|g|dx

of Lemma 1.1.4 that we proved for g : R → R for the extension f̃ of f : (0, 1) → R
and the corresponding maximal operators MRf̃ , MLf̃ . □

Lemma 5.1.2: Let f(x) ∈ Lp(S), p > 1. Then

f∗(x) = sup
ξ1<x<ξ2

1

ξ2 − ξ1

∫ ξ2

ξ1

|f(u)|du , ∀x ∈ (0, 1) (4)

belongs to Lp also, where ξ1, ξ2 range over (0, 1) under the condition ξ1 < x < ξ2.
Moreover ∫ 1

0
(f∗(x))pdx ≤ cp

∫ 1

0
|f(x)|pdx
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where cp = 2p(
p

p− 1
)p.

Proof: The proof is analogous to the one of Theorem 1.2.1. We now use Theorem
5.1.1 instead of Lemma 1.1.4 and we obtain the result. □

Lemma 5.1.3: If f(x)log+|f(x)| is integrable over S then f∗(x) is integrable and∫ 1

0
f∗(x)dx ≤ A

∫ 1

0
|f(x)|log+|f(x)|dx+B

where A and B are absolute constants.

Proof: We will prove this lemma as in Theorem 1.1.3.

Assume
∫ 1
0 f(x)log

+|f(x)| <∞.

We define the extension of f, f̃ : R → R

f̃(x) =


f(x), if x ∈ S

0, if x /∈ S

Then ∫ 1

0
f∗(x)dx ≤

∫ 1

0
M1f̃(x)dx =

∫ ∞

0
|{x ∈ (0, 1) :M1f̃(x) > λ}|dλ =

= 2

∫ ∞

0
|{x ∈ (0, 1) :M1f̃(x) > 2λ}|dλ

≤
∫ 1

0
2|S|+ 2

∫ ∞

1
|{x :M1f̃(x) > λ}|dλ ≤ 2 + 2c

∫ ∞

1

1

λ

∫
{x:|f̃(x)|>λ}

|f̃(x)|dxdλ
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where we used Theorem 1.1.1

= 2 + 2c

∫
{|f̃(x)|>1}

|f̃(x)|
∫ |f̃(x)|

1

1

λ
dλdx = 2 + 2c

∫
{|f̃(x)|>1}

|f̃(x)|[logλ]|f̃(x)|1 dx =

= 2 + 2c

∫
{|f(x)|>1}

|f(x)|log|f(x)|dx = B +A

∫ 1

0
|f(x)|log+|f(x)|dx

for A=2c and B=2 as requested. □

5.2 The case k=2

We will now consider the case k = 2 and we will write x, y for x1 and x2. We denote
S = {(x, y) ∈ R2 : 0 < x < 1 , 0 < y < 1}.

From Lemma 5.1.2 we get the following theorem.

Theorem 5.2.1: Assume f(P ) ∈ Lp, p > 1. Then f∗(P ) ∈ Lp and

(5)

∫
S
(f∗(P ))pdP ≤ Ap

∫
S
|f(P )|pdP

where Ap = cp
2 and cp the constant from Lemma 5.1.2.

Proof: We will prove this theorem using Lemma 5.1.2

We define

(6) g(x, y) = sup
v1<y<v2

1

v2 − v1

∫ v2

v1

|f(x, v)|dv
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and

(7) h(x, y) = sup
ξ1<x<ξ2

1

ξ2 − ξ1

∫ ξ2

ξ1

g(u, y)du.

We will prove that g is Lp- integrable on S so h is finite at almost every point
of S.
By Lemma 5.1.2 we have∫

S
gp(P )dP =

∫ 1

0
dx

∫ 1

0
gp(x, y)dy ≤

≤
∫ 1

0
dxcp

∫ 1

0
|f(x, y)|pdy = cp

∫
S
|f(P )|pdP <∞

and so

(∗)
∫
S
gp(P )dP ≤ cp

∫
S
|f(P )|pdP <∞ and g ∈ Lp

Similarly, ∫
S
hp(P )dP ≤ cp

∫
S
gp(P )dP ≤(∗) cp

2

∫
S
|f(P )|dP (8)

For 0 < ξ1 < x < ξ2 < 1 and 0 < v1 < y < v2 < 1 we notice that

1

(ξ2 − ξ1)(v2 − v1)

∫ ξ2

ξ1

∫ v2

v1

|f(u, v)|dudv ≤

≤(6)
1

ξ2 − ξ1

∫ ξ2

ξ1

g(u, y)du ≤(7) h(x, y) (9)

hence
f∗(P ) ≤ h(P ). (10)

Using (8) we get ∫
S
(f∗(P ))p ≤

∫
S
hP (P ) ≤ cp

2

∫
S
|f(P )|pdP

as required. □
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Lemma 5.2.2: If f(P )log+|f(P )| is integrable over S, then the function

f∗(P ) = lim sup
δ(I)→0

1

|I|

∫
I
|f(P )|dP

is integrable and

(11)

∫
S
f∗(P )dP ≤ A

∫
S
|f(P )|log+|f(P )|dP +B

where A and B are the constants of Lemma 5.1.3.

Proof: By Lemma 5.1.3 we have∫ 1

0
g(x, y)dy ≤ A

∫ 1

0
|f(x, y)|log+|f(x, y)|dy +B ,

where g is defined by equation (6) ∀x ∈ (0, 1).

Integrating with respect to x we get

(12)

∫
S
g(P )dP ≤ A

∫
S
|f(P )|log+|f(P )|dP +B <∞

So for almost every y, g(x,y) is integrable as a function of x.

Then by definition of integrability we have

lim sup
ξ1<x<ξ2
ξ2−ξ1→0

1

ξ2 − ξ1

∫ ξ2

ξ1

g(u, y)du = g(x, y), for almost every (x, y)

and (9) gives us f∗(P ) ≤ g(P ) so∫
S
f∗(P ) ≤

∫
S
g(P ) ≤(12) A

∫
S
|f(P )|log+|f(P )|dP +B. □

99



CHAPTER 5. DIFFERENTIABILITY OF MULTIPLE INTEGRALS

Theorem 5.2.3: If f(P )log+|f(P )| is integrable over S, then at almost every
point P, the integral of f is strongly differentiable and the derivative is equal to f(P).

Proof: We apply inequality (11) to the function λf , where λ > 0 is a constant
and obtain

(13)

∫
S
f∗(P )dP ≤ A

∫
S
|f(P )|log+|λf(P )|dP +

B

λ
.

Given ϵ > 0 we take λ large enough so that B
λ < ϵ

2 and put f(P ) = ϕ(P ) + ψ(P ),
where ϕ is continuous and

(14)

∫
S
|ψ(P )|dP < ϵ

and

(15) A

∫
S
|ψ(P )|log+|λψ(P )|dP +

B

λ
< ϵ.

Define

E(ϵ) = {|ψ| >
√
ϵ} ∪ {ψ∗ >

√
ϵ} , Ej = E(

1

j4
).

Now

|{|ψ(P )| >
√
ϵ}| ≤ 1√

ϵ

∫
{|ψ(P )|>

√
ϵ}
|ψ(P )| ≤ 1√

ϵ

∫
S
|ψ(P )| <(14)

√
ϵ

so |{P : |ψ(P )| >
√
ϵ}| ≤

√
ϵ and similarly |{P : ψ∗(P ) >

√
ϵ}| ≤

√
ϵ.

Therefore |E(ϵ)| ≤ 2
√
ϵ and for ϵ =

1

j4
we get |Ej | ≤

2

j2
.

We will prove that

lim
δ(I)→0
Po∈I

1

|I|

∫
I
f(P )dP = f(Po) , for almost all Po ∈ S (∗)
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Indeed, we have Ej = E(
1

j4
) with |Ej | ≤ 2

√
1

j4
=

2

j2
.

We set So =
⋂∞
k=1

⋃
j≥k Ej = {x ∈ S : x is in infinite Ej

′s}⋃
j≥k Ej is decreasing with respect to k and

|
⋃
j≥1

Ej | ≤
∞∑
j=1

|Ej | <
∞∑
j=1

1

j2
<∞.

Then

|
∞⋂
k=1

⋃
j≥k

Ej | = lim
k→∞

|
⋃
j≥k

Ej | ≤ lim
k→∞

∑
j≥k

|Ej | ≤ lim
k→∞

∑
j≥k

1

j2
= 0.

If Po /∈
⋂∞
k=1

⋃
j≥k Ej = So, there exists jo ∈ N such that Po /∈ Ej , ∀j ≥ jo, so

there exists a jo such that Po /∈ E(
1

j4
), ∀j ≥ jo.

Thus, since for every j ≥ jo Po /∈ Ej ⇒ |ψ(Po)| <
1

j4
, so we have

lim sup
δ(I)→0
Po∈I

| 1
|I|

∫
I
f(P )dP − f(Po)| = lim sup

δ(I)→0
Po∈I

| 1
|I|

∫
I
ψ(P )dP − ψ(Po)| ≤

≤ ψ∗(Po) + |ψ(Po)| <
√

1

j4
+

√
1

j4

since ∀j ≥ jo

= 2

√
1

j4
=

2

j2
j→∞−−−→ 0. □
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5.3 The case of arbitary k

We now examine the case of arbitary k. Theorem 5.2.1 still holds for Ap = cp
k and

so also Theorem B is still true.

Theorem 5.3.1: Assume |f |(log+|f |)k−1 is integrable over S. Then the integral
of f(P ) is strongly differentiable at almost every point of S to the value f(P), where
S = (0, 1)k.

Proof: The proof is analogous to the proof of Theorem 5.2.3 and is omitted. We
would need the following lemma.

Lemma 5.3.2: Assume f(x) is an integrable function defined over the interval
0 < x < 1 and

f∗(x) = sup
ξ1<x<ξ2

1

ξ2 − ξ1

∫ ξ2

ξ1

|f(u)|du.

If |f |(log+|f |)r, r = 1, 2, ... is integrable over (0, 1), then f∗(log+f∗)r−1 is integrable
too and ∫ 1

0
f∗(log+f∗)r−1dx ≤ Ar

∫ 1

0
|f |(log+|f |)rdx+B

where Ar and B depend only on r.

Proof: We will use Theorem 4.3.4 and denote the decreasing rearrangements of f
and MRf respectively as f̄ and MRf at this moment.
Let ϕ(x) = x(log+x)r−1, x ∈ (0,∞).
Let f be an arbitary integrable function on (0,1), we then have :∫ 1

0
f∗(log+f∗)r−1dx =

∫ 1

0
M

(0,1)
1 f(x)(log+(M

(0,1)
1 f(x)))r−1 ≤
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≤
∫
{M(0,1)

R f≥M(0,1)
L f}

M
(0,1)
R f(x)(log+(M

(0,1)
R f(x)))r−1+

+

∫
{MLf≥MRf}

M
(0,1)
L f(x)(log+(M

(0,1)
L f(x)))r−1dx ≤

≤
∫ 1

0
MRf(x)(log

+(MRf(x)))
r−1 +

∫ 1

0
MLf(x)(log

+(MLf(x)))
r−1 = I1 + I2

where

I1 =

∫ 1

0
ϕ(MRf(x))dx =

∫ ∞

t=0
|{x : ϕ(MRf(x)) > t}|dt =

=

∫ ∞

t=0
|{x : ϕ(MRf(x)) > t}|dt =

∫ 1

0
ϕ(MRf)(x)dx =

=

∫ 1

0
MRf(x)(log

+MRf)
r−1(x)dx = I ′1.

and similarly

I2 =

∫ 1

0
MLf(x)(log

+MLf)
r−1(x)dx = I ′2

and by Theorem 4.3.4 we get

I ′1 ≤
∫ 1

0
ϕ(

1

x

∫ x

0
f̄(t)dt)dx and I ′2 ≤

∫ 1

0
ϕ(

1

x

∫ x

0
f̄(t)dt)dx

and ∫ 1

0
ϕ(

1

x

∫ x

0
f̄(t)dt)dx =

∫ 1

0
(f̄)∗(log+(f̄)∗)r−1

since

(f̄)∗(x) =
1

x

∫ x

0
f̄(t)dt . (∗)

We will prove (*). To do so we will first prove that if t1 < t2 then

1

t2

∫ t2

0
f̄ ≤ 1

t1

∫ t1

0
f̄ .
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We will use the fact that f̄ is decreasing on (0,1).
Indeed this is true if and only if

t1

∫ t2

0
f̄ ≤ t2

∫ t1

0
f̄ ⇔ t1

∫ t1

0
f̄ + t1

∫ t2

t1

f̄ ≤ (t1 + δ)

∫ t1

0
f̄

(where t2 = t1 + δ, δ > 0)

⇔ t1

∫ t2

t1

f̄ ≤ δ

∫ t1

0
f̄ ⇔ 1

t2 − t1

∫ t2

t1

f̄ ≤ 1

t1

∫ t1

0
f̄

which is true as

1

t2 − t1

∫ t2

t1

f̄(u)du ≤ f̄(t1)

and
1

t1

∫ t1

0
f̄(u)du ≥ f̄(t1) ,

since f̄ is decreasing, so

1

t2 − t1

∫ t2

t1

f̄(u)du ≤ f̄(t1) ≤
1

t1

∫ t1

0
f̄(u)du

and thus
1

t2

∫ t2

0
f̄ ≤ 1

t1

∫ t1

0
f̄ .

Therefore (f̄)
∗
(x) =M1f̄(x) =

1
x

∫ x
0 f̄(t)dt.

So ∫
f∗(x)(log+(f∗(x)))r−1dx ≤ 2

∫ 1

0
ϕ(

1

x

∫ x

0
f̄(t)dt)dx

and the proof of the lemma will be completed once we have provided the right upper
bound for the right side of the inequality which involves the decreasing rearrange-
ment f̄ of f .
Using Jensen’s inequality as ϕ(x) is convex we get∫ 1

0
ϕ(

1

x

∫ x

0
f̄(t)dt)dx ≤

∫ 1

0
(
1

x

∫ x

0
ϕ(f̄(t))dt)dx. (18)
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Now since ϕ(f̄(t)) is a non-increasing function of t we have∫ 1

0

1

x

∫ x

0
ϕ(f̄(t))dtdx =

∫ 1

0
(ϕ(f̄))∗ ≤L.5.1.3 A

∫ 1

0
ϕ(f̄)log+ϕ(f̄)dx+B =

= A

∫ 1

0
f̄(log+f̄)r−1log+[f̄(log+f̄)r−1]dx+B ≤ Ar

∫ 1

0
f̄(log+f̄)rdx+Br

= Ar

∫ 1

0
|f |(log+|f |)rdx+B ,

since the functions |f |(log+|f |)r and |f̄ |(log+|f̄ |)r are equimeasurable.
The latter inequality can be proved by using simple calculus arguments. □
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Assume now that f(P ) is an integrable function defined in the k-dimensional
interval S = (0, 1)k. By the fundamental theorem of the Lebesgue theory of inte-
gration we deduce that the integral of f is differentiable, in the ordinary sense, at
almost every point Po and the value of the derivative is f(Po). That is,

lim
δ(I)→0

1

|I|

∫
I
f(P )dP = f(Po)

as in (1), where the ratios of any two sides of the interval I containing Po do not
exceed a finite constant number, for every Po ∈ S = (0, 1)k.

Theorem 5.3.3: Let a1(t), a2(t), ..., ak(t) be arbitary non-decreasing functions
defined to the right of t = 0, vanishing and continuous for t = 0 and positive for
t > 0. When the intervals I, where Po ∈ I, are of the form

ξ′i ≤ xi ≤ ξ′′i ,

ξ′′i − ξ′i = ai(t), i=1,2, ..., k (19)

the limit

lim
δ(I)→0

1

|I|

∫
I
f(P )dP

exists and is equal to f(Po) at almost every point Po.

For the proof of Theorem 5.3.3 we just need to prove that the Vitali covering lemma
remains valid for intervals I of the form (19).

Theorem 5.3.4: Let A ⊆ Rn. Assume that for every x ∈ A there is a sequence

of intervals {Kk(x)}k∈N, containing x such that δ(Kk(x))
k→∞−−−→ 0.

Let the collection V = {Kk(x)}x∈A
k∈N

satisfies: if T1, T2 ∈ V then there exists a trans-

lation of one of them that puts it inside the other. Then we can choose from V a
disjoint sequence {Sk} ⊆ V such that |A− ∪Sk| = 0.
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Proof: To construct the sequence {Sk} we choose S1 ∈ V such that

|S1| ≥
1

2
sup{|T | : T ∈ V }.

Without loss of generality assume A ⊆ (0, 1)n and {Kk(x)} ⊆ (0, 1)n, ∀x ∈ A,
∀k ∈ N .
If A ⊆ S1 we stop.
If A ̸⊆ S1 then the exists x ∈ A − S1 and as S1 is compact, there exists a set
T ∈ {Kk(x)}k∈N ⊆ V such that T ∩ S1 = ∅.

We then choose S2 ∈ V such that

|S2| ≥
1

2
sup{|T | : T ∈ V, T ∩ S1 = ∅}.

If A ⊆ S1 ∪ S2 we stop.
Is A ̸⊆ S1 ∪ S2 then there exists x ∈ A− (S1 ∪ S2) and as S1 ∪ S2 is compact there
exists a set T ∈ {Kk(x)}k∈N ⊆ V such that T ∩ (S1 ∪ S2) = ∅.

We then choose S3 ∈ V such that

|S3| ≥
1

2
sup{|T | : T ∈ V, T ∩ (S1 ∪ S2) = ∅}

and so on.

If the sequence we constructed is finite obviously A ⊆ ∪Sk.
If not, we will show that T ∩ (

⋃∞
k=1 Sk) ̸= ∅ , for any T ∈ V. (1)

Assume there exists a set T ∈ V such that T ∩ (
⋃∞
k=1 Sk) = ∅,

that is {T ∈ V : T ∩ (
⋃∞
k=1 Sk) = ∅} ≠ ∅.

We choose S ∈ V such that

|S| ≥ 1

2
sup{|T | : T ∈ V, T ∩ (

∞⋃
k=1

Sk) = ∅}.

We have Sk ⊆ (0, 1)n, ∀k and Sk ∩ Sj = ∅, ∀k ̸= j, so

∞∑
k=1

|Sk| <∞ ⇒ |Sk| → 0 ⇒

∃jo ∈ N such that |Sjo | <
1

2
|S|
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but

|Sjo | ≥
1

2
sup{|T | : T ∈ V, T ∩ (

jo−1⋃
k=1

Sk) = ∅}

and

S ∩ (

∞⋃
k=1

Sk) = ∅ ⇒ S ∩ (

jo−1⋃
k=1

Sk) = ∅

so combining these two results we get

|Sjo | ≥
1

2
|S|,

a contradiction.

Now we need to prove that |A− (
⋃∞
k=1 Sk)| = 0 and to do so we will prove that

∀ϵ > 0 ∃h ∈ N such that |A− (
h⋃
k=1

Sk)| ≤ ϵ

so we will then get

|A− (

∞⋃
k=1

Sk)| ≤ |A− (

h⋃
k=1

Sk)| ≤ ϵ , for any ϵ > 0.

Let η > 0 and h ∈ N such that

∞∑
k=h+1

|Sk| < η

where η will be chosen later.
It is true that

A− (
h⋃
k=1

Sk) ⊆
⋃

{T : T ∈ V, T ∩ (
h⋃
k=1

Sk) = ∅} (2)

and for x ∈ A− (

h⋃
k=1

Sk) ⇒ ∃k ∈ N such that Kk(x)∩ (

h⋃
k=1

Sk) = ∅ , as
⋃h
k=1 Sk

is compact and δ(Kk(x)) → 0.
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Also ⋃
{T : T ∈ V, T ∩ (

h⋃
k=1

Sk) = ∅} =

=
⋃

{T : T ∈ V, T ∩ (
h⋃
k=1

Sk) = ∅ , T ∩ (
∞⋃
k=1

Sk) ̸= ∅} (3)

since ∀T ∈ V we have T ∩ (
∞⋃
k=1

Sk) ̸= ∅ , by (1)

and ⋃
{T : T ∈ V, T ∩ (

h⋃
k=1

Sk) = ∅ , T ∩ (

∞⋃
k=1

Sk) ̸= ∅} =

∞⋃
j=h

{
⋃

{T : T ∈ V, T ∩ (

j⋃
k=1

Sk) = ∅, T ∩ Sj+1 ̸= ∅}

⊆
∞⋃
j=h

{∪{T : T ∈ V, |T | ≤ 2|Sj+1|, T ∩ Sj+1 ̸= ∅} (4)

as for T ∈ V such that T ∩ (
⋃j
k=1 Sk) = ∅ and T ∩ Sj+1 ̸= ∅, j ≥ h, by our

construction, we have

|Sj+1| ≥
1

2
sup{|T | : T ∈ V, T ∩ (

j⋃
k=1

Sk) = ∅} ≥ 1

2
|T | ⇒

|T | ≤ 2|Sj+1| and T ∩ Sj+1 ̸= ∅.

So by (2), (3), (4) we get

|A−
h⋃
k=1

Sk| ≤
∞∑
j=h

|
⋃

{T : T ∈ V, |T | ≤ 2|Sj+1|, T ∩ Sj+1 ̸= ∅}|

Now we observe that for T1, T2 ∈ V such that |T1| >
|T2|
2

, the union U of all of the

sets obtained by translating T2 and having non empty intersection with T1 has area
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≤ 9n|T1|.

This is true as by the existence of a translation that puts one interval into the
other we get that either

a11 ≤ a12 , a
2
1 ≤ a22 , ... , a

n
1 ≤ an2 , if |T1| ≤ |T2|

or
a11 ≥ a12 , a

2
1 ≥ a22 , ... , a

n
1 ≥ an2 , if |T2| ≤ |T1|

where ai1 are the sides of T1 and ai2 are the sides of T2, i = 1, 2, ..., n.

Assuming |T1| ≤ |T2| we get

|U| ≤ (a11 + 2a12) · (a21 + 2a22) · ... · (an1 + 2an2 ) < 3a12 · 3a22 · ... · 3an2 =

= 3n|T2| < 2 · 3n|T1| < 9n|T1|
and the same inequality holds assuming |T2| ≥ |T1|.

So the previous quantity is

≤
∞∑
j=h

9n|Sj+1| = 9n
∞∑

j=h+1

|Sj | ≤ 9n · η

and choosing η <
ϵ

9n
we get the required inequality. □

Combining Theorems 5.3.1 and 5.3.3 we get the following.

Theorem 5.3.5: Assume f(P ) is a function defined in the k-dimensional interval
S = (0, 1)k and a1(t), a2(t), ..., ar(t), 2 ≤ r ≤ k, are r functions satisfying the
properties of Theorem 5.3.3. If f(log+|f |)k−r is integrable over S, the limit (1) exists,
at almost every point Po and is equal to f(Po), provided the intervals I containing
Po are of the form (20) :

ξ′i ≤ xi ≤ ξ′′i , i = 1, 2, ...k

ξ′′j − ξ′j = aj(t), j = 1, 2, ..., r
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Proof: We will prove this for k = 3 and r = 2. The general case is similar.
We will write x, y, z for x1, x2, x3 and a(t), b(t) for a1(t), a2(t).
Let

f∗(xo, yo, zo) = f∗(Po) = lim sup
δ(I)→0
Po∈I

1

|I|

∫
I
|f(P )|dP

where I is of the form (20).
We just need to prove that∫

S
f∗(P )dP ≤ A

∫
S
|f(P )|log+|f(P )|dP +B (21)

where A , B are independent of f
and then using an argument similar to the one we used for Theorem 5.3.1 the proof
will be complete.

Let

g(x, y, z) = sup
ζ′<z<ζ′′

1

ζ ′′ − ζ ′

∫ ζ′′

ζ′
|f(x, y, w)|dw.

From Lemma 5.1.3 we obtain∫ 1

0
g(x, y, z)dz ≤ A

∫ 1

0
|f(x, y, z)|log+|f(x, y, z)|dz +B

from which we can see that g is integrable over S and∫
S
g(P )dP ≤ A

∫
S
|f(P )|log+|f(P )|dP +B. (22)

Now, define

g∗(x, y, z) = lim sup
ξ′<x<ξ′′

u′<y<u′′

ξ′′−ξ→0 , u′′−u′→0

1

(ξ′′ − ξ′)(u′′ − u′)

∫ ξ′′

ξ′

∫ u′′

u′
g(u, v, z)dudv

Then obviously

g(x, y, z) = sup
ζ′<z<ζ′′

1

ζ ′′ − ζ ′

∫ ζ′′

ζ′
|f(x, y, w)|dw ≥ 1

ζ ′′ − ζ ′

∫ ζ′′

ζ′
|f(x, y, w)|dw
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∀ζ ′ , ζ ′′ such that ζ ′′ < z < ζ ′

⇒ 1

ξ′′ − ξ′
· 1

u′′ − u′

∫ ξ′′

ξ′

∫ u′′

u′
g(u, v, z)dudv ≥

≥ 1

ξ′′ − ξ′
· 1

u′′ − u′
· 1

ζ ′′ − ζ ′

∫ ξ′′

ξ′

∫ u′′

u′

∫ ζ′′

ζ′
|f(u, v, w)|dwdudv

∀ζ ′ , ζ ′′ such that ζ ′′ < z < ζ ′, so

g∗(x, y, z) = lim sup
ξ′<x<ξ′′

u′<y<u′′

ξ′′−ξ→0 , u′′−u′→0

1

ξ′′ − ξ′
· 1

u′′ − u′

∫ ξ′′

ξ′

∫ u′′

u′
g(u, v, z)dudv ≥

≥ lim sup
ξ′<x<ξ′′

u′<y<u′′

ζ′<z<ζ′′

ξ′′−ξ→0 , u′′−u′→0 , ζ′′−ζ′→0

1

ξ′′ − ξ′
· 1

u′′ − u′
· 1

ζ ′′ − ζ ′

∫ ξ′′

ξ′

∫ u′′

u′

∫ ζ′′

ζ′
|f(u, v, w)|dwdudv

so g∗(x, y, z) ≥ f∗(x, y, z). (23)

Since a(t), b(t) satisfy the properties of Theorem 5.3.3 we have

g∗(x, y, z) = g(x, y, z) at almost every point (x, y, z) of S

and by the inequalities (22), (23) we get

f∗(x, y, z) ≤ g(x, y, z) ⇒
∫
S
f∗(P )dP ≤

∫
S
g(P )dP ≤ A

∫
S
|f |log+|f |+B. □
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We will now prove that Theorem 5.3.1 cannot be strengthened.

Assume ϕ(t), 0 ≤ t <∞, is a strictly increasing function satisfying

ϕ(0) = 0, lim inf
t→∞

ϕ(t)

t
> 0 (24)

and Lϕ denotes the class of functions f such that ϕ(|f |) is integrable over S.

Therefore by (24), Lϕ(S) ⊆ L1(S).

Lemma 5.3.6: Assume E is an arbitary bounded and measurable set and σa(E),
0 < a < 1, is the union of all intervals I for which

|E ∩ I| > a|I|. (25)

If the differentiability theorem holds for all the functions of the class Lϕ then the
inequality

|σa(E)| ≤ cϕ(
1

a
)|E| (26)

is true for all E and all a, where C is a constant independent of a and E.

Proof: We will prove this lemma by contradiction.
Suppose (26) is not true. We will prove that there is a function f in Lϕ for which
the differentiation theorem is false.

Let cn be positive numbers chosen such that∑
n

1

cn
<

1

2
ϕ(1). (∗)

By our assumption there exists, for every n, a bounded and measurable set En and
a number an, 0 < an < 1 such that

|σa(En)| > cnϕ(
1

an
)|En|.

For every In such that
|En ∩ In|

|In|
> an there exists c′n with δ(In) < c′n (∗∗)
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We write σan(En) = Hn and for every n, through a homothecy ψn,k with ratio

λψn,k
such that λψn,k

· c′n
n→∞−−−→ 0, we choose a sequence of sets Hk

n, which are
homothetic to Hn, cover S except for a null set and satisfy the condition∑

k

|Hk
n| < 2|S| = 2. (∗ ∗ ∗)

We can do so by fixing n and writing H for Hn. We then let K be a closed subset
of H such that |H| < 2|K| and let I be a square containing K. We divide S into an
enumerable number of disjoint squares {Ii}i∈N.
We write

k =
|K|
|I|

and so |
∞⋃
i=1

Ki| =
∞∑
i=1

|Ki| = k

∞∑
i=1

|Ii| = k|S|.

Therefore there exists p1 ∈ N such that

p1∑
i=1

|Ki| > k′|S| , where k′ < k ,

and thus we can get a finite number of squares Ip1 and consider, for each p1, the
sets Hp1 and Kp1 derived from H and K by the same homothetical application by
which I is carried over in Ip1 .
We then have

S1 = S −
∑
p1

Kp1 and so |S1| = 1− k′.

Using Whitney’s Lemma we can divide S1, except for a null set, into a finite or
enumerable number of squares and proceed with each of these squares in exactly
the same manner as we proceeded with S. This way we get the sets Hp2 and Kp2 so
that by writing

S2 = S1 −
∑
p2

Kp2

we have
|S2| = (1− k′)|S1| = (1− k′)2.

Continuing this process and denoting by Hk and Kk the sets Hp1 , Hp2 , ... and
Kp1 ,Kp2 , ... respectively, the sets Hk will satisfy the conditions, since already the
sets Kk will cover S except for a null set,∑

k

|Kk| = 1 and |Hk| < 2|Kk| for each k.
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Now let Ekn be the set derived by the same homothetical application on En by which
Hn is carried over in Hk

n.

We assumed before |Hn| > cnϕ(
1

an
)|En| and so

|Hk
n| > cnϕ(

1

an
)|Ekn|. (∗ ∗ ∗∗)

Set fn(P ) =
1
an

in the set S ∩ (
⋃
k E

k
n) (∗ ∗ ∗ ∗ ∗)

and fn(P ) = 0 in the remaining points of S and f(P ) = supn fn(P ) so we have∫
S
ϕ(f(P ))dP ≤

∑
n

∫
S
ϕ(fn(P ))dP ≤(∗∗∗∗∗)

∑
n

∑
k

ϕ(
1

an
)|Ekn| ≤

≤(∗∗∗∗)
∑
n

∑
k

ϕ(
1

an
)

|Hk
n|

cnϕ(
1
an
)
≤(∗∗∗) 2|S|

∑
n

1

cn
<(∗) ϕ(1). (28)

so ∫
S
ϕ(f(P ))dP < ϕ(1)

and so f belongs in Lϕ.

Also, for every n, almost every point P of S belongs to at least one Hk
n = ψn,k(Hn)

so there exists P ′ ∈ Hn = σan(En) with ψn,k(P
′) = P and as P ′ ∈ σan(En) there

exists In such that
|En ∩ In|

|In|
> an and by (**) we get δ(In) < c′n.

For Ikn = ψn,k(In) we get δ(Ikn) = λψn,k
· δ(In) < λψn,k

c′n → 0.

Therefore P belongs in an interval Ikn such that

|Ekn ∩ Ikn| > an|Ikn| (∗ ∗ ∗ ∗ ∗)

where δ(Ikn)
n→∞−−−→ 0.

As f(P ) ≥ 1
an

for P ∈ S ∩ Ekn, we obtain

1

|Ikn|

∫
Ikn

f(P )dP ≥ 1

|Ikn|
1

an
|Ikn ∩ Ekn| ≥(∗∗∗∗∗)

1

|Ikn|
1

an
· an|Ikn| = 1.
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Supposing that the differentiability theorem holds for f, we get f(P ) ≥ 1 for almost
every point and so ∫

S
ϕ(f(P ))dP ≥ ϕ(1)

a contradiction to (28) and the lemma is proved. □

Theorem 5.3.7: If for every f in Lϕ the integral of f is strongly differentiable
almost everywhere, then

ϕ(t) > c · t(log+t)k−1

where c > 0 a constant.
In other words, f(log+|f |)k−1 is integrable over S.

Proof: For simplicity we give the proof for k = 2.
We will use the lemma we just proved.
We take S as the set E, S = {(x, y) : 0 < x < 1 , 0 < y < 1} and then σa(E)
contains the subset {(x, y) : 1 ≤ x ≤ 1

a , 0 ≤ xy ≤ 1
a}.

Figure 5.3.5
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Hence using Lemma 5.3.6

σa(E) >

∫ 1
a

1

1

ax
dx =

1

a
log

1

a
|E| ⇒ 1

a
log

1

a
< cϕ(

1

a
)

for all 0 < a < 1 and so ϕ(t) > ct · log+t which completes the proof. □

117



Chapter 6
Bibliography

1. Calderon-Zygmund Theory and Applications - Master’s Thesis Anastasios Karamitros
2024

2. Equivalence between the regularity property and the differentiation of L1 for
a homothecy invariant basis, R. Moriyon [1975] - Appendix III in: M. De Guzman,
Differentiation of integrals in Rn- Springer, Berlin, 1975

3. Interpolation of Operators- C. Bennet, R. Sharpley- Academic Press INC 1988

4. Lecture Notes - M. De Guzman - Springer-Verlag 1975

5. Maximal functions for rectangles with given directions (Thesis,Mittag-Leffler
Institute, Djursholm, Sweden)- J. Stromberg [1976]

6. Note on differentiability of multiple integrals -B. Jessen, J. Marcinkiewizc, A.
Zygmund

7. On differentiation of integrals, A. Cordoba and R. Fefferman [1977], Proc. Natl.
Acad. USA 74

8. On the strong derivatives of functions of an interval -Saks,S. [1935] - Fund.
Math. 25 1935

9. Real and Abstract Analysis - Edwin Hewitt, Karl Stromberg- Springer-Verlag

118



CHAPTER 6. BIBLIOGRAPHY

10. Real Variable Methods in Fourier Analysis- M. De Guzman- North Holland 1981

11. Sur un theoreme de M. Vitali, S. Banach [1924] , Fund. Math. 5 1924

This thesis contains some figures from ”Real Variable Methods in Fourier Analysis-
M. De Guzman- North Holland 1981” and ”Interpolation of Operators- C. Bennet,
R. Sharpley- Academic Press INC 1988”.

119


