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Chapter 1 
 

Introduction 

After 66 years since the initial discovery of the Van Allen belts and the acknowledgment of 

space as a radioactive environment, coupled with the passage of 52 years since the last Apollo 

mission to the moon, our understanding of the biological consequences of space radiation on 

the human body remains limited. Despite the prospect of manned space missions to the Moon, 

the establishment of a permanent lunar base, forthcoming Mars expeditions, and the concept 

of space tourism, astronauts, who are classified as radiation workers, will encounter distinct 

and continuous radiation. This exposure poses substantial risks, including the development of 

malignant tumours, acute radiation-induced health effects, and other late health consequences 

such as cataracts, brain cognitive damage, and cardiovascular diseases (2–9). 

The space radiation environment is quite different from that encountered on the surface of 

Earth, which are mostly X and γ rays and a small component of alpha particles from (mainly) 

radon. The space radiation field is composed of highly energetic ions of a wide range of atomic 

numbers. It includes the constant and isotropic Galactic Cosmic Rays (GCR), the sporadic 

Solar Particle Events (SPE), and the Van Allen belts (VA) in the Earth’s magnetosphere. 

GCR consists of a baryon (98%) and an electron component (2%). Baryons include protons (~ 

85%), alpha particles (~ 14%) and high-atomic number, and high-energy Ions (HZE) up to 

uranium (~ 1%), with energies peaking around GeV/amu, while reaching up to ~TeV/amu and 

beyond (4,8,10,11). The most probable source of these particles are high-energy phenomena 

from supernova blast waves (<1015eV) or even neutron stars (12). The solar cycle can affect 

space mission planning, by decreasing (at solar maximum) or increasing (at solar minimum) 

the absorbed doses from GCR that astronauts receive. The GCR effective dose rates in deep 

space, although ~ 1000 times greater than on Earth, are considered relatively low and do not 

cause acute health effects. As a result, the biological concerns from GCRs are mostly 

carcinogenesis and the degenerative late effects of specific tissues, such as cardiovascular 

disease (CVD), damage to the Central Nervous System (CNS), and the induction of cataracts 

(3,5,13–15). In LEO orbit (such as on the International Space Station, ISS), the effective dose 

rates from GCR are lower than in deep space by a factor of about 2, due to the additional 

shielding from the Earth’s magnetic field, although this is dependent on the inclination and the 

altitude of the mission(2,5,9). 

Given that radiation-induced fatal cancers are the predominant health concern for space 

agencies and astronauts due to GCR low dose irradiation, assessing cancer risk becomes 

challenging due to significant uncertainties in heavy ion radiobiology (quality factor issues), 

tissue cancer risk transfer models, dose and dose rate reduction factor (DDREF) and cross 

sections in radiation transportation through shielding(11,15–17). The greatest uncertainty for 

cancer risk evaluation arises from the biological effects of heavier nuclei (HZE) (and neutrons), 

as human data for such exposures are lacking. Consequently, calculating the relative biological 

effectiveness (RBE) or/and the quality factor (Q) for several biological endpoints and space 

ions remains an ongoing challenge. There is also a lack of consensus among different space 

agencies regarding cancer risk evaluation and career dose limits for astronauts(2,18,19). Until 
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recently, all missions were on Low-Earth Orbit (LEO), so the differences among the cancer 

risk assessment of space agencies did not pose any serious mission planning problem. 

However, in Beyond-LEO (BLEO) missions, the uncertainties are notable and must be taken 

into consideration. 

The analysis and characterization of the microscopic distribution of energy deposition 

following the interaction of ionizing radiation with the irradiated medium is of significant 

importance in studying radiation effects for a wide range of applications, including cancer 

therapy, space radiation protection, as well as single-event errors in electronic devices(20–23). 

For radiation protection purposes, the radiation quality is commonly linked to the small-scale 

microdosimetric distributions which are distinct for each type (and energy) of radiation. The 

dependence of biological effects upon radiation quality is formally quantified via the Relative 

Biological Effectiveness (RBE)(24,25). For stochastic, mainly carcinogenetic effects, the RBE 

is synonymous with the quality factor (Q). Stochastic carcinogenic effects are considered a late 

effect in radiation therapy for the treatment of cancer, although the putative carcinogenic effects 

of radiation therapy are not usually considered treatment-limiting in most scenarios. In 

addition, for clinical endpoints, the Q, which is an indicator of late stochastic effects of concern 

for radiation protection, is not representative of the RBE for tumor control or adverse effects 

on normal tissue clinical endpoints. 

Studies of the physical basis of Q were initially focused on micrometer-sized spherical volumes 

(diameter ~1–10 μm) representative of the cell, cell nucleus and critical chromosomal targets 

within the cell nucleus(21,22). Currently, there is an increased interest in energy deposition 

events at the nanometer-scale because of the correspondence to the dimensions of the diameter 

of the deoxyribonucleic acid (DNA) helix, the nucleosome, or sections of chromosomes. 

Energy deposition to such structures is believed to correlate with the RBE for various molecular 

and cellular endpoints, especially when considering dimensions relevant to the local 

complexity of DNA damage in the range of 10-20 nm range(26–28). 

To a first approximation, RBE is a function of the (unrestricted) Linear Energy Transfer (LET), 

which is defined as the mean electronic energy-loss by a primary charged particle per unit path 

length(4,29,30). LET may be conveniently calculated from Bethe’s stopping-power theory. The 

official connection of LET with radiation quality (or RBE) has been made by the International 

Commission on Radiation Protection (ICRP) in a series of reports(24,25,29). According to the 

ICRP, the quality factor, Q, is defined as the low-dose RBE (or RBEmax) for stochastic effects 

and may be expressed as a continuous function of LET. More recently, LET has been used in 

several empirical RBE models for tissue reactions (or deterministic effects) in the context of 

hadron therapy(31–34). 

Despite its simplicity and wide applicability, there are well-known physical limitations of the 

LET concept, which are more profound when the site of interest is reduced to cellular and 

subcellular structures (micrometres to nanometres)(20–22,29). The most notable limitation of 

LET is that it neglects the stochastic nature of energy deposition (energy-loss straggling) from 

the charged particle to the medium while no consideration is given to the finite range of 

secondary electrons (δ-rays). Although the restricted LET, LΔ, which excludes those δ-rays with 

energy above a cut-off value Δ, can be used to better approximate the energy retained in the 

site, it still refers to a mean value and does not account for straggling(29,30). 

The above limitations of LET can be overcome using microdosimetric approaches. For 

example, classical (or regional) microdosimetry considers a fixed-size critical site in which 

energy deposition distributions are linked to radiobiological effects. More advanced 
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microdosimetric approaches (e.g., structural microdosimetry) are available with the cost of 

increased calculation complexity and computing time(21,22,35). 

Lineal energy (y) is the stochastic analog of LET and has been widely exploited in radiation 

quality studies as a measurable physical quantity by tissue-equivalent proportional counters 

(TEPC), also called Rossi counters(21,22). The biophysical justification of connecting lineal 

energy and the dose-weighted lineal energy (yD) with RBE (or Q) is provided by the Theory of 

Dual Radiation Action (TDRA)(22,35,36). The official connection of lineal energy with Q has 

been made by the International Commission on Radiation Units and Measurements (ICRU) in 

its Report 40(29). The lineal energy has also been used in RBE studies of cell toxicity in the 

context of hadron therapy through the Microdosimetric-Kinetic Model (MKM)(31). Other 

microdosimetric-based models of Q used by NASA for space radiation can be found in several 

published works(4,15,17,37). Q is used to determine the quantity effective dose which 

corresponds to the stochastic (mainly carcinogenic) risk of irradiated individuals. In turn, the 

effective dose is used to calculate the number of safe days in space, a vital quantity for manned 

missions such as those to the Moon and Mars, i.e., the maximum number of days that astronauts 

can spend in space without exceeding their radiation dose limits. In proton radiotherapy, the 

effective dose is used to quantify the secondary cancer risk in healthy tissues that are exposed 

to stray proton radiation. 

NASA has developed its own approach for determining Q, which differs from both ICRP 

(Report 60) and ICRU (Report 40) recommendations(7,15,38). NASA’s quality factor is a 

function not only of LET, but also of the atomic number (Z) and the velocity (β) of the particle 

via the track-structure parameter (Ζ β⁄ )2. The energy loss from an ion to an atomic electron 

depends on the square of the ion's charge (Z2). However, the energy isn't always confined to 

the target. Some of it can be carried away by secondary electrons. The extent to which this 

energy spreads depends on the ion's -normalized- velocity (β). 

Theoretical calculations of lineal energy often employ Monte-Carlo track structure (MCTS) 

codes, such as GEANT4-DNA(39–43), KURBUC(44–46), PARTRAC(47), RITRACKS(48) 

and PHITS(49,50), among others. Many such efforts for determining the microdosimetric 

spectra for protons and heavier ions are available in literature (51). MCTS codes simulate, 

collision-by-collision, all the interactions between the primary (and secondary) particles and 

the atoms/molecules of the medium (commonly liquid water) until all particles (primaries and 

secondaries) become non-ionizing (i.e., fall below about 10 eV). Thus, MCTS codes enable 

simulations with nanometre resolution, including the explicit simulation of radiation-induced 

DNA damage at various levels of sophistication(51). However, MCTS simulations are well 

known for being time-intensive while requiring a fair amount of computer expertise. 

Analytical models for calculating lineal energy spectra can overcome many of the above 

difficulties as they are based on simple mathematical expressions that approximate the energy-

loss process. Such models have been developed in a series of papers by Xapsos (52,53) and 

Olko (54,55). The main idea is to analytically calculate the dependence of lineal energy upon 

LET while adding suitable correction terms for the effect of energy-loss straggling and the 

finite range of δ-rays.  
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Chapter 2 
 

Literature Review: Concepts and quantities necessary for space radiation 

protection 

2.1 Space radiation environment 

The space environment is fraught with challenges for future explorers and astronauts. The main 

components of space radiation can be summarized as galactic cosmic rays (GCR), solar particle 

events (SPE), and the Van Allen belts. 

2.1.1. Galactic Cosmic Rays (GCR) radiation 

Galactic cosmic rays (GCR) are generated outside our solar system and consist of relativistic 

particles with high ionizing potential. They irradiate isotropically and continuously at very low 

fluxes, peaking around 500 MeV/u as shown in Figure 1. Their immense energy, approximately 

up to 1020 eV, indicates that they originate from both galactic and extragalactic 

sources(3,4,9,10,12,13). Specifically, particles with energies less than 1015 eV are believed to 

be produced by shock waves from supernovae and neutron stars within the Galaxy, while 

higher energy particles are thought to originate from extragalactic sources(12). The precise 

origins of GCR remain unknown due to the interference of interstellar magnetic fields, which 

complicates their deciphering. 

The composition of GCR is primarily baryonic (~98%) and leptonic (~2%). The baryonic 

component mainly consists of protons (85%), alpha particles (5%), and heavier nuclei up to 

uranium (~1%)(4,10,13,56–58). Particles with atomic numbers Z ≥ 3 are referred to as HZE 

(High Z and Energy) particles. For space radiation protection, the particles of interest range 

from protons to iron ions (Fe), as the flux of heavier particles up to Uranium is considered too 

low to be significant. However, flux is not the only criterion; for example, iron's contribution 

to the GCR flux is 1/100 that of carbon, but the dose it delivers is much higher, as it depends 

on Z2. For radiation protection the energy range that is considered to be a threat (for a typical 

shielding) for astronauts is between 100 MeV/u-100 GeV/u(5,8). 

In addition to GCR, there is also an anomalous component of these particles (anomalous GCR). 

They are originally neutral particles from interstellar gas. These particles are then interacting 

with solar radiation and are accelerated by regions with fast and slow solar wind inside the 

heliosphere. Their energy is around 50 MeV/u, peaking around at 10 MeV, so they have limited 

penetration capabilities. Besides, they lose all their electrons after penetrating after a thin 

shielding. 

Galactic cosmic rays (GCR) do not have a constant flux over the years and are influenced by 

solar conditions and the Sun's magnetic field(59–61). During periods of solar maximum, when 

the Sun's magnetic activity is very intense, GCR interact with and are deflected by this field, 

resulting in a shift of their flux to higher energies, since GCR with energies below 10 GeV are 

affected. Thus, at solar maximum, the GCR flux is at its minimum. Conversely, during solar 

minimum, the magnetic field is weaker and has less impact on the GCR distribution, leading 

to a maximum flux at lower energies. The difference in GCR flux between solar maximum and 
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minimum is approximately tenfold at 100 MeV, whereas at higher energies, such as 4 GeV/u, 

the difference is about 20% (5,13). 

 

Figure 1. GCR differential flux as a function of particle energy (MeV/u) in solar minimum and 

maximum conditions for different ions (hydrogen, helium, oxygen and iron) [5].  

 

2.1.2. Solar Particle Events (SPE) 

Solar particle events (SPE) are generated by two primary solar explosive phenomena: solar 

flares and coronal mass ejections (CME). Solar flares are sudden explosions in the sun's corona 

near sunspots, releasing powerful amounts of magnetic energy and radiation across the 

electromagnetic spectrum, while CME are large clouds of magnetic mass (~1014kg) ejected 

from the corona into the interplanetary medium(62–64). Previously, it was believed that only 

solar flares could produce SPE events. However, it is now understood that this is not always 

the case. Solar flares can produce an SPE, and the particles are accelerated impulsively. Around 

half of the SPE events are being accelerated through solar flares. The other type of an SPE 

events is caused by CME driven shocks in the interplanetary medium, where particles are being 

accelerated gradually(3,8,63,64). SPE events that are accelerated impulsively last several 

hours, have lower fluence and are less dangerous than the gradually accelerated events. SPE 

events vary significantly in flux, energy profile, and duration. They can last from several hours 

to several days and mainly consist of protons, with smaller amounts of heavier particles, 

reaching energies up to several GeV on some occasions, while the usual energy range is 

between the keV to several hundreds of MeV(65–67).  

There are two potential distributions of SPE events: common events within a solar cycle and 

rare, large events that last several days, occur once per solar cycle or even less frequently, and 

have very high energy and fluence profiles. A significant SPE event can pose serious risks to 

astronauts, with particle fluxes exceeding 108 particles per cm² for energies above 10 MeV. 

Predicting these events is challenging. SPE events from solar flares can reach Earth within 30 

minutes to 1 day, while those from CME can take 1 to 4 days, depending on their kinetic 

energy(2,8,66). Since 1955, five high-energy SPE events have been recorded that would pose 

severe challenges to astronauts, as it shown in Figure 2. SPE events typically occur during the 
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solar maximum or its declining phase and are a major component of cosmic radiation. For 

space missions, it is crucial to probabilistically assess the likelihood of such large SPE events 

with extensive energy distributions. Despite the high energy and potential risk, protection 

against these SPE events is more manageable compared to other types of cosmic radiation(2–

4,68). 

 

 

Figure 2. Integral fluence as a function of proton energy for the most intense solar particle events (SPE) 

in space era [5]. 

 

2.1.3. Van Allen Belts 

Earth's magnetosphere consists of an inner dipolar magnetic field generated by the Earth and 

an outer region influenced by the solar wind, which carries the Sun's magnetic field. This solar 

wind can compress Earth's magnetic field. The magnetosphere forms two toroidal zones (inner 

and outer belts) containing temporarily trapped particles, resulting from interactions between 

galactic cosmic rays (GCR), the solar wind, and Earth's atmosphere and magnetic field. These 

zones, discovered by Van Allen in 1960, are composed mostly of electrons and protons with 

maximum energies of 7 MeV and 500 MeV, respectively(10,13,69). Heavier particles are fewer 

in number, with energies around 50 MeV, and thus do not pose a significant threat to manned 

missions since they cannot penetrate spacecraft shielding or reach deep into the magnetic field. 

The Van Allen belts extend from about 200 km to approximately 75,000 km above the Earth's 

surface. 

Particles within magnetosphere exhibit three primary motions: helicating around magnetic field 

lines, moving and bouncing along field lines, which act as mirrors, confining the particles 

between two points, and drifting longitudinal around the Earth(10,12). Different processes 

contribute to the formation of trapped particles. In the inner zone, GCR interact with the upper 

atmosphere, producing neutrons that decay into protons and electrons. Heavier ions probably 
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originate from the anomalous component of the GCR. The outer zone mainly consists of 

electrons from the Sun.  

A notable region of interest is the South Atlantic Anomaly (SAA), located near the coast of 

Brazil, where the inner Van Allen belt approaches the surface down to 200 km. This occurs 

because Earth's magnetic axis is tilted by 11.5 degrees and offset by about 500 km from the 

planet's center. The SAA presents a potential hazard to astronauts when passing through this 

region(10,69,70). 

2.1.4. Radiation Fields in Low Earth Orbit (LEO) and deep space 

For missions in Low Earth Orbit (LEO) extending in the region of 160 km to 2000 km, protons 

significantly contribute to the radiation dose received by astronauts, followed by electrons, less 

by helium and heavier particles. The radiation fields in LEO orbits depend much on the altitude 

and inclination of the mission, the solar cycle, the spacecraft shielding and the duration of the 

mission(71–74). Due to their higher energy and longer range compared to electrons, protons 

can often penetrate aluminium shielding of 0.3 g/cm². During extravehicular activities (EVAs), 

electrons also contribute, particularly affecting instruments and the skin organ. In LEO, 

radiation exposure mostly includes contributions from Galactic Cosmic Rays (GCR) and the 

South Atlantic Anomaly (SAA), an area encountered during orbital passes. Although the 

International Space Station (ISS) only spends about 15 minutes per pass in the SAA, it accounts 

for a significant portion of the radiation exposure(10,70,75,76). 

Neutrons, produced by GCR interactions with Earth's upper atmosphere, also need to be 

addressed. There are two populations of neutrons: one with energies up to 10 MeV, created by 

highly excited nuclei, and another with high-energy neutrons around 100 MeV. However, their 

overall contribution to radiation in LEO is relatively low(3,10,70,73). 

Earth's magnetosphere provides substantial protection against deep space radiation, as cosmic 

particles must penetrate this magnetic field to reach LEO. This penetrability depends on 

magnetic rigidity, the ratio of a particle's momentum to its charge. Earth's magnetic field is 

strongest at the equator and weakest at the poles, offering better protection for equatorial 

missions compared to polar ones. Therefore, high-energy particles are required to penetrate 

low-inclination orbits. During periods of intense geomagnetic activity, such as geomagnetic 

storms, the magnetosphere compresses, allowing lower-energy particles to penetrate deeper. 

On the ISS, Solar Particle Events (SPE) with energies above 100 MeV/u can pose a threat to 

astronauts(4,69,70,77,78). 

In deep space, where Earth's magnetic field is absent, astronauts will encounter a new challenge 

since the Apollo era. They will face the full spectrum of particles from Galactic Cosmic Rays 

(GCR) and Solar Particle Events (SPE), without any modification by a magnetic field, relying 

solely on the shielding provided by their spacecraft. This means that the flux and intensity of 

particles will be higher than in Low Earth Orbit (LEO). Outside LEO orbit, in deep space, an 

astronaut's body will be penetrated by a proton every two days and by a heavier ion (e.g., carbon 

or iron) every month(4,79). The differences in particle fluence, from protons to iron, are 

illustrated in Figure 3, where the total particle fluences are depicted in two space radiation 

environments (ISS, deep space) and two solar conditions(5). 
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Figure 3. GCR fluence for each ion with atomic number Z, in solar minimum and maximum conditions 

and two space environments (ISS orbit, and interplanetary deep space) (5). 

 

2.1.5. Radiation Fields on the surface of the Moon and Mars 

Upcoming manned space missions to the Moon and Mars necessitate a thorough understanding 

of the radiation environment on these surfaces to ensure astronaut safety. Radiation fields on 

the surfaces of the planets depend on several factors, including the existence of a 

magnetosphere, atmosphere thickness and composition and materials of the soil. The exposure 

to astronauts in these surfaces is expected to be half of the exposure in deep space(80,80–84). 

The Moon lacks a dipole magnetic field and has no substantial atmosphere, offering no 

protection against radiation. The only attenuation comes from lunar surface (radiation incident 

only in a 2π geometry) and the potential use of lunar regolith and bedrocks as shielding in 

future habitats. Additionally, secondary radiation, primarily neutrons, photons and secondary 

ion fragments, originates from the interaction of GCR with the lunar regolith, rocks and dust, 

whose chemical composition includes mostly SiO2, FeO, Al2O3 and CaO(80–82,84–90). 

Similarly, Mars does not possess a dipole magnetic field but has a thin atmosphere (20g/cm2) 

compared to Earth’s (1000 g/cm2). Consequently, astronauts are vulnerable to GCR, SPE, and 

secondary radiation from GCR or SPE interactions with the Martian soil. Mars dust storms can 

also scatter neutrons and secondary ions. Martian regolith can also be used as radiation 

shielding for future exploration missions. Understanding these environments is crucial for the 

development of effective protection strategies for astronauts(91–98). 

 

2.1.6. Interaction of radiation with shielding 
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The radiation from GCR and SPE ions interacts with spacecraft shielding in two main ways: 

through Coulombic electrical forces and nuclear interactions. These interactions alter the 

original particle’s energy and generate secondary radiation, which can pose risks to astronauts. 

The thickness and the material composition of the shielding can increase the difference between 

the external and internal radiation. Various types of radiation, including gamma rays, secondary 

electrons, neutrons, pions, muons, and secondary ions, can be produced(4,5,13). This 

secondary radiation significantly contributes to the primary components from SPE and GCR 

and can penetrate the human body, causing further alterations. Currently, there is not a highly 

effective shielding against GCR. Generally, materials with a low atomic number, such as 

hydrogen (in liquid form), are most effective in reducing the energy of the primary beam and 

do not significantly contribute to the creation of secondary neutrons. Aluminium, the most 

common material used for spacecraft shielding, balances cost-effectiveness, reduction of 

primary beam energy, and the generation of secondary neutrons and ions. High atomic number 

materials like lead or concrete are nearly prohibitive due to the high transportation costs to 

space and the substantial production of secondary neutrons and other ions(2,4,38). 

 

2.2. Quantities used in Radiation Protection 

The purpose of radioprotection is to safeguard the general population and radiation workers 

(whether on Earth or in space) from the biological effects of ionizing radiation, according to 

the circumstances. Two types of biological effects are of concern for radioprotection. The 

deterministic biological effects, which are responsible for the death of many cells, can manifest 

in humans shortly after a single exposure to high doses (0.5 Gy) within a few hours to several 

weeks and have specific dose thresholds. Therefore, radioprotection must set dose limits below 

the threshold for these biological effects, in order not to occur. Some acute (or deterministic) 

biological effects with varying dose thresholds include skin conditions, sterility, cataracts, and, 

in rare cases of nuclear accidents, acute radiation syndrome (following whole-body irradiation) 

with its prodromal symptoms (nausea, vomiting, fatigue, fever, etc.)(24,25,99). 

Almost always, the general population will not be exposed to high doses of radiation unless a 

nuclear accident occurs or if exposed for radiotherapy purposes, where the highest dose targets 

the tumour(33). The general population and radiation workers are exposed to low dose 

rates/doses (mGy), leading to the primary biological concern being stochastic effects, which 

which may include mutations, with the most significant being the potential for carcinogenesis 

(and hereditary effects). For stochastic effects, there is no dose threshold as it is a probabilistic 

phenomenon, and radiation-induced carcinogenesis appears after at least 5-10 years(4,24). 

Thus, a dose threshold to prevent carcinogenesis cannot be established, only an upper allowable 

limit for the population and workers to reduce it. The upper limit aims to protect the population, 

while not restricting the beneficial applications of ionizing radiation. The applications of 

ionizing radiation include radio diagnostic and radiotherapeutic procedures, and their use in 

industries, nuclear reactors, etc.(24,100) 

The quantities used for astronaut radiation protection follow the concepts and quantities 

proposed by the International Commission on Radiological Protection (ICRP) over the years 

for the stochastic effects(24,99). These measures were initially developed for the radiological 

protection of the general population and radiation workers on Earth. Space radiation is 

significantly different from terrestrial radiation, which is mostly limited to gamma rays, 

electrons, and, to a lesser extent, neutrons and alpha particles (for internal exposure). 

Additionally, the exposure astronauts face is much greater than that on Earth, and the radiation 
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fields in space are a combination of multiple beams rather than a single source. The commonly 

used quantities are as follows: 

Absorbed dose (D): The most fundamental physical quantity used for radiation protection, 

radiobiology and radiology is the absorbed dose (D). It is the quotient of the mean energy (ε̅) 

imparted to matter divided by the mass (m) of the target that we investigate. It is calculated by 

the following equation:  

D =
dε̅

dm
 .                                                                                                                                                  (1) 

Absorbed dose is measured in Gray (Gy). The S.I unit is Joule/kg. 

Linear Energy Transfer (LET): 

It is the mean energy lost (dε̅) by a charged particle due to electronic interactions per 

transversed distance dl inside a target(30,101): 

LET =
dε̅

dl
 .                                                                                                                                               (2) 

To understand the biological effects of different types of ionizing radiation on human tissues, 

the absorbed dose (D) of organs is not a sufficient measure. This is because different types of 

IR can produce different biological effects for the same value of D. The main reason for this 

discrepancy is the varying way in which different types of ionizing radiation deposit their 

energy at a microscopic level (cellular and DNA level)(28,102). This observation is quantified 

through the Relative Biological Effectiveness (RBE). The RBE for a specific biological effect 

(e.g., cell death, double-strand breaks in DNA, chromosome aberrations) is defined as the ratio 

of the absorbed dose of a reference radiation, Dref (usually gamma radiation), to the absorbed 

dose of a test radiation, Dtest. It is described by the following equation(103): 

RBE =
Dref

Dtest
 .                                                                                                                                         (3) 

The Relative Biological Effectiveness (RBE) depends on several factors including the 

absorbed dose, dose rate, type of cell, and the quality of the radiation, which encompasses the 

type and energy of the radiation. For stochastic effects (low doses/dose rates), the RBE reaches 

its maximum value, referred to as RBEmax, which is also known as the quality factor (𝐐) or 

wR. This maximum value indicates the highest potential for biological damage from the 

radiation under those specific conditions(24,99). 

To account for the different biological effectiveness of different types of radiation, equivalent 

dose (H) must be addressed. It is calculated in individual organs (T), and it is based on absorbed 

dose (D), which is adjusted by a weighting factor for each radiation. Equivalent dose is 

expressed in Sieverts (Sv) and the SI unit is J/kg(99): 

HT = ∑ DT × wR

R

,                                                                                                                            (4) 

where the summation is over the different types of radiation (R). Before ICRP Report 60 in 

1990 and the weighting factor wR, the mean quality factor (QT) of an organ was utilized for 

the adjustment of the absorbed dose for each radiation and it was termed dose equivalent, 

(HT,Q) (ICRP Report 26). It can be calculated by(24): 

HT,Q = DT × QT .                                                                                                                                    (5) 
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Table 1. Recommended radiation weighting factors (wR) [97] 

Type of Radiation 𝐰𝐑 
Photons 1 

Electrons, muons 1 

Proton, pions 2 

Alpha particles, heavy ions, fragments 20 

Neutrons Continuous function of energy (ICRP 

2007) 

 

Different organs/tissues have different radiosensitivity for the induction of stochastic effects, 

which are accounted by the tissue weighting factor wT. The summation of dose equivalent for 

each organ over all organs is termed as effective dose (𝐄) and refers to the whole-body 

irradiation. Effective dose is expressed in Sieverts (Sv) and the SI unit is in J/kg. It is calculated 

by the following expression(99): 

E = ∑ wT × HT

T

  .                                                                                                                                (6) 

The summation of each organ/tissue must be equal to 1. Each weighting factor 𝑤𝑇 represents 

the contribution of each organ/tissue to the total whole-body detriment. Effective dose was 

introduced in ICRP Report 60 and refined in ICRP Report 103. 

Likewise, if Q is used instead of wR, then the effective dose is termed as effective dose 

equivalent (EQ)(24): 

EQ = ∑ wT × HT,Q

T

 .                                                                                                                            (7) 

Table 2. Recommended tissue weighting factors (wT) [99] 

Organ wT Organ wT 

Gonads 0.20 Bladder 0.05 

(red) Bone marrow 0.12 Breast 0.05 

Colon 0.12 Liver 0.05 

Lung 0.12 Oesophagus 0.05 

Stomach 0.12 Thyroid 0.05 

Skin 0.01 Bone surface 0.01 

- - Remainder tissues 0.05 

 

2.3. Biological effects of space radiation  

During space travel, astronauts will be continuously exposed to whole body low doses and low 

dose rates of Galactic Cosmic Rays (GCR). Occasionally, they will also encounter Solar 

Particle Events (SPE), which expose them to high doses and high dose rates for a limited period. 

2.3.1. SPE 

Solar particle events (SPE) exhibit a very high flux, exceeding 108 particles/cm2, with energies 

reaching up to several GeV, although the peak flux often occurs at energies below 100 MeV. 
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Due to the high flux and associated dose, the primary concern for radiation protection in space 

is the acute biological effects that SPE can cause(104,104–106). The typical shielding used in 

spacecraft is sufficient to reduce the dose from SPE to levels that prevent acute radiation 

syndrome and its early symptoms, which begin at approximately 0.5-1 Gy and above. 

High doses from SPE can also cause reduced fertility (at about 0.15 Gy) or permanent sterility 

(at 0.5-4 Gy). The skin is a critical organ in radiation protection as it serves as the body's first 

line of defence against radiation and can be damaged at doses around 6 Gy. Other organs at 

potential risk from SPE radiation include the gastrointestinal system (stomach, small intestine), 

which can be affected by whole-body irradiation of 4-5 Gy(106–110). 

The real danger though, arises when astronauts remain outside their spacecraft (e.g., during 

extravehicular activities or on the surface of a planet away from any shelter) for extended 

periods. However, the likelihood of developing acute radiation syndrome or its prodromal 

symptoms behind spacecraft shielding is rare(15,66). 

 

2.3.2. GCR 

Galactic Cosmic Rays (GCR) pose the greatest risk for biological effects in space due to the 

insufficient shielding available to protect against them. The biological effects of heavy ions 

(HZE particles) remain largely unknown due to a lack of experimental data. GCR, despite their 

relatively low flux—protons at 4 particles/cm2/s, alpha particles at 0.4 particles/cm2/s, and 

heavier ions at 0.04 particles/cm2/s—pose a significant threat to astronauts due to continuous 

exposure. 

GCR are the primary concern for inducing carcinogenesis(4,7,111–114) and other biological 

effects such as damage to the central nervous system (CNS)[104,106,113,114], cardiovascular 

disease (CVD) (such as coronary heart disease and stroke)(106,117–122), and cataracts(5,13). 

Carcinogenesis is considered the number one concern, influencing the establishment of dose 

limits for stochastic effects. The organs that are more susceptible to radiation-induced cancer 

are breast, colon, thyroid and lungs. Besides cancer, cataracts, cardiovascular effects, 

dysfunctions in the endocrine and immune systems, and damage to the central nervous system 

(CNS), such as deficits in orientation, memory, fatigue, reaction time, are also significant 

concerns for space agencies, especially for long-duration manned missions. Radiobiological 

data for these health outcomes are very sparse and the potential physical mechanism behind 

the induction of CNS and CVD damage is know yet fully understood(15). 

Heritable effects, though lacking specific data related to GCR, is considered less of a concern 

compared to somatic biological effects, being ten times less likely to occur. Cataract formation 

is the only confirmed biological effect directly caused by space radiation, though no specific 

dose threshold has been associated with this biological effect(5,13). 

For all these mentioned biological effects, the greatest uncertainty in determining the impact 

of GCR lies in the values of the Relative Biological Effectiveness (RBE) and Quality Factor 

(Q) for space radiation(15). As it will be mentioned in the next section, there are no definitive 

values for these parameters, because the cancer risk estimates rely mostly on the survivors of 

the atomic bombs, while the data for cancer incidence/mortality on the astronaut group are 

extremely limited(18). 
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2.3.3. Dose limits for manned space missions beyond LEO 

The inevitable exposure of astronauts to space radiation classifies them as radiation workers. 

The dose limits that must be taken into account are based on acceptable risk following the 

ALARA (As Low As Reasonably Achievable) principle and vary depending on the 

circumstances. On Earth, dose limits differ between the general population and radiation 

workers, with the former having a maximum dose limit of 1 mSv/year and the latter set at 20 

mSv/year, according to the ICRP(99,103). This is based on the calculation that 1 Sv causes an 

additional 5% risk of cancer. Dose limits for stochastic effects primarily concern the probability 

of cancer development, as it is the predominant biological effect of interest in both terrestrial 

and space radiation protection. For deterministic effects, which may result from potential solar 

particle events (SPE) in rare cases, space agencies such as NASA, ESA, JAXA, RSA, and CSA 

agree and follow ICRP and NCRP recommendations for various organs at risk (Blood Forming 

Organs, eye lens, skin) as presented in Table 3. 

To date, there is no unified methodology for the assessment of cancer risk among the space 

agencies engaged in manned space missions, as well as established radiation limits for the 

astronauts(15,17,19). Until 2012, for LEO missions, NASA followed ICRP recommendations 

for the estimations of the quality factor. Until 2020 NASA has followed the US National 

Council on Radiation Protection and Measurements (NCRP) recommendations for dose limits 

and adopted the age- and sex-dependent risk of exposure induced death (REID) as the main 

risk metric(15,17,19). Previous career dose limits were defined as the 3% REID with 95% 

Confidence Level (CL), due to uncertainties mostly of the quality factor. This risk metric has 

been calculated from the NASA’s cancer risk model (Nasa Space Cancer Risk Model, NSCR) 

which was developed in 2010, with additional updates over the years(15). Newly suggestions 

in 2021 by National Academies of Sciences (NAS)(123) supported the fact the NASA should 

use the value of 600 mSv as the effective dose career limit, calculated from the 3% REID of a 

35-year-old female, and apply it to all astronauts regardless of gender and age. This new limit 

although more practical, it is free of uncertainties and concerns have been risen for the 

implementation to space missions. 

JAXA follows a similar risk-based method with the same 3% limit. ESA and CSA adhere to 

ICRP Report 60 recommendations without having developed a concluded cancer risk model, 

setting the career dose limits for astronauts the value of 1Sv, resulting from a 20-year astronaut 

career and an upper limit of 50 mSv/year for radiation workers. Nevertheless, these dose limits 

need reassessment, as the ICRP recommendations established the limit of 20 mSv/year for 

radiation-exposed workers on Earth(124). 

The RSA has developed its own model based on the concept of generalized dose, setting an 

upper limit at 10% for cancer risk and deterministic effects, corresponding to effective dose of 

1 Sv(19). 

No space agency among the aforementioned takes into account the late biological effects of 

Galactic Cosmic Rays (GCR) within these limits (REID 3% or 1 Sv). These effects include 

significant uncertainties related to the central nervous system and cardiovascular diseases, 

which are crucial considerations for radiation protection both on Earth and in space. NASA 

although, has proposed some preliminary limits for these biological effects, but much research 

must be done in order to obtain solid guidance. 
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Table 3. Dose limits for non-cancer effects for 30 days, 1 year and astronaut’s career [15].  

Organ 30-day limit 1 year limit Career limit 

Lens 1 Gy (RBE weighted) 2 4 

Skin 1.5 3 6 

Blood-Forming 

Organs 

0.250 0.5 Not applicable 

Heart 0.250 0.5 1 

Central Nervous 

System (CNS) 

0.500 1 1.5 

 

2.4. Introduction to Microdosimetry 

Microdosimetry, a branch of dosimetry that studies the spatial distribution of energy deposition 

by ionizing radiation in microscopic targets, was pioneered by H.H. Rossi in the 

1950s(125,126). Rossi introduced the use of tissue-equivalent proportional counters (TEPC), 

commonly known as Rossi counters, to measure the linear energy transfer (LET) of various 

ionizing radiations. At that time, LET was considered the most appropriate quantity to describe 

the radiation quality, encompassing both the type and energy of the radiation, and its observable 

biological effects. 

Microdosimetry focuses on the interactions of ionizing radiation with matter and the spatial 

deposition of energy at microscopic scales (micrometers). Ionizing radiation interacts with 

matter in a unique and stochastic way and understanding the microscopic distribution of energy 

deposition is crucial for elucidating the physical mechanisms of radiation-matter interactions 

and their biological outcomes. This was the primary aim of microdosimetry: to determine how 

the stochastic nature of radiation-matter interactions affects our understanding of biological 

effects(23,125). 

The theoretical framework of microdosimetry was formulated by Kellerer, who identified two 

primary concepts within the field(23,127). The classical approach, upon which Rossi detectors 

are based, is termed regional or site microdosimetry. This approach involves analysing regions 

of specified dimensions (sites) where the absorbed energy from ionizing radiation is considered 

without regard to its detailed microscopic distribution within the site. 

In contrast, Kellerer introduced a more advanced form called structural microdosimetry. 

Structural microdosimetry provides a detailed description of the microscopic pattern of energy 

absorption, also known as the inchoate distribution. This approach is fundamentally important 

because the deterministic biological effects of radiation are essentially determined by the 

intersection of this energy absorption pattern with the sensitive components within the 

irradiated matter.  

Microdosimetry is vital for applications in radiation science that needs precision and good 

knowledge of interactions between radiation-matter. These applications involve radiation 

protection, radiation therapy and radiobiology(21,22). 
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Deterministic quantities, such as D and LET, do not capture stochastic aspects of the 

interactions of charged particles with the medium in small (~nm-μm) volumes. The stochastic 

fluctuations of energy deposition and the finite range of secondary (delta) electrons in small 

target volumes of interest for assessments of molecular and cellular damage may be crucial 

and, in general, need to be considered(20,22,23,51,128).  

In microdosimetry, the stochastic analogues of D and LET, are represented by the specific 

energy (z) and the lineal energy (y), respectively. Lineal energy is the quotient of the energy 

imparted  by a single primary particle and/or its secondary particles (delta electrons and/or 

secondary ions), inside  a target volume divided by the mean chord length (l)̅ of that volume 

(22):  

y =
∑ εii

l ̅
 ,                                                                                                                                                 (8) 

where the summation is over all the individual stochastic energy deposits (εi). Lineal energy is 

usually expressed in units of keV/μm, while the mean chord length for a sphere is l ̅ = 2d/3, 

where d is the sphere’s diameter. This mean value of l ̅results from the so-called μ-randomness, 

in which the target is isotropically and uniformly intersected by infinite straight lines (22,129). 

To a good approximation, this condition holds for experimental microdosimetry, external beam 

radiotherapy, and for space radiation.  

Concerning radiation quality, it is of interest to define two average values of y, namely the 

frequency-mean (yF) and the dose-mean (yD) lineal energy which are described by the 

following equations(20,22,23): 

yF = ∫ yf(y) dy,                                                                                                                                   (9)                             

          

and 

yD =
1

yF
∫ y2f(y) dy.                                                                                                                 (10)                 

Similarly, specific energy (z) is the energy deposited in a target per unit mass of the target under 

study: 

z =
∑ εii

m
 ,                                                                                                                                    (11) 

Correspondingly, the frequency-mean (zF) and dose-mean specific energy (zD)  are defined. 

They can be calculated by the following integrals: 

zF = ∫ zf(z) dy,                                                                                                                                 (12)                             

         

and 

zD =
1

zF
∫ z2f(z) dy.                                                                                                              (13)                

Monte-Carlo Track-Structure (MCTS) codes, such as GEANT4-DNA (40,130), KURBUC 

(44), RITRACKS (48), PARTRAC (47), among others(51), represent the state-of-the-art in the 

calculation of microdosimetric quantities. These codes typically simulate all the main 

interactions (i.e., ionizations, excitations, and elastic collisions) of particles within the 
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irradiated medium, thus, obtaining the spatial distribution of energy deposition with putative 

molecular resolution. 

Such MCTS simulations incorporate microscopic (or discrete) physical models that may have 

increased, albeit unknown, levels of uncertainty for low-energy ions and delta-rays, i.e., so-

called track-ends. Still, MCTS codes remain today the most accurate tool for obtaining 

estimates of microdosimetric quantities like yD. General purpose Monte-Carlo codes, such as 

Geant4 (131–133), PHITS(49), MCNP (134), FLUKA (135,136), and PENELOPE (137), 

although more rigorously benchmarked than MCTS codes, are not suited for nanometer (or 

sub-micron) targets because of limitations of the condensed-history approach. For larger targets 

(diameter > 1 μm), condensed-history ion-transport methods are potentially useful with the 

selection of appropriate transport parameters(138). 

The importance of microdosimetry in radiation quality problems has recently led several 

general-purpose MC codes to include track-structure functionality (45,50,139–141) and hybrid 

RBE/microdosimetry modelling(142) to be able to switch from a macroscopic (condensed-

history) to a microscopic (track-structure) modelling of radiation transport. Published studies 

suggest a hybrid approach to practical calculations of yD values is possible by combining small-

scale analytic models with larger-scale condensed history models to account for geometry and 

tissue heterogeneities(142). Hybrid microdosimetry models combine the specifics of the 

irradiation geometry with the smaller-scale transport physics necessary for the accurate 

accounting of energy-loss straggling and the finite range of secondary electrons in small 

volumes. There have been several microdosimetry-based analytic models for charged particles 

(53,54,143–146), each one developed and applied for a specific energy range, target medium 

and a specific or limited range of ion types. 

 

2.5. The quality factor problem 

 

The radiation quality factor represents a critical parameter in assessing the impact of space 

radiation on astronauts during manned space missions, as it is multiplied to the absorbed dose 

(D) for the calculation of the dose equivalent of an organ, which indicates the risk of a stochastic 

biological effect to occur. Astronauts’ cells are regularly exposed to protons every 3 days, and 

encounters with heavier nuclei, denoted as High Atomic Number and Energy (HZE) particles, 

occur approximately once every few months(106).  

For manned space exploration, the radiation quality factor stands out as a quantity characterized 

by considerable uncertainties, over 400-500%(15,147). This factor is crucial not only for 

refining cancer risk assessments but also for devising robust shielding and mission planning 

strategies. Notably, the primary challenge arises from the fact that most radiobiological data 

used for RBE/ Q estimations pertain to low Linear Energy Transfer (LET) and high-dose rate 

exposures, predominantly involving photons, while GCR continuously irradiate astronauts in 

a low-dose rate, with a broad spectrum of high-LET particles. The estimation of RBE for High-

LET particles has primarily relied on data derived from the Life Span Study (LSS), neutron 

contribution and studies involving medical patients and miners exposed to alpha particles. 

 

However, these estimations present limitations, including statistical constraints and issues 

related to dose range. Notable uncertainties also exist in the Low-LET epidemiological data 

from the Life Span Study (LSS)(148). Moreover, experimental data for fast protons and heavier 

ions within the dose range relevant to space exploration and biological effects, such as cancer 

induction, degenerative late effects in the CNS, and CVD are relatively scarce. These limited 
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experiments however, showed an increased effectiveness of heavier particles in tumour 

induction quantitively and qualitatively(15,16).   

RBE/Q for energetic protons above 20-30 MeV, is generally considered close to 1, but the 

RBE/Q between the different calculation methodologies of lower energy protons (<20 MeV) 

are not in agreement(15,149). High energy protons (above 50 MeV), although their relatively 

low RBE/Q (~1), produce delta electrons that can travel several μm in tissue that need to be 

considered for further cell damage. Protons with energy levels below 20 MeV exhibit limited 

penetration capabilities and are particularly relevant to considerations for the skin organ, when 

generated internally within the human body after nuclear interactions, or when higher energy 

protons are mitigated through shielding or human body. In contrast, heavier ions display 

elevated RBE/Q values and are deviating among the theoretical calculation methods(15,16). 

Radiation quality plays a major role in the radiobiological effects observed in living matter, 

and it is commonly described by relative biological effectiveness (RBE). To a first 

approximation, RBE is a function of the (unrestricted) Linear Energy Transfer (LET), which is 

defined as the mean electronic energy-loss by a primary charged particle per unit path length. 

LET may be conveniently calculated from Bethe’s stopping-power theory(20). The official 

connection of LET with radiation quality (or RBE) has been made by the International 

Commission on Radiation Protection (ICRP) in a series of reports(24,25,99). According to the 

ICRP, the quality factor, 𝐐, is defined as the low-dose RBE (or RBEmax) for stochastic 

effects and may be expressed as a continuous function of LET. More recently, LET has been 

used in several empirical RBE models for tissue reactions (or deterministic effects) in the 

context of hadron therapy(32–34). Despite its simplicity and wide applicability, there are well-

known physical limitations of the LET concept(15,79,102,128), which are more profound when 

the site of interest is reduced to cellular and subcellular structures (micrometres to nanometres). 

The most notable limitation of LET is that it neglects the stochastic nature of energy deposition 

(energy-loss straggling) from the charged particle to the medium while no consideration is 

given to the finite range of secondary electrons (δ-rays). Although the restricted LET, LΔ, which 

excludes those δ-rays with energy above a cut-off value Δ, can be used to better approximate 

the energy retained in the site, it still refers to a mean value and does not account for energy 

straggling. 

 A suitable radiation quality descriptor is essential for accurately quantifying differences, other 

than Linear Energy Transfer (LET), especially to represent the densely concentrated energy 

depositions along HZE tracks. This necessity arises due to RBE/Q 's dependence on the 

particle's track structure and delta-rays range. The precision of the radiation quality descriptor 

is crucial for predicting RBE/Q for heavy ions in the absence of experimental data. 

Qualitatively, the distinctions between High-LET radiation and Low-LET radiation include the 

induction of more aggressive and lethal tumours, the involvement of non-target effects (NTE), 

alterations in gene expression, and variations in cell responses to radiation(15). 

 

2.6. Methods for calculating the quality factor (𝐐) 

2.6.1. ICRP Report 60 

The International Commission on Radiation Protection (ICRP) Report 60 (24) has defined Q 

as a continuous function of the unrestricted Linear Energy Transfer (L) in water. The simplicity 

of the Q(L) approach along with the availability of an analytic formula for calculating L (i.e., 

Bethe’s stopping-power formula) for ions over a broad energy range is the main advantage of 

this method. According to ICRP the Q(L) values can be obtained from the following equations 

(24): 

 



18 
 

Q(L) = 1,    L < 10 keV/μm   ,                                                                                              (14)                            

Q(L) = 0.32L − 2.2 ,     10 keV/μm≤ L≤ 100 keV/μm    ,                                                    (15) 

Q(L) =
300

√L
,    L > 100  keV/μm   .                                                                                         (16) 

The above Q(L) equations have been deduced from RBE data based on animal experiments 

and radiobiological studies at cellular level (24). 

2.6.2. NASA model 

NASA has developed a radiation cancer-risk model that distinguishes the RBE for solid cancers 

and leukaemia based on recent radiobiological and epidemiological data. It also accounts for 

the different ionization density contributions of particles using the track structure parameter 

Z2 β2⁄  and separates between the low-LET component (QLow) and the high-LET (QHigh) 

component. Contrary to the LET approximation of ICRP, NASA characterizes Q with a 

fluence-based approximation of risk cross sections, Σ(Ζ, Ε). Risk cross section is simply the 

probability per unit fluence of a biological effect (e.g., leukaemia) to occur for a specific ion 

with atomic number Z and energy E and it is based on the biophysical model of Katz (150). 

The NASA model for Q is described by the following equation (16): 

QNASA = (1 − P(Z, E)) +
6.24(Σο αγ)⁄

LET
P(Z, E) ,                                                                              (17)

  

where 

P(Z, E) = (1 − e
−(Ζ∗ β⁄ )2

k )

m

(1 − e−(E 0.2)⁄ ) .                                                                              (18) 

The first term of the right-hand of Eq. (17), is the QLow, while the second term accounts for 

QHigh. The ratio (Σο αγ)⁄  is treated as a fitting parameter and 𝛼𝛾 is the linear slope of the dose-

response curve of γ-rays (low-LET). Z∗ is the effective charge, β is the velocity of the particle 

normalized to the speed of light and the term (E/0.2) accounts for the reduced effectiveness 

(reduced radial dimensions) of the particles as they slow down. The experimental parameters 

k and m account for the maximum location of the RBE including the saturation effects, and the 

slope of the cross section, Σο, respectively. The central/standard values for the above 

parameters obtained from NASA’s 2012 cancer risk model are shown in Table 4. Additional 

modifications of NASA’s model and updates can be found in literature(15,148). 

Table 4. Standard values of the fitting parameters used in the NASA model for Q. 

Fitting Parameters Solid Cancer Leukaemia 

(Σο αγ)⁄  7000/6.24 1750/6.24 

 

k 

1000, Z≤4 1000, Z≤4 

500, Z >4 500, Z >4 

m 3 3 
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An alternative approach for quality factor estimations, involves the utilization of 

microdosimetry. The distinctive advantage of microdosimetry is that it physical establishes the 

observed biological effects with the track-structure of ionizing particles and it is quantified 

using Tissue Equivalent Proportional Counters (TEPC). Microdosimetric quantity of lineal 

energy (y) contrary to LET, is closely associated with the actual energy imparted to a volume 

by an ionizing particle per unit path length, and considers not only energy-loss straggling, but 

also the finite range of secondary electrons (22). While lineal energy is a measurable quantity 

through experimental means using TEPC, its theoretical calculation presents a challenge. In 

addition, lineal energy values are subject to the irradiation conditions and the geometry, while 

there is no unanimous agreement regarding the optimal size for researching the biological 

effects(27,36). Nanometer-scale targets at the level of DNA (10-20 nm) or segments of 

chromosomes (100nm) may be deemed preferable in this context (26). These complexities pose 

an obstacle in accurately predicting the RBE/ Q for heavier nuclei based on microdosimetric 

considerations.  

The TEPC are simulating the tissue in micron size volumes and register the stochastic energy 

depositions inside that volume. It has been implemented in LEO for ISS and space shuttle 

missions for quality factor estimations. Although TEPC measure the lineal energy spectrum, 

calculations often employ the quality factor as a function of LET (Q(L)) guided by ICRP Report 

60, due to its simplicity, because the fluence of heavier particles inside the Earth’s magnetic 

field is much lower than in deep space and that the maximum stay of astronauts in LEO 

missions is around 1 year, with most typical stay around 4-6 months. In the above LEO 

missions, a 2-micrometer TEPC was installed and the observed differences between Linear 

Energy Transfer (LET) and the average particle spectrum of lineal energy (y) were found to be 

modest to be of concern. Consequently, the utilization of Q (L) for calculations yielded small 

discrepancies in the average quality factor estimations(75,78,151–154). However, if astronauts 

travel in deep space Beyond LEO (BLEO), and precision and reduction in the simulation size 

of TEPC (to hundreds of nanometers) is needed, then it introduces the necessity for calculating 

a microdosimetric quality factor. This quality factor can be guided by established frameworks 

such as the International Commission on Radiation Units and Measurements (ICRU) Reports 

36(20) and 40(29), the mechanistic model of TDRA(22), or other practical approaches(155).  

 

2.6.3. Theory of Dual Radiation Action (TDRA) 

The most practical (and used) formulation of the Theory of Dual Radiation Action is the so-

called “site model” which assumes that cellular biological effects are caused by the pair-wise 

interaction of sub-lesions produced within a fixed-size target. Importantly, the probability of 

two sublesions to interact is independent of their geometric distribution within the site. It 

follows from TDRA that sublesions are produced either in the same track (for high-LET 

radiation) or in two separate tracks (for low-LET radiation). The general expression of RBE of 

the site version of TDRA takes the following form (22,35): 

RBETDRA =
√(c × yD,L)2 + 4DH(c × yD,H + DH) − (c × yD,L)

2DH
 ,                                           (19) 

where c is a normalization constant (36), DH is the dose from the high-LET radiation and yD,L, 

yD,H are the low- and high- LET dose-mean lineal energy, respectively. Then, in the low-dose 

regime (DH ≪ c × yD,L) where Q = RBED→0, Eq. (19) reduces to: 

QTDRA =
yD,test

yD,ref
  ,                                                                                                                                (20) 
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where yD,test and yD,ref are the dose-mean lineal energy of the test and the reference radiation, 

respectively. For many radiobiological effects (including cancer-related effects), the RBE (or 

Q) increases with LET up to a certain value, beyond which any additional increase of LET 

causes a reduction of the biological effect (the so-called overkill effect). This is relevant to the 

high-LET particles of GCR. As a result yD is replaced by the dose-weighted saturated lineal 

energy (yD
∗ ) (29). Hence, Equation (20) becomes (22,29): 

QTDRA =
yD,test

∗

yD,ref
∗   .                                                                                                                                (21) 

 

2.6.4. The ICRU Report 40 Recommendations 

The International Commission on Radiation Units and Measurements (ICRU) Report 40 was 

the first to officially link the quality factor Q with the microdosimetric quantity lineal energy 

(y) using the following analytic expression(29): 

QICRU40 =
5510

y
[1 − Exp(−5 × 10−5y2 − 2 × 10−7y3)]  .                                                     (22) 

As a result, for a specific ion energy, the mean quality factor Q can be calculated from: 

Q̅ =
∫ QICRU40(ytest)  d(ytest)dy

∫ QICRU40(yref)  d(yref)dy
   ,                                                                                                (23) 

where d(y) is the dose-weighted distribution of lineal energy defined by d(y) = (y/yF)f (y). The 

difficulties in understanding the effects of high-LET radiation, and thus in the calculation of Q, 

were compensated by the choice of a quantity that can be measured and at the same time be 

physically appropriate. Therefore, lineal energy was to be determined in a tissue-equivalent 

sphere with a diameter equal to 1 µm, which is experimentally feasible using TEPC. 
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Chapter 3 
 

Summary1 

In this work, various generalized analytical models were utilized and combined to determine 

the proton lineal energy spectra in liquid water spheres of various sizes (i.e., 10-3000 nm 

diameter) over the proton energy range of 1–250 MeV. The calculated spectra were 

subsequently used within the Theory of Dual Radiation Action (TDRA) and the ICRU Report 

40 microdosimetric methodologies to determine the variation of Q with proton energy. The 

results revealed that the LET-based Q values underestimated the microdosimetric-based Q 

values for protons with energy below ~100 MeV. At energies relevant to the Bragg peak region 

(<20–30 MeV), the differences were larger than 20–50%, while reaching 200–500% at ~5 

MeV. It was further shown that the microdosimetric-based Q values for protons below ~100 

MeV were sensitive to the sphere size. Finally, condensed-phase effects had a very small (<5%) 

influence on the calculated microdosimetric-based Q over the proton energy range considered 

here. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                
1  Chapter 3 is based on the published paper of Papadopoulos et al. Microdosimetry Study of Proton 
Quality Factor Using Analytic Model Calculations. Applied Sciences 12:8950, 19pp (2022). 
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Generalized Analytic Microdosimetric Models 

The Xapsos et al. 1994 model 

In this model (hereafter denoted as “X94”)(144), the energy deposition inside the target volume 

is classified as either “direct or “indirect.” The former is related to the energy deposition by a 

primary ion crossing the target, whereas the latter is related to the energy deposition by δ-rays 

produced by an ion passing outside the target(54,144). The contribution of direct (ion) and 

indirect (δ-rays) energy deposition events varies with the kinetic energy of the ion and the 

diameter of the target volume. For example, with increasing ion energy and/or volume size, the 

indirect contribution is enhanced by δ-rays become more energetic and/or have a higher 

probability to reach the target volume.  

To a first approximation, when an ion crosses a volume, the energy deposited is proportional 

to the product of LET and the mean chord length l.̅ However, for insufficient (e.g., approaching 

the nanometer scale), energy loss-straggling, path length fluctuations and energy carried out of 

the volume by δ-rays may become pronounced. It can be shown that the yD can be calculated 

as a function of distributions of LET, path length and single-collision energy-transfer(52). The 

corresponding expressions for the direct (ion, yD,dir), indirect (δ-ray, yD,ind) and total events 

are(144): 

 

yD,dir =
1

l̅
(fionLD,ionlD,ion + δ2,ion),                                                                                                (24)

        

yD,ind =
1

l̅
(LD,ellD,el + δ2,el),                                                                                                (25)

         

yD =  fionyD,dir + (1 − fion)yD,ind,                                                                                         (26) 

where fion is the fraction of energy deposited in the site by the primary ion, the index ‘D’ refers 

to the dose weighted average for the LET (L) and chord length (l) quantities. The calculation 

of each parameter (fion, δ2,ion, δ2,el, LD,ion, LD,el, lD,ion, lD,el) entering the above expressions, 

Eqs. (24)– (26), is discussed below.  

When an ion traverses a site, it deposits energy and generates δ-rays (i.e., secondary electrons) 

that, subsequently, may deposit only a fraction (or all) of their energy inside the site. The 

fraction of ion energy that is retained inside the site may be described analytically by the 

spatially restricted LET. Then, it may be shown that(156): 

 

fion =
ln [

Tel,max(Δ + Δ1 + Δ2)

I2  ]

2ln [
Tel,max

I ]
  ,                                                                                                (27) 

where I is the mean excitation energy of the stopping-power of the medium(101), and Tel,max 

is the maximum energy that an ion can transfer to a secondary electron (δ-ray): 

 

Tel,max = 2.179 Tion,                                                                                                             (28) 

 

with Tion expressed in (MeV/amu) and Tel,max  in keV. Δ is the energy of an electron with range 

equal to the mean chord length of the site, Δ1 accounts for the energy transferred by escaping 

secondary electrons to the site and Δ2 is the electronic excitation or ionization energy present 
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in the atoms after the interaction with the ion (i.e., binding effects) when secondary electrons 

migrate outside the volume. It holds that(156): 

 

(Δ1 + Δ2) = (1 −
Δ

Tel,max
) (I + Δ).                                                                                        (29) 

  

The dose-weighted mean-energy deposited in the site by ions in a single inelastic collision 

(δ2,ion) is obtained from(144): 

 

δ2,ion =
Min[ Δ,Tel,max]

2ln [
Min[Δ,Tel,max]

I
]

, Min[Δ, Tel,max] ≤ 1keV,                                                            (30)

              

δ2,ion = AΔΒ ,     Min[Δ, Tel,max] ≥ 1keV,                                                                                  (31) 

 

with δ2,ion in units of keV. For protons in water vapor, the values A = 0.190 and B = 0.621 

have been suggested. The corresponding expressions for electrons are(52): 

 

δ2,el =
0.2105T̅el

ln[
T̅el
2I

]−0.193
,        T̅el ≥ 2 keV,                                                              (32)

     

δ2,el = AT̅el
Β

,           T̅el ≤ 2 keV,                                                                                            (33) 

 

with parameters A = 0.114 and B = 0.591 for water vapor. Note that the condition Min[Δ, 

Tel,max] for the ion case, Eq. (32), is now replaced by Tel/2, which is the maximum energy 

transfer in an electron-electron collision. Tel is the average energy of secondary electrons, 

which may be represented by the fitted expression(52): 

T̅el = 1.25Tion
0.229Δ0.778+0.00142Tion ,                                                                                    (34) 

With T̅el and Δ in keV and Tion in MeV/amu. The dose-averaged LET (LD,ion and LD,el) in Eqs. 

(24) and (25) equal the ratio L2/L. For the case of monoenergetic ions that cross the volume 

with almost constant LET, the ratio L2/L reduces to LET, i.e., LD,ion = LETion. For electrons, 

the dose-averaged LET can differ significantly for different volumes and energies. It can be 

shown that(144): 

L̅D,el = {
0.985 LETel(Δ + 0.02), Δ ≤ I

0.925LETel(Δ + 0.05), Δ ≥ I
  .                                                                                   (35) 

Finally, the path length moment ratio (lD,ion, lD,el) for a sphere is equal to 3d/4 for both ion and 

electron. 

Eqs. (27)–(35) can then be implemented into Equations (24) and (25) to calculate yD from Eq. 

(26). 

Xapsos et al. 1996 model 

This model (hereafter denoted as “X96”) treats only direct events but uses an explicit 

description of ion’s energy-loss straggling. Specifically, the probability density function, px,l, 

for energy deposition x along an ion’s path length l (for a single traversal), is approximated by 

a log-normal distribution(53): 
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 px,l =
1

√2πσlx
Exp[−((lnx − μl) √2σl⁄ )

2
],                                                             (36)

     

where μl and σl are the mean and variance of the distribution, respectively. They can be 

calculated from(53): 

μl = ln(x̅ion) − 0.5σl
2,                                                               (37)

     

σl = √ln (1 + V),                                                                                                             (38)

     

where x̅ion is the mean energy deposited in the site for 𝑙 equal to the path length of the ion and 

𝑉is obtained as a sum of various contributing terms(23,53): 

V = Vstr + Vl + VL + VF + VLVs.                                                              (39)

     

The terms in Eq. (39) are as follows: Vstr = δ2,ion/ε̅ionis the relative variance of energy-loss 

straggling where δ2,ion is taken from Eqs. (30-31) and x̅ion = fion  LETionl is the mean energy 

deposited in the target volume as a function of ion’s path length (l), Vl is the relative variance 

of ion’s path length distribution, VL is the relative variance of ion’s LET distribution, and 𝑉𝐹  is 

the relative variance of Fano fluctuations. For monoenergetic ions and neglecting the Fano 

fluctuations, Eq. (39) reduces to 

V = Vstr + Vs.                                                                                       (40)

       

Then, the total probability density function, fx for energy deposition x, is the convolution of 

the straggling distribution px,s and the probability density function of the particle’s path length 

inside the site, cs(53): 

fx = ∫ px,lcl ds.                                                                           (41)

      

For a sphere, and assuming that ions travel in straight lines, cs = 2s/d2(129). 

 

The Combined Xapsos Models 

 
The extension of the X96 model to the indirect (electron) events may be developed following 

the X94 model (the combined model is hereafter denoted as “Xcom”). The relative variance of 

electron events may be calculated from Equation (40), with the addition of a term related to the 

relative variance of LET (VL), with Vstr = δ2,el/ε̅el, where δ2,el is obtained from Eqs. (32) and 

(33) and ε̅el = LETel × l,̅  where LETel is the mean slowed-down electron LET and l ̅is the mean 

chord length of the electrons. Then, the combined probability density for energy distribution is 

given by(55,151): 

fx = Pfx,ion + (1 − P)fx,el,                                                                          (42)

     

where P is the fraction of direct events. The fraction of indirect events (1 − P) is given 

by(146,151): 
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(1 − P) =
(1−fion)x̅ion

fion x̅el+(1−fion)x̅ion
,                                                                                                        (43) 

where xel is the mean energy deposited in the site, in an analogous interpretation as xion. 

The Combined Xapsos-Olko Model 

 
In this model (hereafter denoted as “XO”), Xcom is used for the calculation of energy 

deposition and the microdosimetric spectra of the ion (direct) and electron (indirect) events. 

Specifically, to calculate the ion (direct events) energy deposition, one uses the Eqs. (27)–(31) 

and (17)–(24) from the ‘X96’ model. For the electron energy deposition (indirect events), one 

uses Eqs. (32) and (33) and Eqs. (36)–(43) for energy-loss straggling, relative variance, and the 

log-normal process of energy deposition, respectively. However, contrary to the Xcom model, 

in the XO model one uses the full secondary electron spectrum which is calculated using the 

following expressions(146): 

L̅el =
∫ Lel(K)φ(K)dK

Tel,max
3W

∫ φ(K)dK
Temax

3W

 ,                                                                                                                 (44) 

where W is the energy required for an ion-electron hole. φ(K) is the degraded electron spectra 

given by(146): 

 φ(T) =
∫ T′−2dT′

Tel,max
T

Lel(T)
  .                                                                                                                           (45) 

 

Modifications of Model Parameters 

To calculate the microdosimetric parameter yD using the above models (X94, Xcom, XO), we 

must first establish the needed material parameters, namely the mean excitation energy of 

stopping-power theory (I) (entering Eqs. (27), (29) and (30)), the constants A and B (of Eqs. 

(30) and (32)) and the cut-off energy Δ. The choice of the cut off energy Δ is defined by the 

electron energy that corresponds to a penetration depth equal to the mean chord length l = 2/3d 

of the target size. For reasons of availability, the original implementation of X94 and X96 

models used data for condensed water vapor. Vapor water refers to the so-called gas phase 

approximation, whereby interaction cross sections for water vapor are extrapolated to unit 

density medium. Therefore, vapor and liquid water share the same density (and also both 

temperature and pressure values) but differ upon the underlying physics of their interaction 

cross sections. Specifically, vapor water cross sections do not account for intermolecular effects 

(screening, etc.) which are considered (according to the theoretical model adopted) in the case 

of liquid water. To examine the degree of which the results are sensitive to the parameters of 

the water medium, we here deduced the corresponding parameters for liquid water. Table 5 

summarizes the values of the model parameters used in the present work. The cut-off energy Δ 

for the different sphere diameters was estimated from electron penetration-depth values for 

liquid water obtained from Geant4-DNA MC simulations using the latest electron physics list 

(Option 4) for liquid water(157). The corresponding values for condensed water vapour were 

determined from the analytic fitting formulas for the electron penetration-depth obtained by 

the MC4 code(158). For the calculation of the material constants, A and B, for electrons and 

protons, we followed the method described in Xapsos et al. (1994), whereby Eqs. (11) and (12) 

and their derivatives, with respect to Min[Δ, Tel,max] = Δ, are continuous at a Δ value that equals 

twice the K-shell binding energy of water (2 × 540 eV = 1.08 keV). 
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Table 5. Physical model parameters used in the present work for liquid and vapor water (both at unit 

density). 

Physical Parameters Liquid Water Vapor Water Reference 

I-value (keV) 0.078 

 

0.0716 Liquid: ICRU Report 90(101) 

Vapor: ICRU Report16(159) 

Δ-cut off electron energy 

(keV) 

 

11.0 (d=3μm) 

5.62 (d=1 μm) 

1.37 (d=0.1 μm) 

0.184 (d=0.01 

μm) 

11.1 (d=3μm) 

5.93 (d=1μm) 

1.50 (d=0.1 μm) 

0.288 (d=0.01 

μm) 

 

Liquid: Kyriakou et al. 

(2016)(157) 

Vapor: Emfietzoglou et al. 

(2008)(158) 

 

δ2-energy-weighted 

mean energy deposited 

inside the target per 

collision (keV) 

Protons: 

A=0.195, 

B=0.610 

Protons: 

A=0.190, 

B=0.620 

 

Liquid: Our fit 

Vapor : Xapsos et al. 

(1994)(144) 

 
Electrons: 

A=0.121, 

B=0.577 

Electrons: 

A=0.114, 

B=0.591 

 

Results 

The quality factor (Q) is a relative parameter that quantifies the risk of stochastic effects (e.g., 

carcinogenesis) of different ionizing radiations in comparison to a predefined “reference” 

radiation. For convenience, we used the proton energy of 100 MeV here as the reference 

radiation (i.e., the quality factor of 100 MeV proton was set to unity). This choice is convenient 

for the direct comparison of Q calculated by analytic models and Monte-Carlo data, since the 

latter data used in this work are only available up to 100 MeV. None of the conclusions of the 

work would have changed if another proton energy was chosen. 

Figure 4 presents yD  values for a liquid water sphere of 1 µm diameter over the proton energy 

range of 1–250 MeV. Proton beams with initial energy between 50 and 250 MeV are 

increasingly used in cancer radiotherapy. For space applications, protons in the Van Allen belts 

reach up to 400 MeV. After these protons interact with spacecraft shielding, they slow down. 

Those capable of penetrating within the spacecraft reach the astronauts with energies well 

below 300 MeV. Moreover, protons in the energy range below 30 MeV make up the Bragg 

peak region where the Q (and the carcinogenic risk) becomes maximum. The calculated values 

are from the different analytical models examined in the present work (X94, Xcom, XO), as 

well as published MC data by Geant4-DNA(1) and TEPC simulations by the PITS99-

KURBUC codes(28). For better visualisation, the yD values in the energy range of 1–100 MeV 

are also presented logarithmically in the inset of Figure 4. Note that the available Geant4-DNA 

and TEPC simulation data are limited up to 100 MeV. 
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Figure 4. yD values for a liquid water sphere of 1 μm diameter as a function of proton energy 

calculated by the different analytic models examined (X94, Xcom, XO), and Monte Carlo data 

by the Geant4-DNA code and TEPC simulations with PITS99-KURBUC. Inset: Logarithmical 

presentation of the yD values for the energy range 1-100 MeV. 

 

Subsequently, the yD values depicted in Figure 4 along with the full microdosimetric spectra f 

(y) and d(y) were used to determine the corresponding proton Q based on the TDRA and ICRU 

Report 40 expressions Equations (20) and (23), respectively. Figure 5 presents the calculated 

Q values for the different analytic models (X94, XO, Xcom) and MC data from the Geant4-

DNA and TEPC simulation. The LET-based Q values recommended by ICRP Report 60 are 

also presented for comparison. Figure 6 presents the differences of the microdosimetric-based 

Q values (TDRA, ICRU Report 40) against the LET-based ICRP Report 60 recommendations. 

 

Figure 7 presents yD values for liquid water spheres of different diameters (10, 100, 1000 nm). 

The calculated values were from the Xcom analytical model (combination of Xapsos et al. 

1994 and Xapsos et al. 1996 models) and the MC data for the different spheres were taken from 

Geant4-DNA. The Xcom model represents the best available analytic model for calculations 

of y spectra. It combines both the energy deposition and its fluctuations from ion (direct) and 

electron (indirect) events in the target site, as well as the effects of the finite range of δ-rays. A 

form of this model has been utilised for determining y spectra in TEPC measurements. Similar 

to Figure 4, the available Geant4-DNA data for these spheres are limited up to 100 MeV. 
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Figure 5. Energy variation of the proton quality factor (Q) based on different microdosimetric 

approaches (TDRA, ICRU Report 40) with input data from both analytic models (X94, XO, Xcom) and 

Monte Carlo codes (Geant4-DNA, TEPC simulations by PITS99-KURBUC). The microdosimetric data 

pertain to a liquid water sphere of 1 μm diameter. The LET-based Q values recommended by the ICRP 

Report 60 are also shown for comparison. 

 
Figure 6. Difference (%) of TDRA and ICRU Report 40 predictions for the proton Quality Factor (Q) 

with input data calculated by different analytic models (X94, XO, Xcom) and Monte-Carlo codes 

(Geant4-DNA, TEPC simulations by PITS99-KURBUC). All microdosimetric calculations pertain to 
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liquid water sphere of 1 μm diameter. The LET-based Q values recommended by ICRP Report 60 were 

used as baseline for the comparison. 

 
Figure 7. yD values as a function of proton energy for liquid water spherical volumes of 10, 100 and 
1000 nm diameter calculated by the Xcom analytic model (blue lines) and the Monte-Carlo data of 

Geant4-DNA (red lines). 

 

Using the yD values of Figure 7, we present in Figure 8 the corresponding quality factor (Q) 

for sphere diameters of 100 nm and 10 nm using the TDRA approach, Eq. (20), over the proton 

energy range of 1–100 MeV. The LET-based Q values from the ICRP Report 60 

recommendations are also shown for comparison. In Fig. 9, the differences (%) of the TDRA-

based quality factor (Q) for 100 nm and 10 nm calculated by the Xcom analytic model and the 

Geant4-DNA MC data are presented with the LET-based Q values of ICRP Report 60 

recommendations used as baseline. 
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Figure 8. Energy variation of the proton quality factor (Q) based on the TDRA approach with input 

data from the Xcom analytic model (red colour) and the Geant4-DNA Monte Carlo code(1) (black 

colour). The microdosimetric data pertain to liquid water spheres of 0.1 and 0.01 μm diameter. The 

LET-based Q values recommended by ICRP Report 60 are also shown for comparison (dark yellow 

colour). 
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Figure 9. Difference (%) of the TDRA-based Q calculated by the Xcom analytic model and the 

Geant4-DNA Monte-Carlo data for 0.1 and 0.01 µm liquid water spheres. The LET-based Q values 

recommended by ICRP Report 60 were used as baseline for comparison. 

Based on the results of Figures 5 and 8, the sensitivity of proton Q with respect to sphere 

diameter is depicted in Figure 9 with the Q value at 1 µm diameter used as baseline for the 

comparison 
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Figure 10. Difference (%) of TDRA-based proton Quality Factor (Q) calculated by the Xcom analytic 

model (green colour) and the Geant4-DNA Monte Carlo data (red colour). The corresponding results 

for 1 μm were used as baseline for the comparison. 

Figures 11 and 12 show the differences of yD and corresponding Q, respectively, between 

gaseous and liquid water (both at unit density) based on the examined analytic models (X94, 

Xcom and XO) with input parameters according to Table 5. Results are shown for spherical 

volumes with 3000, 1000, 100 and 10 nm diameter and for proton energies from 1 to 250 MeV. 

At each sphere size, the results of liquid water were used as baseline for the comparison. 

 
Figure 11. Difference (%) of 𝑦𝐷 for unit-density gaseous and liquid water spherical volumes of 
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different diameter (10, 100, 1000, 3000 nm) calculated by the different analytic models. The liquid 
water values were used as baseline for the comparison. 

Figure 12. Difference (%) of TDRA-based proton Q between unit density gaseous and liquid water 

spheres of varying diameter calculated by the different analytic models. The liquid water values were 

used as baseline for comparison. 

 

Discussion 

As it can be seen from Figure 4, the calculated yD values for 1µm target size and for proton 

energies 1–250 MeV calculated by the different analytical models (X94, Xcom, XO) followed 

the same trend over the whole energy range. The difference between the X94 and Xcom models 

reached up to 10%, while the XO model was consistently higher by up to 40–50% in the energy 

range of 50–250 MeV. This is due to the different calculation of the deposited energy of 

secondary electrons that affects both the indirect (electron) events and the δ-ray escape from 

the volume. The secondary electron spectrum is treated differently in the XO and Xcom 

models; specifically, in the XO model, the full slowing-down spectrum is used. For the 1 µm 

sphere, the mean LET of the secondary electrons calculated by the XO model inside the sphere 

target is larger than the mean LET calculated by the Xcom model. Higher LET means more 

energy deposited inside the sphere, so there was a slight increase in the total yD value for the 

XO model. The proton energy deposition is treated similarly in both models. Unfortunately, 

there are no updated references for these discrepancies among the models except the one 

already cited in out text(53,144,146,160). To our knowledge, the present work represents the 

first time that all models were combined and compared with Q calculations. Importantly, the 

MC literature data (Geant4-DNA, PITS99-KURBUC) on proton lineal energy has followed 

similar trends with the analytic calculations. Specifically, the differences between the analytical 

models (X94 and Xcom) and the MC data (Geant4-DNA, PITS99-KURBUC) did not exceed 

10% up to 50 MeV, increasing up to 15–30% in the energy range of 50–100 MeV. The 

magnitude of this difference is comparable to the difference among the MC data (i.e., Geant4-

DNA vs. PITS99-KURBUC), which is up to 10% for proton energies 1–50 MeV and up to 
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25% for the 50–100 MeV range. Extensive information about the physical models and 

assumptions made in the MC simulations by Geant4-DNA and PITS99-KURBUC codes can 

be found in the literature(1,28). 

The comparison of the microdosimetric-based proton Q values (using TDRA and ICRU Report 

40 methodologies, both at 1 µm sphere) against the LET-based ICRP Report 60 

recommendations showed noticeable differences (>10–20%) below about 50–75 MeV, 

reaching a factor of 2–3 at ~5 MeV (see Figures 5 and 6). It is noteworthy that these differences 

increased further when MC literature data from Geant4-DNA and TEPC simulations from 

PITS99-KURBUC were used to calculate Q by the TDRA. In particular, at energies relevant 

to the Bragg peak region (<20–30 MeV), the deviations of both the analytic and MC 

microdosimetric-based Q values from ICRP Report 60 agreed above 20–50%. 

It follows from Figure 7 that, as the sphere diameter decreased to 100 and 10 nm, the 

differences in the yD values between the analytical model calculations and the Geant4-DNA 

MC data became more pronounced at lower energies (~5–10 MeV). This is expected given that 

at smaller volumes, the details of how the energy-loss processes (including the effect of 

straggling and δ-ray production and transport) are considered in each approach (analytical 

models vs. MC simulations) become more important for the energy imparted to the site. The 

present models (Xcom, X94, XO) are generally recommended for diameters greater than 

several nanometers, specifically for diameters much larger than the penetration range of 

electrons with energy equal to the mean excitation energy of the medium (I) which, in this case, 

translates to d > 2 nm. In general, for space applications, diameters in the range of 1000–3000 

nm are most relevant to experimental TEPC measurements (e.g., ISS). In addition, several 

studies of proton (and carbon) RBE in hadron therapy have suggested that yD should be 

determined in spheres with 10–15 nm diameter(27). The present work reveals that the results 

of analytic models (and MC simulations) already diverge below 100 nm. Therefore, even larger 

discrepancies are expected for spheres with d < 10 nm. The influence of sphere size on the 

TDRA Q values seem to be significant (>10%) only below ~50 MeV (see Figures 8–10). The 

yD values of high-energy protons were found to be sensitive to the choice of the sphere size 

due to the contribution of the energetic secondary electrons (δ-rays). Specifically, for high-

energy protons, there are more indirect events (Eq. (43)), and the mean LET of these electrons 

is often equal to or even larger than that of the high-energy proton, resulting in a strong increase 

in yD. Therefore, when calculating the TDRA quality factor for the low-energy protons, by 

normalizing to a reference radiation (Eq. (20))—which, in this study, is a high-energy proton 

(100 MeV)—it results in a large variation of Q. Calculations of the Q based on ICRU Report 

40 have also been performed for nanometer targets (10–100 nm). However, only the values for 

1 µm are shown since Eq. (23) is deduced for this particular sphere size. It is somewhat 

surprising that with decreasing sphere size (from 1 µm to 100 and 10 nm), the Q values by 

TDRA are in better agreement with the ICRP Report 60 recommendations than the Q values 

by TDRA based on the conventional 1 µm sphere. On the other hand, larger sphere diameters 

(>1 µm) were found to yield even higher deviations from ICRP Report 60 (not presented). 

The present work is, to our knowledge, the first study that systematically combines and 

compares the most established analytical microdosimetric models for proton Q calculations. 

Proton quality factors are continuously used by various space organizations and the 

radiotherapy community to assess the carcinogenic risk of irradiated individuals, e.g., for long-

duration manned missions and/or in the context of the organs at risks (OAR) in proton therapy, 

respectively. Although LET-based calculations of Q are generally preferred in practical 

applications due to the availability of LET values for various ions over a wide energy range, it 

is recognized that microdosimetric-based calculations offer a scientifically sounder approach 

(ICRU Report 40). However, the difficulties of working with microdosimetric quantities, 
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which are stochastic in nature, has led to a situation where experimental microdosimetric 

measurements with TEPC are often approximated by some average LET values before their 

practical implementation. The combination of available analytic models discussed in the 

present work further supports the use of microdosimetric-based approaches to proton quality 

factor problems as a viable alternative to LET-based approaches. An important finding of the 

present study is the energy range over which LET-based and y-based proton Q values may 

differ substantially. Specifically, the low-energy range (1–50 MeV) corresponds to protons that 

comprise the Bragg peak region, where the absorbed dose becomes maximum, and variation 

of Q are expected to have a major impact in absolute terms. It is also relevant to protons that 

penetrate a typical astronaut spacesuit (>10 MeV) during an Extra Vehicular Activity (EVA) 

or those generated (as secondary radiation) inside the astronaut’s body during a deep space 

mission. It should be noted that both the European Space Agency (ESA) and the Canadian 

Space Agency (CSA) presently adopt the LET-based ICRP Report 60 recommendations for Q. 

A common concern in microdosimetric calculations at sub-micron volumes is the influence of 

the condensed phase, i.e., the difference of microdosimetric spectra between gaseous and liquid 

water (at the same density). The results of Figures 11 and 12 clearly show that, although such 

effects may influence the analytical model calculations of yD by up to 20% for the smallest 

sphere examined (10 nm diameter), the end effect on Q is negligible (<5%). 

Conclusions  

 

Different analytical microdosimetric models have been used and combined for calculating the 

microdosimetric quantity yD for target spheres of various sizes. The lineal energy spectra were 

subsequently used to study the variation of the proton Q over the energy range of 1–250 MeV 

based on the TDRA and ICRU Report 40 microdosimetric methodologies. The 

microdosimetric-based Q values reveal that the LET-based ICRP Report 60 recommendations 

may significantly underestimate Q for proton energies below ~50–100 MeV. Similar trends 

were found when MC track-structure literature data were used as input to the calculations. The 

microdosimetric-based Q values for low-energy protons were also found to be sensitive to the 

choice of the sphere size. Finally, condensed-phase effects in the analytic model parameters 

had only a weak influence on Q in the examined range of proton energies and sphere sizes. 

Although the general trend of the variation of Q with proton energy revealed by the present 

analytic model calculations is supported by the MC literature data used in this work, future 

research will include a systematic comparison and validation of lineal energy spectra and 

subsequent calculations of Q based on new MC data with the latest versions of Geant4-DNA 

and PHITS track structure codes which make use of different and updated physics models. 
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Chapter 4 
 

Summary2 

In the present work, the average Q of GCR for different mission scenarios is calculated using 

a modified version of the microdosimetric Theory of Dual Radiation Action (TDRA). NASA’s 

OLTARIS platform is utilized to generate the radiation environment behind different 

aluminium shielding (0-30 g/cm2) for a typical mission scenario in low-earth orbit (LEO) and 

in deep space. The microdosimetric lineal energy spectra of ions (𝑍 ≥ 1) in 1 μm liquid water 

spheres are calculated by a generalised analytical model which considers energy-loss 

fluctuations and δ-ray transport inside the irradiated medium. The present TDRA-based Q 

values for the LEO and deep space missions were found to differ by up to 10% and 14% from 

the corresponding ICRP-based Q-values and up to 3% and 6% from NASA’s Q-model. In 

addition, they are in good agreement with the Q values measured in the International Space 

Station (ISS) and by the Mars Science Laboratory (MSL) Radiation Assessment Detector 

(RAD) which represent, respectively, a LEO and deep space orbit.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                
2 Chapter 4 is based on the published paper of Papadopoulos et al. Space radiation quality factor for 
Galactic Cosmic Rays and typical space mission scenarios using a microdosimetric approach. 
Radiation and Environmental Biophysics 62:221-234 (2023).   
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 OLTARIS software 

For the assessment of the radiation environment in space and the calculation of the average Q 

for specific missions, NASA has developed the online platform OLTARIS (161). Two space 

environments have been examined in the present work. The first was studied inside Earth’s 

magnetic field, in a circular LEO with altitude 400 km and inclination 51.6°, simulating the 

orbit of the International Space Station (ISS). The second was an orbit at deep space (1 AU). 

The GCR spectrum in an extended energy range of 1 MeV/amu-1 GeV/amu has been calculated 

in this work using the Badhwar-O’Neill 2020 model(162) (incorporated to OLTARIS), using 

1977 Solar Minimum conditions. The initial spectrum of the GCR both for LEO (ISS) and deep 

space that was transported through aluminium shielding was 1 MeV/amu-1000 GeV/amu, 

which is the default energy range of the OLTARIS platform. After transportation and for the 

estimation of the Q-values, we used the energy range of 1MeV-1GeV since the analytical 

microdosimetric model used for calculating the yD values does not extend to energies greater 

than 1 GeV. This limitation affects our calculations by less than 2-3%. This was deduced by 

extending our calculations to ion energies beyond 1 GeV assuming a constant yD value equal 

to that at 1 GeV (since this assumption overestimates the true yD beyond 1 GeV, it offers an 

upper limit to the error made in our Q values by cutting the spectrum at 1 GeV). The Q values 

have been calculated for each ion without its isotopes in order to be consistent with our LET 

calculations. GCR flux from 1 MeV-1 GeV has been obtained behind aluminium thicknesses 

of 0 g/cm2 to 30 g/cm2 − both for LEO (ISS orbit) and deep space (1 AU). Table 6 shows the 

orbital characteristics of the specific mission scenarios considered in this work. 

 

Table 6. Orbital parameters for the two different space scenarios used in OLTARIS 

Orbital Parameters Low Earth Orbit 

(ISS) 

Deep Space 

Altitude ~400 km ~1 AU 

Inclination ~51.6° - 

Solar Cycle 1977 Solar Minimum 1977 Solar Minimum 

Model GCR Badhwar-O Neil 

2020 

GCR Badhwar-O Neil 

2020 

Shielding Aluminium 0-30 

g/cm2 

Aluminium 0-30 

g/cm2 

 

Mission Quality Factor 

The mission Q value (GCR contribution) was determined from the integration of each ion 

QZ(E) over the entire energy spectrum and weighted by their contribution to the total dose. It 

was then summed for all ion charges from Z=1 to Z=26. It is calculated according to the 

following equation:  

Q̅GCR =
∑ ∫ QZ(E) DZ(E) dE

Emax
EminZ

∑ ∫ DZ(E) dE
Emax

EminZ

,                                                                                        (46) 
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where QZ(E) is the quality factor of an ion with charge Z and energy E calculated by one of 

the three methodologies examined in this work (namely, ICRP Report 60 Eqs. (14)-(16)), 

TDRA Equations (20-21), and NASA model Equations (16-17)),  DZ(E) is the corresponding 

absorbed dose (≈ flux × LET) of each ion with energy E, and the limits of integration are set 

at Emin = 1 MeV and Emax = 1 GeV. 

 

Results 

We calculated the average quality factor of GCR for the mission using a modified version of 

the TDRA methodology (Eq. (21)), including all ions from protons up to Argon (Ar) and Iron 

(Fe). The saturated dose-mean lineal energy (yD
∗ ) values were calculated from a combined 

version of the microdosimetric models of Xapsos et al. 1994, 1996 with updated physical 

parameters (163). The yD
∗  and subsequently Q values have been determined for 1 μm sphere 

diameter of liquid water which is the sphere size of relevance to experimental measurements 

with TEPC (e.g., in ISS). As reference radiation (Q≡1), we used protons at 100 MeV since they 

can be safely considered as a low-LET radiation (LET ≈ 0.73 keV/μm). The GCR spectrum is 

obtained from the web-based OLTARIS platform for a deep space (1 AU) and LEO orbit (ISS) 

in the energy range of 1 MeV/amu - 1 GeV/amu. Figure 1 depicts the integral fluxes 

(particles/cm2/day) of particles from protons up to Ar and Fe, with no-shielding conditions. 

The integral flux (par/cm2-day) for deep space and Z=1-26 particles is depicted in Figure 14. 

The integral fluxes were calculated for no shielding conditions, as well as for 10, 20 and 30 

g/cm2 aluminium shielding using the OLTARIS platform (HZETRN transport code). The inset 

figure shows the integral fluxes of Z=1-2, in order to observe the rise of Z=1 particles with 

increasing shielding. Figure 15 shows the cumulative Q(Z) value (QH, QH + QHe,…) (dot-

lines) for (a) LEO (ISS) and (b) deep space missions as a function of particle’s charge (1 ≤
Z ≤ 26), as well as the mission (total) Q value (thick, solid lines), both calculated by the 

modified TDRA approach, behind different aluminium shielding (10-30g/cm2) and 1977 solar 

minimum conditions. Aluminium shielding of this range covers most of the nominal shielding 

values used in spacecrafts for space missions (STS, ISS). 

  

Figure 13. Integral Flux (particles/cm2/day) of GCR particles from protons up to Fe, obtained from 

the OLTARIS platform for 1977 Solar Minimum conditions. Red line represents the integral flux in 

deep space (1 AU) and blue line the flux in LEO (ISS ~400 km), both for no shielding conditions. 
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Figure 14. Integral Flux (particles/cm2/day) of GCR particles from protons up to Fe for deep space, 

obtained from the OLTARIS platform for 1977 Solar Minimum conditions. The calculations were made 
for no shielding conditions, 10, 20 and 30 g/cm2. The embedded Figure represents the integral flux for 

Z=1-2 for different aluminium shielding. 

 

In addition to mission Q values, it is also useful to investigate the contribution of each particle 

relative to the total Q value, in order to further understand the impact of the space radiation 

environment to the carcinogenic risk to astronauts. Figure 16, depicts the cumulative 

contribution (in %) of the different GCR particles, relative to the total (mission) Q (i.e., 

QH Qtotal⁄ , (QH + QHe) Qtotal⁄ , … ), for (a) LEO (ISS) and (b) deep space mission scenarios, 

both calculated behind different aluminium shieldings (10 − 30 g/cm2). For better insight, the 

results are grouped into GCR particles of different atomic number (Z=1, Z=1-2, Z=1-26). 

 

(a)  
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(b)  

Figure 15. Cumulative Q value of GCR as a function of particle’s charge (𝑍) (dot-lines), calculated by 

TDRA for (a) LEO (ISS ~400 km) and (b) deep space (1 AU), both calculated behind aluminium 

shielding of 10-30g/cm2. Thick, solid lines are the mission Q values 

(a)  

(b)   

Figure 16. Contribution (%) of different GCR particles to the total (mission) Q value calculated with 

the TDRA methodology for (a) LEO (ISS ~400 km) and (b) deep space (1 AU), both behind aluminium 

shielding of 10-30 g/cm2 
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The influence of shielding on the mission quality factor is depicted in Figure 17 for both LEO 

and deep space. 

  

Figure 17. Reduction (%) of the TDRA-based mission Q-value, with increasing aluminium shielding 

(5-40 g/cm2) for LEO (ISS ~400 km) and deep space (1 AU). 

 

In Tables 7 and 8, the present mission Q values calculated by the TDRA approach (using a 1 

μm liquid water target sphere), were compared against NASA’s model (QNASA) and the ICRP 

Report 60, Q(L). Comparisons were made for LEO (ISS ~400 km) and deep space (1 AU), for 

different aluminium shielding thickness in the range of 10 − 30  g/cm2. 

 
Table 7. LEO (ISS ~400 km) mission Q values calculated by the present TDRA approach are compared 

against Q values calculated according to ICRP Report 60 and the NASA model 

LEO (ISS) This work 

 (𝑸-values from 

TDRA) 

ICRP Report 60               

(𝑸-values from 

OLTARIS) 

Difference (%) 

ICRP as baseline 
Al (g/cm2) 

 

10 4.2 4.6 −8.7 

20 3.38 3.14 5.79 

30 2.89 2.64 9.47 

LEO (ISS) This work 

 (𝑸-values from 

TDRA) 

NASA model 

 (𝑸-values from 

OLTARIS) 

Difference (%) 

NASA as baseline 
Al (g/cm2) 

 

10 4.2 4.2 0 

20 3.38 3.27 3.37 

30 2.89 2.91 −0.68 

 

 

 

 
Table 8. Deep space (1 AU) mission Q values calculated by the present TDRA approach are compared 

against Q values calculated according to ICRP Report 60 and the NASA model 
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Deep space (1 

AU) 

This work 

 (𝐐-values from 

TDRA) 

ICRP Report 60               

(𝐐-values from 

OLTARIS) 

Difference (%) 

ICRP as 

baseline Al (g/cm2) 

 

0 5.95 6.22 −4.3 

10 4.12 3.9 5.64 

20 3.29 2.89 13.84 

30 2.78 2.51 10.76 

Deep space (1 

AU) 

This work 

 (𝐐-values from 

TDRA) 

NASA model 

(𝐐-values from 

OLTARIS) 

Difference (%) 

NASA as 

baseline Al (g/cm2) 

 

0 5.95 6.32 −5.85 

10 4.12 4.19 −1.67 

20 3.29 3.2 2.81 

30 2.78 2.86 −2.8 

 

 

Additionally, in Tables 9 and 10, we compared the present mission Q values calculated by the 

TDRA approach (using a 1 μm liquid water target sphere), against measurements from active 

detectors (TEPC) that have flown in ISS and Space Shuttle (Table 9) as well as aboard the 

MSL-RAD during the period of its transit to Mars with Curiosity (Table 10). 

 

Table 9. LEO (ISS ~400 km) mission Q values calculated by the present TDRA approach are compared 

against measured Q values by TEPC aboard ISS and Space Shuttle missions. Shielding values presented 

are the nominal values 

 

 

LEO (ISS) 

 

 

This work (𝐐-

values from 

TDRA) 

 

 

Space Shuttle 

(ISS orbits) 

(72,152,164,165) 

 

 

 

ISS 
(69,166) 

 

Al (g/cm2) 

~10 4.2 2.97 ≤ 𝑄 ≤ 4.33 

 
− 

~20 3.38 − 2.8 ≤ 𝑄 ≤ 3.7 
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Table 10. Deep space (1 AU) mission Q values calculated by the present TDRA approach are 

compared against measured Q values by TEPC aboard the MSL-RAD 
 

Deep space (1 AU) This work 

 (𝐐 values from TDRA) 

MSL RAD (Cruise to 

Mars) 

 (167) 

 

 

Al (g/cm2) 

10-30 
 

2.78 ≤ 𝑄 ≤ 4.12 3.84 ± 0.25 

 

 

Discussion 

 

It is clear from Figure 13 that even-numbered high-Z particles (such as C,O, Mg, Si, Fe) are 

more abundant than odd-numbered particles The elemental composition of GCR provides 

useful insight into their origin. The propagation of elements into the interstellar gas, the nuclear 

interactions, the acceleration mechanisms and first ionization potential, are the key effects of 

their abundance. The reason lighter elements from Li to B (Z=3-5) are relatively more abundant 

is due to the interaction of the heavier source particles, such as carbon, oxygen, or nitrogen 

with the interstellar gas as they propagate into the heliosphere and break into these lighter 

charged particles. For 5<Z<26 the pairing effect (greater binding energies) is the underlying 

reason for the abundances of the even-numbered charged particles(168,169). Furthermore, the 

absorbed doses are much higher in deep space (1 AU) than in LEO (ISS ~400 km), since the 

GCR flux is significantly higher for all Z (Figure 13). Figure 15 shows that mission Q values 

for the GCR spectrum in both LEO and deep space missions are very similar and vary between 

2.9 and 4.2 depending on shielding. The details of the cumulative distribution of Q as a function 

of Z reflects the higher contribution of even-numbered Z particles relative to the odd-numbered 

particles, while it is slightly more pronounced for deep space than for LEO. As expected, the 

effect of shielding is significant for both LEO and deep space; specifically, within the range of 

aluminium shielding encountered in space missions (10–30 g/cm2) Q varies by a factor of 1.5, 

i.e., from Q=2.9 (10 g/cm2) to Q=4.2 (30 g/cm2). An interesting observation is that with 

increasing shielding, the contribution of low-Z particles (1 ≤ 𝑍 ≤ 2) is increased compared to 

the high-Z particles (Figure 4), from 55% to 80% for LEO and from 45% to 75% for deep 

space. This stems from the fact that, with increasing shielding, more high-Z particles are 

stopped in the shielding, if their energy is relatively small, or undergo nuclear fragmentation. 

The latter interactions produce low-Z ions capable of penetrating the shielding material (Figure 

14).  

Another interesting observation is that, as shown in Figure 17, an increase of shielding from 

10 to 30 g/cm2 (i.e., by a factor of 3) results in only a moderate reduction of Q by 30% (10 

g/cm2) to 50% (30 g/cm2), and this is true for both LEO and deep space. This may be explained 

by the increased production of low-Z fragments with increasing shielding (as also discussed 

above) which somewhat compensates for the higher absorption of the high-Z particles. For 

aluminium values greater than 30 g/cm2
,
 the mission Q values do not decrease significantly. 

For this reason, a shielding between 25−30 g/cm2 (especially for deep space missions) seems 

adequate if we consider the trade-off between increased shielding (weight, cost) and relative 

reduction of Q. The cost of aluminium shielding depends on several factors (market, mission, 

method of production, geometry configuration of spacecraft) and the decision on the shielding 

material and value would also include the reduction of absorbed doses and other engineering 

issues(170–172). It should also be noted that hydrogen-rich materials (polyethylene, Lithium 

Hydride, water) may be more suitable than aluminium for radiation 
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mitigation(11,114,173,174). The present, TDRA-based Q values are in good agreement with 

both the ICRP Report 60 Recommendations and NASA’s model (Table 7 and 8) despite the 

quite different methodologies. Specifically, the TDRA-based Q values are within ~14% (deep 

space) and ~10% (LEO) of the ICRP LET-based Q values. Even better agreement was found 

between the TDRA-based Q values and NASA’s model with differences up to 3% for both 

missions. In hadron therapy, it is generally assumed that differences in RBE calculations for 

deterministic effects should not exceed ~5%, due to the need of precise treatment planning in 

the tumour volume and organs at risk. However, in space radiation protection, the lack of 

suitable data for heavy-ions regarding their low-dose RBE for stochastic effects, causes much 

larger uncertainties which, inevitably, affect the effective dose calculations for planned 

missions. As a result, differences between TDRA and Report 60 methodologies of 10-14% in 

mission Q values may be considered modest. Nevertheless, Q(Z) values averaged over the 

spectrum of the individual ions may deviate substantially among the different methodologies 

(TDRA, ICRP Report 60, NASA), which may be important when considering cancer risk 

evaluation of astronauts for specific ions. The differences in Q-values among the different 

methodologies of NASA, ICRP Report 60 and microdosimetry approaches, for protons and 

heavier ions have been further discussed in literature(2,4,16,163). 

 The present, TDRA-based Q values are also within the range of measured Q values (Tables 9 

and 10). For LEO, measurements were obtained from TEPC and other active detectors that 

have flown onboard the Space Shuttle missions and ISS (~400 km). For 10−20 g/cm2 

aluminium shielding, which is representative of the Space Shuttle and ISS average or median 

values for the locations of the detectors, the TDRA-based Q values are between 3.4-4.2 which 

is well within the measured range (Table 9). However, thickness distributions have to be 

applied in order to estimate more realistic Q values, since there are parts of spacecrafts that are 

less or heavier shielded. Various passive and active detectors are available for space missions 

towards radiation quality (e.g., LET spectra) measurements. Active detectors such as the TEPC, 

besides providing real-time read-out, are generally considered tissue-equivalent and, therefore, 

suitable for simulating energy deposition spectra in the human tissue. However, TEPC 

measurements for simulated tissue volumes at the nanometer scale (diameter <100 nm) are 

difficult and less reliable. As a result, Monte-Carlo simulation techniques offer a valuable 

theoretical tool for obtaining microdosimetry spectra (e.g., y-spectra) at the cellular and DNA 

scale, towards understanding the biological effects of ions relevant to the space radiation 

environment(26,36,175).For deep space calculations with aluminium shielding in the range 

10 − 30 g/cm2, the TDRA-based Q value vary between 2.8 to 4.1 which is close to the values 

of 3.8 measured by MSL-RAD in deep space (Table 10).  

An advantage of the present microdosimetric approach is that it overcomes the physical 

shortcomings of LET-based approaches, which does not accurately account for the energy 

deposition process since it neglects its stochastic nature (i.e., energy-loss straggling) as well as 

the finite range of secondary electrons (δ-rays), both of which may be crucial for HZE particles 

(e.g., ICRP). The central physical quantity of lineal energy is directly measurable by the active 

dosimeters (e.g., TEPC) used in space missions (e.g., ISS, MSL-RAD). It is also worth 

emphasizing that the fully analytic form of the present approach facilitates predictive 

calculations of the average Q-values in different mission scenarios. 

 

Conclusion 

 

A generalized analytical microdosimetric model that considers energy-loss straggling and δ-

rays transport was utilized in order to calculate lineal energy spectra in 1μm liquid water sphere 

that were subsequently used to determine the average GCR quality factor (Q) based on the 

TDRA methodology for two mission scenarios, namely, an ISS orbit (LEO) and a deep space 
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orbit (1 AU). The GCR spectra behind aluminum shielding in the range of 0 − 30  g/cm2 for 

the above radiation environments were obtained from NASA’s online platform OLTARIS. 

These results were compared against the LET-based Q values of ICRP and NASA’s Q model. 

It is shown that the present results for the average Q value of the GCR spectrum are in good 

agreement with both the ICRP and NASA model predictions for both mission scenarios. The 

present results are also within the range of values measured by TEPC in both LEO (ISS, Space 

Shuttle) and deep space (MSL-RAD). An advantage of the present microdosimetric approach 

is that it overcomes the physical shortcomings of LET-based approaches (e.g., ICRP) while its 

central physical quantity (lineal energy) is directly measurable by the well-established active 

dosimeters (e.g., TEPC) that are widely used in space missions (e.g., ISS, MSL-RAD). Finally, 

it is worth emphasizing that the present approach is fully analytic and robust, thus, facilitating 

its practical use for predictive calculations of the average Q values of different mission 

scenarios. 
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Chapter 5 
 

Summary3 

Analytic models for calculating proton yD values in liquid water over a broad proton energy 

range (1 MeV – 1 GeV) of relevance to radiotherapeutic and space applications are compared 

against MCTS simulations by PHITS, RITRACKS, and Geant4-DNA. A new model is 

proposed that exhibits improved agreement with the MCTS data compared to the existing 

analytic models. The variation of the radiation protection quality factor (Q) with proton energy 

is calculated and its sensitivity to the estimates of yD from the various datasets is examined. 

The original analytic model of Xapsos (Xcom) is modified and model parameters are updated. 

Direct proton energy deposition is described by implementing alternative energy-loss 

straggling distributions while the contribution of secondary electrons is calculated based on the 

dielectric formulation of the relativistic Born approximation. MCTS simulations of proton yD 

values using the latest versions of the PHITS (PHITS-KURBUC and PHITS t-sed), 

RITRACKS, and Geant4-DNA are reported. Proton yD values from the Monte Carlo Damage 

Simulation (MCDS) quasi-deterministic algorithm are also presented as an additional 

benchmark of LET-based estimates of yD. The yD datasets generated by the above methods are 

used within the Theory of Dual Radiation Action (TDRA) to illustrate variations in Q with 

proton energy and uncertainties associated with the method of yD calculation.

                                                
3 Chapter 5 is based on the paper (submitted) of Papadopoulos et al. Comparison of analytic and Mote 
Carlo calculations of proton dose-mean lineal energy from 1 MeV to 1 GeV: its impact on radiation 
protection quality factor. Medical Physics (2024). 
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New microdosimetry-based analytic model 

Following Xapsos and co-workers(53) the present microdosimetric model considers both direct 

and indirect events. Direct events (or crossers) occur when a charged particle crosses through 

the volume of interest(51,54,144). Charged particles may also pass outside the target and ionize 

the surrounding material so that delta-ray electrons can reach the target and dissipate their 

energy inside it. This is termed an indirect event or toucher(20,144), as is shown in Figure 1.  

 
Figure 17. Schematic representation of the direct and indirect events considered by the microdosimetric 

models.  

According to the above scheme illustrated in Figure 1,  the  total 𝑦𝐷  from direct and indirect 

events can be expressed by Eq. (26): yD = fion × yD,dir + (1 − fion) × yD,ind (144). 

The above equation indicates that the total yD arises from both direct (yD,dir) and indirect 

(yD,ind) contributions which are combined with an appropriate weighting factor, fion (156). The 

calculation of the various terms of Eq. (26) is discussed below. 

Direct Events 

The main physical inputs are the average deposited energy by protons in the target, the relative 

variance of the energy-loss straggling distribution, and the path length and LET fluctuations 

(23). In this work, we investigate alternative energy-loss straggling distributions guided from 

the MCTS simulation data obtained by Geant4-DNA, RITRACKS and PHITS, while the so-

called straggling factor (δ2) is calculated from first principles within the Relativistic Plane 

Wave Born Approximation using a dielectric response function for liquid water(157). The 

spatially restricted LET and the weighting factors for direct (and indirect) are determined by 

the approach of Xapsos (144,176).  Specifically, to determine the average energy deposited 

from direct events, it is assumed that a spherical target of 10-1000 nm is randomly crossed by 

a proton in the energy range of 1 MeV – 1 GeV. The proton dissipates energy to the target in a 

discrete manner, mainly through inelastic Coulomb interactions with the atomic electrons of 
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the medium. The ionized atomic electrons (called secondary electrons) can, in turn, lose their 

energies inside or outside the target, depending on their kinetic energy. To a first approximation, 

the average energy deposited by protons inside a target volume can be described by the product 

of the proton’s LET and the mean chord length of that volume (l)̅ (22,23). However, as the 

proton’s energy increases and the target dimension becomes smaller (μm–nm), the number of 

inelastic collisions with atomic electrons decreases and, in addition, more delta electrons may 

escape the target. Consequently, a restricted form of LET (LETΔ) and an energy-loss straggling 

distribution (δ) must be considered. For the average energy imparted to the target, we can 

utilize the equation (53): 

ε̅ = fion × LET × l ̅ ,                                                                                                                             (47)  

Εmax  is the maximum energy of a delta electron following a single proton collision: 

Emax =
2mc2β2γ2

1 + 2γ (
m
M) + (

m
M)2

≈ 2mc2β2γ2 .                                                                                  (48) 

Where fion is calculated by equation (27).     

Concerning the energy-loss straggling, there are several analytical distributions for ions. 

However, most of them apply only to the limited range of ion energy and target dimensions. 

Olko and Booz (54) assume a Fermi-like function (1/(ex + 1)) for direct events and an 

exponentially decreasing function for indirect events that was fitted to MC simulation data for 

proton and alpha particles in the energy range of 0.5–3 MeV and dimensions of 1-1000 nm. A 

more extensive analytic representation for protons with energy 0.3–20 MeV was made by 

Wilson (143) and Wilson and Paretzke (145), suggesting a two-parameter log-normal 

distribution for direct events and an exponential function for indirect events applicable to 

spheres with diameter from 2-100 nm. The log-normal parameters of the mean and the variance 

were considered as free parameters fitted to their MC simulations. The microdosimetric model 

of Xapsos (53,144,151,160) has been extensively applied to Tissue Equivalent Proportional 

Counter (TEPC) measurements for space radiation environments. For this application, a log-

normal energy-loss straggling distribution has been utilized and applied to spheres with 

diameters in the range ~2–1000 nm. This distribution had been selected since some early 60Co 

experiments and proton MC data in the energy range of 0.3–20 MeV were well represented by 

a log-normal distribution. Recently, an updated Xapsos model with a log-normal energy-loss 

straggling distribution was presented and applied to protons up to 250 MeV in water liquid 

spheres of 10–1000 nm (163). The resulting microdosimetry calculations (yD) showed good 

agreement with recent MCTS simulation data, although at higher energies (>50–100 MeV) and 

nanometer dimensions (10–100 nm) larger discrepancies were observed.  

Despite the above developments, microdosimetric calculations for particle radiotherapy and 

radiation in outer space environments require comprehensive proton and ion yD values, over a 

wide spectrum of energies and target dimensions. For example, proton data for energies at least 

up to 250 MeV  (radiotherapy) or 10 GeV (space radiation protection) are needed 

(4,7,11,13,14,22,177). Towards extending the applicability of the present model to a wide range 

of proton energies (from MeV to GeV) and target dimensions (from μm down to nm), we have 

examined the implementation of various statistical distributions (Log-normal, Erlang, and 

Logistic) for representing the proton’s energy-loss straggling.  

The probability density function (PDF) of the Log-normal distribution for the energy straggling 

(x), with parameters μlgn and σlgn is given by Eqs. (36), (37) and (38). 
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The PDF of the Erlang distribution for the energy-loss straggling (x), with shape parameter κ 

and rate parameter λ, reads:  

p(x; λ, κ)Erl =  
λκ

(κ − 1)!
xκ−1e−λx .                                                                                                (49) 

The parameters λ and κ relate to the mean and the variance of the Erlang distribution which, in 

turn, are related to the mean energy deposited to the site (ε̅) and the relative variance (V) of the 

random processes. The equations for the parameters λ and κ can be obtained from:   

λ =
1

V × ε̅
  ,                                                                                                                                          (50) 

  κ =
1

V
  .                                                                                                                                                (51) 

The PDF of the logistic distribution for the energy-loss straggling (x), with mean parameter 

μlog and scale parameter s is: 

p(x; μlog , s)Log =
1

4s
sech2 (

x − μlog

2s
).                                                                                        (52) 

In a manner analogous to the Log-normal and Erlang distributions, the parameters μlog and s 

are associated with the mean energy deposited to the target (𝜀)̅ and the relative variance (V) 

through the following expressions: 

μlog = ε̅ ,                                                                                                                                                (53) 

s =
√3

π
ε ̅ × √V .                                                                                                                                   (54) 

The relative variance V needed in Eqs. (50-51) and (54) is calculated by the equation (39), V =
Vs + Vs × VLET + Vδ + VLET ≈ Vδ + Vs. 

VLET is the relative variance of the particle’s LET as it crosses the volume under study. For the 

energy range of protons (1 MeV-1 GeV) and the sphere diameters (10–1000 nm) considered in 

this work, the proton energy loss is small compared to its kinetic energy. Therefore, the LET 

value for each proton energy does not change significantly across the target volume, so there 

are no LET fluctuations for monoenergetic proton beams, i.e., VLET ≈ 0 (144).  

Vs represents the fluctuations of the ion’s path length. Protons in the present energy range                 

(1 MeV – 1 GeV) have a much larger range than the target dimensions, so it may be assumed 

that they cross the target in straight lines (23,128). As a result, the fluctuations in the proton’s 

track length distribution can be determined if their path line equation is known. Assuming a 

track length distribution for a sphere, c(l) = 2l d2⁄ , it follows that Vs is constant and equal to 

0.125 (23).  

Vδ represents the relative variance of the energy-loss straggling of delta electrons. This 

parameter depends upon the delta influx and efflux since not all secondary electrons would 

deposit their energy locally and some may escape the target, especially for nanometer 

dimensions (22,23,144). In general, for energies much larger than the binding energies, the 

secondary electron spectrum is assumed to follow a 1 Ε2⁄  pattern. However, this does not hold 

for very low-energy electrons which have energies comparable to atomic binding 

energies(178). So, the difficulty for an accurate consideration of the energy-loss straggling 

distribution of delta electrons lies in determining the single-collision spectrum, especially for 
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low-energy transfers. Vδ is commonly represented by the dose-weighted energy that is 

deposited in the target in a single collision (δ2)(23,144) : 

Vδ =
δ2

ε̅⁄  ,                                                                                                                                      (55) 

In the present work,  δ2 is calculated from first principles according to the expression (23): 

δ2 =
∑ ∫  (E + Bn)2 dσRPWBA

(n)

dE  dE
Δ

0
ioniz.
n

∑ ∫ (E + Bn) 
dσRPWBA

(n)

dE
Δ

0
ioniz.
n  dE

  ,                                                                                    (56)  

where dσRPWBA
(n)

dE⁄  is the differential ionization cross section (DICS) in secondary electron 

energy for the n-th ionization shell calculated within the relativistic plane wave Born 

approximation (RPWBA) (see  below),  Bn is the binding energy of the n-th  ionization shell,  

and the upper limit of the integrals includes the cut-off energy Δ to account only for energy 

losses that remain to the target (53). The Δ values were obtained for each sphere diameter by 

Geant4-DNA simulations for electron penetration depths with the condition that Δ equals the 

mean chord length of the target volume (163,179). Τhe following values were obtained: Δ=5.56 

keV for d= 1000 nm, Δ=1.37 keV for d=100 nm, and Δ=0.180 keV for d=10 nm. 

The total probability density function for the energy loss (𝑥) in the target is the convolution of 

the energy-loss straggling distribution (p(x; λ, κ)) of each proton energy and path length l, with 

the chord length distribution, c(l) (53): 

f(x, l) = ∫ p(x)c(l)dl .                                                                                                                    (57) 

Then, Eq. (57) with the appropriate energy-loss straggling distribution (Log-normal, Erlang, 

Logistic), may be used in Eqs. (9) and (10) to calculate the yD for direct events. 

 

Indirect Events 

In the case of indirect events, delta electrons created from ions that pass outside the target, may 

reach and deposit energy inside the target. For sufficient small targets, there is also a chance 

that energetic secondary electrons escape the volume. Describing the secondary electron 

spectrum analytically is a difficult theoretical task. Xapsos and co-workers (144) suggested an 

approach that is analogous to that of the direct events by calculating the average energy 

deposited by electrons in the target and the fluctuations of the three random factors (LET, l, δ). 

In that approach, the mean electron LET is determined by assuming a 1 E2⁄  initial electron 

energy spectrum (produced by the ion) and 1/LETe(E) average LET slowing down electron 

spectrum. 

In the present work for each proton energy, the mean yD of indirect events is calculated as 

follows: 

As a monoenergetic proton ionizes the medium (outside the target), there is a probability 

{P1, P2, … } of ejecting electrons with energies {E1, E2, … }. This probability is determined by 

the DICS (see next section). Then, each electron with energy Ei, will ionize other electrons of 

the target, resulting in a value of yD,i. According to this approach, secondary electrons can be 

characterized by the triplet {Pi, Ei, yD,i} associated with their probability of ejection (Pi), kinetic 
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energy (Ei) and the corresponding yD,i values, respectively, as shown schematically in Figure 

18. In the present work, the yD values for each electron energy and sphere diameter were pre-

calculated via Geant4-DNA simulations for monoenergetic electrons with initial energy 

covering the whole secondary electron spectrum. Then, the mean yD,ind for indirect events for 

each proton energy (1 MeV – 1 GeV) and target dimension (10 nm, 100 nm, and 1000 nm), 

can be calculated from the following integral: 

yD,ind =
∑ ∫ yD(E,d)×

dσRPWBA
(n)

dE
 dE

Emax,n
Δ

ioniz.
n

∑ ∫  
dσ

RPWBA
(n)

dE
 dE

Emax,n
Δ

ioniz.
n

,                                       (58) 

where Emax,n =
E+Bn

2
 and dσRPWBA

(n)
/dE is the differential ionization cross section (DICS) in 

secondary electron energy for the n-th ionization shell (see below). The denominator in Eq. 

(58) is used for normalization purposes. The lower integration limit Δ of the above equation is 

the appropriate geometrical cut-off energy for electrons, based on the Spencer-Attix 

considerations (144,180). Note that the same Δ values employed in Eq. (56) are utilized in Eq. 

(58) for the sphere diameters of 10, 100, and 1000 nm. 

 
Figure 18. Schematic representation of the method followed by the microdosimetric models for the 

indirect events. 

Proton inelastic cross sections  

To address the interaction between energetic protons and atomic electrons in liquid water, the 

dielectric formulation of the Relativistic Plane Wave Born Approximation (RPWBA) are 

considered the state-of-the-art in the field(181). This approach is used to calculate the DICS 

which is needed to calculate important physical parameters of the model as described above 

(e.g., proton LET, δ2, and yD,ind). As mentioned above, the main energy-loss mechanism of 

protons in the energy domain considered here, is the inelastic interaction with the atomic 

electrons. For condensed phase (liquid or solid) water, the bare Coulomb interactions between 

protons and atomic electrons are affected by the long-range polarization and screening effects 

of the medium. These effects are known to (strongly) influence the electronic excitation 

spectrum, especially the low energy-loss part of the spectrum. The above effects are commonly 
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considered via the complex dielectric response function (DRF), 𝜀(W, q) = ε1(W, q) +
iε2(W, q) of the medium with W and q being the energy transfer and recoil energy (or 

momentum transfer), respectively. Note that 𝑊 equals W ≡ E + Bn in the case of ionizations 

and W ≡ Bk in the case of excitation with 𝐵𝑛 and 𝐵𝑘 being the binding energy of the n-th shell 

and the excitation energy of the k-th discrete transition, respectively. In the context of the 

RPWBA, the only non-trivial part in the calculation of DICS is the energy-loss -function (ELF) 

defined as (182–186): 

 ELF ≡ Im [−
1

ε(W,q)
] =

ε2(W,q)

|ε(W,q)|2 .                                                                                                      (59) 

Many different approaches have been presented in the literature for calculating the ELF of 

liquid water(179,183,184,187,188). In the present work we adopt the latest model implemented 

in Geant4-DNA. In this approach, the real part of the DRF is decomposed to the individual 

ionization shells (n) and excitation levels (k) of liquid water yielding the following expression 

for the ELF: 

ELF = ELFioniz + ELFexcit = ∑
ε2

(n)(W, q)

|ε(W, q)|2
+ ∑

ε2
(k)(W, q)

|εW, q|2

excit.

k

ioniz.

n

.                                      (60) 

To obtain the dependence of the ELF upon both W and q, a Drude-type parameterization of 

experimental optical data (q = 0) is extended to non-zero momentum transfers (q > 0) by 

analytic dispersion relations. The details of the parametrization algorithm and dispersion 

relations is given elsewhere (186). Although the above dielectric model is already implemented 

into the Geant4-DNA for electron transport(186), it is the first time that it is applied to proton 

inelastic collisions up to relativistic energies.  

In RPWBA, the DICS is the sum of two terms (181):  

dσ

dE
=

dσL

dE
+

dσT

dE
 ,                                                                                                                             (61)    

where the subscript “L” and “T” refer to the longitudinal and transverse interaction terms, 

respectively, which relate to the momentum transfer along or perpendicular to the ion’s motion. 

The are given by the following expressions (186): 

dσL

dE
=

2

π α0N m c2β2
∑ ∫

ε2
(n)

(W,q)

|ε(W,q)|2

qmax,n

qmin,n

(q+mc2)

q(q+2mc2)
dqioniz.

n  ,                                                                 (62) 

and 

dσT

dE
=

1

π α0N m c2β2
∑

ε2
(n)

(W,0)

|ε(W,0)|2
{ln (

1

1−β2) − β2}ioniz.
n ,                                      (63) 

where α0 is the Bohr radius, N is the density of water molecules in unit density of water, β is 

the scaled proton velocity, β = u
c⁄ , with u the incident proton velocity. Note that, for the 

transverse term, we adopt the small-angle scattering approximation and consider only 

collisions with (nearly) zero-momentum transfer (189). The limiting values of the recoil energy 

are (181): 

qmax,n/min,n = √√T(T + 2Mc2) ± √(T − E − Bn)(T − E − Bn + 2Mc2)]2 + (mc2)2 −

                              m c2,                                                                                      (64)
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where M, T is the proton mass and kinetic energy, respectively. The stopping power (SP) (or 

unrestricted LET) of protons can be calculated within the RPWBA using the expression(101): 

SP = ∑ (∫ (E + Bn)
dσRPWBA

(n)

dE
dE

Emax
(n)

0
) + ∑ (BkσRPWBA

(k)
)excit.

k
ioniz.
n .                                    (65)

    

Note that σRPWBA
(k)

 is simply the integral of Eqs. (61) and (62), whereby the summation over the 

ionization shells is replaced by a summation over the discrete excitation transitions (k).  

Monte Carlo calculation of 𝐲𝐃  

 

Geant4-DNA  

The Geant4 toolkit(131–133) is a general-purpose Monte Carlo code for the simulation of the 

passage of particles through matter. It was initially released in 1998 for simulating high energy 

physics experiments; however, thanks to its flexibility and the work of the Geant4 

collaboration, nowadays it can be used in many fields like space physics and medical physics, 

among others. Within Geant4, Geant4-DNA was developed as an extension to model biological 

damage induced by ionizing radiation at cellular and subcellular scale (39–41,190); with this 

purpose, Geant4-DNA incorporates discrete interaction models of ionizing radiation with 

liquid water molecules to carry out MCTS simulations. 

For this work, the microdosimetric quantities were calculated using the code described in (191), 

compiled with version 11.1.2 (June 2023). A pencil beam of protons was produced at the central 

point of a side of a box-shaped volume made of water (“world volume”), pointing towards the 

opposing side. The lateral dimensions of the box were large enough to ensure that all secondary 

electrons were stopped within the simulated volume. For each proton energy considered, the 

maximum energy transferred to a secondary electron was calculated and the maximum range 

Rδ,max was estimated (192). Then, the lateral dimensions of the box, measured from the center, 

were set slightly larger than Rδ,max + dsite, with 𝑑site being the site diameter; this was done to 

ensure that the furthest possible random placement of the site lied within the volume(191) . As 

examples, the transversal dimensions were 2.8 mm for 300 MeV protons and 1.3 µm for 1 MeV 

protons. 

Sites were placed on the proton track following the “weighted” random sampling 

approach(191,193), which consists in selecting an energy transfer point, then placing the 

spherical site randomly around it and finally scoring the energy imparted by adding all the 

energy deposits encountered within it. To ensure that any secondary electron which would 

potentially irradiate the site (i.e., those produced a distance smaller than 𝑅𝛿,max upstream or 

downstream), we considered for the random placement of the site only the energy transfer 

points located within a central slab region oriented normally with respect to the proton track. 

The slab transversal dimensions were equal to those of the world volume. Longitudinally, the 

slab thickness varied from 0.1 µm (protons at 1 MeV) to 1.0 µm (protons at 300 MeV) to ensure 

a large enough number of energy transfer points within it and a sufficiently small proton energy 

loss; further, each boundary was at a distance Rδ,max from the nearest boundary of the world 

volume. Therefore, the total size of the world volume along the proton initial direction was 

twice Rδ,max + dsite, plus the slab thickness. To minimize the impact of the small variation of 

the proton energy along the slab, the initial energy of the protons was such that the mean value 

between the proton energy at the entrance and exit of the slab equalled the energy under study. 
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The physics list used in these simulations was “G4EmDNAPhysics_option2”, the accelerated 

default physics constructor. This option allows the simulation of proton interactions up to 300 

MeV (194) and electron interactions from 7.4 eV up to 1 MeV. As for proton transport, three 

approaches are considered, depending on its kinetic energy: Drude theory (up to 500 keV), 

non-relativistic Born approximation (0.5-100 MeV), and RPWBA (100-300 MeV)(190,194). 

As for electron interactions, Champion model was used for elastic scattering, and Born model 

was used for electronic excitation and ionization(190). 

 

PHITS-KURBUC 

The PHITS track-structure model for protons based on the algorithms of KURBUC code, so-

called the PHITS-KURBUC model(141), was used to calculate the yF and yD values. The 

PHITS-KURBUC model considers elastic scattering, ionizations (1b1, 3a1, 1b2, 2a1, and 1a1), 

excitations (A1B1, B1A1, Ryd A+B, Ryd C+D, diffuse band, and collective), dissociative 

electron attachments (OH(−), O (−), and H(−) productions), molecular excitations (vibrational 

(bending and stretching), phonon (librational and translational), and rotational excitations 

(normal and fast components), electron loss, and electron capture. In this calculation, we used 

the PHITS version 3.31, and set the cut-off energies of protons and electrons as 1 keV and 1 

eV, respectively.  

When calculating the 𝑦 distribution, a 10, 100, or 1000 nm diameter water target (i.e., H2O at 

a density of 1.0 g/cm3) was placed at the origin surrounded by a 1 cm diameter water which 

can sufficiently provide secondary electron equilibrium. Because of the available energy range 

of the PHITS-KURBUC model, the protons with 1-300 MeV were incident on the target. In 

this simulation, we also calculated the indirect events (the energy deposited in the target by 

secondary electrons) by considering the protons passing outside the target as they slow down. 

Note that considering the radial dose distribution (141), we set the radius of the circle plane 

proton source as 2000 nm. The energy deposition in the water 𝜀 was scored by using the t-

deposit tally that allows us to obtain deposition energies in certain regions. After that, the 

probability densities of lineal energy were obtained using Eq. (1), and the yF and yD values 

were calculated by using Eqs. (2) and (3). The yF and yD values were calculated with sufficient 

numbers of particles to make the statistical uncertainty less than 5%.  

PHITS t-sed 

The PHITS code also enables the calculation of the microscopic probability densities of lineal 

energy and specific energy using an analytical function (microdosimetric function) based on 

the track-structure simulations, which is named t-sed tally(195,196). In 2006, the t-sed tally 

was first developed by using a Monte Carlo track-structure code of TRACEL(197). Recently, 

PHITS-original track-structure models, i.e., PHITS electron track-structure (PHITS-ETS) and 

PHITS ion track-structure model for arbitrary materials (PHITS-ITSART) were developed. 

From such a development background, the microdosimetric function in the t-sed tally was 

updated based on the PHITS-ETS and PHITS-ITSART models(49). We simulated the protons 

with 1–1000 MeV and scored the probability densities of lineal energy to calculate the yF and 

yD values of a 10, 100, or 1000 nm diameter water sphere. Note that the nuclear reaction models 

were inactivated in this PHITS calculation. After calculating the lineal-energy distribution, we 

calculated the yF and yD values with sufficient numbers of particles to make the statistical 

uncertainty less than 1%.  
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RITRACKS 

The code RITRACKS simulates the detailed track structure of ions, electrons, and photons in 

liquid water. The transport algorithms and cross sections used are described in Plante and 

Cucinotta 2011(48) and references therein. RITRACKS has been used for the calculation of 

dose in targets(198,199), radiation chemistry(200), and chromosome damage(201,202). In 

RITRACKS, an irradiated volume is defined, and targets are placed within it. For this work, 

the spherical targets were placed at the center of an irradiated volume of the shape of a cylinder, 

with a radius equal to the radius of the sphere (and length equal to 5 microns). The cylinder 

was irradiated uniformly by ions impacting the bottom surface. Proton energy is kept constant 

as they are transported across the cylinder. Periodic boundary conditions were not implemented 

on the volume, so that delta electrons leaving the irradiated volume were not contributing to 

the dose, except possibly for the rare cases where an electron trajectory could go back and 

impact the target(198). On the other hand, secondary electrons generated inside the irradiated 

volume, but outside the target, are still allowed to deposit energy to the target. The number of 

simulation histories varied from 1,200 to 60,000, depending on the size of the target and proton 

energy, to minimize uncertainty on the results. One track and one target were simulated per 

Monte-Carlo history. For each simulation history, the energy deposited in the target was 

recorded. The corresponding lineal energy (y) for each target was calculated using equation 

(1). Using the data for all targets, histograms of the quantities y and y2 were obtained. The 

average lineal energy yF was obtained as the mean of the histogram of y. For yD, the mean of 

the histogram of y2 was used and divided by yF, as in equation (3). 

MCDS 

The MCDS was originally developed to estimate the clustering of DNA lesions to form SSB, 

DSB and other complex types of DNA damage(203,204). In 2011, the MCDS was extended to 

predict DNA damage for a wider range of ions, ion energies and oxygen conditions, i.e., from 

a pO2 value in the range from 0–100% (205).  Of note, the MCDS does not rely on any 

information related to stopping powers, LET, target size or estimates of microdosimetric 

quantities to estimate the yield of clusters of DNA damage(142,203–205). 

The 2011 version of the MCDS (version 3.10A) introduced a deterministic algorithm to 

estimate microdosimetric quantities (specific energy, lineal energy), CSDA range and related 

information for ions passing through a pure water, or water equivalent, medium. The MCDS 

accounts for ion stopping power changes in water for (Zeff/b)2 in the range from 1 to ~ 104 to 

105, which corresponds to 1H+ kinetic energies from at least ~ 1 keV to 1 GeV.  Microdosimetric 

quantities can be calculated for a spherical target surrounded by a vacuum or for a 

monodirectional beam of ions emitted from a plane that passes through a water-equivalent 

material before reaching a spherical target. The latter geometry is intended to simulate 

monolayer cells attached to the bottom of a cell culture dish. The reported MCDS results in 

this paper are based on the former irradiation geometry. 

In the MCDS, ions travel in a straight line until they have zero kinetic energy. The deterministic 

algorithm used in the MCDS accounts for stoppers within the treatment volume and for changes 

in ion stopping power within the target volume. It does not account for delta-ray escape from 

the target (all energy deposition events are considered local) nor does it account for delta-rays 

associated with ions passing near the target site that enter the site and deposit energy.  For 

irradiation geometries other than the ones described above, the microdosimetry model included 

in the MCDS should be combined with a larger-scale, Monte Carlo transport simulations to 

account for secondary radiations(142). Such a hybrid Monte Carlo approach is especially 

important for indirectly ionizing photons and neutrons. 
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Results 

Since the RPWBA calculations provide important physical inputs to the present 

microdosimetric model, we first examine the reliability of these calculations, by comparing the 

present calculations for the proton stopping power and the energy-loss straggling factor (δ2) 

against other studies. 

Figure 19 shows the proton stopping power (or unrestricted LET) of liquid water calculated 

from Eq. (34) using the present DRF model combined with the RPWBA for the energy range 

of 1 MeV−1 GeV. The calculations are compared against the SP data of the ICRU Report 

90(101). The relative difference (%) is also presented in the same graph (solid blue line, right 

𝑦-axis) using the ICRU Report 90 as the baseline for comparison. 

  

Figure 19. Proton stopping power (SP) for liquid water for the energy range 1 MeV – 1 GeV calculated 
in the present work by the RPWBA and the dielectric theory (red line) and compared against the data 

from ICRU Report 90 (green line). The blue line represents the relative difference (%) of the SP values 

using the ICRU data as a baseline.  

 

Figure 20 (left panel) shows the dose-weighted energy that is deposited in the target in a single 

proton-electron collision (δ2)  calculated by Eq. (56)  for various proton energies (2, 5, 10, 20, 

50, 100, 400, 600, 800, and 1000 MeV) in the domain of 1 MeV – 1 GeV and three target 

dimensions (10, 100, and 1000 nm) which correspond to distinct cut-off energies 

Δ (0.18, 1.37, and 5.56 keV). The comparison of the present δ2 values against the 

Kellerer(129) and Xapsos (144) approaches is also presented in Figure 20 (right panel). A fitted 

equation for our results is presented as a function of the cut-off energy Δ. The equation is 

represented as δ2 = 0.0074 + 0.174Δ0.651  (keV), which is valid for Δ ≤ Emax . The Xapsos 

results are obtained from δ2 = 0195Δ0.610(149). Kellerer’s approach assumes a 1 E2⁄  

secondary electron spectrum which yields δ2 =
Δ 

2ln ( Δ I⁄ )
, with I = 0.078 keV(101). 



59 
 

 
Figure 20. Left panel: Present work δ2 values for various proton energies (2, 5, 10, 20, 50, 100, 400, 

600, 800, 1000 MeV) and distinct cut-off energies Δ corresponding to the three-sphere diameters (10, 

100, 1000 nm) obtained from Eq. (56). Right Panel: δ2 values as a function of cut off energy Δ, 

calculated by the approaches of Kellerer(127), Xapsos(144,163) and present work.  

Figure 21 depicts the energy-loss straggling distributions for protons (of 1, 10, 100, and 1000 

MeV) crossing a liquid water target sphere (diameter equal to 10, 100, and 1000 nm), as 

implemented into our microdosimetric model for determining yD,dir  (i.e., the contribution of 

direct events in yD). 
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Figure 21. Energy-loss straggling distributions (Log-Normal, Erlang, Logistic) studied in this work, for 

1, 10, 100 and 1000 MeV proton and three diameter spheres 1000 (panel a), 100 (panel b) and 10 nm 

(panel c). 

Figure 22 depicts the  yD  for the proton energy range 1 MeV – 1 GeV and three liquid water 

spheres of different sizes (10, 100, and 1000 nm). The present calculations and the analytic 

models of Xapsos and co-workers are compared against MCTS simulations using PHITS 

(PHITS-KURBUC and PHITS t-sed), Geant4-DNA, and RITRACKS. Data from the quasi-

deterministic model included in the MCDS are also shown in Figure 22. Note that the 

calculations of the yD by the present model are carried out using three different energy-loss 

straggling distributions (Log-normal, Erlang, Logistic).  Also, the MCDS-based yF values were 

converted to an estimate of yD using the approximate formula yD = (9/8)yF which holds for 

the idealized case where particles of constant LET traverse the target sphere by losing energy 

in a continuous manner(101).  
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Figure 22. Dose-mean lineal energy (yD) values for liquid water and various sphere diameters (10, 100, 

and 1000 nm) as a function of proton energy (1 MeV – 1 GeV), calculated by the microdosimetric 

models (“Present work” and Xapsos models), the MCTS codes (Geant4-DNA, PHITS-KURBUC, 

PHITS t-sed, and RITRACKS), and the MCDS. The LET values calculated from the ICRU Report 90 

are also presented. 

Figure 23 depicts, at each proton energy (Ti), the relative difference (RD) of the yD values of 

the analytic models and the MCDS algorithm against the arithmetic mean yD of the MCTS 

simulation data: 

RD (Ti)= 
yD(Ti)−yD,MCTS(Ti)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

yD,MCTS(Ti)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 
× 100%,                                                                                    (66)

                    

where Ti is the i-th discrete energy value in the 1 MeV – 1 GeV interval and yD,MCTS(Ti)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  is the 

average yD of the MCTS codes at energy Ti. Note that the upper limit of application of Geant4-

DNA and PHITS-KURBUC is 300 MeV, while for PHITS t-sed and RITRACKS, the upper 

limit is 1 GeV. Therefore, the value of yD,MCTS(Ti)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅   for Ti<300 MeV is based on all four codes 

(Geant4-DNA, PHITS-KURBUC, PHITS t-sed, RITRACKS) whereas the value of 

yD,MCTS(Ti)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
  for Ti>300 MeV is based only on data by RITRACKS and PHITS t-sed. 
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Figure 23. Relative difference (%) of the yD values of the analytic models and the MCDS algorithm 

against the mean yD of the MCTS codes for each proton energy (see Figure 22 and Eq. (66)).  

To obtain a single-value indicator of the discrepancy among the various yD datasets, the RD is 

averaged over the proton energies and depicted in Figure 24 as the mean percentage deviation 

(MPD): 

MPD=
1

N
∑

|yD(Ti)−yD,MCTS(Ti)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅|

yD,MCTS(Ti)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ 

N
i × 100%,                                                                                       (67) 

where Ti is the i-th discrete energy value in the 1 MeV – 1 GeV interval, yD,MCTS(Ti)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  is the 

average yD of the MCTS codes at energy Ti, and N is the total number of discrete energies (Ti) 

considered in this study.  



64 
 

 
Figure 24. Mean percentage deviation (MPD) calculated by Eq. (67) for each yD dataset. The mean yD 

of the MCTS codes is used as baseline in the calculation of the MPD. 

 

Figure 25 presents the weighted (1 − fion) indirect contribution (yD,ind) to yD (see Eq. (26)) 

relative to the total yD for the present microdosimetric model and the three energy-straggling 

distributions (Erlang, Log-normal, and Logistic) used in this work, for the three sphere 

diameters (10, 100, and 1000 nm). Note that the Log-normal and the Erlang distribution yield 

very similar yD values.  
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Figure 25. Contribution (%) of the indirect part of the dose-mean lineal energy (yD,ind) relative to the 

total yD (see Eq. 26) for the three energy straggling distributions (Erlang/Log-Normal and Logistic) 
examined in the presented microdosimetric model and the three sphere diameters (1000, 100, and 10 

nm). The results for the Erlang and Log-Normal distributions are practically identical. 

The yD values obtained by the different approaches examined in this work (microdosimetric 

models, MCDS, and MCTS simulations) were used to calculate the variation of proton Q values 

over the energy range 1 MeV – 1 GeV based on the TDRA approach (Eq. (20)). The TDRA-

based Q values are depicted in Figure 26.  
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Figure 26. TDRA-based Q values for different liquid water spheres (diameters 10, 100, and 1000 nm) 

over the proton energy range 1 MeV – 1 GeV. The yD data used as input to TDRA are obtained from 

the analytic models, the MCDS and the MCTS simulations (see Fig. 22). The proton energy at 100 MeV 

was used for normalization (i.e., Q=1 at 100 MeV).  

Discussion 

The aim of the present work is the development of an improved microdosimetry-based analytic 

model for the calculation of proton yD values in sub-micron target volumes over a broad energy 

range (1 MeV – 1 GeV) and the comparison with MCTS simulations. The dielectric 

formulation of the RPWBA has been used to determine the model parameters, like the energy-

loss straggling factor (δ2) and the characteristics of the delta-ray spectrum. The RPWBA 

calculations have been benchmarked against the latest stopping power values for liquid water 

from ICRU Report 90 showing an agreement better than 10% over the whole energy range 

from 1 MeV to 1 GeV (see Figure 19).   

As it is illustrated in Figure 20 (left panel), the straggling factor (δ2) calculated using Eq. (56) 

is almost independent of proton energy in the case of small spheres (10 nm and 100 nm) but 

exhibits a sizeable variation with proton energy for the 1000 nm sphere. A previous study (144) 

has shown that if the penetration range of the most energetic electrons  (Emax) exceeds the 

target dimensions, then δ2 becomes a function of the sphere diameter (or cut-off energy Δ in 

this case) but does not depend (or slightly depends) on the ion energy. This is also confirmed 

in our study (see Figure 20). Thus, the use of an average δ2 value (as in our fitted equation; 

Figure 20 right panel) is well justified. However, the straggling factor (δ2) has a stronger effect 

on the energy-loss straggling variance (Vδ) (and on yD) for high-energy protons (>10 MeV) 

and smaller targets (<100 nm)(53,144). The δ2 values calculated in the present work using Eq. 
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(56) are smaller than those obtained by Kellerer’s approach for all sphere diameters. This can 

be explained by the fact that the present approach is better suited to calculate the small energy 

transfers (leading to low-energy secondary electrons) as compared to Kellerer’s 1 E2⁄  

approximation which only holds for high energy transfers. 

The performance of the present analytic model for the calculation of proton yD values in sub-

micron volumes of liquid water is examined in Figures 22 and 23 by comparing against the 

conventional Xapsos models, MCTS simulations (Geant4-DNA, PHITS, RITRACKS), and the 

MCDS code. At first, we should note that, despite the alternative methodologies (and 

irradiation geometry-specific factors) used to calculate y as well as the somewhat different 

interaction models adopted, the MCTS codes are in fair agreement, with differences being 

overall up to 10–20% throughout the present energy range (1 MeV – 1 GeV) and target 

dimensions (10–1000 nm) studied. As expected, the largest discrepancies (20%) among the 

MCTS codes are observed for the smallest volume of 10 nm, while the agreement improves 

(5–10%) as the target volume increases to 100 and 1000 nm. On the other hand, the 

differences between the MCDS and the MCTS codes are increasing with proton energy (for all 

target volumes), becoming particularly large (50–100%) for protons energies above several 

tens of MeV. These trends are consistent with the fact that the LET-based MCDS quasi-

deterministic algorithm (mentioned above) neglects energy-loss straggling and delta-ray effects 

(i.e., delta-ray escape from the target, as well as delta-ray influx to the target from protons 

passing near the target) which become important with increasing proton energy. 

The results of Figure 23 also reveal that, regardless of the energy-loss straggling distribution 

(Log-Normal, Erlang, Logistic), the yD values obtained by the new model are in much better 

agreement with the MCTS data as compared to the conventional Xapsos models. The latter 

tend to hugely overestimate (by more than 100%) the MCTS data above a few hundred MeV, 

even for the large target spheres. Importantly, the improved performance of the present model 

becomes more evident as the sphere diameter decreases, especially for the 10 nm sphere which 

may be considered biophysically most relevant. It can also be revealed from Figure 23 that an 

important improvement in the present model is caused by the replacement of the Log-Normal 

by the Logistic distribution to describe energy-loss straggling. The latter brings the present yD 

calculations consistently closer to the average yD of the MCTS data, as compared to the use of 

the Log-Normal (or the Erlang) distributions. The differences between the present model and 

the Xapsos models can be primarily attributed to the method used to calculate the yD for 

indirect events (and less so to the δ2 values) as can be seen from Figure 24 under the same 

energy-loss straggling distribution (i.e., Log-Normal). The strong influence of the indirect 

contribution (yD,ind) to the total yD of Eq. (26), is illustrated in Figure 25.  

A simple indicator of the overall performance of the different yD datasets is the MPD value 

calculated by Eq. (67) and presented in Figure 24. Note that the average yD of the MCTS data 

was used here as the baseline for the MPD calculations. Clearly, the new model yields a much 

lower MPD compared to the conventional Xapsos models, irrespective of the straggling 

distribution used. Specifically, the Xapsos models have an MPD between 37–72% whereas the 

present model has an MPD between 8–24%, with the exact value depending upon the straggling 

distribution used (Erlang, Logistic, or Log-Normal). Specifically, the Logistic distribution 

yields the lowest MPD (8–10%) whereas the Erlang and Log-Normal distributions yield a 

somewhat higher MPD (18–24%). Thus, it is recommended that the present model is being 

used with the Logistic distribution. The quasi-deterministic algorithm of MCDS has an MPD 

of 37–70%, comparable to the Xapsos models. Intriguingly, the MPDs of the MCTS codes are 

in the range 8–20%, i.e., they are comparable to the MPDs of the present model. In other words, 

the present analytic model with any of the three straggling distributions, performs (with respect 
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to yD calculations in the examined energy and target-size range) similarly to the examined 

MCTS codes. It is noteworthy that, especially for the 10 nm sphere which may be most relevant 

to the simulation of DNA damage, the present model with the Logistic distribution exhibits the 

lowest MPD from all yD datasets studied.  

Using the yD datasets presented in Figure 22, it is straightforward to calculate TDRA-based Q 

values based on Eq. (20). The discrepancies of Q become gradually significant (especially for 

MCDS) below a few tens of MeV, for all spheres. At the intermediate energy range (~50–500 

MeV) the resulting Q values are nearly insensitive to the yD dataset. Small (or moderate) 

discrepancies are also observed at the high energy end (~1 GeV). It is noteworthy that the Q 

values calculated by the present model fall within the range of Q values obtained by the MCTS 

codes. 

In summary, both the yD and Q values calculated by the present model greatly reduce the 

discrepancy against the MCTS simulation data (bringing it down at the 10–20% level) 

compared to the existing Xapsos models, with the cost of a moderate increase of computational 

effort.  

Conclusion 

An improved microdosimetry-based analytic model is presented that allows the calculation of 

the dose-mean lineal energy (yD) in sub-micron liquid water spheres over a broad range of 

proton energies (1 MeV – 1 GeV) in good overall agreement (at the ~10% level) with state-of-

the-art MCTS codes (Geant4-DNA, PHITS, and RITRACKS). Results from the MCDS quasi-

deterministic algorithm highlight the limitation of LET-based calculations for sub-micron 

volumes irradiated by MeV–GeV protons. TDRA-based calculations of the radiation protection 

quality factor (Q) are reported, highlighting its sensitivity to the size of the target volume as 

well as the yD dataset at low proton energies. It is envisioned that the present model might be 

used as a reliable alternative to time-intensive MCTS simulations for practical calculations of 

yD (and Q) in both medical and space applications with an accuracy comparable to state-of-

the-art MCTS codes.  
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Chapter 6  
 

Summary4  

To calculate the different cancer risk metrics of Risk of Exposure Induced-Cancer (REIC), Risk 

of Exposure Induced Death (REID) and Radiation Attributed Decrease of Survival (RADS) 

employed and proposed by space agencies of NASA and ESA, using the microdosimetric Q of 

Theory of Dual Radiation Action (TDRA) and an improved analytical model calculation of the 

yD values of space radiation ions. The OLTARIS platform was utilized to characterize the 

radiation environment in space for three space missions (to Mars and the Moon). The flux of 

GCR behind typical shielding of aluminium (20 g/cm2) and 30 cm of water was registered for 

solar minimum and maximum conditions. Subsequently, an enhanced analytical 

microdosimetric model, considering energy-loss fluctuations and penetration depth of 

secondary electrons into the target, was employed to calculate the lineal energy spectrum, f(y), 

and  yD values of ions from protons to iron, for energies spanning from 1 MeV to 1 GeV. The 

target was assumed to be a water sphere with dimensions of 1μm. The recorded flux and yD 

values were then used to compute the mean microdosimetric Q of each space mission, using 

the modified TDRA biophysical model. Additionally, risk metrics proposed by NASA and 

ESA, namely REIC (%), REID (%) and RADS (%), were computed, and their sensitivity to 

various parameters was examined.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                
4 Chapter 6 is based on the paper (to be submitted) of Papadopoulos et al. Space radiation cancer risk 
assessment for astronauts using analytical model calculations for the microdosimetric radiation quality 
factor. 
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REIC, REID and NASA’s cancer risk methodology  

The general methodology for the calculation of the risk metrics Risk of Exposure Induced-

Cancer (REIC) and Risk of Exposure Induced Death (REID) as first represented by Vaith and 

Pierce(206) includes the following steps: 

 Space radiation fluence spectrum. The particle fluence spectrum for each particle, 

energy and organ is necessary in order to calculate the specific absorbed organ dose (D) 

and evaluate the risk metrics. 

 Choose a background survival curve representative for an astronaut population. Life 

tables are needed for all-cause mortality data for a specific time period and a selective 

population, in order to calculate the survival curves. Generally, a non-smoking 

population is more representative for the astronauts since they are extremely healthy 

workers. 

 Background population statistics for tissue specific cancer incidence and mortality 

and LSS cancer incidence rates. These data are necessary for the extrapolation of risk 

that is known in the LSS cohort to the astronauts of different nationality (Japanese to 

other country’s population). Once again, a non-smoking cancer incidence/mortality 

background population is needed, although this is a difficult task (148). There are many 

tissues (pancreas, lungs, stomach, colon etc.) that are smoking-sensitive, so adjustments 

in incidence/mortality rates of the general background population must be done in these 

tissues to have a more realistic reference population for the astronauts. 

 Excess radiation induced-cancer risk models. These models are based on human 

cohorts (mainly from atomic bomb survivors) that are exposed mostly to Low-LET 

radiation (and high LET neutrons) and estimate the excess cancer risk due to the 

irradiation of the individuals. These estimations are usually expressed in terms of the 

multiplicative and the additive excess risk models. The multiplicative model or excess 

relative risk model (ERR) estimates the increased cancer risk to the radiation exposure 

population relative to the unexposed background. It considers that the cancer risk of the 

exposed to radiation population increases proportionally to the background cancer 

rates. That means that ERR estimates are related to the background rates. The excess 

additive risk model or excess absolute risk model (EAR), unlike the ERR model, is not 

related to the background population rates and estimates the absolute increase of cancer 

cases, i.e., as the exposure increases, the risk is additively greater relative to the 

background(16,148,207,208). 

 Transfer weights for additive and relative excess risk models. These weighting factors 

determine how many of the different cancer types contribute with a multiplicative (ERR 

model) or additive (EAR) model. For the ERR model the transfer weight is νT, whereas 

for the EAR model the transfer weight is 1 − νT(207,209). 

 Radiation Quality factor according to the LET approach of ICRP Report 60(24) or 

NASA model utilizing the track structure parameter (Ζ/β)2 (15). In this work the 

microdosimetric quality factor according to the TDRA methodology has been utilized 

(see Eqs. (20-21)). 

 Dose and dose rate reduction factor (DDREF). The LSS population has been exposed 

to high dose rates and a scaling is required for the chronic low dose-rates for astronauts 

of space radiation exposure for the reduction of the excess cancer risk. A scaling to low 

from acute doses may also be made, as many missions will have less than 1 Gy-

Equivalent, which was estimated from the LSS. Generally, excess cancer risks models 

(EAR or ERR) for solid cancers, assume a linear response to cancer risk, however an 

appropriate value of DDREF must be applied for low doses to decrease even more the 
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cancer risk, as it is not intrinsic in the EAR/ERR models. For leukemias, a linear-

quadratic response model was utilized, but the linear part can adequately characterize 

the excess cancer risk in low doses. As a result, a DDREF value is only needed for solid 

cancers and not for leukemias. The most common exploited values for the DDREF are 

1.5 by BEIR VII studies(209), 2 by ICRP Report 103 (99) and NCRP Report 132 or 2.5 

by NCRP Report 98(2,8). 

 

REIC and REID can be calculated by folding the survival curve for the background population 

adjusted for deaths caused by radiation with the excess cancer incidence or mortality rate of 

each tissue(208,210). 

REIC = ∫ λI,t(aE, a, D, Q, DDREF) × Sadj(aE, a)
a

aE+l

,                                                                    (68) 

 

REID = ∫ λm,t(aE, a, D, Q, DDREF) × Sadj(aE, a)
a

aE+l

.                                                                  (69) 

Where t is the specific tissue, aE is the age at the time of exposure, a is the attained age, which 

is in this work is set to 100 years old, D is the absorbed dose, Q the quality factor, and 𝑙 is the 

latency period for the manifestation of each cancer type. Generally, the LSS data of the 

survivors indicated that for solid cancer types the latency period is 5 years, but for leukemia 

the period is 2 years(15,148). 

Sadj(aE, a) is the background survival curve adjusted for the deaths caused by radiation 

exposure. It can be described by the conditional probability of surviving from age 𝑎𝐸 to attained 

age 𝑎 multiplied by a hazard term: 

Sadj(aE, a) =
So(a)

So(aE)
e

− ∫ λm,t(aE,a′,D,Q,DDREF)da
a

aE
′
  .                                                                      (70) 

Where So is the representative unexposed background survival curve and a′ is a dummy 

variable. For this work, the background unexposed survival curve was retrieved for the average 

US population life timetables from Arias 2020 data(211). 

For the background incidence and mortality cancer data for males and females, Centers for 

Disease Control (CDC) WONDER(212) has been utilized for the US population and for the 

period of 2010-2020. We have grouped the cancers in three types: solid cancers, lungs and 

leukemia. Although different tissues have different radiosensitivity, we have grouped these 

three categories, as all tissues were simulated with a liquid water sphere of 1μm for all tissues 

(see next section). For leukemias the exclusion of the DDREF value, and the EAR/ERR models 

which differ from solid cancers are enough to make the separation.  

To analyse lung cancer incidence in the context of smoker and non-smoker populations, we 

delineated the methodology due to distinct REIC/REID calculations for each group. 

Recognizing the disparity between smokers and non-smokers, especially in the unique case of 

astronauts where a non-smoker profile is more relevant, we applied the NASA approach to 

estimate lung cancer incidence in the non-smoking demographic. The approach involved 

considering the population as a composite of former-smokers (FS), current smokers (CS), and 

non-smokers (NS), with prevalence data (f) sourced from Thun et al. 2013 [210]. Subsequently, 

the relative risk (RR) of lung cancer mortality among CS and FS was determined using the NS 
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population as the baseline. For incidence RR, we converted the mortality RR by utilizing a 

lethality factor of 0.89 (213). The lung cancer incidence rate for a mixed population of smoking 

status was calculated using the subsequent equation (213): 

RRtot = fCSRRCS + fFSRRFS + fNS  .                                                                                                (71) 

The calculation of the non-smoking attributable factor (NSAF) was conducted using the 

formula NSAF =
1

RRtotal
. This factor was subsequently applied by multiplying it with the lung 

cancer incidence rates, resulting in adjusted rates specific to the non-smoking population for 

each gender and age group. 

The cancer incidence rate was calculated using a mixture model (EAR and ERR excess cancer 

risk models) after applying an appropriate value for the transfer weight νT guided by BEIR VII 

Report, for the absorbed Dose (D), DDREF and the quality factor (Q). It can be described by 
[205,210]: 

λI,t(aE, a, D, Q, DDREF)

=
D × Q

DDREF
× [νT × ERR(aE, a) × λ0,I,t(a) + (1 − νT) × EAR(aE, a)] ,         (72) 

where λ0,I,t(a) is the tissue specific cancer incidence rate in the background population, νT is 

the tissue-specific transfer model weight, ERR(aE, a) is the excess relative cancer risk per 1 

Sievert and EAR(aE, a) is the excess additive risk per 1 Sievert. 

The functions of the ERR and EAR (per 104 PY Gy) models for all solid cancers, as a function 

of age at exposure 𝑎𝐸 and attained age 𝑎 that were used for present calculations, were retrieved 

from Cucinotta et al. 2020 (207): 

ERR(aE, a) or EAR(aE, a) = ρ (
a

70
)

η

eγ(aE−30) .                                                                          (73) 

The central values of the parameters for the ERR and EAR functions and both sexes are 

obtained from RERF 2007(207) with confidence level 90% and are given in Table 11 for all 

solid cancers and lungs.  

 

Table 11. Parameter values of the ERR and EAR functions for both sexes, obtained from the 

RERF 2007 with 90% CL and Cucinotta et al. 2020 [210]. 

Parameter 

values 

ERR function 

Solid Cancers 

(males/females) 

EAR function  

Solid Cancers 

(per 𝟏𝟎𝟒 PY Gy) 

(males/females) 

ERR function 

Lungs 

(males/females) 

EAR function 

Lungs 

(per 𝟏𝟎𝟒 PY 

Gy) 

 

(males/females) 

ρ 0.35/0.58 43/60 1.2/0.42 2.3/3.4 

η −1.65/−1.65 2.38/2.38 −2.5/−2.5 5.2/5.2 
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γ −0.0186
/−0.0186 

−0.0274
/−0.0274 

−0.007/−0.007 −0.41/−0.41 

 

For leukemia, the ERR and EAR (per 104 PY Gy) functions were calculated by [210]: 

ERR(aE, a, D) = 1.15(1 + 0.87 × D)e−0.4(
aE−30

10
)−0.48 Log(

a−aE
25

)+0.42(
aE−30

10
)Log(

aE−30
25

),    (74) 

 

EAR(aE, a, D) = 1.25(1 + 0.88 × D)e−0.29(
aE−30

10
)+0.56(

aE−30
10

)Log(
a−aE

25
).                               (75) 

The cancer mortality rate of each tissue was calculated for all cancers using the BEIR VII 

Report (209) that scales the incidence rate of the exposed population to the mortality/incidence 

of the population under study[213-215]: 

λm,t(aE, a, D, Q, DDREF) =
λ0,m,t(a)

λ0,I,t(a)
λI,t(aE, a, D, Q, DDREF).                                                   (76) 

The transfer weight νT values for solid cancers and leukemia were 0.7, while for lung cancer 

the value of choice was 0.3 (148,207). 

RADS and ESA’s radiation risk assessment 

ESA adheres to ICRP Report 60 recommendations without having developed a concluded 

cancer risk model, setting the career dose limits for astronauts the value of 1 Sv, resulting from 

a 20-year astronaut career and an upper limit of 50 mSv/year for radiation workers. 

Nevertheless, these dose limits need reassessment, as the International Commission on 

Radiological Protection (ICRP) recommendations established the limit of 20 mSv/year for 

radiation-exposed workers on Earth(99). It has also been proposed by research [212-213] to use 

the cumulative risk quantity of radiation attributed decrease of survival (RADS) as the main 

risk metric for ESA. Following the recommendations of the ESA Topical Team for space 

radiation, RADS, which is the basically the cumulative cancer risk, is an alternative to REIC 

which is free of the survival curves and its uncertainties and reduces the epidemiological 

requirements. The greatest uncertainty with the survival function is that the population statistics 

must be well selected to be accurate for a non-smoking population and can be projected in the 

future. However, background incidence cancer rates are mandatory for the calculation of 

RADS, as well as it does not consider the competing risks, which results in increasing RADS 

values with increasing attained age(213,217).  

It can be calculated by the following equation [209,214]: 

RADS(aE, a, D, Q) = 1 − e
− ∫ λI,t(aE,a′,D,Q,DDREF)da′

a
aE+l  ,                                                               (77) 

where the exponential power term is the hazard function, λI,t is the tissue specific incidence 

cancer rate, given by Eq. (72). The practical interpretation of RADS, is that it represents the 

relative decrease of the unknown survival curve at a certain attained age (𝑎) after irradiation.  

An additional parameter employed to quantify the deleterious impact of radiation exposure is 

the concept of "Years of Life Lost" (YLL), which delineates the diminished lifespan of an 

astronaut (or population). It is a practical concept that reflects to the effects of radiation 

exposure to humans. Its computation involves(213,217):  
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YLL = ∫
So(a′)

So(aE)
(1 − e

− ∫ λI,t(aE,a′,D,Q,DDREF)da′
a

aE+l )da′
a

aE+l

.                                                       (78) 

Mission parameters and mission quality factor (𝐐) 

To assess the space radiation environment resulting from Galactic Cosmic Rays (GCR) and its 

interaction with shielding, the OLTARIS online software, developed by NASA, was employed 

(161). Three mission scenarios were examined, each under typical solar maximum and 

minimum conditions. These scenarios included a swing-by mission to Mars lasting 600 days, 

a long-stay mission to Mars lasting 940 days, and a lunar mission lasting 90 days, as outlined 

in previous literature(218). In all these missions, a standard spherical aluminium shielding of 

20 g cm2⁄  was taken into consideration. The GCR spectrum at free space (1 AU) spanning from 

𝑍 = 1 to 𝑍 = 26 and energies ranging from 1 MeV to 10 GeV was calculated using the 

Badhwar-O’Neill 2020 model and was propagated through the aluminium shielding and an 

additional 30 cm of water. The recorded particle flux in the end of the water sphere were then 

used to calculate the mean quality factor (Q) for each mission scenario, as it will be described 

below. 

The Q value mission was calculated by integrating the ion QZ(E) across the complete energy 

spectrum and adjusting for their respective contributions to the overall dose. The computation 

involved summing up the values for all ion charges within the range of 𝑍 = 1 to 𝑍 = 26, as 

per the following equation: 

Q̅mission =
∑ ∫ QTDRA,Z(E) DZ(E) dE

Emax
EminZ

∑ ∫ DZ(E) dE
Emax

EminZ

 ,                                                                                           (79)   

 

where QTDRA,Z(E) is the quality factor of an ion with charge Z and energy E calculated by 

TDRA and Eq. (21),  DZ(E) is the corresponding absorbed dose of each ion with energy E, and 

the limits of integration are set at Emin = 1 MeV and Emax = 1 GeV. 

The mean dose equivalent for each mission was then calculated by: 

H̅ = Dmission × Q̅mission  .                                                                                                                  (80) 

Equation (80) was then implemented to Eqs. (68), (69) and (77) to calculate the risk metrics of 

REIC, REID and RADS. 

 

Results 

In this study, we computed the risk metrics of REIC, REID, and RADS for three distinct 

mission scenarios. The core metrics results, unless stated otherwise, were computed using the 

average microdosimetric quality factor Q̅mission  of the TDRA approach for each mission, the 

mixture of the ERR/EAR functions in Table 11 for solid cancers, leukemia and lung cancer 

(adjusted to non-smokers), while the choice of the DDREF value was set to 2.  

Table 12 presents the REIC (%) and REID (%) calculations for both sexes and two different 

ages at exposure (30, 40) during solar minimum conditions for the three missions. The 

calculations are presented with and without the lung adjustment to cancer rates. The values in 

parentheses represent the REIC and REID values without the adjustment. 
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Table 13 illustrates the sensitivity of REID (%) values for males and females across three 

mission scenarios under solar minimum conditions. Two models for excess risk rate, the 

mixture model (EAR and ERR model) and only the ERR model, as suggested by Cucinotta et 

al. [210], were employed for comparison. 

Table 12. REIC (%) and REID (%) calculations for different mission scenarios and solar minimum 

conditions, for males and females at two exposure ages (30, 40 years old). The values in parenthesis 

refer to REIC and REID calculations without considering the lung adjustment in cancer incidence rates. 

Missions  

(Solar Minimum) 

Males- 

REIC (%) 

Females- 

REIC (%) 

Males- 

REID (%) 

Females-

REID (%) 

Age at exposure 30 40 30 40 30 40 30 40 

Mars (940 d) 8.86 

(9.45) 

6.84 

(7.89) 

14.42 

(17.45) 

10.62 

(13.52) 

3.07 

(3.42) 

2.37 

(2.99) 

4.43 

(6.05) 

3.33 

(5.18) 

Mars (600 d) 5.89 

(6.37) 

4.53 

(5.25) 

9.70 

(11.82) 

7.10 

(9.12) 

2.02 

(2.30) 

1.55 

(2.00) 

2.95 

(4.08) 

2.20 

(3.48) 

Lunar (90 d) 0.60 

(0.66) 

0.46 

(0.54) 

1.00 

(1.24) 

0.73 

(0.94) 

0.20 

(0.24) 

0.15 

(0.21) 

0.30 

(0.42) 

0.22 

(0.36) 

 

Table 13. REID (%) calculations for different mission scenarios in solar minimum conditions, using 
the mixture excess risk model (ERR and EAR) and only the ERR model for the cancer incidence rates. 

REID was calculated for males and females of 30 and 40 years old at first exposure. 

Missions 

(Solar Minimum) 

Males- 

REID (%) 

EAR+ERR 

model 

Females- 

REID (%) 

EAR+ERR model 

Males- 

REID (%) 

Only ERR 

model 

Females- 

REID (%) 

Only ERR 

model 

 

Age at exposure 30 40 30 40 30 40 30 40 

Mars (940 d) 3.07 2.37 4.43 3.33 2.55 2.16 3.92 3.16 

Mars (600 d) 2.02 1.55 2.95 2.20 1.72 1.45 2.65 2.13 

Lunar (90 d) 0.20 0.15 0.30 0.22 0.18 0.15 0.28 0.22 

 

Table 14 displays the Q values and average mission equivalent doses, for both solar minimum 

and maximum conditions across three space mission scenarios. The Q values are derived from 

microdosimetric TDRA Q and the NASA approach (retrieved from OLTARIS). These Q values 

are subsequently incorporated into Eq. (69) for the calculation of REID percentages during 

three space mission scenarios under solar minimum conditions. The analysis involves 

considerations for both sexes and two different ages at exposure (30, 40). The resulting REID 

(%) values are presented in Table 15. 

 

 

Table 14. Q values and average mission equivalent doses for different mission scenarios at solar 

minimum conditions, using 20 g/cm2 aluminium shielding for two distinct Q approaches: The 

microdosimetric TDRA (this work) and NASA model obtained from OLTARIS platform. 
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Table 15. REID (%) calculations using the microdosimetric TDRA Q and NASA’s Q values for each 

space mission scenario, for solar minimum conditions, both sexes (males, females) and two ages at 

exposure (30, 40). 

 

Missions 

(Solar Minimum) 

 

REID (%) 

TDRA 

 

 

 

REID (%) 

NASA 

 

Males Females Males Females 

30 40 30 40 30 40 30 40 

Mars (940 d) 3.07 2.37 4.43 3.33 2.72 2.1 3.93 2.95 

Mars (600 d) 2.02 1.55 2.95 2.20 1.80 1.39 2.64 1.97 

Lunar (90 d) 0.20 0.15 0.30 0.22 0.18 0.14 0.27 0.20 

 

Table 16 displays the permissible mission duration for three space mission scenarios under both 

solar conditions. The upper limits considered are 600 mSv (NASA) and 1000 mSv (ESA). 

Tables 17 and 18 present the REID (%) values for males and females, respectively. These values 

are calculated for three different ages at exposure (30, 40, and 50) under both solar maximum 

and minimum conditions. Correspondingly, Tables 19 and 20 display the REIC (%) values for 

males and females, respectively. 

 

Missions 

(Solar 

Minimum) 

Q-microdosimetric 

(TDRA:  

This Work) 

 

Q-NASA 

(OLTARIS) 

 

Dose Equivalent 

(mSv) 

(= 𝑫 × 𝑸TDRA
̅̅ ̅̅ ̅̅ ̅̅ ) 

Dose Equivalent 

(mSv) 

 (= 𝑫 × 𝑸NASA
̅̅ ̅̅ ̅̅ ̅̅ ) 

Solar 

Min 

Solar 

Max 

Solar 

Min 

Solar 

Max 

Solar 

Min 

Solar 

Max 

Solar 

Min 

Solar 

Max 

Mars  

(940 d) 

2.66 2.81 2.34 2.35 885 573 779 479 

Mars  

(600 d) 

2.59 2.75 2.30 2.31 769 481 683 367 

Lunar  

(90 d) 

2.95 3.30 2.69 2.71 68 52 62 43 
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Table 16. Safe days calculated with the microdosimetric quality factor of TDRA for two radiation 
exposure limits: NASA’s and ESA’s approach, for solar minimum and maximum conditions and three 

mission scenarios (Mars, Lunar space missions) 

 

Missions 

 

Permissible Mission 

Duration 

(NASA: 600 mSv) 

 

Permissible Mission 

Duration 

(ESA: 1000 mSv) 

min max min max 

Mars (940 d) 605 938 1008 1564 

Mars (600 d) 468 747 780 1246 

Lunar (90 d) 556 797 927 1327 

 

Table 17. Male REID (%) calculations using the microdosimetric TDRA Q values for each space 
mission scenario, for solar maximum and minimum conditions and three ages at initial exposure (30, 

40, 50) 

REID (%)- Males 

Age at exposure 30 

 

40 50 

Missions Solar 

Min. 

Solar 

Max. 

Solar 

Min. 

Solar 

Max. 

Solar 

Min. 

Solar 

Max. 

 

Mars (940 d) 

 

3.07 

 

1.5 

 

2.37 

 

1.15 

 

1.88 

 

0.91 

 

Mars (600 d) 

 

2.02 

 

1.26 

 

1.55 

 

0.96 

 

1.23 

 

0.76 

 

Lunar (90 d) 

 

0.20 

 

0.13 

 

0.15 

 

0.10 

 

0.12 

 

0.08 

 

 

Table 18. Female REID (%) calculations using the microdosimetric Q values for each space mission 

scenario, for solar maximum and minimum and three ages at exposure (30, 40, 50) 

REID (%)- Females 

Age at exposure 30 

 

40 50 

Missions Solar 

Min. 

Solar 

Max. 

Solar 

Min. 

Solar 

Max. 

Solar 

Min. 

Solar 

Max. 
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Mars (940 d) 

 

4.43 

 

 

2.22 

 

3.33 

 

1.65 

 

2.58 

 

1.27 

 

Mars (600 d) 

 

2.95 

 

 

1.75 

 

2.20 

 

1.31 

 

1.70 

 

1.00 

 

Lunar (90 d) 

 

0.30 

 

0.20 

 

0.22 

 

0.15 

 

0.17 

 

0.11 

 

Table 19. Male REIC (%) calculations using the microdosimetric Q values for each space mission 

scenario, for solar maximum and minimum and three ages at exposure (30, 40, 50) 

REIC (%)- Males 

Age at exposure 30 

 

40 50 

Missions Solar 

Min. 

Solar 

Max. 

Solar 

Min. 

Solar 

Max. 

Solar 

Min. 

Solar 

Max. 

 

Mars (940 d) 

 

8.86 

 

4.42 

 

6.84 

 

3.39 

 

5.24 

 

2.59 

 

Mars (600 d) 

 

5.89 

 

3.71 

 

4.53 

 

2.84 

 

3.46 

 

2.17 

 

Lunar (90 d) 

 

0.60 

 

0.40 

 

0.46 

 

0.30 

 

0.35 

 

0.23 

 

Table 20. Female REIC (%) calculations using the microdosimetric Q values for each space mission 

scenario, for solar maximum and minimum and three ages (30, 40, 50) 

REIC (%)- Females 

Age at exposure 30 

 

40 50 

Missions Solar 

Min. 

Solar 

Max. 

Solar 

Min. 

Solar 

Max. 

Solar 

Min. 

Solar 

Max. 

 

Mars (940 d) 

 

14.42 

 

7.32 

 

10.63 

 

5.35 

 

7.51 

 

3.75 

 

Mars (600 d) 

 

9.70 

 

6.16 

 

7.10 

 

4.49 

 

4.99 

 

7.10 
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Lunar (90 d) 

 

1.00 

 

0.68 

 

0.73 

 

0.49 

 

0.51 

 

0.34 

 

Finally, a comparative analysis was conducted between the REIC (%) and RADS (%) for males 

(Table 21) and females (Table 22). The assessment focused on a 30-year-old astronaut exposed 

to solar minimum conditions during the three distinct missions. The calculations were 

performed for three different attained ages: 60, 70, and 80 years old. 

 

Table 21. RADS (%) and REIC (%) calculations for a 30-year-old (age at first exposure) and different 

attained ages (60, 70, 80) for three different missions’ scenarios (Mars, Lunar missions) at solar 

minimum conditions using the microdosimetric quality factor 

Males-Attained Age 60 

 

70 80 

Missions (Solar 

Minimum) 

RADS 

(%) 

 

REIC 

(%) 

 

RADS 

(%) 

 

REIC 

(%) 

 

RADS 

(%) 

 

REIC 

(%) 

 

 

Mars (940 d) 

 

2.74 

 

2.50 

 

5.23 

 

4.37 

 

8.26 

 

5.96 

 

Mars (600 d) 

 

2.40 

 

2.19 

 

4.59 

 

3.83 

 

7.26 

 

5.22 

 

Lunar (90 d) 

 

0.24 

 

0.21 

 

0.46 

 

0.38 

 

0.73 

 

0.52 

 

Table 22. RADS (%) and REIC (%) calculations for a 30-year-old woman and different attained ages 
(60, 70, 80) for three different missions’ scenarios (Mars, Lunar missions) in solar minimum using the 

microdosimetric quality factor 

Females- Attained 

Age 

60 

 

70 80 

Missions (Solar 

Minimum) 

RADS 

(%) 

 

REIC 

(%) 

 

RADS 

(%) 

 

REIC 

(%) 

 

RADS 

(%) 

 

REIC 

(%) 

 

 

Mars (940 d) 

 

4.89 

 

4.74 

 

7.84 

 

7.30 

 

11.11 

 

9.54 

 

Mars (600 d) 

 

4.3 

 

4.16 

 

6.90 

 

6.40 

 

9.80 

 

8.37 



80 
 

 

Lunar (90 d) 

 

0.43 

 

0.41 

 

0.71 

 

0.64 

 

1.01 

 

0.84 

 

To translate the results into practical implications for astronauts and space agencies, Table 23 

presents the findings on the years of life lost due to exposure to space radiation for astronauts. 

Calculations were made for three different space missions (Mars and Moon) under solar 

minimum conditions. The calculations consider both genders (males and females) and various 

ages at the time of initial radiation exposure (30, 40, 50 years). 

Table 23. Years of Life Lost (YLL) for three mision scenarios at solar minimum conditions and three 

ages at exposure (30, 40, 50) for both sexes (males, females) 

Missions 

(Solar Minimum) 
Years of Life Lost (YLL) 

Males Females 

30 40 50 30 40 50 

 

Mars (940 d) 

 

6.7 

 

4.1 

 

2.4 

 

9.2 

 

5.4 

 

3.1 

 

Mars (600 d) 

 

5.9 

 

3.5 

 

2.1 

 

8.1 

 

4.8 

 

2.7 

 

Lunar (90 d) 

 

0.9 

 

0.3 

 

0.2 

 

0.7 

 

0.4 

 

0.3 

 

To explore the impact of age, DDREF, Q, and solar conditions on the sensitivity of risk metrics 

across the three missions, we present the trends derived from our calculations. Figures 27 and 

28 showcase the REIC (%) and REID (%) values, respectively, as functions of age at exposure. 

These trends are presented for both solar maximum and minimum conditions, covering both 

sexes and the Mars and Moon mission scenarios.  

In Figure 29, we illustrate the RADS (%) and REIC (%) values as functions of age at exposure, 

considering an attained age of 70 years old. This figure accounts for both sexes (males, females) 

under solar minimum conditions for all three mission scenarios. Figure 30 extends the analysis 

to depict the same metrics as functions of attained age, considering an astronaut of 30 years old 

at first exposure. The presentation refers both sexes and solar minimum conditions for the three 

space mission scenarios. 

 



81 
 

 

Figure 27. REIC (%) calculations as a function of age at exposure for different mission scenarios (Mars 

long and short stay and Lunar mission) in solar minimum and maximum conditions, for males and 

females. 
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Figure 28. REID (%) calculations as a function of age at exposure for different mission scenarios (Mars 
long and short stay and Lunar mission) in solar minimum and maximum conditions, for males and 

females. 

 

Figure 29. REIC (%) and RADS (%) calculations as a function of age at exposure for different mission 
scenarios (Mars long and short stay and Lunar mission) in solar minimum conditions, for males and 

females. The results were calculated for a 70-year-old male or female at attained age. 
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Figure 30. REIC (%) and RADS (%) calculations as a function of attained age for a 30-year-old male 

or female at first exposure, for different mission scenarios (Mars long and short stay and Lunar mission) 

in solar minimum conditions. 

 

To examine the sensitivity of the REID (%) metric with Dose and Dose Rate Effectiveness 

Factor (DDREF) for various ages at first exposure, Figures 31, 32, and 33 are presented. These 

figures focus on the Mars swing-by, Mars long stay, and Lunar mission scenarios, respectively. 

The investigation involves both solar minimum and maximum conditions and encompasses 

both sexes (males, females) in the calculations. 
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Figure 31. REID (%) calculations as a function of DDREF for Mars Long stay (940 days), in solar 

minimum and maximum conditions, for males and females at different ages at exposure. 
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Figure 32. REID (%) calculations as a function of DDREF for a Mars short stay (600 days) mission, in 

solar minimum and maximum conditions, for males and females for different ages at exposure. 
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Figure 33. REID (%) calculations as a function of DDREF for a Lunar mission (90 days), in solar 

minimum and maximum conditions, for males and females for different ages at exposure. 

 

The corresponding sensitivity of REID (%) with the microdosimetric Q is showed in Figures 

34, 35 and 36 for Mars swing-by, long-stay and lunar mission respectively, at different ages at 

first exposure (30, 35, 40, 50, 60 years old). Both sexes and solar minimum and maximum 

conditions are accounted for calculations. 
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Figure 34. REID (%) calculations as a function of TDRA Q, for Mars Long stay (940 days), in solar 

minimum and maximum conditions, for males and females at different ages at exposure. 
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Figure 35. REID (%) calculations as a function of TDRA Q, for Mars short stay (600 days), in solar 

minimum and maximum conditions, for males and females at different ages at exposure. 
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Figure 36. REID (%) calculations as a function of TDRA Q, for a Lunar mission (90 days), in solar 

minimum and maximum conditions, for males and females at different ages at exposure. 

 

Discussion 

An analytical model was developed and employed for the calculation of dose-mean lineal 

energy (yD) and the resulting values were subsequently exploited for the determination of a 

microdosimetric quality factor according to the TDRA methodology, and the REIC, REID and 

RADS metrics, for three space mission Mars and Lunar scenarios. The influence of the lung 

adjustment in the cancer incidence rates that were subsequently used for the REIC (%) and 

REID (%) calculations, is profound from Table 12. It tends to lower the REIC (%) and REID 

(%) values in contrast to no-lung adjustment. Specifically, for all three missions and males (30, 

40 years old at first exposure) the relative difference (%) between the adjustment and no-

adjustment is in between 7-18% for REIC (%) and in between 11-30% for REID (%) values. 

The lung adjustment is more significant for females where the relative difference is in between 

11-27% for REIC (%) values and up to 60% for REID (%) values. These values mark the 

significance of a non-smoking astronaut profile and the need for cancer incidence rates in a 

non-smoking population. 

The choice of a mixture model (EAR+ERR) or only ERR model seems to play no role for the 

Lunar mission (90 days) or yields a relative difference up to 20% to REID (%) values for men 

and women for the two Mars space missions, according to Table 13. 

The choice of a microdosimetric quality factor according to the TDRA methodology or the 

NASA model yields a relative difference in male and female REID (%) values up to 13%. The 

relative difference between the microdosimetric quality factor in this work and the 
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corresponding Q values from NASA’s model is up to 13% for the solar minimum conditions 

and the three space mission scenarios, whereas for the lunar mission and solar maximum 

conditions, the difference is up to 20%. Generally, in solar maximum conditions there is a shift 

to lower energy protons and the corresponding yD values obtained from our model have higher 

Q values. Overall, the differences between the two methods and methodologies seemed to be 

modest. 

Generally, it is evident from the tables and graphs that the values of REIC (%) and REID (%) 

decrease as the age of first exposure to radiation increases, thereby reducing the years of 

exposure and consequently the probability of developing carcinogenesis. Additionally, during 

solar minimum, where the equivalent dose exceeds the solar maximum, it results in an increase 

in values for both genders and all three missions. Among males and females under the same 

solar conditions, age, and mission, females exhibit higher sensitivity. Maximum limits cannot 

be exceeded for a lunar mission lasting 90 days, regardless of solar conditions and gender, 

whereas they can be surpassed for a long-duration mission to Mars if calculations are made for 

a female aged 30-35 years. Generally, ages 30-40, according to the above calculations, are close 

to the upper limit, which could influence the astronaut's subsequent career in space missions. 

Attention must also be paid to cases where astronauts have been already in space and have been 

irradiated before. 

Furthermore, these values for REIC (%) and REID (%) have been extracted for specific 

simulation and shielding conditions, which may change when the shielding is different and not 

uniform everywhere. Additionally, effective dose from solar particle events during the journey, 

with a higher likelihood during the declining phase of solar maximum, should be added to the 

results. Finally, the parameters with the greatest uncertainty and significance in the calculations 

of REIC and REID metrics are the quality factor (Q) and DDREF factor, as shown in the graphs. 

The selection of these values plays a crucial role in the outcome of REIC and REID. This means 

that upper limits can be exceeded or lie at the threshold at older ages beyond 35 years old. 

A fundamental drawback of this work is that it considers only central values and does not 

perform statistical analysis with confidence intervals for the results. However, our main aim 

was to demonstrate that the application of microdosimetry with the theory of TDRA in the 

space radiation environment can yield significant results, as it employs physical quantities such 

as lineal energy, which are physically suited for studying energy deposition in cellular and 

subcellular targets, and that rapid and practical calculations can be made with acceptable 

uncertainty using an analytical model. This is evident in Table 14 and the differences between 

the quality factor of the TDRA and NASA, as well as in Table 15 with the values of REID (%). 

The selection of a microdosimetric quality factor can be applied to any metric (either 

REIC/REID or RADS) and offers a practical solution since it can be measured by detectors for 

the spectrum of particles. 

According to the graphs, the values of REIC (%) and RADS (%) (incidence) exhibit similar 

values when calculations are made for a male or female up to the age of 60-65 years, as the 

upper calculation limit of RADS (%) does not consider competing risks. The choice of RADS 

might be easier and more practical in that it can be communicated more easily to astronauts as 

the relative decrease in their survival until a certain age, as demographic data, which can 

introduce greater uncertainties, are not needed. 

Overall, there are many uncertainties in various parts of the risk metric calculations, with the 

primary uncertainty being the quality factor (Q) and DDREF. The selection of an analytical 

model for calculating microdosimetric quantities and the framework of the dual theory can be 

robust for calculating cancer risk for astronauts. 
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Conclusions  

The uncertainty in the quality factor (Q) for radiation-induced carcinogenesis due to Galactic 

Cosmic Rays (GCR) is the greatest challenge for calculating the cancer risk for astronauts on 

long-term space missions in deep space, on the Moon, and Mars. We have presented a semi-

analytical microdosimetric model that calculates dose-weighted lineal energy (yD) for all space 

ions (from protons to iron), over an energy range of 1 MeV to 1 GeV, and for spherical liquid 

water targets ranging from 10 nm to 1000 nm. These dimensions represent critical subcellular 

and cellular targets (DNA segments, chromatin, chromosomes) of interest for space radiation 

protection and ion beam radiotherapy. The model includes energy-loss straggling, the range of 

secondary electrons within the target, and two types of interactions: direct and indirect events. 

In the latter (indirect events), Monte Carlo simulations with Geant4-DNA were used to 

calculate the yD of secondary electrons. The results of the semi-analytical model were 

benchmarked against the most validated Monte Carlo codes (Geant4-DNA, PHITS, 

RITRACKS, MCDS) and showed very good agreement, thus supporting its use. Subsequently, 

the yD values were used to calculate the microdosimetric quality factor Q using the theory of 

dual radiation action (TDRA) and were applied to space missions within the Earth's 

magnetosphere and in deep space. The results for the microdosimetric quality factor showed 

excellent agreement with the NASA model and very small differences compared to the Q factor 

from the ICRP Report 60 recommendations, which is calculated using LET, as well as with 

experimental Q measurements in low Earth orbit on the International Space Station, space 

shuttles, and with MSL RAD in deep space. Additionally, the semi-analytical calculations of 

Q were used to calculate various metrics such as REIC, REID, RADS for typical aluminium 

shielding, different solar conditions, space missions, and various ages and both genders. 

This model is recommended for the calculation of the quality factor (Q) in space missions, as 

it is based on the physical appropriate radiation-matter interaction quantity, lineal energy (y), 

and offers practicality and ease of calculation, in contrast to the more time-consuming Monte 

Carlo codes. This effort to develop the microdosimetric model and calculate Q via TDRA aims 

to facilitate the computation of the quality factor and reduce uncertainty in its calculation 

through microdosimetry, with the ultimate goal of establishing safe radiation-induced limits 

for astronauts, who will spend considerable time in space in the coming years. 
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Abstract  

Background: Space radiation poses the foremost health risk for astronauts, with the potential 

for carcinogenesis from Galactic Cosmic Rays (GCR) being the main constraint for long-

duration missions beyond low Earth orbit (BLEO). Estimating the cancer risk is challenging 

due to limited astronaut epidemiological data. The reference radiation studies stem from the 

atomic bomb survivors (LSS), which aren't ideal reference population, as they involved high 

dose rates and low-LET radiation, while astronauts face mainly low dose rates and a broader 

LET spectrum in space. 

Until recently, all missions have been in Low-Earth Orbit (LEO), so the differences in cancer 

risk assessment among space agencies did not pose issues for mission planning. However, for 

Beyond-LEO (BLEO) missions, where doses are higher and encounters with heavy ions are 

more frequent, uncertainties in estimating the cancer risk are notable. The greatest uncertainty 

in risk estimation is in calculating the quality factor (Q) of space radiation. Currently, there is 

no consensus among space agencies regarding the theoretical calculation of Q, while 

experimental data for the heavy ions from GCR is limited. 

NASA diverged from the LET-based method (recommended by ICRP Report 60), which was 

previously used to calculate Q in LEO missions. Instead, NASA estimates Q as a function of 

the track-structure parameter (Z/β)2. Meanwhile, other space agencies, such as ESA, JAXA and 

RSA continue to use the LET-based method. However, the LET approach has significant 

limitations in predicting the quality of space radiation. It simplifies the interaction of radiation 

with living matter and presents inaccuracies for the diverge space radiation. In addition, it is 

not a directly measurable quantity, as well as it predicts that ions with the same LET have the 

same biological effectiveness, which is incorrect due to variations in their different track 

structure.  

Purpose: The study aims to apply the microdosimetric Q from the well-established Theory of 

Dual Radiation Action (TDRA) for space radiation and manned space missions, as well as 

established cancer risk metrics and safe days for astronauts. We developed a semi-analytic 

method for calculating the required microdosimetric quantity lineal energy (y), which is a better 

descriptor of radiation quality than LET and it is also measurable by TEPC (tissue-equivalent 

proportional counter) detectors, as used in space shuttle missions and the ISS.  

Methodology: During the doctoral project, we have modified the US Naval Research 

Laboratory (NRL) microdosimetric model (developed by Xapsos and co-workers) for 

application to the space radiation environment, by extending its application to heavy ions (up 

to iron) and up to few GeV/u, extending its reliability to nanometer target sizes and combining 

direct (ion) and indirect (δ-ray) events using Geant4-DNA simulations and models. Our new 

microdosimetric model was benchmarked against proton Monte Carlo track-structure 

simulation data from PHITS, RITRACKs and Geant4-DNA for target-spheres from 10-1000 

nm.  

Results: Our microdosimetric calculations were in very good agreement (within 10%) with the 

MCTS data for all spheres. The extended-NRL model was used to calculate TDRA-based 

average quality factors (Q) for the GCR spectrum in two simple mission scenarios, i.e., at ISS 

and at 1 AU in deep space. Our quality factor predictions were in excellent agreement (within 

1-3%) with the latest NASA model. Our quality factor predictions were in excellent agreement 
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(within experimental uncertainties) with TEPC measurements at ISS and at the MSL RAD 

(deep space). Additionally, the values of the quality factor (Q) were used to calculate radiation-

induced cancer risk for space mission scenarios to the Moon and Mars. The cancer risk 

assessments indicated that, for a mission to Mars, women under the age of  35–40 are the most 

radiosensitive group and therefore exceed or are at risk of exceeding the maximum radiation 

dose limits set by the space agencies of ESA and NASA, respectively. In contrast, missions to 

the Moon remain within dose limits, provided they last less than approximately 2 years.  

Conclusions: The proposed semi-analytic microdosimetric model with TDRA quality factor 

estimations, is expected to be both practical and reliable for the assessment of cancer risk for 

astronauts in deep space missions, where no space agency has yet established specific radiation 

risk limits. 
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Περίληψη 

Υπόβαθρο: Η διαστημική ακτινοβολία αποτελεί τον κυριότερο παράγοντα κινδύνου για την 

υγεία των αστροναυτών, με την πιθανότητα καρκινογένεσης από τις Γαλαξιακές Κοσμικές 

Ακτίνες (GCR) να αποτελεί το μεγαλύτερο τροχοπέδι για τις μελλοντικές μακροχρόνιες 

διαστημικές αποστολές πέρα από το μαγνητικό πεδίο της Γης (BLEO). Η εκτίμηση του 

ακτινοπροκλητού ρίσκου καρκινογένεσης είναι ιδιαίτερα δύσκολη, καθώς τα επιδημιολογικά 

δεδομένα των αστροναυτών είναι πολύ περιορισμένα. Οι βασικές επιδημιολογικές μελέτες 

προέρχονται από τους επιζώντες της ατομικής βόμβας (LSS), οι οποίοι όμως δεν αποτελούν 

ιδανικό πληθυσμό αναφοράς, αφού η έκθεσή τους προέρχεται  κυρίως από υψηλούς ρυθμούς 

δόσεις και ακτινοβολία χαμηλού LET, ενώ στο διάστημα οι αστροναύτες εκτίθενται κυρίως σε 

χαμηλούς ρυθμούς δόσεις και σε όλο το φάσμα του LET. Μέχρι πρόσφατα, όλες οι 

διαστημικές αποστολές εκτελούνταν σε χαμηλή τροχιά κοντά στη Γη (LEO), με αποτέλεσμα 

οι διαφορές στις προβλέψεις του ακτινικού ρίσκου καρκινογένεσης μεταξύ των διαστημικών 

οργανισμών να μην επηρεάζουν τον σχεδιασμό των αποστολών. Ωστόσο, στις αποστολές 

Beyond-LEO (π.χ. Σελήνη, Άρης), όπου οι δόσεις είναι μεγαλύτερες και οι αλληλεπιδράσεις 

με βαριά ιόντα των GCR γίνονται συχνότερες, οι αβεβαιότητες στην εκτίμηση της 

ακτινοπροκλιτής καρκινογένεσης παίζουν κυρίαρχο ρόλο. Η σημαντικότερη αβεβαιότητα 

αφορά τον υπολογισμό του παράγοντα ποιότητας (Q) της διαστημικής ακτινοβολίας. Προς το 

παρόν δεν υπάρχει συμφωνία μεταξύ των διαστημικών οργανισμών όσον αφορά τη θεωρητική 

προσέγγιση του Q, ενώ τα πειραματικά δεδομένα για τα βαριά ιόντα των GCR είναι 

περιορισμένα. Η NASA αποκλίνει από τη μέθοδο που χρησιμοποιείται για ακτινοπροστασία 

στη Γη και στον Διεθνή Διαστημικό Σταθμό, η οποία θεωρεί το Q ως συνάρτηση του LET 

(όπως προτείνεται από τις συστάσεις της ICRP), και υπολογίζει πλέον το Q ως συνάρτηση της 

παραμέτρου δομής-τροχιάς Ζ/β2. Αντίθετα, άλλοι οργανισμοί, όπως η ESA, η JAXA και η 

RSA, συνεχίζουν να υπολογίζουν το Q με βάσει το LET της ακτινοβολίας. Ωστόσο, η μέθοδος 

αυτη παρουσιάζει σημαντικούς περιορισμούς: απλοποιεί υπέρμετρα την αλληλεπίδραση της 

ακτινοβολίας με τη βιολογική ύλη, δεν αποτελεί άμεσα μετρήσιμη ποσότητα από τους 

ανιχνευτές στο διάστημα και τέλος, υποθέτει λανθασμενα ότι τα ιόντα με ίδιο LET έχουν και 

την ίδια βιολογική αποτελεσματικότητα. 

Σκοπός: Η παρούσα μελέτη αποσκοπεί στον υπολογισμό και την εφαρμογή του παράγοντα 

ποιότητας (Q) της διαστημικής ακτινοβολίας σύμφωνα με τη μικροδοσιμετρική θεωρία της 

διπλής ακτινικής δράσης (TDRA). Οι υπολογισμοί του παράγοντα Q θα εφαρμοστούν για 

διάφορα σενάρια επανδρωμένων αποστολών και θα χρησιμοποιηθούν για τον υπολογισμό του 

ακτινοπροκλητού ρίσκου καρκινογένεσης και των ασφαλών ημερών στο διάστημα για τους 

αστροναύτες. Για τους παραπάνω λόγους, αναπτύχθηκε μια ημι-αναλυτική μέθοδος 

υπολογισμού της μικροδοσιμετρικής γραμμικής ενέργειας (y), η οποία περιγράφει με 

μεγαλύτερη ακρίβεια την ποιότητα της ακτινοβολίας και τον παράγοντα Q σε σχέση με το 

LET, ενώ δύναται να μετρηθεί με ανιχνευτές θαλάμων ιονισμού (TEPC), όπως αυτοί που 

χρησιμοποιήθηκαν σε αποστολές του διαστημικού λεωφορείου και στον ΔΔΣ. 

Μεθοδολογία: Κατά τη διάρκεια του διδακτορικού έργου, τροποποιήσαμε το 

μικροδοσιμετρικό μοντέλο του US Naval Research Laboratory (NRL) που αναπτύχθηκε από 

τους Xapsos και συνεργάτες για το διαστημικό περιβάλλον, επεκτείνοντας την εφαρμογή του 

σε βαριά ιόντα (έως σίδηρο) και σε ενέργειες έως μερικά GeV/u. Η αξιοπιστία του μοντέλου 

εξετάστηκε σε μικρομετρικές και νανομετρικές διαστάσεις σφαιρικών στόχων για το 

μικροδοσιμετρικό μέγεθος της γραμμιώδους ενέργειας (y) και της σταθμισμένης ως προς τη 

δόση γραμμιώδους ενέργειας (yD), συνδυάζοντας τα άμεσα (ιόντα) και έμμεσα (δ-ηλεκτρόνια) 
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γεγονότα μέσω των προσομοιώσεων του λογισμικού Geant4-DNA. Στη συνέχεια, το νέο 

μοντέλο συγκρίθηκε με υπολογισμούς για το μέγεθος y από κώδικες Monte Carlo δομής-

τροχιάς (MCTS) για τα πρωτόνια, σε σφαιρικούς στόχους διαμέτρου 10-1000nm και 

ενεργειακό εύρος 1MeV- 1GeV.  

Αποτελέσματα: Οι υπολογισμοί της σταθμισμένης ως προς τη δόση γραμμιώδoυς ενέργειας 

(yD) που πραγματοποιήθηκαν με το νέο τροποποιημένο μικροδοσιμετρικό μοντέλο 

παρουσιάζουν πολύ καλή συμφωνία (εντός 10 %) με τα δεδομένα από τους κώδικες MCTS 

για όλες τις σφαίρες και όλο το ενεργειακό εύρος των πρωτονίων. Οι τιμές αυτές 

χρησιμοποιήθηκαν στη συνέχεια για να υπολογιστεί ο παράγοντας ποιότητας Q σύμφωνα με 

το TDRA για το φάσμα των GCR και για δύο σενάρια αποστολών, στον ΔΔΣ και στο βαθύ 

διάστημα σε απόσταση 1 αστρονομικής μονάδας (AU). Οι προβλέψεις μας για το Q 

συμφωνούν εξαιρετικά (εντός 1–3 %) με το πιο πρόσφατο μοντέλο της NASA και βρίσκονται 

εντός των πειραματικών αβεβαιοτήτων, με τις μετρήσεις που πραγματοποιήθηκαν με 

ανιχνευτές TEPC στον ISS και το RAD του MSL στο βαθύ διάστημα. Επίσης, οι τιμές του Q 

χρησιμοποιήθηκαν για τον υπολογισμό του ακτινικού καρκινικού ρίσκου για σενάρια 

διαστημικών αποστολών στη Σελήνη και τον Άρη. Οι υπολογισμοί του ρίσκου καρκινογένεσης 

έδειξαν ότι, για ένα ταξίδι στον Άρη, οι γυναίκες ηλικίας κάτω των ~35-40 ετών είναι η πιο 

ακτινοευαίσθητη ομάδα και συνεπώς ξεπερνάνε ή κινδυνέυουν να ξεπεράσουν τα ανώτατα 

όρια που έχουν τεθεί από τους διαστημικούς οργανισμούς της ΕΣΑ και ΝΑΣΑ αντίστοιχα. 

Αντίθετα, οι αποστολές στη Σελήνη βρίσκονται εντός ορίων δόσεων, εφόσον αυτές διαρκούν 

λιγότερο από ~2 χρόνια. 

Συμπεράσματα: Το προτεινόμενο ημι-αναλυτικό μικροδοσιμετρικό μοντέλο για τον 

υπολογισμό του yD και του Q με βάση το TDRA για τη διαστημική ακτινοβολία, αναμένεται 

να είναι πρακτικό και αξιόπιστο για την πρόβλεψη του ρίσκου καρκινογένεσης των 

αστροναυτών σε αποστολές στο βαθύ διάστημα, όπου καμία διαστημική υπηρεσία δεν έχει 

ακόμη θεσπίσει όρια ακτινικών δόσεων. 
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Appendix A 

We present the yD and TDRA Q values of our work, for liquid water spheres of 1 μm, 100 nm 

and 10 nm. The calculated yD values were obtained from the extended Xapsos models (X94, 

Xcom), using the methodology outlined in chapters and 3 and 4, and from our new 

microdosimetric model (denoted as ‘New Model’) with two distinct energy-loss straggling 

distributions (Erlang and Logistic). The calculated yD values from our upgraded 

microdosimetric model are referenced in the methodology of chapter 5. 

Table A1. yD  values calculated for 1 μm, 100 nm and 10 nm liquid water sphere targets, using three 

different model, X94, Xcom (chapters 3 and 4) and New Model (Logistic and Erlang distributions, 

chapter 5), for the proton energy range of 1 MeV- 1000 MeV. 

T (MeV) X94 

(1μm) 

Xcom 

(1μm) 

New Model 

(Logistic) 

(1μm) 

New Model 

(Erlang) 

(1μm) 

1 
30,64 30,11 

 
34,14 

 
34,26 

2 
18,99 18,83 

 
21,05 

 
21,15 

5 
9,23 9,31 

 
10,22 

 
10,32 

10 
5,42 5,52 

 
5,93 

 
6,04 

20 
3,50 3,60 

 
3,65 

 
3,79 

50 
2,42 2,51 

 
2,21 

 
2,40 

100 
2,14 2,21 

 
1,77 

 
2,01 

200 
2,12 2,16 

 
1,62 

 
1,90 

300 
2,21 2,22 

 
1,55 

 
1,85 

500 
2,54 2,48 

 
1,53 

 
1,85 

1000 
4,33 3,97 

 
1,50 

 
1,84 

 

T (MeV) X94 

(100nm) 

Xcom 

(100nm) 

New Model 

(Logistic) 

(100nm) 

New Model 

(Erlang) 

(100nm) 

1  
32,20 

 
32,28 

 
34,92 

 
35,27 

2 
19,62 19,66 

 
20,75 

 
21,16 

5 
11,39 11,40 

 
11,30 

 
11,85 

10 
8,69 8,69 

 
7,92 

 
8,63 

20 
7,46 7,46 6,15 7,06 

50 
6,92 6,95 5,12 6,30 

100 
6,92 6,98 4,69 6,04 
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200 
7,12 7,22 4,57 6,05 

300 
7,30 7,44 4,55 6,09 

500 
7,62 7,85 4,53 6,12 

1000 
8,37 8,78 4,46 6,09 

 

T (MeV) X94 

(10nm) 

Xcom 

(10nm) 

New Model 

(Logistic) 

(10nm) 

New Model 

(Erlang) 

(10nm) 

1  
32,80 

 
32,93 29,00 30,38 

2 
26,39 26,49 

 
20,61 

 
22,24 

5 
22,64 22,73 

 
14,72 

 
16,81 

10 
21,67 21,77 

 
12,37 

 
14,89 

20 
21,48 21,58 

 
11,24 

 
14,13 

50 
21,72 21,85 

 
10,26 

 
13,60 

100 
21,89 22,06 

 
9,84 

 
13,45 

200 
21,70 21,91 

 
9,66 

 
13,46 

300 
21,26 21,52 

 
9,58 

 
13,46 

500 
20,30 20,59 

 
9,46 

 
13,41 

1000 
18,36 18,68 

 
9,38 

 
13,39 

 

Table A2. TDRA-based Q values calculated for 1 μm, 100 nm and 10 nm liquid water sphere targets, 

using three different model, X94, Xcom and New Model (incorporating the Logistic and Erlang 

distributions), across the proton energy range of 1 MeV- 1000 MeV. The yD values required for the 

calculation of the Q values are obtained from table A1 of the Appendix. 

T (MeV) X94 

(1μm) 

Xcom 

(1μm) 

New Model 

(Logistic) 

(1μm) 

New Model 

(Erlang) 

(1μm) 

1 14,28 13,62 19,23 17,04 

2 8,85 8,51 11,86 10,52 

5 4,30 4,21 5,76 5,14 

10 2,53 2,50 3,34 3,00 

20 
1,63 1,63 2,06 1,88 

50 
1,13 1,13 1,25 1,20 
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100 
1,00 1,00 1,00 1,00 

200 
0,99 0,98 0,91 0,94 

300 
1,03 1,01 0,87 0,92 

500 
1,18 1,12 0,86 0,92 

1000 
2,02 1,80 0,85 0,91 

 

 

T (MeV) X94 

(100nm) 

Xcom 

(100nm) 

New Model 

(Logistic) 

(100nm) 

New Model 

(Erlang) 

(100nm) 

1  
4,65 

 
4,63 7,44 5,84 

2  
2,83 

 
2,82 4,42 3,50 

5  
1,65 

 
1,63 2,41 1,96 

10  
1,26 

 
1,25 1,69 1,43 

20 
1,08 1,07 1,31 1,17 

50 
1,00 1,00 1,09 1,04 

100 
1,00 1,00 1,00 1,00 

200 
1,03 1,03 0,97 1,00 

300 
1,05 1,07 0,97 1,01 

500 
1,10 1,13 0,97 1,01 

1000 
1,21 1,26 0,95 1,01 

 

 

T (MeV) X94 

(10nm) 

Xcom 

(10nm) 

New Model 

(Logistic) 

(10nm) 

New Model 

(Erlang) 

(10nm) 

1 1,50 1,49 2,95 2,26 

2 1,21 1,20 2,09 1,65 

5 1,03 1,03 1,50 1,25 

10 0,99 0,99 1,26 1,11 

20 
0,98 0,98 1,14 1,05 

50 
0,99 0,99 1,04 1,01 



115 
 

100 
1,00 1,00 1,00 1,00 

200 
0,99 0,99 0,98 1,00 

300 
0,97 0,98 0,97 1,00 

500 
0,93 0,93 0,96 1,00 

1000 
0,84 0,85 0,95 1,00 
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