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Abstract

This dissertation presents a measurement of the double differential inclusive dijet cross
section using proton-proton collision data collected in 2016, 2017, and 2018 by the CMS
experiment at the CERN LHC. Collisions were performed at a center-of-mass energy of
V/$ = 13TeV with integrated luminosities of 33.5, 41.5 and, 59.3 fb~!, respectively. Jets
were reconstructed using the anti-kp clustering algorithm with a distance parameter of
R = 0.8. Cross sections are measured as a function of the dijet invariant mass m;j 2 and
the maximum absolute rapidity |y|maqz of the dijet system, defined by the two leading jets
in transverse momentum pp. The distributions are unfolded to correct for detector effects
and compared to fixed order predictions at next-to-next-to-leading order in perturbative
quantum chromodynamics, including corrections for non-perturbative effects and extra
electroweak radiation. A global fit is performed using the 2016 dataset to constrain the
proton parton distribution functions (PDFs) and determine the strong coupling constant
at the scale of the Z-boson mass, yielding a result of ag(myz) = 0.1179 + 0.0019. The
measured cross sections show good agreement with the theoretical predictions, leading
to further constraints on PDFs, while the extracted ag(myz) value aligns with the 2022
particle data group world average.

ITepirndm

Avut n dwten mapovoldler uio pétenom Tng OLmAd Blapopxrc EVERYOUS BLITOUNC TopEd-
YOYNC TOVAIYLOTOV 800 TUOEXWY CWUATOIWY YENOWOTOIWVTAS OEDOUEVA Amd CUYXEOUGCELS
TEWTOVIOV-TpmTOVIKY Tou GUAREYOnxay o €tn 2016, 2017, xou 2018 and to melpaua CMS
otov emtoyuvty) LHC tou CERN. Ot cuyxpoloeic mpaydTonolobvTol O EVEQYEL XEVTPOU
péloc /s = 13TeV xou avahoyoldv og ohoxhnpwuévn hopmpdtnta 33.5, 41.5, xou 59.3 b1,
avtioTolya. O Tdaxeg COUATIOY avaxaTaoxeUALoVToL HEGW TOU AAYORLIUOU OPadOTOMONG
anti-kr, yenowonowdvtog nopdueteo anootaone R = 0.8. H yétpnon twv evepydyv dlatopv
Olegdyeton we ouvdpTNoN TNS avahholwtng udlag M2 %ot NG PEYLOTNG AMOALTNG WXDTNTOC
|Y|maz TOU LeVYOUC TWV TUBAXWY UE TN PeYOAUTEPN EYXdpota opuf pr. Ot xatovoués ovadt-
TAGVOVTAL Yol T1) B10p WG] TOUG OO (POUVOUEVIL TOU OVLY VEUTH X0l GUYXEIVOVTOL UE VEDENTIXES
TpofBAédelc oe tpltn T8N on Vewplor Slotapay @V TS XPavTNAC YEOUOBUVOULXTS, Ol OTolEC
€youv dlopUmel yior un SotapaxTixd pouvoueva xan emmhéov axTvoBoila Aoyw nhextpace-
VOV oAANAeTOpdoewy. Me yeriorn twv dedouévey tou €toug 2016, yiveton pla xadoiixr| Tpo-
cappoyn (global fit) yio Tov TPOGBLOELOUS TV GUVIPTACEWY XATAVOUNE TUETOVIWY TOL TEw-
toviou (PDFs) xou tov utoloylopd tne otadepds (ebing tov 1oyupdy ahANAETOpdoEmY oThy
xhpaxar Tne pdloc tou pnoloviou Z, amodidovtag to anotéheoya ag(mz) = 0.1179 £0.0019.
Or petpolueveg xotavoués detyvouy xahf cuugpovia e Tic Yewpntixéc tpofrédelc, odnydvtog
oe mepautépw meploptopols otor PDEs, eved 1 e€ayouevn tuh e as(myz) tawtileton pe tny
noryxboute péomn Tir mou dnuoctetinxe and T opdda cwuatidlaxody dedopévev (particle
data group) 1o étoc 2022.
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PREFACE

Influenced by my mother, my fascination with the cosmos began in my early years, during
primary school. We often engaged in deep conversations, pondering the big questions: Is
there a purpose to our existence, or is it merely a coincidence? Could life exist beyond our
planetary system? Though we never found definitive answers, nor have I to this day, these
discussions sparked my curiosity about the world around me, how it works, and why things
appear as they do. Around that time, my mother began telling friends and family, with
unwavering conviction, that I would become a scientist, an astrophysicist, she declared.

Strangely enough, this was enough to steer me toward the field of physics. Upon
entering university, I was introduced to a vast array of disciplines, many of which I had
never known existed. In the end, while I did not become an astrophysicist, studying stars,
galaxies and dark matter, I found a different path to pursue my initial curiosity, through
the field of High Energy Physics. This field is particularly demanding, requiring expertise
among multiple disciplines, mathematics in the form of statistics and statistical analysis,
programming and software development, and, of course, the core principles of physics itself.
Hopefully, the latter will be sufficiently introduced in the chapters to come.

Over the past few years, as | embarked on my PhD journey, I had the opportunity to
gain a vast amount of knowledge and develop new skills in a highly demanding environment.
It was an experience like no other, one i would, without hesitation, relive if time travel was
possible. I learned that the academic path can be rigorous and often requires sacrifices,
and perhaps I was not meant for it. Now, with newly acquired skills, and a transformed
mindset, I am eager to explore new fields, and uncover new knowledge that piques my
curiosity.

For now, I am content with having lived the life of a scientist, and I am ready to press
pause on it. I leave this dissertation, as a record of the knowledge I gained and my findings
during my PhD years, hoping it serves future scientists who venture into this field. I also
hope it is found well-written and conveys the excitement I felt for High Energy Physics, a
truly beautiful discipline.

Until next time!

1v



EKTETAMENH > TNOVH

Kegdiowo 1
Meydrog Adpovixog Enttayuving

To €toc 1949 mpotdinxe yia TN Qopd 1 dnuiovpyia evoc Evpwnaixol opyaviouol ye
AEVTEIXO avTIXEUEVO TNV €peuva Tdve oTov xhddo tng Iupnvixhc puoixrc xaw ue oxond vo ou-
YXEUTACEL TNV EVEWTIOUXT] EPELVITIXY) XOWOTNTA, GPNYTA deuévn. Alya ypdvia apydTepa, GTOV
ev AMoyw opyaviopo, anodddnxe to 6voua Eupwnoixd Kévtpo Mupnvixdv Egeuviv (Conseil
Européen pour la Recherche Nucléaire, CERN). To CERN, ywpotaZixd tonodeteitor oto
oLvopo petald Fodhlag xon EABetiog, ye to yewypapind Tou amoTOnmUo Vo UEYAAWDVEL avd To
XEOVIAL UE TN SNULouRY (ol VEWY ETULTOYUVTIXGY DUTEEEWY.

H o npdopatn npocdfixn eivar o Meydhoc Adpovixde Emtayuvtrc (Large Hadron Col-
lider, LHC), o onolog anotehel, Yéypl xat oHUER, TOV HEYUADTERO ETUTAYUVTH TOU EIBOUS TOL
oe moryxoouo xhgoxa. O LHC oteydleton o éva ToUvel cuvohixnic mepupépetac 27 Km,
nepinou 100 m xdtw and to €dagog. Exel, emtoybvovion cwuatidio and Tpwmtovia €6¢ xal To
Bopéa 1OvTaL Yo T SleCory wYT) TELPUUETWY.

Avapopind ue ol TpWTOVLY, 1) ETLTAYLVOT EMTUYYAVETOL PETa amd Biadoytxolg otaduoic
(BropopeTinol emitayuVTES), oL onolol aelploxd aveBdlouv TNV EVERYELL TWV GWUTOWY 0TO
VO TATO EMTEETTO 6plo Twv 6.5TeV (6.8 T eV ue 1o népac tou étouc 2021). Tuyxexpyéva,
Tapard€ToVTAL OAEC OL ETUTOYLVTIXES DLUTAEELS TOU GUVELGPEQOUY GTNV dAUCIOWTYH adEnon tne
evépyelac: Linac4, Proton Synchrotron Booster (PSB), Proton Synchrotron (PS), Super
Proton Synchrotron (SPS), LHC.

To mpwtoVIa emiTarydvovTan O OUddES, Ot oTtoleg 0To €€Mg Vol AVAPELOVTAL WG TUOTAOES.
Kdde ouotddo mepiéyet mepitou 1.8 x 10M mpwtdvia, eved x8de dedouévn ypovixh otiyus o
LHC pnopel va emtoyvel 2808 and autéc. Ilpdxeiton, dniady| yia pio cuveyouevn “con”
CLUCTABWY TEWTOViWY, Wia 6éoun mpwtoviewr. Ao tétoleg déoueg unootneilovton otov LHC,
xqe pla amd TIC onoleg emtaryLveton o evépyeta 6.5 eV, emtpénoviac cuyxpoloelc Yetalh
TV 0V0 deoumv oe cuvohxt| evépyela xévtpou udlac 13TeV (13.6TeV ye 1o népac tou
étoug 2021). O pudude Twv ouyxpoloewy avépyetow oto 40 M Hz, Ty mou avtiotouyel oe
dlaotatpwan 5Vo cLUOTAdWY avd 25 nsec.

H apyrtextovins) Tou LHC 8ev axorouiel, anoiuta, xuxhixn cuppetplo. Avtideta, ano-
tehelton amd oxTd Té&a xou oxTw eudUypoppa Tufuata. H emtdyuvorn mpoyuatonoleiton péco
o oxT, avd déour, xothdtnteg padoouyvotntac (Radiofrequency, RF), tonodetnuévec ota
eudUypouua TUARATA TOU, oL oTtoleg TahavTwvovTon o cuyvotnto 400 M H 2, emotpépovtog
2 MV avé mépacua, xou SlatneadvTag T Aettovpyia Toug ota 4.5 K. H otpédn xou eotioon twy
OECUMY ETUTUYYAVETOL UE T1 YeNoT Ko HEYSIANS TOAOUOR®IC Loy VTV, XUplws SiTohwy
X0l TETEATOAWY, AAAS X0t GAAWY TOAITOAWY.

Xpovixd oo Thpota xotd o omolar Sle&dyovial cUYXEOUGELC Xal GUAAEYOVTOL Bedouéval
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ywellovton oe ovouacTixég meptodouc. Eve ofuepa, to étog 2025, o LHC davier tnv teltn
neplodo Aertoupyiog tou (Run III), ta 8edopéva auvtric tne avdhuong tpoépyoviar and T de-
Utepn meplodo cuAhoYTc Bedouévmy, 1 omola Oifjpxeoe and To €toc 2015 €we xou to 2018.
Ytov Meydho ASpovind Emtoyuvtr) oteydlovion opxetd TELpduato, To HEYUADTERA €X TWV
omoiwv eivan téooepa, ovouaotind: o ATLAS (A Toroidal LHC Apparatus), to CMS (Com-
pact Muon Solenoid), to ALICE (A Large Ton Collider Experiment), xou to LHCb (Large
Hadron Collider beauty). Kdde neipapa euneptéyer ) S| tou avtlévta epeuvntinddv xadn-
AOVTOV Xl CUAAEYEL BEGOUEVAL OO TI GUYXPOVCELC TTOU OLeEdyovTon avaAOYd PE TIG UEAETES
Tou mpaypatonotovTan. Euelc Yo emxevtpwiolue otov aviyveutr) CMS.

Kepdiowo 2
Yuunayeg XwAnvoeldeg Moviwy

To CMS (Compact Muon Solenoid) eivar Totodetnuévo o éva and to oxted eLY0YpouUaL
tuiuarta tou LHC, ouyxexpyéva oto Enueio 5 (Point 5, P5). To xévtpo tou tautileton pe
T0 onuelo alnienidpoone (interaction point, IP), onueio 6mou ot déopec euduypapilovra,
e0TLCOVTON, X0l TEOETOWALOVTOL Yiol GUYXEOUGT). 2Tol TAAGLOL TOU (QOUVOUEVOU QUTOV, UE TOV
6p0 oUYXEOUCT) VOElToL TO TEPAUCUN BVO CUCTABWY TEMTOVIWY, uiag and xdle déoun, TN pio
péoo amd TV GAAN Biepyaoio xatd Ty onola 600 1 XAl TEPLOGOTERN TEMTOVIAL OXEDALOVTAL.

H xotaoxeur tou CMS elye w¢ npwtopyixd otdyo Ty nopatiienon tou cwuatdiov Higgs.
'Etot, to yopaxtneloTind Tou aviyveuth elyoy emhey Vel xatdAAN oL Yiot TNV OAOXAARWOT AUTHC
NG AMOOCTOAAG: XY TAUTOTOINGT) ULOVIWY X0l XOAT) BLOXELTIXT LXAVOTNTAL GTNY OPUT] TOUG XAl
ot udla Lebyoug Lioviwy, XohY) SLoXELTIXT IXAVOTNTO TNV OPUT| PORTICUEVLY CWUATLOMWY xou
OTNV VOXATAOXEVT| TOUC, ETIONG, XAUAY) BloeLTixy| eovoTnTa oTny evépyela xou oTn wala omod
Cebyog TovinY xot NAEXTEOVI®KY, Xl TENOG, XAAY| BLUXETITIXY LXAVOTNTA GTNY UTOAELTOUEVT
eyxdpaoto evépyelar xou TN pdlo Ledyoug mdxwY ooUATOiwY.

To ocbotnua cuvtetayyévwy tou CMS axohoudel xUAVOEXY cuUpETElY, UE TO XEVTEO
Tou vo TauTileton Ye awtd Tou CMS, Tov 2-d€ovar var delyvel axTvixd TEOC TO XEVTPO TOU
LHC, tov y-d&ova va extiveton xdeto mpog tar Tmévey, xoL Tov 2-d€ova vor ety vel xatd tnv
apLoTEROTTEOYY XoTeLUVET NG Béoung, mpog o Bouvd Jura. XpenoWomoldvTag GQAUEIXES
OLVTETOYREVES, 1) OpUT| EVOC cwpaTdiou oTo Yhpo Tyz unopel vo exppactel we T = (|7, 0, ¢),
6mou |r| elvan to Pétpo Tne opufic Tou cwpatdiou, @ 1 ToAx ywvia, xo ¢ 1 olypoudion
yYwvia, n teleutaio, HeETEOVUEYN and Tov Z-4Eova TEOC ToV Y-GEova.

Ytov unoloyiopd peYedwy TOMAESC QOpEC Elvol TO YENOWO VO €YOUUE TOCOTNTES TOU
Topopévouy avolhointeg. ‘Etot, avtl tng mohxrc ywviag mpotiwdtar n wxdtnta y 1 1 Peddo-
oxOtnra n (BAéne EE. 2.1-2.3), o Stopopéc eTald Twv omoimv Tapoévouy dvime avolholw-
tec. ITopddAnia, Yo TOV UTOAOYIOUS TNE YWOVIUXAC ATOC TN UETOEY 500 CwpaTIdlwY Utopel
v utohoytotel ) tocdtnta AR = /(An)? + (A¢)2, nocdtnra eniong avahholwtn.

To CMS anoteheiton amd €vor GUVOAO UTOUVLYVEUTIXWY CUCTNUATWY, xdde €vo and Ta
omola glvon UTEVTVUVO YLt TNV AVl VEUTT) BLAPOPETIXOL TUTOU COUATIOIY. ZEXVOVTAS ontd TO
XEVTPO TOU OVLYVEUTY), aE)(Xd, UTHEYEL O OVLYVEUTAS TROYLMY YLOL TNV OVIYVEUCT] TNG TROYLAC
X0 XAUTE EMEXTUON TNS OPUAC POPTIOUEVLY CLUATOIY. O v Aoyw aviyveuthc ywetleton oe
0Vo TOTOUE, TOV AV VEUTH YMeiduy xou Tov aviyveuTr) wixpolwpedwy. Oudxevtpa mpog To
€€, axohoudel To NAEXTEOUOYVNTIXG XAhOPIUETEO, EEARTNUA APOCLOUEVO OTYN UETENON TNC
EVEQYELOC NAEXTEOVIWY XU PWTOVIWY. X T1 GUVEYELX, UTIEOYEL TO AOPOVIXO XONORIUETEO, Vil TT|
HETENOTN TNE EVERYELIS POPTICUEVLY Xal 0LOETEPWY adpoviwy. Ta mpoavagepiévta aviyveu-
TIXE CUCTAUATO EUTEQLEYOVTOL EVTOS EVOC TEADPLOU CWAEVOELDOUE UTEQOYWYIOU Yoy VATY,
UTELYLYO YLoL TNV XOUTUAWGCT) TV TEOYLOV POPTIOUEVKY CWHATOY, ddixactio arapaitnTn
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yioo T wétenom e opuhc Toug. Téhog, oTo e€wtepind Tunua Tou CMS undpyouv ot aviyveu-
TEC UoVIWY TELOY EWGY: oL Ydhauol oAloinong, ot xadodixol Vdhapor Awpldwy, xot ol Ydhouot
avTioTAONG TOEIAANAWY TAAXODY.

ONOxANpoc 0 aviyveutrc cuvdéeton e Eva cUoTNUA OXAVOUALoUoD, GTdY0S Tou oToiou
elvon 1 pOYuon Tou PLIOD TWV YEYOVOT®WY TOU TEpVOUY TEOG GUAAOYY Xou xatorypapr|. Me
™ oepd Tou, ywelletaw oe 8Vo eninedo: To MEMTO eninedo oxavdoiiopol (Level-1 Trigger,
L1T), o onolo Baotletar xupiwe oe nhextpovixéc cuoxevés (hardware), xou o uPnAéd enine-
80 oxavdahiopol (High Level Trigger, HLT), to onolo anoteheiton and pla tepdotia @pdpua
eneZepYUOTWOV TOU TEEYOUV GUYXEXELWEVO Aoyilowxd (software). Kou to 800 cuothpota ou-
vepydalovTon, xou EQapUolouy XaTdAANAa xpLthplor Yior TV amoppuln “xoxwv” dedouévev 1
OEDOUEVLV EXTOC TNG TEPLOY TG EVOLUPEPOVTOC XAl TNV ATODOY T} UOVOV EXEVWY TOL EYOLY UE-
Tenlel und cwoTéc cuViixeg. And Evay oy b pUING xaTaypuPhc YeYovOTwy 40 M H 2, uetd
7o L1T, yewdveton o ~ 100 kHz, evey yetd tov HLT, vglotaton pla nepoutépw peiwon ota
~ 1kHz. Acdopéva mou emfBiidvouy amd T dadixacia {eoxaptapioyatog mpowdoldvion Teog
oUMOYT %o amodixevon).

Kegpdiowo 3
Kabiepwyuévo IlpdTuno

To Katepwuévo Ilpdruno (KII) anotelel pla evonoinuévn, poviépva, dewpio mou nept-
YEAPEL EMTUYWS TEELS ATO TIC TEGOERELS VEUEAEIWOELS AAANAETLOPICELS TTOU BlaxelvovTol GTOV
x60Uo pag, ofuepa. Autég elvan: 1 nAektpouayvnTikn, n aolerng, xou 1 wxvpr). Mehetwdvog
TIC LAXPOCKOTUXES WOLOTNTES TNG UANG TEOXUTTEL GAAT Wiar 8Uvor, 1 faputikn, 1 omola TEOg
TO TAPOV OEV EYEL EVOWUATWUEL EMITUYWS OE XATOLX, TELRAUUTIXG amodedeLypévn Vewpla, woll
UE TIC UTOAOLTEC AAANAETILOPACELS.

To KII mpofiénet Tov Tpom0 ahAnAenidpaong UETA) TWV YVOOTWY, TPOS O TLYURY, GTOL-
YELWOWY owpaTdiwy, ovopaoTind: to xoudpxc (up, down, strange, charm, top, bottom), ta
Aentévia (electron, muon, tau xou To VETEIVOL AUTMOV), TOUS YOPEIC TMV TELOY OANAETUSPAOEWY
(gluon, photon, W xa Z unolévwa), xoa 1o cwudtio Higgs. AouBdvovtag unddy oheg Tig
eX00YEC TOU UTOREL VoL EUPAVICTOOY To COUATIOW AUTH, TEMXOS, TO dPOLOUI TOUC AVERYETOL
otov apriud 61.

Kée plo and tic tpeig Poaoixéc ahiniemdpdoelg evtog tou KII gatveton va diéneton and
™ Sy Tne Vewpla, xou xpUfel évav umoxeipevo vouo dwthenone. To tekeutaio moploua,
TpoxUNTEL ¢ amdppota Tou Vewpruatoc e Emmy Noether, 6mou unootpilet tog xde
ouupeTplor o €val PuUOIXG GVOTNUA AVTIOTOLYEL OTN BLUTAENON XATOWIC PUOIXAC TOCOTNTAC.
Kowtoyvtoag 10 mpdfinuo and 0 pordnuatixr oxomd, Qolvetal vor amodBETOL 1) CUVETELL TWV
Topandve “unodéoewy”. ‘Ovtne, to KII etvon pio kBavtikn Gewpia Paipidog (Quantum Field
Theory, QFT) 6nou ta Baoixd tng avtixeipevo etvon xBavtixd nedio. To nedla ywpllovto oe
0Lo xoTNYOopieg, Ta PepuIdVIa TOL amoTEAOLY Tar Tedlar UANG xou Tar umoldria Tou avTIGTOLY 00V
oTo TEdlaL Yo TOUG PORE(S TV AAANAETLOEACEWY.

Expetodieuduevol to nedio xou Tig OLOTNTES Tou elodyet o Aoryxpeavllavog Qopuahlouog,
TEOXUTTEL OTL: 1) NAEXTEOPAY VITTIXT OAANAETSpaon BiémeTon and Ty KPBavTikn) nAektpoduvai-
k1) (Quantum Electrodynamics, QED) Bacléuevn otn ouppetpio Baduidoc U(1), 1 woyveh
démetan and v kPavtikr) xpwpoduvapukny (Quantum Chromodynamics, QCD) péow tne
ovupetpiag SU(3), xa n acVevic péoo amd ) “Buvopixt) twv yeboewy” (Flavordynamics)
Tou exgedleton and T ouppetpia SU(2). Xty nporyuatxdtnra, 1 aodevic alhnhenidpoon
TEOXUTTEL TAPWS, KOVO, UETA TNV EVOTONGT AUTHS KE TNV NAEXTEOUXY VNTLXY, ONULOURYMVTUS
€tol TN Vewpla TwV NAEXTEAGUEVOY AAANAETLORACEWY TOL EXPEALETAL UECO ATO TN GUUME-
tela SU(2) x U(1)" eved n xodapd nhextpopayvntixt| eivat 0 anotélecyo Tou audépuntou
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ondoou g Tponyoluevne oupuetpiog SU(2)r x U(Ll)y — U(1)em.-

Xnuavtind xoupdtt 6to cbvoro g Yewplag Tou KII eivon 1o avddpunto omdowo tng
ouupeTplag, Siepyacio YVwoTh xou we unyaviouss Higgs. Méow autol tou unyoviogo) yev-
viéton To owpatido Higgs anodidovtog pdla ota apywxd dualo prolovia Baduidoc W xo Z
e acvevoig adnhenidpaone. Emnpociétwe, uéow tng dlag axpi3mg diepyaciog To pepul-
oviar amoxToLy Yalo, Ta omold EVE) EVOWUATMVOVTAL apyixd ot Yewpla wg duala, TEMXOC,
amoxtolv Ydla ye TNy ahknienidpooy| Toug ue to nedio Higgs. Katahnxtixd, n evonolnon twy
TpLdV ahknhemdpdoewy ota mhaiot tou KII divetan péow tne ovupetpiac SU(3)o x SU(2) L, X
U)y.

To KII éuwg, dev elvon uio ohoxhnpwuévn Yewpla, apod aprivel opxeTd avouxtd {nThuo-
ta. Do mopdderypa, dev mepthauBdver 0 Boputiny aAANAETOPUOT), BEV EVOWUATWVEL XUTOLO
LTOYNPLO CLWUATIBLO YIoL TNV TEPLYEOUPH TNS OXOTEWNS UANG xou evépyelag, ta vetpiva Yew-
polvTon duola o avtideon ue YETEHOEIC TOU TOUS amodiBouY Wixen, ahhd WU UNdeviXY| Tyh
otn wdla, eved, oxour, dev e&nyel TNy acupuetpla Tou mapatneeiton ueTaEl TS UANG Xou TG
avTWANG 6T0 clunay. Autd to oTotyela pog odnyoly oto cuunépaoua OTL 1 QUoT xeUBeL pio
o yeVIXeLPEVT VYewplar yior TNV EVOTOINCY OAWY TWV YVWOOTOV BUVAUENY xou TNV ene&iynon
TV “avoxTdy” govopévwy. Me tn cuveyduevn e€EMEN TN EMOTAUNG 1 XOVOTNTA GTOYEVEL
oTnV €0pECT TNEG TOALTOUNTNG, THO YEVIXELUEVNS, Vewplag Tou cuy v avagépeton we Ocwpia
twv dvtwr (Theory of Everything).

Kegdhaio 4
Avtixeipeva Avaivong - Tlidaxeg Y wpatiolwy

O mldaxeg copatdlny evon (omg Tor o TOAITAOXA AVTIXEUEVA TOU GUVAVTIOUVTOL GE
LPNAOEVERYELIXES TUYXPOVCELS TRWTOVIOV-TIEWTOVIKY, OTWE AUTEC TOU OLEEdYOVTAL OTA TAA-
tota Ttou LHC xou xatarypdpovton amd to CMS. T tnv xatavonon toug eltvon apxetd ypnodo
va 800¢el Bdom oTic umoxelyeveg uoéc Siepyaciec mou SEmouv TN dnuovpyio xou eEEMEN
TOUG.

H OAn yOpw pag amoteheitar and o O1dpopa GTOLYEl TOU TEPLOOLXOU TVOXAL, TA UTOUA.
[ewtorywVIoTiXd POAO GTOV TUEHVA TWV ATOUMY ToUOUY To TEWTOVL XAl TA VETPOVLO TTOU TOV
amoteholV. AUTd, PE TN OELRd TOUC, ATOTEAOUVTOL ATO XOUGEXS XAl YAOUOVLA, GTOLYEWNDT G-
pdtiar tou Yo oyohlac To0V amd 11 oxomid TNe xBavtixnc yewuoduvouxc. Ta npwtdvia xat to
VETPOVLOL AVXOUY TNV guplTepn xatnyopla owpatdiny touv ovoudlovton adpdria (hadrons).
Ta tehevtaio, opllovtar wg Ol exelval ToL UTOATOULXE COUATIOW TOU ATOTEAOUVTOL ATO XOU-
doxc. Alo xotnyopleg adpoviwy mapouctdlovtat, Ta peddria mou amotelolvTo and (el
HOVOPU-UVTIXOVAEX ¢;G;, %ou Ta Bapudvia mou oynuatiovion, mo ouyvd, and Teio xoudex
Qiqj QK" UE TOL VETROVLA X0 TEWTOVLAL VoL OVAXOLY TNV TEASUTOlA XaTryopld.

Ao guoixéc Siepyaoieg Tou amopeéoLY amd TNV XPavTixd| Yewuoduvauxt, tallouv Tov
eoAo Tou UG T Yl TN SnulovpYla Twv adpoviwy. Ao Tn uio uepld, UTEEYEL TO PUVOUEVO
TOU eYXAWPBIOUOY TV X0LdEXS, To oTtolo Tot avaryxdlel Vo dNULoUEYOoUV BECULEC XATAC TACELS,
Ta adpovLa, amoxAelovTog €Tl To EVOEYOUEVO va opatnendoly we ekeblepa cwudtio. And
TNV GAAN YepLd, emELdr) oxpiBmg o xoudpexs Peloxovton ot éva Pactieto Toh) uxehc xhlpoxag
X0l TOAND UEYIANG EVERYELOC, TO PUVOUEVO TNE OCUUTTOTIXTG eheuleplac avatpel Tnyv Tponyo-
Opevn xatdotaon. Toug emtpéneton dnhad va Tagidedouy otiywaio ehebiepa, oo Thalota
e dtartapotixic xBoavtixhc ypwpoduvauixrc (perturbative QCD, pQCD), yio Toh) uixpéc
ATOGTACEIC O UEYHAES EVEQYELES, VK OTAV AUTEC Ol GLVITxEC unepPalvovTar, oUTd ova-
Y3LoVTaL Vo GYNUATICOUY BECULES XATAC TACELS, CUUPOVA UE TO QPOUVOUEVO TOU EYXAWBIOUO0D,
OLodLaata 1) BLTAEAX TLXY).
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Enuavtixd poho oe auth T drttotnTa e QCD, uetadh Tng SlaTapoxTIXrC xou Un Olo-
TUPoXTXAC XatdoTaong, Todlel N oTadepd TV WoYLE®Y dAANAETIBRdoEwY ag. X LPNiég
EVEPYELES, 1) T TNG MELWVETOL ONUAVTIXE, OTIOU Yl g << 1 UTAlVOUUE GTO BLoTaEAXTIXG
HOUPATL TNS PUOLXTG, EVE YLOL YOUNAOTERES EVEQYELS, 1) THLY TNG HEYUAWYVEL, XAl 1) QUOLXN Elval
un SotapaxTiny, Ue ag >> 1.

H Sortapoxtinh) xBovtinn] yewUoduvopxr) EMITEETEL TOV 0pLloUd TNS Blaopixc EVERYOUS
Swotounc v diepyaoiec 2 — N (Bhéne EZ. 4.8), 6nwe autée mou cuvavtdue oto LHC,
6mou 800 TEWTOVLAL GLUYXEOVOVTOL GTNY aEY XY XATACTAOT Xou TapdyovTtal N cwuatidio oTnv
el O oplopdg autdg emuepilel Tov UTOROYIOUO GE BUO0 Pépn: TO BLUTURUXTIXG OXENOG,
Tou meptypdpetar omd ) pQCD péow tou aroryeiov tivaka (matrix element, ME), ot to un
dlotapoxTind, To onolo e€optdton amd TNV emhoyt evog PDE set.

H dnuoupyio twv mddnwy cwuatidiwy Swxpivetor, we e€fg. H obyxpovon dVo mpwtoviny
emupépet T dnuLovpyia, TOLAAYIGTOV, BU0 UPNAOEVERYELUXWY TapToriwy (xouoEX 1 YAOLOVIWY),
Ta omolor oty xvolvtan eheblepa. XTn cuvéyela, Ta tepioola ano¥éuaTta EVERYELNSG TWV
napToviwy, evanotidevtar otn Snuiovpyia TEPUTER® XOLUdEX X0t YAOUOVIWY, UE TouTOYEOVN
uelwon e apynic Toug evépyetag, dladacia Tou ovoudleton Taptovikds kataouds (parton
shower, PS). O xotouyioudc Ya cuveytotel uéypt to onueio Tou 1 EVERYELN TWY apyIXOY Ttap-
Toviwy petwiel apxeTd, wote ag >> 1 xan va TodoeL 1) 1oy U TNG SLITURUXTIXNAG XATAC TAGTG.
Téte, Yo apyioer 0 oynuatiopds SEounY XaTao TAoEWY (adpovieny) HETAZ) TWV ToPAYOUEVKY
owpatdiny, yéow e dadixacioc adporomomons (hadronization). Tehxde, to owyatida
TPOOTINTOUV GTOV ALY VELTH] OTou axohoLVel 1) xatarypapr) Touc. Koltwvtag oldxineo to
(POoVOUEVO amd To GNPEio TNE GUYXEOUGTS TR0 TOV UVLY VEUTY|, TOl TTOEOY OUEVOL CWUATIOWL XVO-
OvTton “ouyypeouxd” TEOg TNV XATELVUVOY TWVY JPYIXMY TUETOVIKY, BlTETYPEVA EVTOS Uiag
HWVIXAS YEWUETELOG, avTXellevo To omolo cuvohxd opileTtar we Tdoxag COUATIOIY.

Yy medlr, TEouaTXd, cwuatidlor Tou aviyvebovitoaw and to CMS mpénel mpodTa va
Tautonotnoly uéoa and tov adydpiiuo pons cwpatidiowr (particle flow algorithm, PF), o
omotog Aaufdvel we €lcodo TNV axaTépYaoTr TANEOQOoplo OIS AUTY ToEEYETUL amd Oh To
UTIOOVLY VEUTIXA GUCTAUOTO TNS.  2TN) CUVEYELX, 1) TUUTOTONUEVT AlOTOL TV VLY VEUOUEVWLY
owpatdiny Tpowdeitar otov adydpiiuo opadonoinong modkwy anti-k (anti-kr jet clustering
algorithm), uTEYVLYOC YIoL TNV AVUXATACHEUT AUTMV TWV GUVIETOY OVTIXEWEVOY, TOV TLOEXWY
owpatdioy. To nepopatind dedouéva Tehxde oynuati{ovtoul Ue TNV opodoroinomn OAng Tng
Thnpogoplag mou oyetileton pe xdde clyxpouan, woll ye Tn AMoTa TwV TOAXWY COUATIOIWY Tou
mpoéxue. Ta dedouéva auTtd TpowtolvTol OTNY EMOTNUOVIXY XOWOTNTO Yl TNV enelepyacto
TOUug xa TN OLle€ory YY) AVOADGEWY.

MeTprioeic yivovton 1660 amd Tar TELPUUATIXG DEBOUEVY, OGO XU ATO TEOGOUOUDUEVDL. OE-
douéva, tor omola TpoxOTTOLY UE YpHom, Yevvitopes Yeyovotwy Monte Carlo (MC). To te-
Aevtado, amotehoUV Eval TOAD YpNRoWo EpYUAEID Aol YENOLIOTOLUVTAL VLol T1 CUGC TNUATIXY
oUYXELOT UE TO TElPUUAL, TNV ToEAY YT BlopUOCENMY Xt ABEBUOTATWY Yol Tal TELPOUATIXG OE-
dopéva xau dhha. To dedopéva MC mopdyovton oe 800 GTAdLL, oEYIXA PE TN YEVVNON TWV
OEDOUEVOV TOU AVTITPOCWTEVOUY TN GUYXEOUGT] TV TEMOTOVIWY Xl UETUYEVECTEQO UE TNV
TEOCOUOIWOT TNG ATOXELONG Kol OLOXELTIXNG LXAVOTNTIC TOU VLY VEUTY| OTIC UETPOUUEVES TTO-
COTNTES.

Kegpdhiawo 5
Enelepyacia Asdopevmy

[Mo var umtdipyel ®xdmoto ouGLdES cuUTERUCU ard To anoteréopata plag avdiuorng, etvar
ONUAVTIXO 1) UETPOUHUEYY TOGOTNTA VoL EVOIL UTOAOY(GLUT, TOCO TELoaTIXG 660 xou YemenTxd,
OoTe TEAWSG Vo yivel pla oUyxptorn. Ot mildoxec cwpatdiny emTeénouy autév axpBee Tov



UTOAOYLOWO, Xal amd Tot 000 UETWTA, TOV UTOAOYIOHO TwV EVERY®Y Olotoucy. H emhioyr twv
TUWOGUWY WG HEVTEIXS AVTIXE(UEV EVOLUPEPOVTOG, UTER TNG TOAUTAOXNG UOY Toug, YiveTtal
01oTL emtpEnouy TNV UeAétn g KBavtinre Xpwpoduvauixhc. Xta miaiota autig Tng dldaxTo-
eug BlatplBric, mapouctdleTan 1 UETENON TNS BITAG Blapopxhc EVERYOUE BlaTouNg ToEaY WY NS
TOUAG LG TOV 800 TUOAXWY CWHATIOWY W Teog TNV avolholwTn udla my o xoL T YéyioTn o-
TONUTN OXOTNTA |Y|maz TOL TEYOUC TOV TUOEXOY OWUATIOILY PE TN HEYOAITERN EYXPOLO OpUY
(og xdde yeyovoe), nuploapyot midoxes 1 leading jets.

H pétpnon Baociletour oe metpopotind SeB0UEVo TOU OVTIOTOLYOUY GE TEELS OLUPORETIXES
YEOVIXEC TERLODOUC Bledaywyhc ouyxpoloewy oto LHC, ta étn 2016, 2017, xou 2018 ye tnv
XEVTEWN PETENOT VoL amod{deTal amd Tor bedouéva Tou €Toug 2016, yia T omola, emtnpoc¥éTwe,
yivetoan n extiunon tne otalepdc TV LoYUEOY OAANAETOPAOEWY (tg Xl TWV GUVIPTACEWY
xatavourc moptovioy PDEs yia to mpwtévio. Ta dedouéva mpogpyovtal and cuyxpoloelS
TEWTOVIWV-TpwTOViwY o evépyelo xévtpou udlac /s = 13TeV xou éyouv culkeydel and
Tov avivyeuty CMS. Avtiotoyolv oe ohoxhnpwuévn Aaunpdtnta Ly = 33.5, 41.5, xo
59.3 fb~ 1, twv etdv 2016, 2017, xon 2018, avtioTolywe. TENOC, 1) AVIXUTAOXELH TwV TOEHKWY
€yel emteuyVel uéow tou alyopiduou anti-kr yia TNV napducteo andotaong R = 0.8.

Tno6 to mploya TN mpocopoiwong, To xevipxd dedouéva Exyouv yevyniel and tov yev-
vitopa PYTHIAS, ue to CUETP8MI tune yio to 2016, evey To CP5 tune ypnowonouidnxe
yioe Toc €t 2017 xon 2018, YuunAnewuatind, xar wovov yio to €tog 2016, yenowonoirinxoy
xal 0edouéva Tou €youv Tapay Vel uE TOV cuVBUACHS Tou YeEVVATOpa MADGRAPHS XL Tou
PyTnia8 CUETP8MI1.

H avdhuon npaypatonomidnxe ye tn yenon tou Aoyiouxol DAS Analysis System, ota
mhaiolo Tou omolou avamTOYINHE XATIAANAOC XGOS Yol TN DIEXTEQUUWOT) TWV BIEQYATLOV.
H enelepyaocio twv dedoyévwy EEXVAEL UE TNV XATIAANAT AVOUXUTAOXEUT] XaL ETMAOYY| YEYO-
VOTWY oTa ontola e@apuélovial XEVTEIXA TUPEYOUEVEC GUCTAOELS amd To Telpapor CMS yia v
ENAYLOTOTIOMON TWV XAXWDS OVIXATUACHEVACUEVODY YEYOVOTWY Xl TNV amoguyy| YoplBou oo
TeEAXS BEdOEVAL.

Yo nelpopatind dedopéva onuavtixd poro mailouv ol BlopdnoElc Yl TNV XAluaxo g
evépyewc (Jet Energy Scale, JES) twv mddxwy ocwpatdiov. Kotd authv ) Swdwaoia,
epopuolovTon Slopddoelg Tou apoeoly TNV €ETpa EVEQYELN TOL evamOoTiVETUL 0T YEYOVOTA
Aoy pileup, edicoppomeital 1 Un OUOLOUORPY XL U1 YRUUUIXT| ATOXELOT TOU VLY VEUTY| 0O
TEOg TNV Peudo-wxOTNTA 1) Xou TNV EYXdEota opuY| pr ovTloToyd, SLOP¥MOVOVTOL Yio UTOAEL-
TIOUEVES DLAPORES TTOL TORATNEOVVTAL METAED TOV TELRUUATIXWY OEBOUEVV XAl AUTWOY Ao TNV
TEOGOUOIWOY, EVG), axdun, cLYUTOAOYIEToL 1) BLopopd oTNY evanoUncior TOL aVLYVELTH WG
TEOC TNV vl VELCT) TUOAXMWY COUATIOWY TOU TEOEPYOVTAL AT SLUPORETIXO) TUTOU TOPTOVLL.

Miow dAn Soptmon apopd To QovVOUEVO TOL TaRATNEAUNXE XUTd T1) CUANOYT TV BEB0-
pévwv to et 2016 xou 2017. To udhnid padlevepyd TepBAhov TOu avtyVeELTH 0By NoE GTNV
amopeLYULoY TOU oXaVOUAo T Tou oyeTlETon UE TO NAEXTPOUAYVNTIXO xohoplueTtpo. ¢ o-
TOTEAEGUA, 1) AMOBOCT HATAYEUPTC TWV OEBOUEVWV UELOINUE OE CUYXEXPUIEVES TEQLOYES TOU
PACLXO0 YWEOU, QPUUVOUEVO oL EELCOPEOTELTAL UEGW TKV SLOPYWCEMY.

To npocopouwuéva dedouéva dloptwvovton e€loou yior TV emavapopd TS xAipoxag evép-
YEWIC TWV TUOEXWY, eV emmpdoieteg Blopdwoel axohovloly MoTe ol cLVITXES TaPAYWYNC
TOUC Vo EfVaL TTLO XOVTA GE AUTEC TWV TELRUUATIXDY DEQOUEVMV.

To dedopéva and TNV Tpocouolwaor yopoxtneilovton amd ula xahdTepT SLOXEITIXT IXAVOTT
o otov avivyeuth (Jet Energy Resolution, JER) and 6,1t napatnpeeiton oty npdén. ‘Etot,
eqopuolovton Slopdwoelg yior T pUduLom Tou SlaVOCUATOS TN TETEUOPUNE OTOUC TBUXES OTY
Otadxaota mou ovoudletar, xatd T BiBAoypagio, smearing.

O pileup cuyxpoloelg elvor aVATOPEUXTES, XaTd TN Sledarywyr) Tou nelpduotoc. [ Tov
Aoyo auTo, pileup cuyxpoUGEC TEOGOUOLVOVTOL EEYMELOTA XAl TEOG THEVTAL OTNV TEOGOUO-
lwomn mou agopd TNV xOpLot AANAETBEAOT, Ue oX0OT6 Vo apay Vel Eva GUVOAO BEGOUEVLV TTOU
Yo avTinpoownedel ue pueyahlteen axplBela autd Tou Topatneeiton oTo melpopa. LTny TEdLN,
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ouyxpivovtog To pileup mpogih ueTa€) TNE TEOCOUOIWOTC XL TOU TELRHUATOS, AUTH BLUPEQOLY,
ue Tig dopdnoeic auTés, TEMX, va avTio Todui{ouy TIC TopaTNEOVUEVES BLOPORES.

To mpwto Briua ueTd TNV oAoxhpworn tne enelepyaciac xal BLoPYwoNg TwV OEBOPEVLY
elvol 0 UTOAOYLOUOGC TWV XOUTUAGDY OTOB00NE TWV OXAVOUALOTOV. XUVOAXY, utdpyouv 10
otrd€oipol oxavdaloTég, xadévag amd Toug oToloug EYEL €V BLUPORETIXG XUTWPAL WG TEOSG
v eyxdpota opur) Tou xuplopyou leading midaxa. Kotd authv tn Swodixacio, unoloyileton
70 onueio oTo onolo xdVe oHAVOUNOTAG ATOXTA TN UEYICTY ATODOCT) XATAYRAPTS YEYOVOTLY,
UE OXOTO T1) UETEMELTA EEAYWYY| OEQOUEVWY, AMOXAEIGTIXG X0l HOVOV, OO TIC TUO OTOSOTIXES
TEploy€g.  2Tol Bedouéva Tou amouéVoLY, £QUoUOLoVToL Uldl IO QUCTNET) OELOH XVNUOTIXWY
%xELTNElwY, Yot TOV XAAUTERO OPIGUO TOU Y(MEOU PACEWY EVOLUPEPOVTOC.  LUYXEXQWEVA, Ol
6vo leading nidaxec oe xdde yeyovoc unoypeolvton va tneolv: pry > 100 GeV, |yi| < 2.5,
xou pro > B0GeV, |ya| < 2.5, 6mou o Seixteg 1 xou 2 oavTINPOOKTEVOUY TOV THBoXA YE TN
UEYUAUTEPN Xou BEVTERY UEYAUAUTERT EYXAPOLN OpUT) OTO YeYOVOC, avtioTolya. To dedouéva
oLYOLALOVTOL XATAAANAA, UE XADE OHAVOUAIGTY| VAL CUVELGPEREL GYEDOV GE OAOXANEO TO £0POC
e avolholw TN UACAg, Xol UE TNV XUTACKELY| TNG OLapopixiic EVERYOUE BLoTtouric 6TO ETUTEDO
Tou aviyveuth (detector level) va yiveton, oOppwve pe tnv EZ. 5.8.

d20' 1 Ne ff

AdYmaz dml,Q B Lint (2A|y‘max)Am1,2

[ v anoteleopatiny] cUYXEION PETOED TWV TELRUUATIXWY UETPNOEWY Xl TWV VEWET-
TV TeoBAEdEnv, oL TenmTeg TEENEL Var BlopUwdolv MGTE Vo UNY EUTERLEYOVTOL ToL EVOOYEVT
YOEAXTNELO TIXE TOU OVLY VEUTH] GTO HETPOVUUEVO QAoud. AUTH ETITUYYAVETAUL UECH OO TN BLadL-
xaoto avadimdwons (unfolding), 6mou ta MC 8edouéva yenoylomolodvtol yio TV Teocopolwon
TNC AMOXQELONG TOU QLY VEUTY OTN) HETAPBOAY| TOU ETLPEREL XaTd TN Bladxaotar uétenong. Me tny
XATUoXEVT] ToL Tivaka andkplons (response matrix, RM) xaw tnv egapuoyn tou 6to gdopa oe
eNinEDO AVLYVEUTH), OVOIGTEEPOVTAL Ol UETAVAC TEVOELS YEYOVOTWY TOU €Y0LY TROXANUEl AOYw
NG TEMEPACUEYNS BLOXELTIXNC IXAVOTNTOC TOU OVLYVEUTY|, SLopUmdVOVTAS OTOTEAECUOTIXG T1)
wétenomn xou pépvovtds T oTo eninedo owuatdiny (particle level 7 truth level).

Axohowdel 0 LTOAOYIOUOC TN CUVOAMXTAC TElpouaTxXS ofleBandtnTag. Extoc and to ev-
0oYeVEC OTATIoTIXG O@dUa oL oYeTleTon Ue TNV UETENOT, TO onolo YeTaPépeTol UEoa amod
N Stadastar avadimAwone, cuc TNUATIXES oBEBotdTNTEC UTELCERYOVTOL OTT UETENOT AOYW TWV
dlopttwoewy Tou eqopudlovton ota dedopéva. Topatidevton or tnyéc oustnuatixwy ofeBaio-
v ofefoudtnteg and Tic Slopdnoelc Yo Ty xhigoaxo TN evépyetag twv mddxwy (JES)
xou NS StaxpltixAc avotnTag tou aviyveuth| (JER), afeBodtnto otn uétenon tne ohoxhn-
COUEVNC AAUTEOTNTOS YA TNV XOVOVIXOTOINGT TNS Blopoptxic EVERYOUS SLUTOURC, EVOOYEVES
CTATIOTINO GPIAUOL TWV TEOCKUOLOUEVLY BEDOUEVWY, o3eBatdTnTeS AOYw TNg dLopUmong Yo
™y agaipeon yeyovotwy vroPddeou (fakes), xou yopévwv yeyovétwy (misses), xou ofSefou-
OTNTAL YioL TN U1 AMOBOTIXY CUUTERLPOEE TOU avtyVeuTy) Aoyw prefiring. Tehxd, n cuvolur
rewpoortixy offefondtnra utohoyiletar we N teTpaywvixy pila tou adpoloyatog TwV TETEA-
YOVWV TNG TELRALATIXAC OTATIOTIXAC oPBEBatOTNTAC Xl OAWY TWV ETYEQEOUS CUC TNUATIXWY
afeBaothTwy.

Kegpdiawo 6
Ocswpentixeg IlpoBAEdeic Ytadeprc TaAEng

O Yewpnrixée npofiédec utohoyilovtouw chugpwva e v EE. 4.8.

da(pp—>N) = Z / dwd$,fi/p($a /Lf) : fj/p(x,a /Lf) X dg(ij—>N) (l‘, lj? Kfy s O‘S(IUT))
4,J
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To dwtapatixd xopudtt, dnhady To ctoiyeio mivaxa, urohoyileton otar Thadolo TNg *BavTi-
xfc yewpoduvauixrc oe teitn En otn Yewplo diotapoydy (next-to-next-to-leading order,
NNLO). Zuyxexpwéva, n medn auth yivetaw ye t yerion tou mpoypdupatoc NNLOJET
70 onolo cuvdéeTan e To Toax€to FASTNLO péow tig egopuoyhic APPLFAST yia tn Sorye-
lenon Twv mvixwy Tou TEpLhouBdvouy Tov BlatapoxTixd utohoylopd. H yperon avtod Tou
AOYIOUIXOU ETUTEETEL TOV GUVBLAOUO Tou GTolyelou mivaxa pe dpopetxd PDFs, to un du-
TapoxTixd xouudtt otny EE. 4.8, yio Tov tehixd mpocdloptopd twv npolAédewy oTto eninedo
v naptoviwy (parton level). Emmiéov, n dewenuxh neprypagn uiodetel tnv emhoyh tng
xhipaxog emavoxavovixomolnong (g, vo ebvan {on ye tnv xipaxo tapayovionoinong pr, Ue
T avtiotoyn g avohholwtng palog ftr = pF = M1 2.

O Yewpntixéc mpoPiédelc Sloptmvovtal Yior var TERLAUUBEVOUV U1 SLOTOUEOXTIXG (POoUVOUE-
VoL, OTWS 1) AdEOVOTONGT X oL TOALTAETOVIXES ahANAeTdpdoelc. Etot, 1 Yewpla épyeton oto
eninedo cwuaTdlwy, To (Blo ENINESo PE QUTO TWV TEWRUUATIXWY PETPNOE®Y. Ol XUTIAANAES
dlopdwoelg urohoyilovion UEsw YEVVNTOPWY YEYOVOTWY, OL OTOOL EMTEENOLY TOV TEOGOLO-
PLOUO TNG W1 SLITUROXTIXNG COUVELC(ORAS. AUTO emTUYYAVETUL cUYXEIVOVTOC TIC TREOBAEPELS
TOL TEOXUTITOLY A6 TOUC YEVVATORES, Ot 800 oTddlar: oy xd, AduBdvovtag umddn uévo To
OLULTOPAXTIXO XOUUATL XOU OTT| CUVEYELY, EVOWUATOVOVTOS TOGO TIC OLUTURAUXTIXEC OCO XAl TIC
un SotopoxTixée cuvioToeg. Emmpocdéteg, ov mpoPBAédec dlopdhvovtal yia emmAéoV -
xTwvoPohion Aoyw nAextpacievois axtivoollag, ol onoleg yivovion onUavTixéC o€ XAUOXES
ueyorltepec Tou 1TV .

Teewg myég Yewentnedv cuoTnuatxny aBefotothtov, Aauldvovtal unddiv: aBefoudtnTa
amo TNV ETAOYY TNG HALUAXOS ETAVAXAVOVIXOTOINONG Kol TPy OVTOTIONONG, 1) OTOlo AV ToVa-
%\ Tig exdelnouceg Blopdnoeic LPNAOTERTC oxEBELNG OTOV UTOAOYIGUO TOU GToLyEloU Tiivaxa,
oefoudtnia and v emhoyr Tou PDF set, to omolo cuvbudleton pe 1o otoryeio mivaxor yia
TNV anoxTNon e TeAiC Vewpentinic mpoliedng, xou téhog, afefoudtnTtol GTOV UTOAOYLOUO
TWV 1) DATOROXTIXGDY SLOPUMOE®Y, OTKS AUTEG TERLYRAPNXAY TEONYOLUEVWLS. (loTdc0, BEV
OUVELGPEPOLY GTT GUVORXT VewpnTixy) afBefondTnTar oL H10pYOCELC AOYW NAEXTEAGUEVEDY dhAT-
Aemdpdoewy. H cuvohur affefoudtnta mpoodiopiletar wg 1 tetporywvixt pila tou adpoiouatog
TOU TETPUYWVOU TWV TEUDY ETUUEPOUS CUVEIGPOROY.

Or metpopatinég yetproelc ouyxpivovton pe Tig Vewpntixéc mpolAédelc, 6oy oL TeheuTaieg
vrohoyiCovton yenowonowwvtoc to CT18 PDF set. Iopatnpeiton xahy) cuugwyvio uetall ey
000, oe 6hO TO EVPOC TWWVY NS avaAlolwTng udlac, xou yio xdde plo and TC TEVTE TEPLOYES
oXOTNTOG, UE amoxhion uxpdtepn and 10 %.

Kegpdiowo 7
AnoteAéopoT

Ta dedopéva Tou €toug 2016 yenowonololvTon yior Ty extiunon g otadtepds (ebéng twv
LOYLEWY OAANAETUORACEWY (tg XOL TOV TPOCOLOPIOUO TWV CUVAPTACEWY XATAVOUNS TUPTOVIWY
(PDFs) tou npwtoviou. H otpotnyixd nou oxoloudeiton etvar 1 (Blor e authv mou e@opudo thxe
oe nohoudtepec HERAPDEF avolloelg. Yuyxexpyéva, ol Yewpntixéc npoliédelc npocapudlo-
vton o€ DIS (Deep Inelastic Scattering) dedopévo, tor omola 0pYOTERA GUUTANEDOVOVTOL ATd
TN YETENOT NS OLMAG Btapoptxic EVERYOUS BLATOUNC TIOU TOPOUCLIG TNXE €0, LMUEWDIVETOL,
671 o DIS dedopéva meptopilovon yior Tiwéc ot PeTopopd opufic téve ond Q2 = 10 GeV2.

H Soyr| tou mpwtoviou expedleton GOUQWYA UE TNV XATAVOUT| TOU YAOUOVIOU, TwV Up Xl
down xoudpx c¥évoug, xat TN cUVOAXT| xaTtavour| TG Vdhacous Twv xoudpex. Ot xatavoués
QUTEG TOPUUETPOTIOLOUVTOL (G GLUVAETNOT] TOU XAAOUATOS OPUAC TOU TEmTOVIou, o€ i apyixt|
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PONVIoR ] N%,o = 1.9GeV, cbugpwva pe v EE. 7.1.
o f(x, pfo) = Apa® (1 —2)% (1 + Dya + Ey2®)

H mpocopuoyn Eexwvder yio éva cOvoho amd 10 apyinéc mopauétpous, VG TEPLOCOTERES TRO-
ottievton otny mopela, cluPwv Ue T dladascia EAAYLOTOTOMNONS TWV TETPAYWVMY.

Téooepeic ofePardtnree mpoxdntouy otny extiunon twv PDFEs: ofeBoatdtnta otny npo-
cappoyy (fit uncertainty), mou avtavoxhd T BLEB00Y TWV TELRUUATIXGY X0t VEWENTIXOV -
BeBonothtov e wétpnone, afefaudtnta otny emhoyy| povtéhou (model uncertainty), mou
TEoXUTTEL amd TIC EMAOYES ToU €youv YIVEL Yol TIC TWEC TORAUUETEWY Tou dev oyetilovTal
ue to. PDFSs, 6mwe 10 xotdeit otny opuf Q2. , oafeBotdtnto yio TNy TEMXH TOpUUETPOTO-
{non (parametrization uncertainty) mov yenowonoteiton otor PDFs, xouw téhog, afefardtnta
oty xhipoxo (scale uncertainty) yio tic exheinouvoee Swopdnoeic vnhdTEENC T4ENE 0TO GO
xeto mivoxa.  Tehwxde, 1 cuvohixn ofeBardtnto utohoyiletan we 1 TeTEaywVXy eila Tou
adpolopatog TV TETEaYOVLY Twv fit, model, xa scale cuvelspopdy, e povadxr e€aipeon
v of3efoudtnTor parametrization mou mpootideton yoouuxd.

[ vo emwgedntolye amd Ty audnuévr ouu@wvio YETAg) TWV TEROUATIXWY OEGOUEVHV
xan TV YewpnTix®v tpoPrédewy, otov tehixd umohoyiopd twv PDFEs, eCoupeitan 1 ypron
e pétpnone oty méuntn nepoyh wxNtac (2.0 < |Y|maz < 2.5), oty onola Topatneeito
N peyahltepn amdxhorn. O Iivaxac 7.2 mepoufdver Tic uepée Twée X2, We # yoplc Ty
EVOOUATWOT TOV TELROUATIXDY dedouévev amd to CMS.

Iivoxac 1: Partial x? values for HERA DIS data and HERA DIS complemented
with the 2016 CMS dijet measurements.

Data set Partial x?/ngata
HERA DIS HERA DIS + CMS dijets

CMS dijets

1Yl maz < 0.5 18/22
0.5 < |Y|maz < 1.0 15/22
1.0 < |Y|mae < 1.5 16/23
1.5 < |Y|mae < 2.0 15/12
HERA1+2
CCe p, E,=920GeV 51/42 51/42
CCetp, E, = 920GeV 37/39 37/39
NCe p, E, = 920 GeV 221,159 222/159
NCetp, E, = 460 GeV 198/177 197/177
NCetp, E, = 575GeV 186,221 186,221
NCetp, E, = 820 GeV 55/61 55,61
NCetp, E, = 920 GeV 359/317 364/317
Total X2 /Mo 1161,/1003 1232/1081

Yuyxpivovtag ta PDEs mou npoxOntouv uévo pe ) yerion twv DIS dedopévwy, pe av-
a4, 6tav tor DIS 8ebopéva ouuninpdvovton and tou CMS, cuunepalvetal 1 cuUgovio Toug.
Enlong, nopatneeitan pelwon oty ofefoundtnta fit. To gouvouevo autd, yivetow mo eupovég
oTNY xatavopn Tou yAovoviou, ue o PDF va meploptleton otny meployy| yia ueydha xhdoua-
Ta opung, ¢ > 0.1. Emmpoociétng, n npocupuoyr| enavalaufdvetor aghvovIog Ty ag ©¢



Xiv

eheOlepn ToEdUETEO oTN BladLxacio, OTou 1) Ty Tou ETMOTEEPETUL 0NV XAlwaxa tne udlag
tou pmoloviou Z, eivan ag(mz) = 0.1179 £ 0.0019, 1o onolo cuuBadiler TAfpw Ue Tov
nayxoouto péco 6po 0.1179 £ 0.0009.
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3 CHAPTER 1. THE LARGE HADRON COLLIDER

IChapter 1

THE LARGE HADRON COLLIDER

1.1 Introduction

A strong spirit of devotion and sacrifice is nurtured if we first convince ourselves about the
significance of the task at hand. During my undergraduate years, while I was aspired to
understand the structure of the cosmos and looking to find purpose in our existence, I read
my very first article on Elementary Particles — “A model of leptons” by S. Weinberg [1].
The author formulated a model that unifies the electromagnetic and weak forces where the
underlying symmetry is spontaneously broken, a mechanism proposed, among others, by
P. W. Higgs |2] on 1964. As an outcome a new field would arise, later named as the higgs
field, the existence of which would lead to the weak force carriers acquiring their masses.
At this point I would kindly ask to not be misjudged for throwing theory-related jargon
that the reader might not be familiar with but to find trust in the text as everything will
be properly explained in Chap. 3.

Nearly half a century later, on the 4th of July 2012, located in Geneva at the CERN
main auditorium, scientists would gather to participate in the forthcoming seminar. That
was the day when the two Spokespersons of the ATLAS and CMS collaborations officially
announced the discovery of a new particle, the long-awaited missing piece of the Standard
Model (SM), the Higgs boson [3, 4]; the media would brand it as “the God particle”.

What led to this discovery, or better, revelation was ATLAS and CMS, two of the
larger experiments currently based at the CERN’s Large Hadron Collider. Scientists among
different fields and cultures have been coordinating their efforts to achieve this task. To
date, Tuesday 27" May, 2025, CERN’s community still grows. More people are joining
the collaboration and continue to invest their time in favor of research as a lot of questions
remain unresolved. Is it worth it? Answers may vary depending on the perspective of the
individual under question.

In this leading thesis chapter preliminary information is shared with the reader on
CERN'’s evolution as a FKuropean laboratory and on the events that drove the High Energy
Physics community of “that” time to build the largest particle accelerator in the world.

1.2 Conseil Européen pour la Recherche Nucléaire,
CERN

Currently, CERN’s primary focus is High Energy Physics but this was not always the case.
As the section title might suggest, it was originally directed to be a European Council for
Nuclear Research. After World War I1 Europe had lost some of the momentum regarding
physics research. Due to the aftermath of the war but also due to the evolution and
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demanding nature of sciences, laboratory costs were increasing. In an effort to keep the
talented individuals from going to North America a solution had to been found. Louis
de Broglie, motivated by all that, aiming to reduce costs and to rekindle the edge of the
science community, proposed the formation of a European facility on 1949. Three years
later at a UNESCO conference the organization name and site was agreed upon between the
12 founding members and the acronym CERN was attributed to it [5, 6]. The founding
members were namely Belgium, Britain, Denmark, France, Germany, Greece, Italy, the
Netherlands, Norway, Sweden, Switzerland, and Yugoslavia, with more nations joining by
the year to this undertaking.

Located in Meyrin Switzerland CERN’s main headquarters are very close to the France
boarders. By 1959 two accelerators had been build, the Synchrocyclotron that reached
600 M eV particle energy focusing on the fields of nuclear physics, astrophysics, and medical
physics and the Proton Synchrotron that enabled proton acceleration for the first time,
reaching the 28 GeV range, remaining to day among the CERN’s accelerator chain. Initially
dedicated to research on atomic nuclei CERN’s focal point was quickly pivoted towards
High Energy Physics for the study of subatomic particles and their interactions. In 1965
it was agreed that the site location will be further extended over the French boarders.
The following years new accelerators and experiments were continuously built with the
evolution of the accelerator complex progressively resembling the current state. Notable
mentions are the construction of the Super Proton Synchrotron on 1976 and the Large
Electron-Positron collider (LEP) [7, 8] on 1989 hence, signaling the start of the colliding-
beam era.

LEP, the largest lepton collider ever built, was based on a 27 K'm circular circumference
tunnel about 100m underground below France and Switzerland. It began operation on
1989, lasted about 11 years until it was finally shut down on 2000. Reaching energy values
of 209 GeV it broadened the research scope for some interesting phenomena. Allowed the
determination of the number of light neutrino families and reported evidence of a weak
Higgs boson signal.

Progress was not only made in the physics field. Conversely, technological advance-
ments took place that as it turns out have a huge impact on how we live our day-to-day
lives. Due to the nature of the work happening at CERN and how information needed to
be processed and fast and safely distributed within the premises, all these conditions led
to the development of the World Wide Web and the concept of transfer protocols like the
URL and http.

After year 2000, with a budget of 7.4 billion euros, plans initialized for the imple-
mentation of LEP’s successor, the Large Hadron Collider (LHC) [9]; would occupy the
same tunnel and accelerate protons or lead ions instead of leptons. Constructions ended
by 2008 and machine commissioning followed right after, yet another era had just began.
But CERN is not just the LHC, in reality there is a huge machine chain that slowly builds
up the particle’s energy and feeds the LHC.

Figure 1.1 shows the CERN accelerator complex (as of 2022). Our focus will remain
just on the protons. It all starts from a negatively hydrogen ion source where ions get
their first energy boost in the Linear accelerator 4 (Linac4) reaching 160 MeV. The use
of quadrupole magnets inside Linac4 ensures a tight and relatively uniform beam. Upon
exit ions are stripped of their electrons leaving behind just the protons which are injected
into the Proton Synchrotron Booster (PSB); energy is ranked up to 2 GeV. Consecutively,
protons are received by the Proton Synchrotron (PS), yes the one that was build back
in 1959, and accelerated at 26 GeV, while, later, the Super Proton Synchrotron (SPS)
increases the energy at 450 GeV. LHC is the final stage in the acceleration chain where
the beam energy is slowly increased at 6.8 TeV '. A size comparison can be made between

LAs of 2022, LHC accelerates protons at 6.8 TeV. The actual machine limit, by design, is at
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the LHC ring and the surrounding area in Fig. 1.2.

The CERN accelerator complex
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Figure 1.1: CERN accelerator complex [10].

1.3 The Large Hadron Collider, LHC

1.3.1 Core information

The LHC (see Fig. 1.3) currently holds the title of the largest, highest energy particle
accelerator in the world. It has the ability to accelerate either protons or lead ions depend-
ing on experiment needs. Proton energy is gradually increased from 450 GeV to 6.8 TeV
over a period of 20 mins reaching speeds close to the speed of light. In reality, protons
are circulated in bunches, each of them containing ~ 1.8 x 10! of them. This division,
into bunches, is happening just before the exit of PSB where it is the last place that a
continuous beam exists.

Bunches have a cylinder-like shape and are about 1 mm wide, whereas they are shrank
down to ~ 16 x 16 um just before collision time. This way protons are more tightly packed,
thus increasing the probability of a collision. Since each bunch is spread from the adjacent
ones over 7.5 m the 27 K'm circumference can simultaneously hold 3550 of them. However,
some extra space is needed for the injection of healthy bunches and dumping of the bad
ones. In the end, the effective number of bunches scales down to 2808.

7TeV, a value that will be likely obtained in the years to come.



CHAPTER 1. THE LARGE HADRON COLLIDER 6

Figure 1.2: Size comparison between the LHC ring (yellow circle) and the surround-
ing area. The boarders between France and Switzerland are illustrated with the
dashed white line. White indicators show the location of the four large experiments
on top the LHC ring. [11].

The collider is comprised of two rings, each
containing its own beam, for clockwise and coun-
terclockwise acceleration. The two beams collide
at specific intersection points around which exper-
iments are built. Collision between counter-rotating
beams provide a total energy equal to the sum of
the energy of each beam. This means that for the
LHC the collisions happen at a center of mass en-
ergy of 13.6TeV! The same two beams are used
for 10 hours due to the beam’s limited lifetime. Af-

Figure 1.3: Three-dimensional
ter that all bunches are dumped and a new cycle of cut of a LHC’s dipole [12].

collisions begin with fresh bunches. Taking a closer
look at the intersection point (see Fig. 1.4), there,
one bunch per beam cross one another every 25 nsec, a value referred to as bunch crossing.
Converting this number to a rate gives 40 M Hz meaning that every second 40 million

Crosses occur.

The architecture of the tunnel that the LHC is based is not a perfect circle. The
layout is dividend into eight arcs and eight straight sections. The straight regions can
serve as possible intersection or utility points. Four of them are occupied by the ATLAS,
ALICE, CMS, and LHCb experiments at points 1, 2, 5, and 8 respectively. Superconduct-
ing magnets are installed throughout the whole LI C range. They operate at a nominal
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Beam 1 Beam 2

P =
e | do e ©
& ® =0
N (b) Only some of the bunches’ pro-
(a) Two bunches cross one another. tons collide.

Figure 1.4: Beam intersection point |13].

field value of 8.37T and a current of 11.850 A. Dipole magnets are responsible for bending
the beam, while quadrupole ones are responsible for focusing it. Other multipole mag-
nets play the role of correcting the beam for small imperfections. To put some numbers
into paper there are approximately 9300 magnets out of which 1232 are dipoles, 858 are
quadrupoles, leaving the rest 6208 as correcting magnets. The end result is a stable and
precisely aligned beam ready for use. Such strong magnetic fields are achieved because of
superconductivity. Both the magnets and the coils are baptized into liquid helium at 1.8 K,
greatly reducing electrical resistance and minimizing energy-to-heat conversion. This low
temperature is obtained first by cooling the 80 K helium down to 4.5 K through the use of
liquid nitrogen. Liquid helium is filled inside the cavities surrounding the magnets. After
a pressure decrease to 15 mbars the temperature falls below 2.17 K, a critical point where
helium undergoes a second phase change. In this superfluid phase helium obtains a very
high thermal conductivity and a negligible viscosity, properties that are utilized for heat
removal and efficient transportation.

Eight Radiofrequency (RF) cavities are in place, per beam, for proton acceleration,
ensuring high density and of good quality bunches. They are positioned in the straight
sectors of the LHC ring with each cavity oscillating at 400 M H z, delivering 2 MV, and
operating at 4.5 K. Every proton passing through a cavity receives ~ 16 MeV of additional
energy. Ultimately, as mentioned before, protons will reach maximum energy after 20 mins
worth of revolution. The beam is enclosed in a pipe under ultrahigh vacuum of 107 Pa or
~ 1077 Pa close to the intersection points to minimize friction caused by protons colliding
with gas molecules, a scenario that would otherwise negate the beam quality.

Another great quantity to look at is the instantaneous luminosity (L) [14]. It is
considered among the most important properties of an accelerator as it expresses the
number of possible collisions per em? and per sec. Naturally, the larger the value the
larger the number of collisions will be. Luminosity can be expressed as:

NN,

k) %k
dnoyo;

L=Ff (1.1)
where f is the collision frequency, N1 and Ny are the number of protons contained within
the colliding bunches, o7 and oy are the transverse dimensions of the bunches and F is
a geometrical factor (< 1) that expresses the luminosity reduction caused by the angle at
which the bunches collide. This number is calculated to be £ = 2 x 103* em™2sec™! for
the LHC, 2 x 1034 collisions per second and per ¢m?, a record value compared to all of its
predecessors. Interestingly enough taking the integral of instantaneous luminosity over a
specified period of time T is, again, an important quantity:
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T
ﬁmz/ L dt (12)
0

Integrated luminosity (Lint) is a measurement of the bulk volume of data collected in time
T, carries the advantage of remaining constant over the period of time 7', and is usually
expressed in units® of pb~! or fb~!. Figure 1.5 shows the total integrated luminosity
recorded by the CMS experiment over time. Particularly, in the left plot the luminosity is

400

140l CMS = 2010,7TeV, 450 pb-! CMS == LHC delivered: 358.06 fb,'
= 2011,7TeV, 6.1 fb" 350 CMS recorded: 330.39 fb™'
— 2012, 8 TeV, 23.3 fb~
120 — 2015, 13 TeV, 4.3 fo™'
2016, 13 TeV, 41.6 fo!
2017,13 TeV, 49.8 fo!
100 — 2018, 13 TeV, 67.9 fb'
— 2022, 13.6 TeV, 41.5 fb
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— 2024, 13.6 TeV, 99/ b~
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(a) Luminosity collected by year (in different (b) Cumulative delivered (blue) and
colors) as a function of time (in months).  recorded (yellow) luminosity as a function
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Figure 1.5: Total integrated luminosity recorded by CMS [15].

depicted for each year separately over the course of the LHC operation months. It can be
seen that already, in September 2024, 90.9 fb~! have been collected, a value far exceeding
what was observed in the previous years. In the right plot the same information is shared
but illustrated in a slightly different manner. There the cumulative luminosity is presented
over the course of years. It is interesting to see that over 14 years of operation the LHC
has delivered 358.06 fb~! worth of data.

Looking at Fig. 1.5b in more detail one can perhaps distinguish the three different
periods of LHC operation. Two huge plateaus can be identified, the first between 2013
and late 2015 and the second between 2019 and early 2022. These correspond to the
Long Shutdown 1 (LS1) and LS2, respectively, during which LHC was halted and major
upgrades were employed. Periods before and after the long shutdowns represent the run
periods (Runs) where the LHC had an active beam. This information is better summarized
in Table 1.1. At present, in Run III, LHC has surpassed the luminosity that had delivered
in Run II, with another year still remaining before the next LS. It is estimated that by the
end of Run IIT ~ 300 fb~! will have been collected.

Table 1.1: LHC schedule. Run periods and the corresponding cumulative integrated
luminosity for each center of mass energy respectively.

Runl Run I1 Run III
2010 — 2012 L51 2015 — 2018 LS2 2022 — 2025
TTeV 8TeV 13TeV 13.6TeV

~6fb1 ~23 fb_1 ~ 163 fo=! ~ 165 fb=!

21barn = 10724 e¢m? and 1 fb~! ~ 70 x 10'? proton-proton collisions.
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Before we move on, another great quantity to have in mind is that of the cross section

(o) which quantifies the probability that a particular event will occur. It is expressed in

units of barn (b) and makes a good pair when combined with the luminosity. One can

calculate the number of expected events (N,) per sec for a particular process by following
the relation

New = Lint - Oev (13)

where g, is the cross section for the process of interest and L;,; the available integrated
luminosity. We will discuss a little bit more about the cross section definition and its
concept, later, in Section 4.4.

1.3.2 Experiments

As mentioned before, the four larger experiments based on the LHC ring are in sequence
ATLAS, ALICE, CMS, and LHCb positioned at points 1, 2, 5, and 8 respectively. For
ATLAS and CMS new caverns needed to be installed in the LEP tunnel while for the
other two experiments the preexisting caverns were used. Besides the big-four, there are
five smaller experiments spread over the LHC, namely the TOTEM, LHCf, MoEDAL,
FASER, and SND@QLHC. The scope of the physical program under study is vast. Apart
from the central focus of LHC, the SM of Particle Physics, the research extends beyond
it with topics like Supersymmetry, Dark Matter (DM), searches of exotic particles and
studies of high density environments.

Below, a brief description will be given about the aforementioned experiments. We will
lead with ATLAS and CMS since these two were the driving force for building the LHC,
as a very important task had been assigned to them, the discovery of the Higgs boson.

e ATLAS, A Toroidal LHC ApparatuS [16]:

the largest general-purpose particle detector in the world with dimensions 46 m long,
25m wide, and 25m tall. It weighs 7000t and is equipped with more than 100
million sensors, having the ability to support both proton-proton (pp) and heavy
ion collisions. Its primary target is to test and verify the SM, contributed to the
Higgs boson discovery, and has even the ability to discover particles beyond the SM.
Lastly, it strives to find answers on the topic of DM and looks for extra dimensions
in the universe. More than 5000 members are involved with the experiment.

e CMS, Compact Muon Solenoid [17]:
another general-purpose particle detector that shares the same ambitions as its coun-
terpart “colleague”. It follows a cylindrical geometry and is 21 m long has a 16 m
diameter and weighs 13,000¢. Its signature compartment is the superconducting
solenoid magnet inside of which a 3.8 7" magnetic field is achieved. Same as ATLAS,
it supports both pp and heavy ion collisions. Over 4000 members are associated
with the experiment.

e ALICE, A Large Ion Collider Experiment [18]:

despite what the name might imply ALICE supports both heavy ion and pp colli-
sions. Primarily, the experiment runs on lead-lead collisions but lighter ions are also
considered. Its dimensions are 16 x 16 x 26 m?3 weighting about 10,000¢. ALICE
studies the strongly interacting matter at extreme energy densities, a situation which
is achieved during the lead nuclei collisions. There the temperature can rise as much
as 100,000 times the temperature inside the core of the Sun. Under these conditions
new phases of matter can be achieved like the quark-gluon plasma. One can say
that in this experiment a simulation of the state of matter is performed as it was
assumed to be in the early moments of the universe, right after the Big-Bang. More
than 2000 members contribute to this collaboration.
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e LHCD, Large Hadron Collider beauty|[19]:
devoted to study the CP violation, in hopes of providing information for the matter-
antimatter asymmetry in our universe, and rare decays of beauty or charm hadrons.
It extends 21 m long, 13 m wide, and 10m high, weighing 5600¢. Due to the nature
of the physical processes of interest LHCb performs well in detecting particles in the
forward region, as, such decays mostly happen to small angles, close to the beam
line. There are about 1400 members.

e TOTEM, TOTal cross section — Elastic scattering and diffraction dissociation
Measurement[20]:
placed partially in the center of the CMS detector and about 200 m away from the
interaction point towards the direction of the beam line. It provides a precise mea-
surement of the total pp cross section and performs mostly studies on elastic and
diffractive scattering. It amounts to about 80 scientists.

e LHC{, Large Hadron Collider forward [21]:
this detector is positioned on either side of the ATLAS experiment about 140 m away
from the interaction point. It focuses in detecting neutral particles, especially pions,
in the forward region, aiming to understand how particle showers are created and
evolve in the atmosphere when highly energetic cosmic rays collide with the air’s
molecules. It is comprised by about 30 members.

e MoEDAL, the Monopole and Exotics Detector At the LHC [22]:
well there is not much more to explain. Attached to one end of LHCb, MoEDAL is
armed with only one true purpose, the detection of exotic particles that lie outside
the reach of the SM. A few examples are magnetic monopoles, dyons and black-hole
remnants. It “shoots the thrill” for potential new physics. During LS2 the detector
was re-branded as MoOEDAL-MAPP where a new detector compartment was added,
MAPP (MoEDAL Apparatus for Penetrating Particles), in an effort to increase the
sensitivity to milli-charged particles and long-lived exotic particles.

e FASER, ForwArd Search ExpeRiment [23]:
installed about 480 m downstream from the ATLAS detector it fills all specifications
required for forward particle detection of light and extremely weakly interacting
particles. Recently, another detector was paired with FASER, that is, the FASERv
dedicated on neutrino detection, first of its kind in the LHC family!

e SND@LHC, Scattering and Neutrino Detector at the LHC [24]:
the newest addition to the LHC experiments and a complementary detector to
FASERv. 1t is located about 480 m away from ATLAS but contrary to FASER,
it is located on the opposite side of ATLAS and slightly off the beam line direction.
This way neutrinos are detected in an otherwise unexplored region (pseudorapidity®
7.2 <n<8.6).

1.3.3 Future aspects

Let us make a brief pause for a moment as one question still remains in the background.
With one more year still remaining before the end of Run III, the obvious question is,
what lies ahead? By end of 2025, LHC will be closing the first big chapter of its lifetime.
The schedule given in Table 1.1 corresponds only to Phase-1 of the LHC. After that the
LHC will enter Phase-2, a new era, the High Luminosity LHC (HL-LHC) [25]. Figure 1.6

3Pseudorapidity 7 is another quantity to measure the angle of particles relative to the beam
axis. It will be further discussed on Chapter 2.
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shows the expected schedule for Phase-2, while the actual one remains on the dynamic
side, depending on the obstacles or set backs that will be encountered.

During the LS3 (2026-2028) major upgrades will take place to LHC’s architecture,
design, and technology, of course the experiments will have to comply too. Some notable
upgrades are mentioned. First and foremost, the proton energy will be ramped up to the
nominal design value of 7TeV, meaning that pp collisions will then be happening at a
center of mass energy of 147TeV. Luminosity will be increased by a factor of ~ 5 above
the nominal value. This number is expected to produce at least 140 collisions per bunch
crossing, compared to the current number which is ~ 40. As an outcome, a set of new,
stronger magnets will be installed for focusing and bending the beam. It is estimated that
these will run on a 11—12 7T magnetic field! Crab cavities are another advancement that will
be installed in the LHC ring which will allow bunches to be stretched just before collision,
increasing the overlap area so that a higher chance of collision is achieved. It is foreseen
that by the end of Phase-2 around 3000 fb~! (see Fig. 1.7) will have been delivered.
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Figure 1.6: Expected schedule for Phase-2 of the HL-LHC [26].

How about a scenario that the LHC is just another machine in the accelerator chain of
a larger collider? How this would look like? This is neither a philosophical question nor a
matter of fiction. On 2019 a conceptual design report was released featuring a collider that
will surpass the LHC, that is the Future Circular Collider (FCC). In reality, three separate
proposals were made each considering a different type of collision, the FCC-ee for electron-
positron collisions, the FCC-eh for electron-hadron, and the FCC-hh for hadron-hadron
(the report for the latter one can be found on [27]).

For pp collisions the target nominal center of mass energy is 1007eV! While it is
not yet fully clear what an optimal value would be, there are arguments that support the
102 TeV range. No strong evidence or suspicions of new physics drive this number but it is
a certainty that at this scale the Higgs self coupling can be studied. At the very least, fully
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understanding the properties of the Higgs boson might give the science community hints
or ideas for future searches. With gravity still not incorporated in the SM, searches for
DM candidates are of great importance. Weakly Interacting Massive Particles (WIMPs)
are just one of the many alternatives that currently exist in explaining the origin of DM.
While dedicated experiments, spread around and outside the world, search for them, the
need for direct confirmation by accelerators is always needed. An upper limit to their mass
has been set in the 1 — 3TeV range, making FCC the ideal place for such a search.
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Figure 1.7: Luminosity forecasts for Phase-2 of HL-LHC. The two lines correspond
to the integrated luminosity versus time with purple giving the nominal pp values
and blue the heavy ion ones. Red points illustrate the expected peak operation
luminosity [28].

The 100TeV requirement opens up a new challenge. In order to reach this energy
value the experts have estimated that a 90 — 100 K'm circumference tunnel needs to be
excavated. This alone perhaps is the key to FCC’s success or failure. Possible placement
scenarios have been analyzed taking into account the geometry of the tunnel, the surface
area that needs to be covered, site locations, and resources among other factors. Figure 1.8
illustrates some of the resulted schemes. Colored rings correspond to possible FCC layouts,
which will support eight surface sites, while in blue the CERN LHC and SPS accelerators
are shown.

It seems that the science community likes to look ahead in time, always prepared to
face future challenges and grow. In this non ending game of “information warfare” where
one puts a full stop? Venturing in the unknown, people are urged to seek answers with
means that in the past years would hardly make any sense. Did CERN and the LHC,
this European laboratory, succeeded in its purpose? Thousands of people among different
cultures are devoting years of their lives for a common cause, they advance science and
technology by requiring unique solutions to their complex problems, find answers that help
us understand the structure of our universe, they exchange ideas and philosophies, they
collaborate.
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Figure 1.8: Possible FCC placements in colored rings. The LHC and SPS are shown
in blue. [29].
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IChapter 2

THE COMPACT MUON SOLENOID

2.1 Introduction

Mounted with bunches of protons traveling at the speed of light the LIC remains but a
plain observer when it comes to matters of measurement and interpretation. In an effort
to find meaning in the teachings of the previous chapter the discussion needs to be further
extended to the topic of detectors [1]. Collisions at the LHC take place in four designated
locations, information that I convey for the last time, I promise. Detectors are then build
around the collision points, usually referred to also as interaction points (IP), so that all,
or most of the particles produced upon collision are captured within them. They play the
role of cameras, taking a “photograph” of all particles in a given instance. This chapter
gives a detailed description of the Compact Muon Solenoid (CMS) detector located at the
LHC Point 5 (P5), its coordinate system, and individual compartments.

Aiming to construct a detector capable of measuring the signal of the Higgs boson,
CMS was bound to have very specific requirements (taken from [2]):

e Good muon identification and momentum resolution over a wide range of mo-
menta and angles, good dimuon mass resolution (=~ 1% at 100 GeV), and the
ability to determine unambiguously the charge of muons with p < 1TeV.

e Good charged-particle momentum resolution and reconstruction efficiency in
the inner tracker. Efficient triggering and offline tagging of 7’s and b-jets, requiring
pixel detectors close to the interaction region.

e Good electromagnetic energy resolution, good diphoton and dielectron mass
resolution (=~ 1% at 100 GeV), wide geometric coverage, 7° rejection, and efficient
photon and lepton isolation at high luminosities.

e Good missing-transverse-energy and diyjet-mass resolution, requiring hadron
calorimeters with a large hermetic geometric coverage and with fine lateral segmen-
tation.

And the CMS delivered! Looking at the articles related to the Higgs discovery from AT-
LAS [3] and CMS [4], it is easy to make an immediate connection between the requirements
listed above and the decay channels explored during the offline analysis. The decay chan-
nels are given below:

1. H— .

2. H— ZZ — 4l, with [ either e or pu.
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3. H— WTW~ — Iyly, with [ and v, either e or y and v, or v,, respectively.

4. H — 7777 — two different decays between ey / pp / ety | prh, with 7, a hadronic
decay.

5. H — bb — dijet resonance in association with a W or Z boson decay of the type
W(ly), Z(ll), and Z(vvy).

The actual detector is illustrated in Fig. 2.1; (a): a perspective view that individual
subdetectors are highlighted and a comparison to human size is made, (b): a real picture
where part of the endcap and a wheel are given left and right respectively. CMS is not a
single entity. In the contrary, is composed by individual subdetectors, each one excelling in
the detection of a specific category of particles and their interactions, are well timely coor-
dinated and combined they work as a unit, the CMS. This is better portrayed in Fig. 2.1a.
Subdetectors evolve around the IP (found in the center of CMS) following an "onion"-like
structure. First, a tracker system is in place to measure the tracks of charged particles.
Calorimeters come right after aiming to quantify the particles’ energy. A superconducting
solenoid magnet then encloses the aforementioned subdetectors enabling the bending of
the charged particles’ trajectory. Lastly, outside the superconducting solenoid perimeter
lies the muon detector for the efficient and accurate estimation of the muons’ momentum
and trajectory.

Silicon Tracker

Very-forward Pixel Detector

Calorimeter

Hadron
Calorimeter
Electromagnetic

Calorimeter j:% ?
I

(a) Sketch view of CMS and its compart- (b) Actual picture of a transverse slice of
ments [2]. CMS [5].

Figure 2.1: The CMS detector in its entirety.

Still, undoubtedly one of the key elements of CMS is missing from Fig 2.1a. From one
point of view this is natural as it is not directly attached to the detector itself. This element
is the trigger system a concurrent hardware and software based readout system devoted to
scrutinize all collision events' during run time by selecting only the most interesting ones
for storage. A topic which will be revisited in the coming sections.

2.2 Coordinate system

CMS follows a cylindrical geometry. The origin of its coordinate system (see Fig. 2.2) is
placed at the center of CMS, exactly at the IP. Having a right-handed coordinate system
the z-axis points radially inward to the center of the LHC, the y-axis extends vertically

'Tn the realm of collider physics collisions are usually referred to also as events or collision
events which is an instance of two proton bunches passing each other (see Fig. 1.4).
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upward, leaving the z-axis to point to the counter-clockwise beam direction toward the
Jura mountains. In spherical coordinates the momentum p’ of a particle can be expressed
in the xyz space as p'= (|p], 6, ¢), where |p| is the momentum’s norm, 6 is the polar angle
measured from the z-axis, and ¢ is the azimuthal angle measured from z-axis to y-axis.

\ center of

Ner the LHC
4 T ATLAS

Figure 2.2: CMS coordinate system |[6].

In collider physics two new quantities are introduced the pseudorapidity n and the
transverse momentum pr to replace the polar angle # and the momentum’s norm |p]. The

pseudorapidity 7 is defined as:
6
7= —In [tan 5 (2.1)

where 1 € (400, —00) (see Fig. 2.3). It expresses the “verticality” of a particle relative to
the beam axis. For n = 0 the particle is found at 90° relative to the beam axis while for
larger values the particle becomes more and more parallel to the beam. When a particle
is seen at |n| > 2.0 it is said that it has been found at the forward region of the detector,
while, otherwise that it has been found at the central region. Another alternative is to
express 17 as a function of the particle’s momentum:

n= %m (?] fi) — tanh ™! (%) (2.2)

where p, the longitudinal component of p.

In the limit that the particle’s speed is close to the speed of light, or, in other words
that the mass of the particle can be considered as negligible one can then substitute in
Eq. 2.2 the norm of the particle’s momentum with its energy as m < [p] = E ~ [p]. A
new magnitude is formed called rapidity y:

1 E p
n%yEQlH( er) (23)

with = y holding only in the relativistic regime. The advantage of working with rapidity
is that differences in this quantity are Lorentz invariant under boosts along the beam axis
(z-axis). For the exact same reason the transverse momentum, particle momentum in the
transverse zy plane, is preferred over |p] as pr depends only on p, and p, via:

pr=\/P2+ D2 (2.4)
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Likewise, the azimuthal angle is, again, invariant as ¢ = tan™'(p,/p,). In practice the
momentum of a particle is ultimately expressed as p’ = (pr, 1, ¢). Reverting back to
the cartesian coordinates p;, py, p. can be always achieved with the following conversion:

pe = prcosg 5 1=0
py = prsin g (26) Y| n=0.55
p- = prsinhy (2.7) /‘ n = 0.88
|p] = prcoshn (2.8) 0 =190°
0 = 60° / n=1.32
As it turns out a great way to measure the 0 = 45°
angular separation between to particles is
by exploiting both the pseudorapidity (ra- 0 = 30°
pidity) and the azimuthal angle: n =243
AR= VBT BOE  (29) =

0 =0"—> 1N =+4+00
yet another Lorentz invariant quantity <
which will be mentioned again in Sec- Figure 2.3: Pseudorapidity n to polar an-
tion 4:5.2 Wher.l we dive into the jet recon- gle @ conversion [7].

struction algorithms.

2.3 Detector compartments

For this section Fig. 2.4 will remain the centerpiece of our focus as we progressively explore
all subdetector compartments of CMS. With the exception of the superconducting solenoid,
which will be discussed first, the other compartments will be described in successive order
moving from the IP outwards, or from left to right as shown in Fig. 2.4.

2.3.1 Superconducting magnet

The CMS superconducting solenoid magnet |9] is of cylindrical shape with a 6 m internal
diameter and a 12.5m length. It is considered the largest solenoid magnet of its kind
both in terms of size and maximum stored energy capability of 2.6 GJ at nominal current
19.14 kKA. The coil cylinder is composed of five modules each embedded with a four-layer
reinforced niobium-titanium (NbT'%i) wire winding (see Fig. 2.5a) weighting 220¢. This
structure is found in the literature also as the cold mass |2, 10] (see Fig. 2.5b). In the
inside a 4T homogeneous magnetic field is achieved while outside the solenoid this is
preserved at about 27'. In order to enable the superconducting properties of the magnet
the temperature is maintained at 4.45 K by enclosing the cold mass inside a cryostat
barrel under vacuum. The magnetic flux is returned by an iron yoke or better return yoke
mega structure weighing 10,000¢. The latter, is segmented into five barrel wheels and six
endcap disks varying in weight from 400¢ to 1920¢. Thus, the solenoid is encapsulated by
the iron return yoke as it serves both as a tool to constrain the magnetic flux but also as
a structural support for the solenoid itself and the rest of the subdetectors. Figure 2.5¢
shows the magnet during assembly, the cold mass right before it is inserted into the cryostat
barrel. Additionally, one of the five return yoke wheels can be seen in the background which
is the red circle-like skeleton surrounding the magnet. On the other hand, Fig. 2.5d shows
an intersection of the return yoke and the coil. The color gradient illustrates the value
of the magnetic field. Take note that indeed a 47T leveled field is achieved inside and on
the surface of the magnet while it fluctuates around the 27T value inside the return yoke
volume.
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Figure 2.4: CMS transverse slice in the barrel region. Subdetector components are
highlighted progressing away from the IP, from left to right. Colored lines illustrate
different particles that interact with the subdetectors [8].

The existence of a magnetic field is of great essence in high energy physics experiments
and there are two main arguments to back this up. The first reason stems from the need to
differentiate the charged particles from the neutral ones, as the former follow a curved path
when traveling in a constant magnetic field while the latter ones travel in a straight line.
Another benefit of this procedure is that the charge of the particle can be assessed since a
sign difference in the charge is observed as particles traveling with an opposite curvature
in their trajectory. The second reason is that by measuring the trajectory of a particle it
is then straight forward to estimate its transverse momentum. There are two places that
permit such a measurement, the tracker and the muon chambers, in a procedure usually
termed as tracking. The calculation is performed according to the following relationship:

pr=q-R-B (2.10)

where g is the charge of the particle, R the radius of the particle’s orbit and B the strength
of the magnetic field. Looking at Eq. 2.4 it seems that the larger the momentum of a
particle the larger the radius of its orbit will be. In reverse, lower energy particles will
follow paths with greater curvature. Curvature can be defined as £ = 1/R. No wonder
that the word “solenoid” is included in the CMS name, after all it is recognized as one of
the key characteristics of the detector.

2.3.2 Inner tracking system

The inner tracking system [12] is positioned directly around the IP at the center of CMS. It
aims to provide a precise and efficient measurement of the charged particle tracks i.e., for
muons, electrons, and charged hadrons and efficient reconstruction of secondary vertices.
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The total length of the tracker extends to z = £270c¢m from the IP, has a diameter of
about 230 cm, and allows a pseudorapidity coverage of |n| < 2.5, a range often referred
to as tracker acceptance. On the performance side, the system is expected to have high
granularity, fast response, and operate consistently in a high radiation environment. These
requirements drove the scientists to conceive new methods and gain expertise in the field.
The end result was a 200 m? silicon based detector composed of 1440 pixel and 15,148 strip
modules arranged aptly as shown in Fig. 2.6. The whole system is divided into two main
components the pixel detector and the silicon strip tracker, hashed band and light pink
bands respectively in Fig. 2.6, which will be further described below.

° (;;__;*: i
d =
(a) The cold mass four-layer NbTi coil- (b) The cold mass in its entirety with ther-

winding [10]. mal shields [2].

(¢) The cold mass just before insertion to (d) Magnet flux density from zero to 57T
the cryostat barrel. In red the iron return for the solenoid and for an intersection of

yoke in the CMS barrel region. [10]. the iron return yoke. [11].

Figure 2.5: The CMS superconducting magnet.
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Pixel detector

The pixel detector consists of three barrel layers (Barrel PIXel, BPIX) and two endcap 2
disks (Forward PIXel, FPIX) ensuring at least two hits in the whole tracker acceptance.
BPIX layers are positioned at radii 4.4, 7.3, and 10.2 ¢m and are 53 cm long. On the other
hand, FPIX disks are placed on each side of the barrel at radii of about 6 to 15cm and
away form the IP at z = £34.5 and z = +46.5¢m. Each layer contains a number of
modular sensors. Consecutively, these sensor modules are equipped with 160 x 416 pixels
each. In turn pixels have a nearly squared shape of about 100 x 150 m? and provide
three-dimensional hit information with respect to the r¢ plane and z direction enabling
good secondary vertex reconstruction. Such a module is shown in Fig. 2.7a.

n 0.1 0.5
r [mm]i |II /
1200 - ' L 1

1000 |

800 |

600

400 [~

200 =- ? r’WStripTracker

“Pixel BEPixel Tracker
0 o N i T o N -
0 400 800 1200 1600 2000 2400 2800 2z [mm)]

Figure 2.6: A quarter of the CMS inner tracking system in the rz plane. The
hashed area shows the pixel detector and the light pink area shows the four different
subsystems of the strip detector [13].

(a) Pixel detector sensor module [14]. (b) Strip detector sensor module [15].

Figure 2.7: CMS pixel and strip detector sensor modules.

Silicon strip tracker

Looking back at Fig. 2.6 the silicon strip tracker covers the range between r = 20 —
116 cm and extends from the IP to z = £270cm. It is divided into four subsystems

2Either side of the detector region is called the endcap, while the central cylindrical region is
called the barrel.
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to efficiently cover the whole space. In the barrel region, right after the pixel detector,
there are the Tracker Inner Barrel (TIB) and Tracker Inner Disks (TID) components. The
former contains four cylindrical layers of sensors at radii of 255, 339, 418.5, 498 mm and
z = £700 mm, while the latter is composed of three disks between z = £800, mm and
z = 1000, mm covering about the same radii range. TIB and TID are encapsulated by the
Tracker Outer Barrel (TOB) which on each own is a single cylindrical structure made up of
six sensor layers and four disks that are joined together via the use of special rods. It covers
the radii range between 555 mm and 1160 mm and extends to z = 1090 mm. Lastly, the
Tracker EndCaps (TEC) are placed at radii of 200mm to 1135mm and z = +1240 to
z = 22800 mm and each one contains nine disks.

Sensors mounted on these subsystems are based on six inch silicon wafers. There are
15 different sensor geometries (see Fig. 2.7b for a strip module instance) depending on each
system’s needs with some typical dimensions being 6 x 12¢m? and 10 x 9em?. In total
there are 24,244 such sensors in the strip tracker covering an area of 198 m?. An average
of about nine hits are ensured in the silicon strip tracker for |n| < 2.4 with at least ~ 4
of them providing two-dimensional information. Figure 2.8 shows a sketch of all tracker
layers, both pixels and strips, in the barrel region (left) and an actual photo of the silicon
strip tracker in the barrel region (right).

(a) Sketch of the tracker layers in the trans- 2
verse plane [16]. (b) Silicon strip tracker [17].

Figure 2.8: CMS tracker in the barrel region.

Figures and upgrades

The tracker as a machine is described by good charged particle spacial and transverse
momentum resolution along with high efficiency track reconstruction. This is quantified
in Fig. 2.9. Left plot shows the pr muon resolution versus 7 inside the tracker acceptance.
Different points illustrate the resolution for muons at different energies. It can be seen that
the muon pr in the forward region (|| > 2.0) is estimated less accurately compared to
the central region. Additionally, estimating the pr for lower energy muons seem to have a
greater resolution compared to higher energetic ones. Middle and right plot show the global
reconstruction efficiency for muons and pions respectively, with the muon reconstruction
efficiency achieving greater values ~ 99% over the whole n range. Particles at different
energy regimes seem to not affect the muon reconstruction, while for pions, efficiency varies
with higher pr pions having their tracks reconstructed more efficiently.
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Figure 2.9: CMS tracker transverse momentum resolution and track reconstruction
efficiency [2].

The tracker was originally designed to operate at nominal LHC values of 103* lumi-
nosity with an average of 20 pile up collisions at a bunch crossing rate of 25ns. Over
the course of Run IT and IIT these numbers have more than doubled imposing a detector
upgrade. During LS1 and LS2 the tracker underwent several upgrades to cope with the
exalted conditions of the LHC. Placed directly around the collision point, the pixel detec-
tor had to be totally replaced in both long shutdowns since it was worn of by the high
radiation environment. By exploiting this opportunity experts could resolve any hardware
or software related bugs encountered during operation and install new chips, more robust,
less error prone, with reduced fake signal instances. With LS3 and HL-LHC just around
the corner scientists are developing new technologies for the next tracker upgrade. The
new tracker [18] will consist of two subsystems, the Inner Tracker and the Outer Tracker
both of which will be able to withstand increased radiation exposure and provide higher
granularity and response times.

2.3.3 Electromagnetic calorimeter

Ok, up to this point the task of tracking charged particles is covered. What about neutral
particles e.g, neutrons (n), pions (7°) and photons (7)? Do we care about their tracks?
Frankly speaking we do care, but unfortunately they do not leave any trace in the tracker
since their trajectories are not bend under a magnetic field but instead follow a straight
path. So there is no way to measure their transverse momentum. Or is there? Another
way to measure the momentum of a particle of a known mass is to measure its energy.
These three quantities (momentum, mass and energy) are connected via the four-vector
formalism. This is where calorimeters come into play, and no, they do not measure calories.

The electromagnetic calorimeter [19] (ECAL) is positioned concentrically outside the
inner tracker as shown with the green areas in Fig. 2.10. It belongs to the homogeneous
calorimeter family meaning that in its entirety the same material is used to both initiate
particle showers inside the calorimeter volume (absorbing property) and act as a scintillator
to collect and provide a signal output (detection property). Two parts can be identified,
the one found in the barrel region (EB) and the one covering the two endcaps (EE).
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Figure 2.10: Schematic view of a quarter of the CMS calorimeters. In green the
electomagnetic ones and in blue the hadronic ones [19].

Basic calorimetry

The ECAL aims at measuring the energy of all particles that mostly interact via the use
of the electromagnetic force e.g., photons, electrons and positrons. This is achieved by
selecting favored materials so that particles, upon contact with the detector, interact with
it and deposit their energy. There are four basic mechanisms that govern this phenomenon
and allow a particle shower to be initiated and propagate through the medium. For high
energetic photons the prime mechanism is the pair production, production of an e"e™ pair
that occurs in cases where the energy of the initial photon is at least equal or above the
mass of the two electrons. The other way around, electrons (and positrons) mostly emit
photons due to bremsstrahlung radiation. In this process when a high energy electron
approaches the field of an atomic nuclei, the former is decelerated, resulting to a kinetic
energy loss which is attributed to a single photon emission. The cascade will progress
over time with the number of produced particles exponentially increasing and their energy
constantly diminishing. After a certain energy threshold is reached two additional processes
will contribute to the shower evolution, the photoelectric effect and Compton scattering;
an electron emission when an atom absorbs a photon and an electron release caused by
photon scattering to an atom respectively.

The electromagnetic (EM) shower will eventually stop. A nice quantity to measure
the depth of the cascade into the material is the radiation length Xg. It is defined either as
the mean distance over which an electron’s energy is reduced to 1/e of its initial one due
to bremsstrahlung radiation or as the mean free path (9/7 Xy) for a photon before being
absorbed due to pair production. The radiation length can be approximated as:

A 1
287 7 2
Z(Z+1)lnﬁ Z

Xo = 716.4 g/cm? (2.11)

where Z and A are the atomic and mass numbers of the nuclei, assuming a single nucleus
type contained in the absorber. In that sense, the evolution itself can be discretized into
steps or layers in terms of Xy. The total length of the cascade can then be parametrized
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as a function of Xj:

In(Ey/E.)
In2
where Ej is the incident energy of the high energy particle that initiated the shower and
FE. the critical energy, point at which energy losses due to ionisation become greater than
bremsstrahlung (E. = 610 MeV/(Z + 1.24) for liquids or solids). It is observed that the

length increases logarithmically with the energy.

The lateral profile of the cascade is contained within a cone of radius less than one
radiation length up to the shower maximum. After that the process is dominated by
multiple scattering and the lateral spread depends on the Moliére radius Rjys. Ultimately,
about 95% of the shower is contained within a cone of radius 2R);, where:

Xomaz = Xo (2.12)

21 MeV
Ry = %%
M B,

Xo (2.13)
measured again in g/ecm?. Figure 2.11a shows a simplified version of an EM shower evo-
lution inside a calorimeter. The shower evolves with respect to time in steps of Xg. Fig-
ure 2.11b on the other hand shows a real picture of an electromagnetic shower evolving
inside a cloud chamber with lead absorbers. It is magnificent the fact that the direction of
the initial particle and of the shower itself can be distinguished.
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(a) Sketch of simple shower development (b) Electron shower in a cloud chamber
in steps of Xq [20]. with lead absorbers [21].

Figure 2.11: Examples of electromagnetic particle showers.

ECAL specifications

The CMS ECAL is “armed” with lead tungstate crystals (PbWOy) (see Fig. 2.12a) that
play the role of the absorber-scintillator. This crystal choice was based on a number of
factors. The material had to be radiation-hard, allow a relative compact design to minimize
the space occupancy, provide fast response and high granularity, and be as optically clear
as possible for an efficient signal collection. All these specifications lie within the reach of
the PbWW O, crystals which provide a high density of 8.28 g/cm?, a short radiation length
of 0.89 ¢m, and a small Moliére radius of 2.2cm. With that respect the total length of
the crystals was decided to be 23 cm (25.8 Xp) in the EB and 22 cm (24.7 Xy) in the EE,
with a rear face of 2.6 x 2.6em? and 3 x 3c¢m?, and a front face of 2.2 x 2.2em? and
2.862 x 2.862 cm? respectively. The crystal length choice is justified in Fig. 2.12b. There,
simulated results illustrate the normalized energy loss for a particle shower as a function
of Xy for various electron energies. In the region around 25 Xy nearly all energy has been
absorbed by the PbW Oy based calorimeter. On top of that, the crystal is complemented
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by fast response, in 25ns (LHC bunch crossing rate) about 80% of the light is emitted by
the material for collection. Attached to one of the crystal front faces are the light detectors.
Avalanche photodiodes (APDs) are used in the barrel and vacuum phototriodes (VPTs)
(see Fig. 2.12a) in the endcaps.

Simulation
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Normalised energy loss
B
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" (b) Simulation of normalized energy loss
(a) PbWW Oy crystal in the EE. Attached in versus radiation lengths for electrons with
one end the VPT [22]. different energies traversing a PbW Oy
crystal [21].

Figure 2.12: CMS ECAL specifications.

There are 61,200 crystals mounted on the barrel region arranged so that there is
a total ¢ coverage and extend in the pseudorapidity range of |n| < 1.479. These are
grouped in modules (see Fig. 2.13a) of 400 or 500 crystals, with four such modules forming
a supermodule, in the end, amounting to 36 supermodules uniformly distributed in a
cylindrical manner. EB weighs 67.4¢ and holds a volume of 8.14m3. In turn, the EEs
contain 7,324 crystals each and cover the range 1.479 < |n| < 3.0. Crystals are arranged
circularly, grouped in 5 x 5 “mini” modules, called supercrystals or SCs, structured in such
a way to form the 24 ¢ endcap disks. Endcap disks are divided into two semicircles, called
Dees (see Fig. 2.13b), each holding half of the 7,324 crystals.

(a) Barrel 500-module mounted with all (b) Endcap Dee mounted with supercrys-
crystals. tals.

Figure 2.13: The CMS ECAL [2].

The calorimeter energy resolution can be parametrized as:

6 () ()
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as a function of three separate contributors, the stochastic S term; expressing fluctuations
in the event to event statistics regarding the number of signal generating processes, the
notse N term; expressing the noise in the readout electronics, digitization or noise raised
due to pile up, the constant C term; expressing non-uniform and non-linear behavior on
hardware or calibration, lost energy and channel to channel intercalibration errors. Some
typical values that were found for these parameters during test performance runs with
electrons in the range between 20 and 250 GeV are given below:

(- (V) + () o o

where F' is measured in GeV. It is observed that resolution will become better, improve,
with increasing particle energy.

Preshower detector

In between the endcap calorimeters and the tracker an additional detector is placed which
is considered as part of the ECAL system, this is the preshower (SE). This component
aims to enhance the Higgs signal collection by efficiently identifying pions. Since both a
Higgs and a pion can decay into two photons it is of great necessity to differentiate between
the two cases. Specifically for pions, the two photons often decay very close relative to
each other, ending up nearly at the same place in the detector, thus making it impossible
to distinguish if the photon signal was raised from a single or double photon decay. The
endcap preshower covers for this effect as it is very sensitive to detect pion decays and
positioned closer to the IP, compared to the EEs, allowing the successful identification of
pions.

The SE is a sampling calorimeter (we will discuss more about sampling calorimeters in
Section 2.3.4) composed of two alternating layers of lead and silicon strip sensors. The lead
layers act as the radiators initiating the particle shower while the silicon layers allow the
particles to deposit their energy which is later translated to signal. Its rapidity coverage
ranges between 1.653 < |n| < 2.6 and the whole system manages to fit within a 20 cm
thickness disk, with the disk, as mentioned before, placed directly in front of the endcap
crystals, with a 2.5 m circumference and a 50 cm diameter hole in the middle to leave space
for the beam pipe.

2.3.4 Hadronic calorimeter

Sequentially, the CMS hadronic calorimeter [23] (HCAL) measures the energy of those
particles that mostly interact via the strong force e.g., protons (p), neutrons (n), pions ()
and kaons (K). Although its primary goal is to measure particle energy deposits, it also
favors the indirect observation of non-interacting particles like neutrinos or beyond SM
particles through the measurement of the missing transverse energy (MET), and promotes
jet-tagging assignment prospects. HCAL is spatially restricted to fit within the space found
in between the outer layer of the ECAL system and the inner layer of the solenoid magnet
(see blue-shaded areas in Fig. 2.10).

Perhaps a more realistic implementation of the HCAL system can be seen in Fig. 2.14,
instead of in Fig 2.10, which shows all four subsystems of the hadronic calorimeter. The
hadron barrel (HB) and endcap (HE) are installed within the coil magnet, while the hadron
outer (HO) and forward (HF') are placed outside of it, the former touches the outside layer
of the solenoid magnet and the latter is found in the very forward region even beyond the
muon detectors. In contrast to ECAL, HCAL is a sampling calorimeter.
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Figure 2.14: A quarter of the CMS hadronic calorimeter. The four subsystems,
hadron barrel (HB), endcap (HE), outer (HO), and forward (HF), are illustrated in
blue [24].
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Basic calorimetry

One basic structural difference between homogeneous and sampling calorimeters is that the
latter one is usually composed by two materials and not one. One material is chosen such
that it has excellent absorption properties (passive layer), usually a very dense material
to produce the cascade, and another one to handle the job of scintillation (active layer),
to measure the energy of the particles. So sampling calorimeters consist of alternating
layers of these two materials over their whole volume. This contrast, to homogeneous
calorimeters, comes with a cost as some of the energy is deposited in the wrong material
and, therefore, the total shower energy can not be measured directly but it has to be
estimated instead. Subsequently, sampling calorimeters generally have worse resolution
compared to the homogeneous ones.

Hadronic showers are quite different, more complex, than the electromagnetic ones,
but the concept of their evolution remains the same. When a high energy hadron comes
into contact with the HCAL, it encounters a layer of the absorber material which initiates
the cascade. Hadrons interact inelastically with the nucleus contained within the absorber
resulting in the release of other hadrons (secondary particles p, n, Tt K ) which carry a
fraction of the initial energy. The secondary particles will then repeat the same process
with other nucleus and the shower will evolve. In some cases a neutral pion might be
produced which will decay into two photons leading to an EM shower. Another process
that can occur is the ionization of the material when a charged particle traverses through
its volume, in which case a nuclei may start emitting photons as of de-excitation, again,
leading to an EM shower. Figure 2.15a shows a sketch of a hadronic shower evolution.
In red, an EM shower. In green, invisible energy due to nuclear binding energy losses
or losses due to target recoil. In blue, in the peripheral area, possible escaped energy not
contained within the calorimeter. Lastly, in black, energy attributed to hadronic (non-EM)
interactions.

Hence, hadronic showers consist of a hadronic and an electomagnetic component both
of which evolve in the HCAL simultaneously. In this version the shower’s longitudinal
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development depends on the nuclear interaction length A\jp: which is the mean free path

between hadronic collisions:
Aint = (35g/cm?) AY/3 (2.16)

where A is the mass number of the absorber material. About 95% of the cascade is
contained within a cylinder that expands less than 10 interaction lengths and has a radius
of approximately one \;,:. These showers are much larger compared to the EM ones both
in terms of reach and spread. To make an actual comparison an EM shower would reach
23 ¢m in length with a 2.19 ¢m radius for the POW Oy crystals (as discussed previously in
Section 2.3.3), while a hadronic shower could be of 80 ¢m length with a 16.7 cm radius for
iron. Another difference between the two types of cascades is that in the hadronic flavor the
energy is not uniformly distributed across the shower’s development. Figure 2.15b shows
the longitudinal shower profile for a 300 GeV 7~ traversing through a block of uranium.
The number of ?? Mo radioactive decays are depicted as a function of A;,;. It is observed
that the number of decays decrease dramatically in a depth of 8 \;;,; implying the shower’s
total absorption.
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Figure 2.15: Hadronic shower specifics.

HCAL specifications

Starting from the barrel region the HB covers the range of |n| < 1.3. The barrel is
divided into to halves (HB+ and HB—) each of which consists of 18 identical wedges (see
Fig. 2.16a). Brass (70% Cu, 30% Zn) was chosen to be the absorber material that has
a density of 8.53g/cm3, radiation length Xy of 1.49c¢m, and interaction length ;i of
16.42 cm. For scintillation, silicon tiles are used based mostly on Kuraray SCSN81 and
with a few exceptions based on Bicron BC408. Inside the wedges alternating layers between
the absorber and scintillator materials are placed. The former exists in eight 50.5 mm and
six 56.5 mm thick brass plates, while in between 3.7 mm thick Kuraray SCSN8I tiles are
found, with the exception of the first one, which is a 9mm Bicron BC408. Additionally,
the first and last layers in the wedges are made of 40 mm and 75 mm stainless steel plates
to provide structural support. In total, each wedge is characterized by 5.82 \;;,; at 90° that
increases as 1/sinf to 10.6 A at || = 1.3. The ECAL component in front of HB adds
about 1.1 A\;,; worth of absorption material. Light is collected from the active layers via
wavelength shifting (WLS) fibers that route it to the photodetectors. The same passive
and active materials are used for the hadron endcap (HE) calorimeters with the individual
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plates varying in size, only this time, supporting 36 wedges (see Fig. 2.16b). The HEs
are mounted on top of the iron return yoke of the endcap muon chambers and cover the
rapidity range between 1.3 < |n| < 3. Taking into account the EE and its preshower
detector the total endcap calorimeter length sums up to 10 Ajn.

Megatlle
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(a) Hadron barrel ring. (b) Hadron endcap disk.

Figure 2.16: HCAL wedge numbering schemes [2].

The two barrel calorimeters (EB and HB) combined do not suffice to measure all
variations of particle showers, as in some cases, like late starting showers, the cascade
development grows even beyond HB. Fxperts had to come up with a solution, and they
delivered! They added yet another calorimeter layer, this time, outside the solenoid mag-
net. This way the magnet itself would contribute to the shower’s absorption by a factor of
1.4/ sin @ interaction lengths, while the scintillator layer (same active material as in HB)
would be placed directly after the solenoid. HO uses as structural support the iron re-
turn yoke, which, as mentioned before, is divided into five individual rings (2.536 m wide
each) in the r¢ plane, together, covering the whole barrel region. The HO layers exists
independently with each other in all of five rings, positioned at z = 0, £2.686, £5.342m.
At |n| = 0 the central ring holds the minimal absorption length, therefore, two scintillator
layers are placed at radii of 3.82 and 4.07 m that sandwich a 19.5 ¢cm thick iron plate (the
tail catcher). The four other rings contain but a single scintillator layer at » = 4.07 m thus
extending the total absorption length of the barrel region to a minimum of 11.8 Ajn¢.

The last component of the hadron calorimeter, the hadron forward (HF), lies in the
very forward region of the CMS detector. The front face of HF is positioned at z =
11.2m from the IP. It is a cylindrical structure that expands over 3.47m to the z direction
with the absorber alone having a length of 1.65m, outer radius of 130 cm, and inner
radius of 12.5¢m for the beam pipe. Quartz fibers (fused-silica core and polymer hard-
cladding) are used as light collectors, a choice based on their radiation hard quality. Quartz
fibers are inserted into the absorber material and run parallel to the beam pipe with the
absorber consisting of 5 mm thick grooved steel plates. To mitigate the high particle rate,
additional shielding components are added in an attempt to expand the calorimeter’s and
the electonic’s lifespan. The shielding is installed in three discrete layers hermetically
surrounding the HF; moving radially from the inside to outside a 40 c¢m thick steel layer,
a 40 cm layer of concrete, and a 5 cm layer of polyethylene.

During L.S3 major upgrades will be imposed on the CMS calorimeters. Specifically, the
endcap calorimeters (EE and HE) are scheduled to be replaced by a new, uniform system,
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under the name High-Granularity Calorimeter (HGCAL) (26, 27]. This new system will
incorporate both electromagnetic and hadronic functionalities and trigger capabilities into
a single working unit. Its design will be able to cope with the absurd amount of ~ 200
pile up collisions per bunch crossing, withstand extensive radiation exposure and provide
a refined energy resolution. Moreover, it will greatly reinforce particle identification for
a better insight into the fine structure of showers, improve pile up rejection, enhance
jet tagging and introduce new, state-of-the-art, techniques like particle flow calorimetry.
HGCAL will be configured as a sampling calorimeter where the active components will
consist of hexagonal silicon sensors and plastic tile scintillators, while for the absorber part
a mixture of copper, copper-tungsten, steel and lead is chosen. One could say that the
whole system will resemble a tracker-like structure that is segmented into 50 layers with
over six million readout channels.

2.3.5 The muon system

Since one of the main Higgs boson decays results in four leptons (H — ZZ* — 4l),
out of which, a pair of them or even all of them could end up as muons, a precise and
efficient muon detection is of great essence in the context of the LHC physics. Muons are
not important only for Higgs physics, in the contrary, they are concerned in the majority
of the studies performed (e.g., CP violation, super symmetry, jet physics, cosmic rays).
Muons are just like electrons, only 200 times their mass and weakly interact with matter.
For this reason, the usual approach of placing a detector with the goal of absorbing them
will not suffice as they penetrate matter with very few energy losses and traverse the hole
volume of CMS nearly unscathed.

A different approach was taken, and was later incarnated as the CMS muon system [28].
Figure 2.17 shows, again, a transverse view of a quarter of CMS, that this time highlights
the three different subsystems utilized by the muon detector. In orange, Drift Tubes (DTSs)
for the barrel, in green, Cathode Strip Chambers (CSCs) for the endcaps, and in blue,
Resistive Plate Chambers (RPCs) for both regions. In this approach, muons leave their
mark as they path their way through these subsystems. Muon’s trajectory is deduced by
comparing hits of information with one another, to later attribute each found trajectory
to the appropriate muon candidate. Once their trajectory has been reconstructed their
transverse momentum can be calculated via Eq. 2.10. As a whole, the system allows the
accurate measurement of the muon momentum and position while at the same time acts
like a trigger by filtering the information based on implemented criteria.

Drift tubes

Drift Tube chambers in the barrel cover the range |n| < 1.2 and are positioned into four
stations in the CMS radial direction (marked as Muon Barrel, MB1-MB4 in Fig. 2.17)
in between the iron return yoke layers. Each of the first three stations consists of eight
DT rectangular chambers, half of them providing a coordinate in the bend r¢ plane and
half of them the z coordinate parallel to the beam line. The last, outer station, only
contains chambers for the r¢ measurement. The principal behind their functionality is as
follows. The 42 x 13 mm DT rectangular cell, shown in Fig. 2.18a, is composed of a cathode
aluminum material, embedded on the walls, and a stainless steel anode wire in the center
of the tube volume, filled with a mixture of 85% Ar and 15% COy gas. When a charged
particle, like a muon, passes through the tube it causes excitation of the gas’s atoms. As
a result, the free-traveling electrons will “drift” their way to the positively charged anode
where the signal is measured. Taking note of the time that the electrons need to reach the
anode can provide precise information on the exact crossing point of the muon.



CHAPTER 2. THE COMPACT MUON SOLENOID

34

n 01 02 03 04 05 06 07 08 0.9 1.0 1.1
6° 843 786° 73.1° 67.7° 625° 57.5°  528°  484°  443° 40.4° 36.8° n e
8 : . - .
? t L A A ‘ 1 /L I L B ¥ B P B H GO B 1_157 1.2 335
E .escs |
- MRPCs 7 43 305

AN TINANENIS SO S I A

Silicon
tracker

S

Solenoid magnet
e

0 1 2

Figure 2.17: The CMS muon system. In orange the DTs (MB1-MB4), in green the
CSCs (MEL-MEA4), and in blue the RPCs (RB1-RB4 and RE1-RE4) [29].

Now, many of these tiny cells are grouped together, parallel to each other, to form
layers. Vertically stacking four such layers form a Super Layer (SL). DT chambers usually
contain three SLs, each stacked vertically with respect to the previous layer so that SL1
and SL3 perform a measurement in the r¢ plane and SL2 perform a measurement in the rz
plane. The design is better illustrated in Fig. 2.18b. There, the 128 mm thick aluminum
honeycomb spacer can be distinguished, which is placed in between SL2 and 3 to provide
additional structural rigidity and increase the angular resolution within that muon station.
In total, there are 250 such chambers in the DT subsystem with the first three stations
containing 60 each and the last one containing the remaining 70.
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Figure 2.18: Drift tube chamber specifications.
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Cathode Strip Chambers

In the endcap region, outside the solenoid volume, trapezoidal-shaped cathode strip cham-
bers are placed to form disks (see Fig. 2.19). Four separate disks can be identified as
Muon Endcaps (ME1—ME4) in Fig. 2.17. Fach disk is composed of concentric, or nearly
concentric rings, that cover the whole azimuthal plane by arranging CSC units one next to
another. ME1 includes 216 such units (3 rings, 72 4+ 72 4 72), while ME2 to ME4 include
108 each (2 rings, 36 + 72). Each CSC unit is designed to cover either 10° or 20° in ¢ such
that a muon in the range 0.9 < |n| < 1.2 (barrel-endcap overlap range) is detected by both
DTs and CSCs and in the range 1.2 < |n| < 2.4 a muon crosses 3 or 4 different CSCs.

wire plane (a few wires shown)
cathode plane with strips CMS Muon Endcap System

7 trapezoidal panels forming 6 gas gaps

(a) CSC unit [2]. (b) CSC endcap design [31].

Figure 2.19: Cathode strip chamber specifications.

Figure 2.19a illustrates the layout of the chamber. Seven trapezoidal negatively
charged cathode panels are used that each consists of several copper strips that run radially.
In between the cathode panels, perpendicular to them, six positively charged anode wire
planes are placed that run azimuthally. Additionally, the volume created amid the cathode
panels is filled with a mixture of 40% Ar 4+ 50% COs + 10% CFy gas. Likewise, when a
muon passes through a chamber it knocks electrons off the gas atoms. The avalanche of
electrons will move towards the anode wires, while the ions will move toward the cathode
strips. This way two signals can be obtained at a time, the former provides a measurement
of the r-coordinate and the latter provides a measurement of the ¢-coordinate for a given
muon instance. To put the size into perspective, the largest cathode strip champers found
in the outer rings of ME2 and ME3 are about 3.4 x 1.5m?2. The CSC architecture provides
precise spatial and timing information, allows it to function in a region of a non-uniform
magnetic field and of high particle rate, and thus act both as a detector and a trigger by
identifying muons and matching their tracks to those in the tracker.

Resistive plate chambers

Both the DTs in the barrel region and the CSCs in the endcaps are complemented by
resistive plate chambers. RPCs are classified as trigger devices which are described by
very good spatial and time resolution. Particularly on the latter front, RPCs can reach
reaction speeds faster than the LHC bunch crossing rate (25ns) down to about 1ns.
Positioned as shown in Fig. 2.17 with six layers in the barrel and four in the endcaps, they
can correctly associate a muon track to the correct bunch crossing even in cases of high pile
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up. The redundancy of the two additional layers found in the barrel region, in the first and
second muon stations, comes from the fact that in the event of a low-pr muon this design
guarantees the successful track reconstruction based on the 4-layer hit information. In the
barrel region (RB1-RB4) rectangular RPCs are arranged in six coaxial cylinders around
the beam line, each approximating a dodecagon shape and with their strips running along
the beam direction. On the other hand, in the endcaps (RE1-RE4) trapezoidal shaped
RPCs are used to form concentric rings with their strips, this time, running radially.

RPCs consist of two parallel plates made of phenolic resign (bakelite) and are separated
by a few millimeters gap filled with a non flammable gas mixture of 96.2% CoHsFy +
3.5%iCyH1p + 0.3% SFs. The bakelite plates have a resistivity in the range of 100 —
10 Qcm, while they are coated with a conductive graphite paint on their outer surface
to form the electrodes. The readout system is then performed through aluminum strips
separated from the graphite coating by an insulating PET film. Muons passing through
the RPC chambers cause an avalanche of electrons to be collected in both of the resistive
plates, making up the total signal as the sum of the two signals of each plate.

Upgrades

In preparation of the the forthcoming HL-LHC era the CMS muon system will receive its
own upgrades [32]. New hardware and improved software algorithms are planned for the
existing D'Is and CSCs that promise higher detection efficiency and increased resolution.
Furthermore, RPCs will receive a complete makeover that will use improved technologies
with better space resolution in the ¢-coordinate measurement and a finer time resolution
< 1ns (cosmic tests reveal). Lastly, a new detector component will join the family, that
is, Gas Electron Multipliers (GEMs) [33, 34|, which will be attached in the endcaps. This
type of detector will not only boost the detection and trigger efficiency in the forward
region but will also play a complementary role in the forward experiments placed in front
of CMS. Already, as of LS2, one out of the three GEMs has already been installed and
tested offline during Run III.

2.4 Trigger

We can perhaps take a moment and appreciate Fig. 2.4. At this point particles that have
emerged from the pp collision come into contact with the CMS detector with most of
them depositing their energy or at least leaving a trace of their existence in one or more
of CMS’s subsystems. One way or the other this information is extracted so that useful
conclusions can be drawn on the importance of the collision event. Lets formulate our
next problem. LHC proton-proton collisions occur at a bunch crossing rate of 40 M Hz
(every 25ns), meaning that every second about 40 million collisions are delivered. For it
all to be stored it would require a tremendous amount of disk space given that each event
consists of a couple of megabytes worth of data (or some PB/sec of collisions). Moreover,
even if storing all information was viable, a rich amount of resources would need to be
disposed of for the offline analysis. Fortunately, to our advantage, most of the events have
no contribution if some at all in exploring new physics. Consequently, the vast majority of
them can be discarded and only the most interesting among them be kept for storage and
later analysis. The CMS trigger system is designed to do exactly that, filter out the non-
interesting collisions based on pre-implemented criteria that run during the online event
selection. This is a two step process based firstly on the Level-1 Trigger (L1T) and lastly
on the High Level Trigger (HLT).
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Level-1 trigger

Broadly speaking the Level-1 Trigger [35] has but one true goal, that is to reduce the data
rate directed to HLT down to ~ 100kHz. The L1T system is based on raw hardware
electronics, placed partially on top of the detector and inside a control room about 90m
away from the experimental cavern, and on the algorithms that have been programmed to
execute. Hardware electronics utilize mostly the technologies of Field Programmable Gate
Arrays (FPGASs), Application Specific Integrated Circuits (ASICs), and Look Up Tables
(LUTs) that provide the ability to re-program and improve the algorithms depending on
the LHC’s physical program needs.

The L1T accepts segmented information from both the calorimeter and the muon
triggers. To this point local objects are used, like electrons, photons or even jets. Some
global quantities are estimated, like the sum of the transverse energy FEr or the missing
E7, whose values are compared to various pre-implemented thresholds. The architecture
of the system is displayed in Fig. 2.20. Three major processing layers can be distinguished:
the calorimeter trigger, the muon trigger, and the global trigger. The flow of information
is quite fast, as the L1T must decide for each single bunch crossing whether it should be
kept or discarded before the next collision occurs. This means that all processes run by
the trigger are repeated every 25ns, and should work without encountering any errors
or malfunctions. Unfortunately, 25ns are too few for the whole online analysis to be
performed since there are hardware limitations that extend the time needed, i.e., electronics
response, and necessary time to transfer information from one system to another. A
compromise is made to keep up with the collision rate. Information is stored momentarily
in a pipelined fashion before it is fed to the L1T system. There, all data related to one
bunch crossing are carefully time-tagged by all systems so that they remain synchronized
to be later identified and revoked one at a time. The trigger then has 3.2 us to make a
decision on whether the event should be discarded or produce the L1 accept signal; this
process includes virtually no dead time.

In more detail, for the calorimeter trigger it all starts with the Trigger Primitive
Generators (TPG) which focuses on the information received by the ECAL, HCAL and
HF calorimeter towers®. Then the Regional Calorimeter Trigger (RCT) finds candidate
electrons, photons, taus and jets. The list of candidates along with the transverse energy
sums are then transferred to the Global Calorimeter Trigger (GCT) which calculates the
total ' and MET sums and sorts all particle families. Lastly, the top four particles from
each category are forwarded to the global trigger.

For the muon trigger each subsystem (DTs, CSCs and RPCs) has its own unique na-
ture as they follow different configurations. For this reason, the information is initially
processed separately for each subsystem, since a variation in their algorithms is imple-
mented. All three systems try their best to reconstruct possible muon tracks with the
available information. The estimation of the pp comes afterwards. Results are ranked
based on the quality of their detector signatures and the best of them are sent to the
global muon trigger (GMT). In the GMT all muon tracks are converted into the same
1, ¢ and pr scale before combined. Correlations are found between tracks from different
subsystems. Muon signs are deduced and all candidates are sorted, again, based on quality
criteria, correlation and pr. The best four candidates are then sent to the global trigger.

Information is mostly received asynchronously by the global trigger. In that respect,
both calorimeter and muon inputs that correspond to the same bunch crossing have to be

3Calorimeter towers or calo towers are the result of the  — ¢ segmentation followed by ECAL
and HCAL. These towers are objects that contain several crystals from ECAL all the way up to
some layers from HCAL with their boundaries defined according to the layout followed by the
latter one. Calo towers are mostly used in MET calculations and as means to provide a fast and
minimal jet reconstruction for the trigger decision.



CHAPTER 2. THE COMPACT MUON SOLENOID 38

L1 Accept
Global Trigger [ Trigger Control System
4u with MIP/ISO bits / WET Hy, 12 Ny, EMEe
|_Globa| Muon Trlgger Global Calorimeter Trigger
L h
./ 4u MIP/ISO bits
2x4u
DT, CS(_: Regional Calorimeter Trigger
Track Finder Track Finder -
T T RPC
Local Local Trigger
DT Trigger CSC Trigger] I Trigger Primitive Generators

DT CsC RPC ECAL HCAL HF
Muon Trigger Calorimeter Trigger

Figure 2.20: The CMS L1T architecture |2].

firstly matched. Each trigger object is accompanied by its 1 and ¢ coordinates which allows
threshold criteria, among others, to be applied based on their location. The final list, with
the combined data, is sorted based mostly on pr and general quality. The collection of
algorithms and criteria hosted by the L1T goes under the name of the L1 trigger menu,
and each algorithm is alternatively expressed as a seed. The final step to this processing
chain is to apply the L1T menu on top of the final, sorted, list of trigger objects. The
outcome is the L1 Accept (L1A) signal to whether accept or reject all information related
to a given bunch crossing. Individual events can pass and/or fail the “trial” imposed by
different seeds. To phrase it more accurately events that might be deemed not appropriate
for physics analysis of one type could fill all requirements for other analysis, or even play
an essential role for calibration and efficiency studies. Nevertheless, as soon as, the L1A
signal is communicated the whole readout for this event is initialized.

High level trigger and data acquisition

Events that pass the L1T are directed to the High Level Trigger [36, 37| for further selection.
The HLT is a multistage software based level, a large collection of commercial processors
(~ 30k CPUs as of end of Run II), that performs various procedures at the same time and
includes the Data Acquisition (DAQ) system. Its primary goal is to reduce the event rate
aimed for storage down to ~ 1 kH z, a value that should be compatible with the write rate
capabilities that the DAQ system can handle. The system’s sole limiting factor really is the
limitations imposed by the gear available in the market so it is designed to be flexible and
modular as to be able to receive upgrades and incorporate new technologies on demand.
Similarly to the L1T, the HL'T can apply different sets of criteria to the events under
investigation. At this level, these are called paths and based on them events are categorized
into different datasets e.g., di-lepton and multi-lepton for top and higgs physics, lepton
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plus jets for top physics, inclusive electron for calorimeter calibration, samples to measure
efficiency and study background, apart from the main datasets. The HLT gains access to
the whole readout detector signal for each event and performs similar procedures as those
done during the offline global event reconstruction. But time and speed is of essence, so
this task is optimized by sequentially reconstructing only necessary information on the
event, until the HLT reaches to a conclusion on whether to keep it or discard it. This
decision takes about 300 ms per event. Rejected events are lost forever so the system must
be efficient and accurate on discovering interesting events. Only a very small fraction of the
rejected events is kept for the DAQ monitoring and performance checks. Events selected
by the HLT are forwarded to the DAQ system which transfers the raw detector information
to the Tier O site for storage to tape.

Upgrades

Understandably, the CMS trigger upgrade is partially done as individual subdetector com-
ponents with trigger functionalities are upgraded. Apart from that, the architecture of L1T
was changed during LS1 (see Fig. 2.21) [38] and various algorithms have been improved.
Specifically, on the muon trigger side a new algorithm was implemented, the muon track
finder, which now attempts to initialize the triggering procedure at an earlier stage by com-
bining information from all three muon detectors. This algorithm comes as a replacement
for the older track finders run by the DTs and CSCs and for the pattern comparator run by
the RPCs, promising higher performance. On the other hand, for the HLT, as mentioned
before, upgrades are being deployed on demand as the market evolves and newer, faster
technologies are available. Off course, algorithms have been improved and optimized over
the years as this is mostly a software based level but late inclusions to the system is the use
of GPUs, in addition to the existing CPU farm, and applications that exploit the neural
network potentials on increasing algorithm efficiency and allow implementations to deal
with more complex tasks. Farther information on the upcoming HL-LHC upgrade can be
found in the related technical design report [39].
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IChapter 3

THE STANDARD MODEL

3.1 Introduction

Most often than not, theory precedes the experiment, especially in cases where experi-
mental costs are in the range of billions of euros/dollars, as was the case for the LHC
construction. This chapter provides a brief insight in the Standard Model (SM) of particle
physics, that is, the model under which all LHC experiments try to validate or refute. To
date, none of the experiments has delivered but a single clue implying a deviation from
the SM predictions, on the contrary, all experimental results seem to be in total agreement
with it.

Yet again we strive to seek an extension of our current theory so as to incorporate
unresolved phenomena within it. A trend appears from back in the days that seems to
explain our undying need for a consistent and uniform theory to explain “everything”. It
is observed that in physics, the general evolution of the field is usually expressed by a
generalization of laws that explain various phenomena in a single equation. An example
of such a case is Einstein’s work on general relativity which if taken at the weak field
limit degenerates to the Newtonian interpretation of gravity. The SM is just another
example of this “trend”, a model that excels in describing interactions between subatomic
particles, both in the small scale and low mass limit, by incorporating three out of the four
fundamental forces into an elegant formalism. And thus we begin.

3.2 Elementary particles and forces

To our knowledge four fundamental forces are currently distinguished. Fundamental in the
way that they cannot be reduced to other, more basic interactions. These are the electro-
magnetic, weak, and strong interactions, and gravity. The weak and strong interactions
lie in the subatomic scale, inside the atoms, with the former being responsible for the ra-
dioactive decay of atoms, and the latter, being responsible for the quark confinement into
stable or nearly stable particles. The remaining two forces, electromagnetism and grav-
ity, exhibit properties even in larger scales, whose effects can be seen directly in everyday
life [1]. Particles that carry an electric charge exchange or interact via the electromagnetic
force while all things in the microcosm or macrocosm that have a mass interact via the
gravity.

The SM takes shape as the theory that succeeded in uniting three out of the four
fundamental interactions, the electromagnetic, the weak, and the strong force. In addition
to that, it categorizes all known elementary particles that make use of one or more of the
aforementioned forces. Note that by elementary we refer to particles that do not contain
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any constituents, in other words, these are understood as the basic building blocks of all
matter in the universe. Figure 3.1 provides a great illustration of all particle families
contained within the SM context along with some of their basic properties.

three generations of matter interactions / forces
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Figure 3.1: The elementary particles of the Standard Model [2].

Let us pause for a moment on this figure. Four individual particle categories can be
distinguished, quarks, leptons, vector bosons, and scalar bosons. If all particles were to be
counted, 61 different elementary particles would be identified:

e There are six quark flavors: up (u), down (d), strange (s), charm (c), bottom (b),
and top (t). Quarks pairs can be further grouped into three generations of matter
with each generation exhibiting an increasing mass. Quarks that fall in the same
generation will carry an electric charge of +2/3 and —1/3 respectively. In addition,
each quark type can be found in three different colors, an intrinsic quantum number
related to the quark nature, increasing the effective number of quarks to 18. Lastly,
for each distinct quark there is its antimatter counterpart®, an antiquark, in the end
amounting to 36.

! Antimatter particles appear to be exact same copies of their matter selves only having a reverse
sign in the charge, parity, and time properties.
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e There are six leptons: electron (e), electron neutrino (), muon (x), muon neutrino
(vu), tau (1), and tau neutrino (v,). Again, three generations are formed by pairing
each given lepton with its corresponding neutrino. Each one of the three main
leptons (e, u, 7) appears with considerably larger mass, the higher the generation,
while their neutrino pairs all appear massless within the SM formalism (in reality
they have a very small mass, currently not described by the SM). Furthermore, the
main leptons carry an electric charge of —1, whilst neutrinos are neutral. If their
antimatter partners are taken into account we are left with 12 leptons.

e Vector bosons or gauge bosons are the force carriers or mediators and there are dif-
ferent type of mediators depending on the interaction. The strong force is mediated
by the gluon (g) which has no electric charge and is massless. Moreover, it has the
same color property as the quarks, only this one can exist in 8 different color states.
For the weak interaction there are 3 mediators, the negatively and positively charged
W# bosons, and the neutral Z° boson, while they do present quite a measurable
mass at ~ 80 GeV? and ~ 91 GeV respectively. What remains is the massless and
neutral photon () which is the mediator of the electromagnetic interaction, the
light!

e Lastly, the or the Higgs boson is responsible for the mass attribution
of all particles like the quarks or the W and Z bosons. It was discovered on 2012 by
the ATLAS and CMS experiments [3, 4| and its mass was measured at ~ 125 GeV'.

Taking into account 36 quarks, 12 leptons, 12 (8 + 3 + 1) mediators, and the higgs boson
we end up with 61 elementary particles. One can find an alternative, more elaborate
visualization of Fig. 3.1 in Appendix A.

The SM tries to dictate or predict how these particles interact with one another, how
they behave when observed as free particles, if at all allowed, or even how they form more
complex particles. A handful of wonderful phenomena and peculiarities lie within the
model, and interesting questions can be raised. From the lepton family the electron seems
stable, having an infinite lifetime, while its heavier cousins, p and 7, have a finite lifetime,
estimated around at 2.2 x 107%s and 2.9 x 10713 s respectively before they decay. The
electromagnetic interaction has an infinite range due to the massless nature of the photon.
On the other hand, the weak force has a limited scope as it’s mediators are heavy. The
strong force belongs to the bizarre category since its effective range is even shorter compared
to the weak’s one even though it possesses a massless mediator; this phenomenon has been
understood and it is caused due to the asymptotic freedom of quarks, a phenomenon
which will be later discussed in detail in Section 4.2.3. Table 3.1 compiles some interesting
information on the fundamental forces under the SM formalism, like their mediators, their
effective range and the particles that can interact with.

In practice, each force is directly linked to its own physical theory. Their effects have
been bothering many civilizations since ancient times. Physicists have been consistently
studying them over the past century, and for a long time they were treated as independent
phenomena. Before the 20th century, electricity and magnetism were considered as two
separate forces, until Maxwell unified them on 1873 to what we know as the electromag-
netism. It was later in the 1940s, when Tomonaga, Feynman, and Schwinger revolutionized

2Note that in High Energy Physics it is usual to work in natural units, here ¢ = 1 is assumed
i.e., the constant for the speed of light is omitted. Under this notation energy and mass are
equal, instead of the standard conversion of E = mc?, thus simplifying equations on that context.
Likewise, i = 1 is assumed in various places, so do not be prompt to search for it. Physical units
can be re-obtained afterwards.
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Table 3.1: Fundamental interactions within the SM along with their respective
mediators, effective range, field strength, and particles that interact with.

Interaction Mediator Range (m) Strength Particles

Electromagnetic y 00 1072 Electr. charged particles
Weak W= & 2° 1071 10713 Quarks (q) & Leptons ([)
Strong g 10718 10 Quarks (¢) & Gluons (g)

the field, when they incorporated the concepts of quantum mechanics to the existing the-
ory to introduce the Quantum Electrodynamics (QED) [5]. Similar contributions have
led the other fields to evolve and mature, so as to reach a state with more refined theory
schemes. Quantum Chromodynamics (QQCD) is the theory that describes the strong force,
while Flavordynamics is behind the weak interaction. It was not too long before the weak
and the electromagnetic force were treated as two aspects of the same, unified interaction,
the electroweak interaction. These theories share a lot of similarities, in fact, most of them
were inspired by QED. Many people started trying grant unification schemes to incorpo-
rate the strong and electroweak interactions into a single unified theory, this concept laid
the foundations for the Standard Model [6].

The SM is a gauge quantum field theory (QFT). Put it plainly, the fundamental objects
in this realm are the quantum fields, with particles being treated as excited states of those
underlying fields [7]. In this formalism fields are categorized based on the value of one
of their inner attributes, the spin. Fermions have a half-odd-integer spin value and make
up the observable matter particles in our universe. Both quarks and leptons are fermions
with spin 1/2. Fields with an integer valued spin are called bosons and play the role of the
force carriers. So you can imagine that all the mediators are bosons. Indeed, these have
a spin value of 1 and specifically belong to the vector boson category, in contrast to the
higgs field which has a spin value of 0 and belongs to the scalar boson one. But do not yet
tempt yourselves to know about their differences.

3.3 Symmetries and Lagrangian formalism

As it stands, symmetries seem to play an important role in physics. Interesting conclu-
sions can be drawn about a problem even with limited available information just by purely
studying its underlying symmetries. They are usually reflected in the equations of mo-
tion rather than in particular solutions to those equations [5]. Notably, Emmy Noether’s
theorem [8], published on 1918, establishes a direct relation between symmetries and con-
servation laws. In other words, each of the system’s symmetries imply the conservation of
a given physical quantity and vise versa. Table 3.2 lists some of the most basic symmetries
with their associate conservative law.

Table 3.2: Symmetries and conservation laws |].

Symmetry Conservation law
Translation in time Energy

Translation in space Momentum
Rotation Angular momentum

Gauge transformation Charge
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Symmetry is a process, or transformation, which when applied to a system it leaves
it indistinguishable from the original one. In that respect it is said that the system is
ivariant under this transformation. A mathematical group is formed by gathering all
symmetry operations for a given system, and conforms to four basic properties |9]:

e Associativity — combinational groupings can be interchanged:
If g1, g2, g3 € G then g1 - (g2 - 93) = (91 - 92) - 93-

e (losure — combinations remain in the set:
If g1, g2 € G then g1 - g2 € G.

e [dentity — one element does nothing:
VgeGATeG:g,-1=1-g;,=g;.

e [nverse — combinations can be undone:
Vg eG3g;'€Gigi-gi =g gi=1

One could perhaps say that group theory is the systematic study of symmetries. Group
elements may or may not commute. In the former case the group is called Abelian. There
are various group categories. To name a few, they could be listed as finite or infinite
based on the number of elements inside the group or even as continuous or discrete if
the elements depend on one or more continuous variables, or if there is no limit point in
it respectively. As it turns out, in High Energy Physics, or general in physics, matrices
are a great representation for the symmetry groups. The most commonly used group of
matrices is the Unitary group U(n), i.e., all n x n matrices whose inverse is equal to its
transpose conjugate U~' = UT. The Special subgroup SU(n) is also of interest, that
expresses unitary matrices that have a determinant of 1.

Symmetries are greatly displayed in the Lagrangian formalism, so at this point, an
introduction is made to it, leaving the rest of the chapter to shine its glory. The Lagrangian
was first introduced in classical mechanics and is based on the stationary-action or least-
action principle. It is an energy function built to describe the dynamics of a system and
equations of motion can be derived for classical, discrete particles. But let us skip the
classical mechanics part and instead dive right into the field realm. In the same way, the
Lagrangian, Lagrangian density L this time, can perform calculations with fields which are
given as a function of both position and time. Assuming a particle that is described by
the field ¢(%,t) the Lagrangian density in its general form can be written as:

£=L(,0u0) (3-1)
where 0,, (0*) is the covariant (contravariant) spacetime partial derivative
3} 10 = 0 10 =
=2 (2= w=_“ _ (22 _
O = Oz (cat’v> , 07 = oz, <c ot’ V> (3:2)

Note that x* is the position four-vector as z# = (ct,xo,x1,22) = (ct,z,y,2) and z, =
(ct,—x,—y,—z). The action is then defined as:

S = /L(¢, Ou)d*z (3.3)

Under the least-action principle the action remains unchanged for small variations §5 = 0.
The aftermath are the Euler-Lagrange equations of motion for the ¢ field:

oL oL
On (W) “36 0 (34

Three basic field cases are mentioned, that come to mind if we recall the discussion on the
SM, which hopefully will provide the framework needed to continue to the next section.
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Spin 0 field

Assuming a real scalar, spin 0 field ¢ that describes a neutral non-interacting particle with
mass m, the Lagrangian can be written as:

1

£ = 3(0,6)(0"6) — 367 35

Substituting £ in Eq. 3.4 leads to the Klein-Gordon equation:
9, 0"¢ +m?p =0 (3.6)

This equation is nothing more than the differential wave equivalent to the plain relativistic

energy-momentum relation E? = (pc)? + (mc?)2.

Spin 1/2 field

This time a complex® spinor, spin 1/2 field 1 is assumed that describes ordinary matter
particles with mass m. The Lagrangian is given by:

£ = (ir 0, —m)y (3.7)

where 1) = 1770 is the adjoint spinor of 1), y* (u = 0,1,2,3) are the Dirac 4 x 4 matrices
written with the aid of the 2 x 2 Pauli matrices o; (i = 1,2,3). The Dirac and Pauli

matrices are given below:
1 0 ; 0 oy
0 _ 1 _ i

R () P (A

By substitution in Eq. 3.4 the Dirac equation is obtained that describes all fermions like
the quarks and the electron.
(iv" 0y —m)y =0 (3.10)

Moreover, it implies the existence of antiparticles as the solutions to this equation return
one positive and one negative result for the energy. The negative solution, while not quite
understood at first, was later attributed to the existence of antiparticles; fact that was
verified with the discovery of the positron, the antimatter counterpart of the electron.

Spin 1 field

A final case remains, that of a massless vector, spin 1 field A,. The Lagrangian is formed
as:

1
L=~ F"Fy — A, (3.11)

where F = gAY — ¥ A* the electromagnetic field strength tensor and j* = (p, j) (¢ = 1)
the current density four-vector that plays the source of the electromagnetic field. The

Euler-Lagrange equation (Eq. 3.4) outputs the following result:

0, FM = j¥ (3.12)

3Complex in the sense that the spinor field can be written in the form 1 = (il) where
2
/¢17 ¢2 S C.
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where if the dual antisymmetric tensor Frv — %6/““/ P9 F,s is defined, we also get:

O F* =0 (3.13)

both of which incorporate all four of Maxwell’s equations, Gauss and Ampere law, and no
monopoles and Faraday law respectively, from classical electromagnetism into two elegant
expressions.

But so far there is no sign of symmetries, and no, you have not been tricked. The SM
is based on three individual symmetries bringing together the three fundamental forces
discussed previously. In the following sections each symmetry will be studied separately as
we slowly build the SM to its final form. Similarly, but in a more detail to what has been
done just above the SM Lagrangian will be constructed inside the quantum field theory
framework so as to provide a sophisticated theory that will describe all known elementary
particles, their properties, and their interactions.

3.4 Quantum Electrodynamics and the U(1) sym-
metry

In a pursuit of a theory that describes the electromagnetic interactions a choice is made
to focus on the Lagrangian density, to start from fundamental level and slowly try to
reach our goal constructively. Since the single simplest entity in electromagnetism is the
electron, which nonetheless is a particle (spin 1/2), perhaps a good place to start is the
Dirac Lagrangian in Eq. 3.7 that describes free fermions.

£ = ipy"Oup — mi) (3.14)

The time has finally come to choose a symmetry group, apply a transformation inspired
from the symmetry group on top of the Lagrangian, and deduce whether it will remain
invariant or not. The following transformation is chosen for the field :

¥ = ey (3.15)

where a is an arbitrary real constant across all points in spacetime. The v field undergoes a
phase transition. Historically this type of transformation falls under the gauge' symmetry
category. As a matter of fact, because this change happens at the same time in all space
this transformation is considered as a global gauge symmetry, while the phase element itself
(€') belongs to the unitary Abelian® group with dimension one U(1). By applying this
transformation to Eq. 3.14 the Lagrangian remains unchanged. Note that:

Y= e ") (3.16)

Ot = Ou(e'p) = 0 (3.17)

And all is well, the Lagrangian remains invariant according to this global transformation
under the U(1) symmetry. So far nothing has been gained.

The more general approach is to apply the same transformation but this time having
a spacetime dependence in the parameter a = a(z#) = a(x):

) =1 = Wy (3.18)

4Gauge symmetry implies a type of transformation that does not affect the fundamental struc-
ture of the field, here the v field, in a way that it maintains the same physical attributes, while it
incorporates some arbitrariness to the way that it can be selected.

5 Again, Abelian means that the group has the property to perform multiplication commuta-
tively. Given U(a) = €' = U(a1)U(az2) = U(az)U(ay).
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Since now there is a spacetime dependence on the phase that will be applied to 1 it is called
a local transformation. This phenomenally “simple” change introduces some implications
to the matter. Upon replacement in Eq 3.14, an additional term is created as the derivative
now acts both in ¢ and a(x). Note that:

P = e @y (3.19)

O = 0 (") = @ + iy a(z) (3.20)

the additional term in Eq 3.20, that contains the derivative of the parameter a, d,a(x),

breaks the invariance of £. But not all hope is lost, as there are various mathematical tricks

up our sleeves. Invariance can be recovered, rather we are obliged to recover it, that is, if
we would like to derive a theory that is both mathematically and physically consistent.

Ideally, an alternative formalism for the derivative is desired, call it D,, so that it
transforms covariantly and in the end no extra terms remain:

Dy = e @D,y (3.21)
The covariant derivative D, is introduced with the following form:
Oy — Dy =0, +iqA, (3.22)

where the above definition incorporates a new field A, in the theory and dictates how it
transforms:

1
Ay — A=A, — gﬁua(x) (3.23)

The A, field is called gauge field and remember that it was introduced by our theory as
we demanded invariance under the local transformation. The process which a symmetry
is generalized from global to a local one is some times referred to as gauging. Once again,
making use of Eq. 3.22 in Eq. 3.14 we obtain our "new" Lagrangian:

L= il%’YuD;ﬂ/} - m}&/] -
= iy Oprp — mapp — qytP A,

By trying now out the transformation in Eq. 3.18 in the above Lagrangian we see that the
invariance has been recovered:

L— L =iy —my — gy A,
— (efm@c)d;) 10, (emmw) —m (
— g () gt (90 [ 4, -

= iy 0, ) — mpp — qUy A,
=L

(3.24)

efia(m)qz)) (eia(x)w)
; 8Ma(x)] (3.25)

It is time to discuss about the last term in Eq. 3.25 in more detail, and no, T did
not neglect to comment about the ¢ parameter that was introduced with it. In this last
term both the new vector field A, and the v field are observed. This is a coupling term,
expressing the interaction of the the A, field with the electron field (the electron field,
since on this assumption we initiated our syllogism). It turns out that A, is the electro-
magnetic potential and ¢ is originally introduced as a multiplicative factor to measure the
strength of this interaction. Later, it will be re-branded as the coupling constant for the
electromagnetic interaction and will be identified to be equal to the electric charge (—e).
Equation 3.24 can be rewritten as:

£ = iy Oy — midp — A, (3.26)
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where j* = qipy*1) is the current density or the conserved current that is foreseen by
Neother’s theorem and acts as a source to the gauge field A4,,.

Aiming to approach all aspects of electromagnetism, for A, to be regarded as the
photon field another term needs to be included in the Lagrangian that will account for its
kinetic energy. The electromagnetic field strength tensor F* = 9t AY — 9V A* comes to
mind and since on its own it is invariant, adding such a term will preserve the Lagrangian
invariance. For the last time, Eq. 3.26 is written as:

- - . |
Lopp = i7", — mibth — A, — L, (3.27)

The importance of Eq. 3.11 is emphasized here as it is realized in the last two terms
above. Another interesting consequence of this Lagrangian is that no mass term of the
form %AMA“ is permitted since it would break the invariance. Off course the photon is
observed massless in nature so this works in favor of our theory. Equation 3.27 is then
recognized as the Lagrangian of Quantum Electrodynamics.

3.5 Quantum Chromodynamics and the SU(3) sym-
metry

In fact, the concepts shown in the previous section are part of the Lie Algebra which
is a mathematical framework devised to study continuous symmetries, usually the later
referred to as Lie groups. The elements of the U(1) symmetry depend on the continuous
parameter a(x) hence fall under the Lie group category. Any element of any such group
given a particular representation can be written in the following general form [10]:

Dy (a;) = e%Xi (3.28)

where a; are the parameters and X; the generators of the group D,, of dimension n. Lie
algebra imposes that the commutator between different generators must be proportional
to some linear combination of them:

[Xi, X5 = i fiju X (3.29)

where f;; the structure constants of the group. For each group category (e.g., U(n), SU(n),
SO(n)) there is an explicit relation that connects the dimension of the group with the num-
ber of generators required for that group. For example the U(n) group has n? generators
so the U(1) symmetry has only one, the photon. We will shortly see how this generalizes
for other groups.

Having QED to govern electromagnetic interactions the science community started
applying the same ideas that led to QED to other symmetry groups, in an effort of finding
befitting theories to describe the remaining forces. It would be then straightforward to
expand the same syllogism to higher dimension groups. It seems that a special role is
played by the SU(3) symmetry group, that is, the special unitary 3 x 3 matrices, reminding
that “special” in this case means that these matrices possess a determinant of 1. Local
transformations under the SU(3) symmetry are of the form:

w — w/ — eiaa(m)T(L¢ — eiaa(x)%¢ (330)

where a,(x) are the spacetime dependent continuous group parameters and T, are the 3 x 3
matrix generators of the group. For SU(n) groups the number of generators is given as
n? — 1, eight for our case, the eight gluons, but lets not be hasty. This means that the
indice a found in the exponent runs from one to eight, a = 1, 2, ..., 8, while summation
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is implied over all eight components by the indice repetition. The conventional choice for
the T, matrices are the Gell-Mann \,/2 matrices [11], given below:

010 0 —i 0 1 0 0
M=[100],2%=[i 0 0], =0 -1 0],
000 0 0 0 0 0 0
00 1 00 —i 000
M=(00 0], x=100 0], x=[00 1], (3.31)
100 i 0 0 010
00 0 L {100
M=100 —i|, d=—[0 1 o0
0 i 0 V3o 0 -2

which are the generalization of the Pauli matrices (Eq. 3.9). Gell-Mann matrices commute
according to Eq. 3.29 as:
Aa b
272

where the non-zero structure constants are:

:| = Z.fabc% (332)

V3
fi23 =1, fasg = fers = >
1
f1a7 = f516 = foa6 = fos7 = f345 = fez7 = 5 (3.33)

Since there are non-zero commutations, i.e., not all generators commute, the SU(3) group
is categorized as non-Abelian, the consequences of which will become clear later in the
section.

The starting point is, again, the Dirac free Lagrangian (Eq. 3.14). Invariance is de-
manded under the local transformation of Eq. 3.30 only this time we consider infinitesimal
phase transformations as to:

P — ) = [1 + iaa(x)A;} 0 (3.34)
Outp — O = [1 + iaa(x)ﬂ Ot + i%zﬁ@uaa(m) (3.35)

For the sake of efficiency the degenerate case of global transformation is skipped as proving
that the Lagrangian remains invariant is quite trivial. Same as before, the last term in
Eq. 3.35 breaks the invariance. In accordance with the QED treatment the covariant
derivative D,, is defined:

A
9, — D, =0,+ Zgg;an (3.36)
where g3 the coupling constant of the SU(3) gauge theory. This time eight gauge fields G,

are incorporated in the theory from the covariant derivative definition and are required to
transform as (considering infinitesimal transformations aq(z) < 1):

/ 1
Gl — Gl =G} — g—g@uaa(x) — fabeap(z)Gy, (3.37)
By replacing 9, with D,, from Eq. 3.36 to the Dirac free Lagrangian we obtain:
L = ipy" Dty — myi)
(3.38)

_ _ D W
= Wy 00 — mip — g3 <¢’Y“2¢> GZ
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The final Lagrangian is obtained with the inclusion of an additional term that will account
for the kinetic energy of the G, fields, similar to what was done in the QED case:

- n 7o L
Lacp = iy o — miprp — gs (wv“;w) Gy — 1G" G, (3.39)
where in order to preserve the invariance the strength field tensor G, is constructed as:
Gy = 0uGY — 0,GY — g3 fane GGy, (3.40)

Quarks are found in three colors in nature (red, blue, green) but there antimatter
particles can exist in their anti-color states as well (anti-red, anti-blue, anti-green). So the
way the strong interaction works is that it always preserves the color. This is why gluons
carry pairs of colors so that upon interacting with a quark can “negate” their original color
and attribute to it a new one. For example, a red quark will interact with an anti-red,
blue gluon to change to a blue quark state. Counting all possible color states they amount
to nine, meaning that to transition from one state to the other it is required to have eight
distinct gluons. In that respect, gluons carry color and color can be conserved even in the
case that gluons interact with other gluons. This fact is reflected in the Lagrangian of
Eq. 3.39 if it is rewritten by expanding the field tensor Gf,, [11].

EQCD — ccqzjwﬂ + 44G277 +g3“1ﬁ¢G” +g3ccG3n +932, 44G477 (341)

The first three terms mirror the situation seen in QED, expressing the propagation of
quarks, gluons, and the quark-gluon interaction, while the absence of a mass term for the
gauge bosons is still required by the invariance of £. On the other hand, the last two
terms are observed to contain the third and the fourth power of G meaning that gluons
can form self-interacting states of three and four gluons, states that are called gluon balls.
This is a direct consequence of the non-Abelian nature of the SU(3) symmetry. There
is no analogue in QED, being an Abelian gauge theory it is forbidden. The extends of
Eq. 3.39 provides the final Lagrangian for Quantum Chromodynamics Lgcp, the theory
that describes the strong force.

This contradiction can be reinforced if we apply the Euler-Lagrange equations (Eq. 3.4)
once in the kinetic term for the F},, field tensor from Eq. 3.27 and once in the kinetic term
for the G}, field tensor from Eq. 3.39. In the former case, it is shown again that the
Maxwell equations are obtained:

O, FH = (3.42)

while in the latter case, the result is:
Oy G" = gs fupcGLGH* (3.43)

By comparing these two equations we can see the difference between an Abelian and a
non-Abelian theory. In the QCD case (Eq. 3.43) the gluon field G, can self-interact and
can act as a source to itself; right hand side of the equation, as opposed to the photon field
which has no such property.

3.6 Flavordynamics and the SU(2) symmetry

Let us first address the name of Flavordynamics. From the past, the suffix “dynamics” was
connected to be used as a naming convention to theories that describe some kind of in-
teraction e.g., Quantum Electrodynamics, Quantum Chromodynamics, Thermodynamics,
and so on. Over the years, as scientists tried to construct a theory that describes the weak
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interactions they needed a name to collectively refer to their findings. Weak interactions
are related to the flavor® change of particles so the name Flavordynamics was eventually
adopted.

Similar to what was done for QED, and especially for QCD, the SU(2) symmetry
is related to weak interactions. The mathematical treatment shown in the previous sec-
tion for SU(3) falls under a more general category, that is the treatment of non-Abelian
SU(n) gauge theories referred to as Yang-Mills theories. Actually Chen Ning Yang and
Robert Mills first established their framework based on SU(2) on 1954 [12] which was later
generalized to all SU(n) groups. In this section, it will be briefly shown how the SU(2)
symmetry is directly related to weak interactions and how it fails to describe some key
aspects of it, bearing the need for an additional breakthrough to happen.

Originally the SU(2) symmetry had been used to describe the nucleon in the context
of nuclear physics. The neutron n and the proton p would be attributed to the strong
isospin representation of I = 1/2 for values of I3 = +1/2 and I3 = —1/2 respectively. The
neutron could then be written in the form of an SU(2) doublet:

N = <§> (3.44)

Under this theory protons and neutrons would be treated similarly by the strong nuclear
force [5, 13]. But this was of little hope as the theory was based in two particles that have
the same mass, not quite the case for n and p. Some thought that their tiny mass difference
of 1.29 MeV could be attributed to the electromagnetic symmetry breaking. What’s more
the theory required the existence of an isotriplet of massless vector bosons. The closest
candidate at that time was the p mesons, which regrettably do come with a sizeable mass
of 770 M eV, a fact that could not be neglected. A lot of efforts were made to allow massive
gauge bosons inside the theory, none of which seemed to get the job done..

In the context of weak interactions and by exploiting the SU(2) symmetry any fermionic
field can be expressed as a function of two components, a left-handed field v, and a right-
handed field ¢, such that ¢ = ¢ + ¥, where

1 + 75 1— ,YS
r=""g g =y (3.45)
and v° = iy9y'92~3 the chirality or handedness operator. Under a chiral theory such as

this (the SU(2)) left and right handed components behave differently. Specifically, the
right-handed components are but trivial I = 0 representations:

€rp UR dgr
JR: Wp CrR SR (3.46)
Tr IR br

while left-handed components compose fundamental I = 1/2 representations, for values of
Is = +1/2 and I3 = —1/2 respectively as shown below:

= (), (), (),
we() () () o

61n particle physics, flavor refers to the number of variations that a given particle of a particular
category can exist. For example, quarks are found in six different flavors (u, d, s, ¢, t, b), while
leptons are found in three (e, u, 7).




a7 CHAPTER 3. THE STANDARD MODEL

This notation introduces a new feature in the theory, the three generations of matter, three
generations for leptons and three for quarks, exactly how they are divided in pairs above
(discussed also in Section 3.2). The three gauge fields of the group (n? — 1, here n = 2)
are then denoted as Wfl where i = 1, 2, 3 and form an isospin triplet for I = 1:

Wl
“w
Wy =| Wi (3.48)
W
Electrically charged states can be formed by mixing the first and second components of
W:

1
+ _ 1 72
Wi = ﬁ(”“ F i)
Wy =w} (3.49)

But let us take back a step and try to arrive at the same conclusion from the Lagrangian
perspective. The following local transformations are assumed which are related to the left-
handed spinor component:

b = by = i@y (3.50)

where 0%(z) are the three parameters and %, the Pauli matrices (from Eq. 3.9), the three
generators of the SU(2) group (denoted as SU(2), instead of SU(2) since we are only
concerned with left-handed particles). Working in a non-Abelian gauge theory the Pauli
matrices commute according to:

Tk

} = ieijk? (351)

|:UZ' 04
27 2
where €;;;, is the Levi-Civita symbol, the structure constants of the group. Equation 3.50
is rewritten for infinitesimal transformations as:

b1 — Py = [1 n iei(m)%] Wi (3.52)

For the last time, but I do not swear on it, invariance is demanded upon the Dirac free
Lagrangian (Eq. 3.7). The covariant derivative is defined in the form:

. 0400
Oy = Dy =0+ Zgg;W/i (3.53)

where go the coupling constant of the SU(2)[, gauge theory and W;i the three gauge bosons,
required to transform as:

i i’ i 1 i j
Wi = Wi = Wy — 0,6 (z) = i’ (z)W) (3.54)

Replacing Eq. 3.53 in the Dirac free Lagrangian we obtain:

L =iy Dy — mipripy

- - - L0 ; (3.55)
=W MO — myLyr — g2 (¢L7 EYﬁL) W,
Additionally inserting a kinetic term for the W/i gauge fields, the above Lagrangian is
reshaped to:

e i i i Lo iy
L= iy O —minr — g (Vir Ton ) Wi — {WHIWL,  (3.56)
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where

Wi, = 0,W, — 0,W, — gacij WiW,) (3.57)

The same conclusions can be drawn for the SU(2);, case. The Wﬁ,, strength field tensor
acts as a source to itself, a property enabled due to the non-Abelian nature of the symmetry
group. Still, no mass term is allowed for the tensor in the Lagrangian as it would break
the invariance. But if we revisit Section 3.2 and Fig. 3.1, it is understood that for the weak
interactions the three mediators do carry a measurable mass, a quality which does not yet
seem to appear in the theory. Moreover, the Z° boson is nowhere to be found. These are
some of the reasons that make SU(2), to fail in describing weak interactions. Fear not, as
in the end, weak interactions emerge through a more subtle and elegant mechanismn, which
in addition, lays the foundation to incorporate mass terms for both the mediators of the
weak force and all the fermions.

3.7 Spontaneous symmetry breaking and the Higgs
mechanism

But why are we so fixated on acquiring a theory that is described by an invariant La-
grangian? It was mentioned that such a theory is mathematically and physically consis-
tent, but this can be interpreted as arbitrary and general drivel. The reason why invariance
is so important is that it makes a theory renormalizable, i.e., it is a theory that can pro-
vide finite predictions which can be later verified through the experiment. In contrast,
a non-renormalizable theory can not provide any experimentally meaningful predictions.
Renormalization is a mathematical fabrication aiming to deal with the infinities that can
be encountered at times in Quantum Field Theory calculations and other fields. Without
diving too much into this topic, for now, it is just noted that mass terms break the invari-
ance and incorporate infinities that are difficult or not at all able to be handled. Other
means must be exploited such that, in the end, the resulting theory can be renormalized.

In favor of avoiding cryptic sentences and meanings to only later reach a grant finale,
let us plainly state that there is a very elegant mechanism that allows the introduction
of mass terms for the gauge vector bosons into the Lagrangian. It is a well studied prop-
erty of the gauge symmetry space and is referred to as Spontaneous Symmetry Breaking
(SSB). Following the guidelines paved by the literature, three cases are considered here,
the breaking of a discrete, a continuous global, and a continuous local symmetry.

3.7.1 Spontaneous breaking of a discrete symmetry

We start with a reformed version of the Klein-Gordon Lagrangian (Eq. 3.5) for a scalar
field ¢:

1 1 1
£ = 5(0:6)(0"9) = Ju*6* — A" (359

where a choice was made to spawn an additional quartic term (¢* term). The last two
terms can emerge if we imagine some kind of an exponential expansion (e*(o‘ 9 =1 —
“p27 4 “¢ — ) in terms of ¢? where the constant term has been dropped, as this trivial
term leaves the Lagrangian invariant and only the first and second orders in terms of ¢?
are kept. Yes, it might be argued that some shenanigans is going on with the signs of
these two terms. But this can be justified since we wanted to construct something that
resembles a mass term, and the parameters were chosen in a way to simplify matters.

It is observed that the above Lagrangian remains invariant under the symmetry op-
eration ¢ — —¢, a discrete symmetry that forms the Zy = {1, —1} group. Borrowing the
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notation from classical mechanics, the above Lagrangian is rewritten so that it contains a
kinetic and a potential term £ =T — V. The potential is then given by:

1 1
V= §u2¢>2 + Zm‘* (3.59)

where A > 0 so that the whole second term remains always positive. Two cases can be
explored here, for y? > 0 and for y? < 0, shown in Fig. 3.2a and Fig. 3.2b respectively.
The trivial u? > 0 case (1 € R) describes a scalar field ¢ with mass p that has the ability
to form a four particle vertex with coupling A. It is said that the symmetry of the system

v {
/
—t
|
|
(a) u? > 0. (b) u? < 0.

Figure 3.2: The potential V = $42¢? + 1A¢* for A > 0 [11].

is reflected upon the ground state (the vacuum) which corresponds to ¢ = 0. The u? < 0
case (u € C) is far more interesting. Now the potential has two minima, either of which
can express the ground state:

_NQ

In QFT it is usual practice to expand the fields around the vacuum value in order to
estimate the excited states of the fields i.e., the particles of the theory [13]. When fields
are quantized they are treated as operators and the above minima values are usually
referred to as Vacuum Ezpectation Values, VEV which express the average value of a field
in its lowest energy state, the ground state. A non-zero VEV is a strong indication that
a symmetry of the theory is spontaneous broken! So the field ¢ is expanded around the
VEV:

o(x) = v+ () (3.61)

where n(x) represents a very small quantum (perturbative) fluctuation around the chosen
minimum point. Note that here a choice is made, to expand around the +wv value. By
substitution to the Lagrangian of Eq. 3.58 we obtain:
1 2,2 3 1y 4

L= 5(@17)(8“7]) — \n® = o — 1)\77 + const. (3.62)
The Lagrangian now describes the field n with the first two terms expressing the kinetic
energy and the mass for the field, while higher order terms express the ability of n to
interact with itself. Comparing the mass terms between Eq. 3.62 and Eq. 3.58 the mass
for the n can be written as:

my = V2 2 = /=22 (3.63)
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At this point the initial  — —¢ has been lost due to the presence of the cubic term 73.
The symmetry has been spontaneously broken by our choice to expand the field around the
VEV. In other words, the initial symmetry has been concealed by our arbitrary selection of
a particular ground state [5|. In return, the theory now describes a new scalar field n with
mass m,,. In perturbation theory, this is the correct way to proceed in finding the solutions
for the Lagrangian, to avoid solving the equation at the unstable equilibrium point ¢ =0
and instead expand the fields around the potential minimum.

3.7.2 Spontaneous breaking of a continuous global symmetry

Still, the goal is to generate a mass term for the currently massless vector fields of the
SU(2)r, group. Having this in mind we transpose to a more realistic scenario were the same
practices are applied only this time to a continuous global symmetry. The Lagrangian from
Eq. 3.58 is rewritten as:

L= (0u0)" (0"9) — 1*¢*d — M¢"9)” (3.64)

so that it now describes a complex scalar field ¢ = %(éf)l +i¢y). Trying out a transforma-
tion in the form of Eq. 3.15 (a U(1) continuous local symmetry), £ is invariant. Minimizing
the potential this time provides an infinite number of ground states in the shape of a circle,
shown also in Fig. 3.3.

62 = ¢+ ¢2 =02  with 2= % (3.65)
Again, any value can be chosen for the ground
state. We proceed by choosing ¢1 = v, ¢2 = 0 and Vie)
expand ¢ as a function of the fields n(x), £(z).
1
r) = —F7=v+n(x)+if(r 3.66
¢(z) \@[ () +i€(x)] (3.66)
Substitution to back to £ (Eq. 3.64) gives: %
2
1 " 1 " 9 9 N E
L= 5(0u)(0"€) + 5(0um)(@"n) + iy SN
+ const. -\t;;;ul minima

radius i

+ cubic and quartic terms in n, & (3.67)

Figure 3.3: The famous Mexican
The Lagrangian stands to describe the two new fields hat. The potential V = (2¢*¢ +

1, & There is a subtlety here. The 5 field, as be- /\(qb*gzﬁ)Q with A > 0 and 2 <
fore, has a mass of m, = \/—2u?, whereas the field 0[11]

¢ is massless. This goes under the Goldstone theo- '
rem |14] which states that the spontaneous breakage
of a continuous symmetry arms the theory with a massless scalar gauge boson, the Gold-
stone boson. But the existence of a massless scalar would be susceptible to some kind of
observation, given that is massless, so it would be within the reach of current experiment
setups. Yet, no evidence exist to support this claim within this theory framework. Lets
make it local..

3.7.3 Spontaneous breaking of a continuous local symmetry

Revisiting the conclusions drawn in Section 3.4, the Lagrangian of Eq. 3.64 is rewritten
so as to remain invariant under local U(1) transformations by including the covariant
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derivative D,, (definition given in Eq. 3.22, note also that A, transforms as in Eq. 3.23):

L= (0" +ieA")p" (D, — ieAy)d — 126 ) — N6 )% — FWF“” (3.68)

where we are still considering the scalar field ¢ and the coupling constant ¢, found in
Eq. 3.22 and Eq. 3.23, has been replaced by —e as promised. The case where p?2 > 0 is the
complete QED analogue (except of the (¢*$)? term) for a scalar field compared to what
was shown in Section 3.4 for a spinor field 1. Thus, we dive into the u? < 0 case to exploit
the mechanics of spontaneous symmetry breaking.

By substitution of Eq. 3.66 into the above £ we obtain:

£= 2OOE") + 5@um)(@n) ~ WA+ LA~ v, e

1
- ZFWFW + interaction terms (3.69)

Just by looking the fourth term in £ we see that we have successfully attributed mass to
the vector boson A,. Nevertheless, there is still a catch. This will become obvious if the
number degrees of freedom (ndof) are counted once for the initial Lagrangian of Eq. 3.68
and once for the final one in Eq. 3.69:

o Initial ndof: 4

— 1 for the scalar ¢ field
— 1 for the scalar ¢= field

— 2 transverse components for the massless vector A, field
e Final ndof: 5

— 1 for the massless scalar £ field
— 1 for the massive scalar n field

— 3 = 2+ 1, 2 transverse components and 1 longitudinal component for the
massive vector A, field

It is observed that the final ndof have been increased by one! The additional longitudinal
degree of freedom to the vector boson was expected as it gained mass, so the evidence
point that one of the other particles must not have a real physical meaning.

In the effort of finding a gauge that can eliminate one of the fields to restore the final
ndof, the gauge transformation from Eq. 3.66 is rewritten by inverting the expansion on
the & term.

1
¢(x) = —=[v +n(z) +i(2)]
\@ ' (3.70)
v + n(x)]el@/v
\f[ (x)]e
Notation is changed so that a different set of real fields (h, 6, A,) is used:
¢ — ¢ = —=[v+ h(z)]e?@ (3.71)

\/5
1
Ay = Ay = A+ —0,0(x) (3.72)
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and by substitution to the original £ (Eq. 3.68) we obtain:

1 1 1
L= 5(0uh)(9"h) — M?h? 4 56%2/1## — PP

1 1
— Awh3 — ZAI# + §e2h2AMA” +vehA, A" (3.73)

Now, the unwanted massless Goldstone boson 6 does not appear in the theory. The La-
grangian just describes the interaction between the massive vector boson A, and the mas-
sive scalar boson h. The missing massless Goldstone boson that occurred after the sponta-
neous symmetry breaking of the local U(1) symmetry is said to be absorbed by the vector
boson of the theory and is manifested as an additional longitudinal degree of freedom to it.
This is the result of the Higgs mechanism (proposed on 1964 by P. Higgs [15]| and others
like R. Brout, F. Englert [16], and G. S. Guralnic, C. R. Hagen, T. W. B. Kibble [17]) for
spontaneous local symmetry breaking and the massive scalar boson is the Higgs particle.
At last, a vector boson from a renormalizable theory acquired mass.

3.8 Unification — Act 1

Two aspects need to be addressed in this section. On one side, there is still the open item
of giving mass to the weak vector bosons. On the other side, there is an unresolved matter
regarding weak interactions. It was mentioned that fermionic fields can be written as a
function of two components, a left-handed one and a right-handed one. But the SU(2),
symmetry only concerns the left-handed treatment, and while two electrically charged
vector boson fields can be identified (Eq. 3.49), the neutral one seems to has not revealed
itself yet. The latter matter is addressed first.

3.8.1 Electroweak interactions and the SU(2);, ® U(1)y sym-
metry

We start by recalling the discussion on electromagnetic interactions. In fact, it is admitted
that we “cheated” a bit in favor of getting a simple and meaningful result. The U(1)
transformation (Eq. 3.18) used to derive QED in Section 3.4 was written on its simplest
form so that it only acts on fermions, specifically having in mind only the electron. But
quarks do carry an electric charge themselves and the previous transformation can be
rewritten as:

U(D)em = U(1)g = €90 (3.74)

where the operator for the electric charge @ (with eigenvalue of —1 for the electron) is
introduced and the discussion can now be generalized also to quarks. It is then understood
that the U(1)g symmetry is the one that fully describes the electromagnetic force and
corresponds to the conservation of the electric charge. In order for quark charges to emerge,
the following definition is required for Q:

Y
Q=I5+ 5 (3.75)
where this relation associates the electric charge ), with the weak isospin I and the hy-
percharge Y, the latter being a new quantum number. Before diving to the details of the
above equation, some important equations from QED are rewritten in accordance with
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Eq. 3.74:
8, — Dy = 8, + iQecA, (3.76)
1
Ay — A=A+ aaua(:c) (3.77)
-7 7 Tk 1 v
Laup = i Oyt) — mip — ey " QU Ay — L F* Fy (3.78)
where  (j9)* = 7" Qy (3.79)
i.e., an interaction of the form —e(jOHA, = —e(Py"QY) A, (3.80)

The charge definition in Eq. 3.75 tells us that actually electromagnetic and weak
interactions can be unified into a single theory which goes under the name of electroweak
interactions. The basis for this new gauge theory is set by the SU(2)r ® U(1)y symmetry,
where the isospin I is conserved under the SU(2); symmetry (discussed in Section 3.6)
and the hypercharge Y is conserved under the U(1)y symmetry. The field transformations
for this symmetry group can be written as:

v g . - Y,
XL_>X/L:610(I)-5+15(I)TLXL (3.81)

YR — P = PO Ry (3.82)

where x, is an isospin doublet and 1 an isospin singlet. It is observed that the U(1)y
symmetry acts on both the left and right-handed components of the fields, while the SU(2) 1,
symmetry still acts only on the left-handed fields (see Eq. 3.46 and 3.47). To approach our
goal, it is of great interest to isolate the interaction terms for the respective symmetries.
To further simplify our case we focus only on the electron interaction terms.

= . .Y . Y,
LIUQ)y) = fepin*(ig %Bu)feL + erin (iga 7RBM)63

= —%[YL(DL’}/“VL + éL'y“eL) + YRéR’}/MeR]B‘M (3.83)
;o . OGirr
LSUQ@)L) = fe,iv"(ig25 W) fer
= —%(DL’)/”I/LWB + \/§DL’Y“6LW: + ﬁéLVMVLW; — éL’y”eLWS) (3.84)

As per usual, for each symmetry group invariance is demanded and new vector fields are
incorporated into the theory through the definition of the covariant derivatives. A brief
summary is given. For U(1)y, g1 is the coupling constant of the gauge theory, Y7 g is
the hypercharge operator, the generator of the group, acting on either left or right-handed
fields, and By, (not the photon field) the sole vector gauge boson of the theory. Similarly,
for SU(2)17, g2 is the coupling constant of the theory, o; the Pauli matrices, and W;L the
three vector gauge bosons of the theory. Take note that in Eq. 3.84 the charged W bosons
are formed (definition in Eq. 3.49).

The next step is to combine terms from both Eq. 3.83 and 3.84 so as to separate the
electron from the neutrino interactions.

electron: —ervyter (%YLB# — %Wﬁ) +eryter (%YRB#> (3.85)
neutrino: — vyt (%YLBH + %WB) (3.86)

while the corresponding term for U(1)q in Eq. 3.80 can be reformulated as:

eevt'eA, =e(eryter + epyt'er) Ay (3.87)

"Exactly the same notation is used as in Section 3.6, when SU(2); was initially introduced.
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Comparing the electron to the neutrino interactions and to the electromagnetic one, a
linear combination is observed between the B, and WB fields. This fact is exploited to
define two new fields which will be given as an orthogonal combination of B, and WB :
Thus, Eq. 3.85 and 3.86 are yet again reformed as a function of these two new fields:

Y; Y;
— lerter g192YL +epyten 9192rR Ay
i 95+ gt 2\/95 + 9iY7
electron: ) (3.88)
2v2 _ 2
Y — YrY,
— |epter, 9ty — 92 T epyten JGIYLYR Z,
I 2\/93 + 1Y 2\/95 + giY?
_ i V95 +9iY?
neutrino: — vyt — Zy (3.89)
where
1
Zy = ———(nY1B, + ggWS) (3.90)
V95 + Y]
1
Ay = (928 — 1YL W) (3.91)

V93 + g2YE

These two fellas seem quite familiar! Evidently, the photon field A, and the neutral weak
boson Z,, are given as a function of the B, and WB fields. While the actual mechanism
which causes the A, and Z, fields to emerge will be discussed in the next subsection, it is
nice to already see that all three of the weak vector bosons have been assembled at last.
Comparing the photon term of Eq. 3.88 with Eq. 3.87 it is deduced that:

Y]
e= %, where Y = —% =_1 (3.92)
V91 T 95 2

a relationship between the coupling constant of the electromagnetic interactions (U(1)g —
e) and those of the electroweak interactions (U(1)y, SU(2)r — g1, g2). Inspired by this
relationship the weak mizing angle Oy is defined:

. g1
sinfy = ———
Vi + 93
cos Oy = ——L2 (3.93)

Vi + 93

Using the weak mixing angle from above, Eq. 3.90, 3.91, and 3.92 can be redefined as:

e = g cos By = gosin Oy (3.94)
A, = cos Oy By, + sin Oy W) (3.95)
Z, = —sinbw B, + cos GWWB (3.96)

The 6y angle constitutes a free parameter of the SM which is estimated only experi-
mentally and found to be slightly below 30° = sin? 6y ~ 0.23. Equation 3.94 relates the
g1, g2 couplings, with the electromagnetic coupling e, and with the QED fine-structure
constant o = €2 /4m = 1/137. Lastly, interactions of the type as in Eq. 3.88 and Eq. 3.89
that involve the neutral Z, boson are usually referred to as Neutral Current (NC) interac-
tions, compared to interactions that involve the charged W+ bosons as in Eq. 3.84 which
fall under the Charged Current (CC) type.
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3.8.2 Electroweak symmetry breaking SU(2),®U(1)y — U(1)g

How can it be that from two distinct scenarios, the U(1)g and the SU(2)r ® U(1)y, the
exact same theory is derived, i.e., the description of the electromagnetic interactions? In
that respect, remember that by forming the electroweak symmetry we have successfully
managed to in addition reveal the neutral Zg boson. Having the SU(2)r, ® U(1)y gauge
symmetry, which now contains four vector bosons, we have one but last wish, that is to
give mass to the three weak vector bosons while preserving the photon in a massless state
for the electromagnetic interaction. Following the usual practice we proceed in breaking
the electroweak symmetry.

The discussion starts with four scalar fields arranged in an SU(2) complex doublet
(T = 1/2 = T3 = £1/2), a choice originally made by Weinberg [18] in parallel with
Glashow [19] and Salam [20].

¢+) 1 <¢1 + i¢2>

— - ' 3.97
o= () =i (397
where ¢ is constructed in such a way so that ¢* is positively charged Q@ = +1 and ¢ is
neutrally charged @ = 0. Substitution to Eq. 3.75 returns Y = 1 for both the “up” and

“down” states of ¢. The minimum for the potential V(¢) = u%(¢1¢) + A(¢T¢)? is found for
A>0and p? < 0:

2 2

So=(6")0" + @) = J+ B+ = A =0 ()

a hypersphere in four dimensions. Without loss of generality we chose the vacuum for the
2
theory to be ¢1 = o = ¢4 = 0, ¢3 = -5 = v?, resulting in the choice:

1 /0
= 3.99
w=75 0 o8
Expanding the ¢ field around the VEV now gives:
1 0
= 3.100
)= 75 (14 (3100

Substitution of Eq. 3.100 into the electroweak Lagrangian below (Lagrangian that contains
interactions terms between the ¢ field and the gauge boson fields of SU(2)r, @ U(1)y):

Ly = (Duo)'(D"0) — [1%(60) + A(670)?] (3.101)
Y i 1. 1. ;
with Dy =, +ig1 5 By + igg%WZ =9+ Sigi B+ Sigoi W, (3.102)

returns:
1 1 1
Ly = 5(0uh)(9"h) + 2g30?[(W)* + (Wi)*] + Sv*(1 By — g2W))* = Mu?h?
+ cubic interaction terms + quartic interaction terms + const (3.103)

while this is rewritten by incorporating the four gauge bosons of the electroweak interaction
according to Eq. 3.49 for let and Eq. 3.90 and 3.91 for Z,, A, as:

1 1 1
Ly = 5(a,ih)(aﬂh) + Zg%UQWJWJ + Z(g% + g3 Z, 7" — Av?h?

+ cubic interaction terms + quartic interaction terms + const (3.104)
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Three mass terms emerge in the Lagrangian for the weak gauge bosons Wj[, Z,, in addition
to the mass term attributed to the Higgs field, the photon field remaining massless (M4 =
0):

1

Miy = S g50° (3.105)
1 M

M% = =(g} + g3)® = —X 3.106

z=7 (91 + g3)v cos Oy ( )

M? = 2)\0? (3.107)

The effect is understood as follows: the choice of the new vacuum breaks the elec-
troweak interactions i.e., the SU(2)r, ® U(1)y is spontaneously broken, both of the indi-
vidual symmetries are actually broken in a way that the Lagrangian is no longer invariant
under their respective field transformations. From the initial four generators, three are
spontaneously broken, leading to three massless scalar Goldstone bosons that are eaten by
the weak force mediators (for each gauge boson an additional longitudinal degree of free-
dom is added in the existing two transverse ones) thus acquiring their mass. One degree of
freedom remains for the Higgs field, the Higgs particle that was discovered in 2012 by the
ATLAS and CMS collaborations at CERN. There is an infinite amount of choices for the
vacuum, all of which lie within a spherical plane, another symmetry. When the electroweak
interactions are spontaneously broken, not all symmetry is lost, in the contrary, the system
collapses in the internal symmetry shared by the vacuum states which is respected by the
resulting Lagrangian. This is the U(1)g symmetry of the electromagnetic interactions and
it is usually written as SU(2), ® U(1)y — U(1)q. The U(1)g of electromagnetism is just
the low energy approximation of the system.

The weak mixing angle fy encountered in Subsection 3.8.2 (Eq. 3.93) is said to be the
angle by which the Wj’ — B, plane is rotated upon the spontaneous symmetry breaking of
SU2)L®U(1)y — U(1)g leading to the production of the Z, boson and the photon A,,.
The coupling of the SU(2)r, symmetry (g2) is related with the known Fermi constant G
and with the VEV v as:

Gr _ g _ 1

V2 8ME  20?
with the latter approximately estimated at v =~ 246 GeV. Combining this value and the
value of 6y, the let and Z, masses are predicted by the SM according to Eq. 3.105 and
3.106 at My = 80GeV and My = 91 GeV which were later verified from their discovery
at CERN in 1953 [21-23]. The mass of the Higgs boson is not predicted by the SM due to
the unknown free parameter A in Eq. 3.107 and is only experimentally measured as in |3, 4]
(M, ~ 125GeV).

The final item in the list is to attribute mass to the fermions which is also a direct con-
sequence of the spontaneous symmetry breaking mechanism. An interaction term between
a fermion and a scalar field looks like this:

Lyo=—97ff¢ (3.109)

where this type of interaction is called a Yukawa interaction and the constants gy as Yukawa
coupling constant. Expanding the above Lagrangian for the first generation of fermions
(same for the other generations):

Lio=—ge(fe,der +eErd fe,)
— 9d(for #dR + AR fo,) — gu(for 6°ur + ured fy,)

where to be able to attribute mass to the up quark the charge conjugate field ¢¢ is intro-
duced.

(3.108)

(3.110)

¢° =it = (_(b;_> (3.111)
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The charge conjugate field ¢¢ is an SU(2); doublet, just like the ¢ field, only this time
corresponding to an opposite hypercharge state Y = —1. The ¢° field is expanded around
the VEV as previously done for ¢ (Eq. 3.100):

¢°(z) = ;5 (U +0h($)> (3.112)

The result after replacing both Eq. 3.100 and Eq. 3.112 to Eq. 3.110 is:

Lyp=—meee — madd — myau

_ 3.113
e gy T g M, (3.113)
v v v

with the fermion masses revealed as:

me =22 g =92 g, = 22 (3.114)

—, Mg = —=, My, =
V2T R T T R

It is observed that the fermion masses are proportional to the Yukawa coupling constants
which are arbitrary and unknown. Due to this definition, fermion masses are left as free SM
parameters which can only be experimentally estimated. Another conclusion that can be
drawn from Eq. 3.113 is that the Higgs field interacts with the fermions and the strength
of that interaction depends on the their mass. The heavier the mass of a fermion, the
stronger the interaction to the Higgs field.

3.9 Unification — Act 11

To obtain the final coveted theory that will cover all aspects of the story there is a need
to write a symmetry such that will preserve the characteristics found by the spontaneous
symmetry breaking of SU(2); ®U(1)y while still introducing the quark dynamics. Luckily,
this final step is but trivial as the unification of electroweak and strong interactions is given
by the plain and simple combination of the respective symmetries SU(3)c ® SU(2)r ®
U(1)y. Quark dynamics are introduced exactly as seen in Section 3.5 and invariance
under the SU(3)¢ symmetry remains even after the spontaneous symmetry breaking of
SU2)L®@U(1)y — U(1)qg so that the gluons remain massless. A lot more could be said
for the QCD part of our theory but for now we settle for the basics as the full Standard
Model Lagrangian unravels itself.

3.9.1 The Standard Model final Lagrangian

The full, but compact, version of the Standard Model Lagrangian is given below, that is
consistent with the symmetries implied upon the SU(3)¢c ® SU(2);, ® U(1)y symmetry
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group. The Lagrangian can be split in four fundamental sectors:
ESM = Egauge + Efermion + EHiggs + £Yukawa
) ) ) Kinetic energy and self
- ZG“”QG/‘ZJ - ZWWiWZW - ZBWBW coupling terms for the
gluons, W*, Z and v
Kinetic energy for leptons
- and quarks and their inter-
+ "D
%1/1 V"Dt action terms to gluons, W¥,
Z and vy
Higgs and mediator masses
+ (Duo) (DH¢) — V
(Dud) (D"9) () {and couplings
- Fermion masses and
—> " 9r(@rdor + h.c) . _
7 coupling to Higgs
(3.115)
where,
1 : Represents all fermionic fields
A _ Y
D,=0,— igngZ — igg%Wﬁ — i §Bu : The covariant derivative
V(p) = n2(¢Tp) + M¢T¢)? : The Higgs potential
gy : The Yukawa coupling constants
¥, and Pg : Left and right-handed fermions
h.c. : The hermitian conjugate (3.116)

3.10 Unification — Act III

But the story does not end here. While the Standard Model itself comprises a great
achievement of the science community of the 20th and 21st centuries and has shaped the
modern particle physics as we know it today, it is yet an incomplete theory. Still, unresolved
questions remain, with the scientists trying their best as usual to power through this plateau
of knowledge.

To name a few cases, gravity is not included in the SM. Dark matter and dark energy
though showing promising evidence that they do exist, no such particle candidates are in-
corporated in the current theory. Neutrinos are assumed massless while their mass is finite,
though small, and has been experimentally estimated. Matter over antimatter asymmetry
is not explained. There is an exhaustive list of unmodeled phenomena that are not treated
within the SM and efforts are being made to compose new theories or extensions of the
SM to incorporate them. Some examples are string theory, supersymmetry, Grand Unified
Theories (GUTs), extra dimensions or quantum gravity frameworks.

More importantly, experiments that can explore new regions of the energy scale spec-
trum are of great need as such experiments can provide more evidence and guide the theory
community towards a more concrete direction. Greater scale experiments can help nar-
row down the list of the theory frameworks that are being developed in hopes of finding
new physics. What lies into the future is quite interesting, with each new generations of
scientists pushing, advancing and exploring the unknown.
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IChapter 4

ANALYSIS OBJECTS — JETS

4.1 Introduction

With this chapter we continue to delve deeper into the goal of this dissertation. All
following sections shed light on the analysis’s primary objects, the jets. Jets are among
the most frequently used objects in high energy collider experiment analyses. A lot of
times they are considered the signature objects of a collision and they are quite complex.
Hopefully, within this chapter some of their underlying mechanisms and properties will be
shared that will help the reader gain some familiarity on their use and importance. Each
chapter provides a different insight into the aspects of jets covering both the theoretical
and experimental point of view, by the end, promising a cohesive perspective of the topic.

4.2 Consequences of Quantum Chromodynamics

4.2.1 Hadrons

We start perhaps with the most fundamental quantity of QCD, or better, of the SU(3)¢
symmetry, the color. As mentioned in Section 3.5, the color is a new quantum number
intrinsic to quarks and gluons (particles that interact primarily via the strong force) and
color conservation is assumed in any given process that these participate. Our focus is
slightly favored towards QCD since quarks and gluons are seen in abundance in particle
colliders, like the LHC, and the mechanisms that are introduced here pave the way on the
topic of jet formation.

Within the Standard Model it is dictated that there are three colors, red, green, and
blue. This particular choice of colors is but a plain convention adapted by the community,
which in addition, is supported by color theory. Having this argument in mind and based
on the mathematical framework provided by SU(3)¢ the observed matter particles can only
form singlet colorless states (states that will remain invariant under color transformations,
if any). In that sense quarks can be arranged into two distinct configurations to form
bound states. They can either form symmetric combinations of quark-antiquark pairs
¢;q; known as mesons that have a baryon number of zero B = 0, or form antisymmetric
combinations, usually of three quarks ¢;q;qr and rarely of three quarks plus any number
of quark-antiquark pairs, known as baryons that have a baryon number of one B = 1.
Together, mesons and baryons, constitute the hadrons, basically all subatomic particles
that are made of two or more quarks fall in that category. Table 4.1 summarizes all quark
related quantum numbers. By exploiting this table scientists were able to arrange the
hadrons into groups based on their properties and according to their quark constituents,
quite similar to what was done with the periodic table of elements in chemistry. One such
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example is given for both mesons and baryons in Fig. 4.1. Off course, not all hadrons
known today had been discovered at that time, but this systematic arrangement provided
a foundation for making predictions.

Table 4.1: Quark quantum numbers [1].

d u S ¢ b t
Electric charge @) —% +§ —% —l—% —% —l—%
Isospin [ % % 0 0 0 0
Isospin z-component I, —% +% 0 0 0 0
Strangeness S 0 0 -1 0 0 0
Charm C 0 0 0 +1 0 0
Bottomness B 0 0 0 0 -1 0
Topness T 0 0 0 0 0 +1

(a) 16-plet of pseudoscalar mesons (b) (c) 20-plet of spin 1/2 baryons B = 1.
B =0.

Figure 4.1: Weight diagram examples of a meson and baryon multiplet. The co-

ordinate system (b) is given as a function of isospin Iz, charm C' and hypercharge
Y=B+S—- % [1].

4.2.2 Confinement

Hadrons comprise the observable particles be it in collider experiments or cosmic rays, but
quarks (and gluons) are never observed as isolated free particles in nature, only in stable
bound states. This phenomenon is called confinement or quark confinement. Indeed,
looking at calculations in perturbative QCD (pQCD) it can be seen that the potential
between a quark-antiquark pair for very small distances has a dominant Coulomb-like
term (~ 1/r) just as in QED for an electron-positron pair. Bringing too close a quark and
an antiquark can result in a binding force. In contrast, when going to larger distances non
perturbative calculations show that the potential becomes linear with the distance (~ r).
This means that as the two quarks are separated from each other the system requires
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continuously more energy [2]. Both arguments lead to the confinement of quarks into
colorless stable bound states, the hadrons, which are experimentally observed. This single
effect results in the creation of hadrons after the hard collision in high energy experiments
through a process known as hadronization, ultimately giving rise to jets.

4.2.3 Asymptotic freedom and the strong coupling

Interestingly enough, another core idea can be revealed about QCD just by studying the
strong coupling constant ag (found as ag in the context of Chapter 3) which determines
the strength of the interaction between quarks and gluons. In reality aig is not a constant
in the usual kind of meaning, but its value depends on the energy scale that it is measured.
This is also referred as running of the strong coupling constant and in perturbative QCD
is estimated as:

o as(uy)
as(@7) = L4 boIn (Q?/p2)as(p?) Y
where b — 33 — 2Np 4.2
07 Tior -

The above equation relates the value of the coupling at a scale ) to the one at scale p,
given that both scales are in the perturbative regime [3]. Np expresses the number of
quark flavors with masses smaller than the scale p,. Note that by remains positive as long
as Np < 16, thus the positive sign remains in the ag equation and the strength of the
coupling decreases with @2, i.e. the higher the energy (or for small distances) the smaller
the value of ag. Conversely, the smaller the energy, or as the distance increases, the higher
the strength of the interaction.

This effect comes in contrast to the one observed in the QED analogue for the elec-
tron. In QED when two charges are brought in close range the strength of the interaction
increases, i.e. the effective electric charge increases as the screening of the electric charge
weakens. QCD on the other hand falls under the opposite situation as there is the anii-
screening of the color charge. The self-interacting nature of gluons negates the screening
done by opposite color charges. This contradiction between the two theories comes from
the non-Abelian property of QCD that allows gluons to carry color and self-interact, in
contrast to photons that are electrically neutral. Inevitably, in the higher energy scales
quarks and gluons interact weakly and can be treated as asymptotically free traveling par-
ticles, a phenomenon referred as asymptotic freedom. In the asymptotically free regime the
value of the strong coupling is very small ag < 1 and perturbation theory can be applied.
Asymptotic freedom enabled the correct translation of the experimental data found from
Deep Inelastic Scattering (DIS) experiments at SLAC which reported a point-like behavior
of loosely moving particles residing within the proton after electron scattering. These were
the valence quarks and the quark-gluon sea that is assumed to exist within the protons.

The running of the strong coupling is shown as a function of the energy scale in
Fig. 4.2. Markers represent the evaluation of ag at different scales @) as given by a large
variety of signature experiments. Vertical error bars around the markers indicate the total
uncertainty (experimental and theoretical) for each given measurement. In the background,
the continuous black dashed line that spans over the whole energy range represents the
evolved ag value as estimated from the initial world average value at the scale of the Z
boson mass myz, ag(myz) = 0.1180 £ 0.0009. Lastly, the yellow band around the dashed
line expresses the associated uncertainty. The behavior shown in Fig. 4.2 is in complete
agreement with the asymptotic freedom hypothesis discussed previously.

The strong coupling grows very large, very fast, especially as Q — 0. It holds great
interest to find a reference point below which pQCD calculations can be applied and above
which non-perturbative (NP) effects become dominant. Usually, the scale Agcp is defined
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Figure 4.2: Running of the strong coupling ag as a function of the energy scale

Q [1]-

to express exactly that, the point at which ag(Q) diverges [3]. Equation 4.1 is then
rewritten as:

1

(0 2 =
S(Q ) boln(QQ/AéCD)

Close to the scale Agcp there is the formation of the hadron bound states. This parameter
is not predicted by QCD and is model dependent based on the renormalization scheme
choice (more about this topic is shared in the following section). It is experimentally
estimated, with its exact value being on the order of a few hundred MeV, Agcp =~
200 M eV, notably close to a typical mass of a hadron.

Given the opportunity, it is worth of mention to return briefly to the topic of Grand
Unified Theories (GUTs). Presumably, all coupling constants from the three gauge theories
contained within the SM converge at very large energy scales. This unification is assumed
to be similar to what was done for weak and electromagnetic interaction to obtain the
electroweak theory, only this time including the strong force. A guesstimate point for
this grand unification scheme is estimated at ~ 10 GeV, an energy scale so large that
at first sight seems hopeless to be verified in the foreseeable future (compare the afore-
mentioned value with the x-axis scale of Fig. 4.2). Hypotheses continue with even greater
unification schemes where gravity is also incorporated into the picture, labeled this time
as Theory of Everything (TOE), which would happen to even larger energy regimes. A
nice representation of the above concepts is given in Fig. 4.3.
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Figure 4.3: Relative strength of the four fundamental forces as a function of en-
ergy |5]-

4.3 Into the pQCD abyss

4.3.1 Feynmann diagrams

Already, the concept of perturbative QCD has been mentioned a number of times through
out the text. The time has come where we can delve a bit deeper into this subject.
Richard Phillips Feynmann invented a pictorial representation for particle interactions
in the context of Quantum Field Theory (QFT), the Feynmann diagrams [6]. Over the
years, their use on QFT perturbative calculations has been proved invaluable. The exact
derivation of this rules is omitted as it goes beyond the scope of this thesis, instead the
reader is encouraged to look up the specifics in the dedicated QFT textbooks like Ref. [7, §].
It suffices to say that the Feynmann rules, that govern the construction of the diagrams,
are extracted from none other than the Lagrangian, with some modifications to it, like
quantization of the fields and introduction of ghost terms, anyhow.. The QCD Feynmann
rules dictate some acceptable basic vertices which are shown in Fig. 4.4. Starting from left
to right there is the quark-gluon interaction vertex, the 3-leg gluon self-interaction vertex,
and the 4-leg gluon self-interaction vertex. At this point, the vertices shown in Fig. 4.4 do
not represent any physical process on their own, rather they can be thought as the building
blocks used to depict physical interactions.

A more realistic example is perhaps shown in Fig. 4.5a where there is a gluon exchange
between two quarks. Looking at the top vertex of the figure, there is a green quark which
changes into a blue quark by emitting a green anti-blue gluon. In the bottom vertex, we
can imagine a blue quark absorbing the green anti-blue gluon, in the end, changing to a
green quark. Color is conserved in both vertices. Again, this process is not observed in
nature as quarks are not seen as free traveling particles but they appear inside the hadrons.

Similar rules exist also for the rest of the interactions but for the sake of brevity are
not mentioned here. Instead, we directly discuss on the purely QED process e e™ — =™
depicted in Fig. 4.5b. Looking at the diagram from left to right it illustrates an electron
positron annihilation resulting in the emission of a photon which in turn decays into a
muon anti-muon pair. Note that Feynmann diagrams are read from left to right, which
is defined as the direction at which time ¢ evolves. It is then clear, that in this process
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Figure 4.4: QCD Feynmann rules (made with the Feynmann diagram maker from
Ref. [9]).

q(9) q(?)

g(9b) Y

a(b) a(g) e LL+

(a) Gluon exchange between two quarks. (b) The process e"e™ — u~pu™.

Figure 4.5: Simple examples of Feynmann diagrams [9].

the initial state particles are the two electrons and the final state particles are the two
muons. Additionally, particles are depicted with straight lines that point towards the
same direction as time evolves (towards the right). On the other hand, antiparticles are
expressed with the straight lines that point to the opposite direction, as if they travel
backwards in time. Lastly, any 90° rotation of a diagram results in the representation of a
different physical process. A clockwise 90° rotation of the diagram in Fig. 4.5b for example
results in the electron muon scattering process e”u~ — e p.

4.3.2 Parton cross sections and decay rates

Situation requires a physical quantity that can be measured both experimentally and the-
oretically. Comparison between the two, initiates a feedback loop in both directions. Any
differences between theory and experiment translate to either miss treatment on the de-
tection and analysis front or to physical aspects not included in the theoretical model.
Conversely, a good agreement can lead to estimation of other, more fundamental, quanti-
ties like avg and the fermion masses, or as it will be later discussed the Parton Distribution
Functions.

There are two famous choices that fulfill the aforementioned requirement, parton cross
sections o and decay rates I'. The former, in the context of collider experiments, in a way,
expresses the probability that a given process will happen. Experimentally, it is directly
related to the number of observed events and the luminosity of a collider, as discussed in
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Eq. 1.3. Theoretically, it can be estimated given the Matriz Element (ME) M or amplitude,
and the available phase space. The ME gives the probability amplitude to obtain a desired
final state; it encodes the dynamics of a given physical process and can be calculated by
taking into consideration all possible Feynmann diagrams for the process, including all
higher order correction diagrams up to a certain point in pQCD. The phase space element
is the kinematic restrictions implied to the problem by the particles’ initial and final state
4-momenta. For a 2 — N process, i.e. scattering of two initial particles that produce N
particles in the final state, the differential cross section is given by the formula [7]:

1 d3 1
io - 5% 55

X \M(pasps = (prDIPER)S (pa+ps— > pr)

where E 4, p4 and Ep, pp are the 4-momenta of the initial state colliding beams, |v 4 — vg|
the relative velocity of the beams as viewed from the laboratory frame, E;,ps the 4-
momenta of the final state particles, and § the Kronecker delta function. Note that the
differential cross section do given by Eq.4.4 is calculated at parton' level. This restric-
tion comes from the applicability reach of perturbation theory; beyond parton level, non-
perturbative effects need to be incorporated in the previous calculation through additional
calculus steps.

Particles are often found in unstable bound states, and if so, they decay into another
final state, producing more particles that may or may not further decay. The total mass of
the final state particles has to, off course, be less than the mass of the initial state particle
due to mass conservation. The lifetime” T of a particle is then defined as the inverse of its
decay rate. One particle can have multiple decay modes, each with a different probability.
In this case, all possible decays have to be taken into account. The formula to obtain the
differential decay rate is very similar to that of the differential cross section just above:

1 dp; 1
T = 1;[ (2:;3 2p; | X Mma = {ps})I?(2m)*6t® (pA - pr) (4.5)

where the discussion now holds for a single particle of mass m4 in the initial state, that
decays into one or more particles in the final state with E¢, p;. The amplitude M remains
relevant in the equation.

4.3.3 Renormalization

It was mentioned that for the evaluation of the amplitude M, all process-specific diagrams
up to a certain degree in pQCD should be considered. But what is the exact stopping
point in the calculation? This is directly related to the level of precision that is required
in each case. You see, the simplest form of Feynmann diagrams are such that only contain
the raw process, like the example given in Fig. 4.5b. This is just the lowest possible
order diagram that can be drawn for the e"e™ — pu~ ™ process and is considered to be
a diagram at tree-level or tree diagram. Calculation of the ME at this level in pQCD is
said to be at first order or Leading Order (LO). More complex diagrams can be formed
that result in the same final state but include more realistic scenarios on how to achieve
this case. The method here is that in the previous diagram (Fig. 4.5b) closed loops can be

!Partons are said to be the constituents of the proton, the quarks and gluons.
2Note that the half-life of a particle is defined as 7 - In 2.
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added in various places that represent extra corrections. These are called loop diagrams
and contribute to the precision of the calculation, with each loop added increasing the
order by one. Including one loop results in a second order calculation or Next-to-Leading
Order (NLO), two loops in third order or Next-to-Next-to-Leading Order (NNLO) and so
on. Two such examples, of one loop diagrams for the e”et — p~pu™ process, are shown in
Fig. 4.6a and 4.6b. Another way that the diagrams can be varied so that the precision of
the calculation increases is by adding additional legs (particles) in the final state, as done
in Fig. 4.6¢. This approach, again, increments the order of the correction by one for each
additional leg.

But the amount of possible diagrams increases exponentially with the number of loops
included, and there can be an infinite number of loops. Analogously, the complexity of the
calculation also increases. This is were the cut-off point comes in play, for two reasons.
Firstly, making such a calculation, to infinite precision, is on its own impossible. Secondly,
as higher order terms are included (i.e. beyond LO) infinities arise in the calculations quite
early. The latter infinities are caused because of the closed loops, as the momentum within
the loop is not fully constrained and can range to infinity. Such cases are called wltraviolet
divergences and are avoided through the renormalization process. Under this treatment
a regulator is introduced that helps absorb the infinities which is called renormalization
scale . To be exact, in pQCD any observable X' can be expressed as an expansion in
powers of the strong coupling constant ag given that ag < 1 [3]:

n
X =co+cras + caad + ... :Zci-afg (4.6)
=0

where ¢; are the perturbative coefficients that emerge in the theory as a price for the
renormalization, calculated using the Feynmann diagrams.

()

Figure 4.6: One loop diagram examples for e"e™ — p~p™ (inspiration taken
from [10]).
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In fact, apart from the amplitude M, other theory parameters can be expressed as a
function of u,, like ag or the fermion masses, so as to avoid the infinities by extracting the
finite part. This was actually done in a previous section, Section 4.2.3, for ag. Equation 4.1
is only but a solution to the Renormalization Group Equations (RGE) which govern the
exact dependence of the strong coupling to the renormalization scale. The RGE for the
strong coupling constant looks something like this:

2
p2 208U _ () (4.7
M
where B(ag) = —a%-(bo+bias+bat+O(ad)) the B function of QCD, expanded according
to Eq. 4.6. The coefficients are renormalization-scheme dependent and bg is the one shared
already in Eq. 4.2 according to the modified minimal subtraction MS scheme. Equation 4.1
then is acquired by considering only the first term by [3].

In the end, the renormalization scale p, is the scale at which physical quantities from
our theory are redefined directly after removing the ultraviolet divergencies that arise
in their calculations. The renormalized version of the physical quantities, stripped from
their infinities, hopefully remain with a meaningful and finite part. As it will be later
seen, usually u, is taken to be at the same scale as the one of the physical process under
investigation.

4.4 Cross section predictions for pp collisions

The subject of this dissertation centers on differential cross sections, prompting a more
detailed exploration of this topic. Recall that the differential cross section for a 2 — N
process (two partons in the initial state) is expressed by Eq. 4.4. Shifting to the experimen-
tal perspective, particularly at the LHC, such a direct connection cannot be established.
Since protons, rather than individual partons, are accelerated for collision, the cross section
formula requires modifications. These adjustments are necessary to define a quantity that
can be comnsistently measured and compared between theory and experiment.

4.4.1 Initial state adjustments

Realistically, as already mentioned numerous times, partons are not observed free in nature,
but confined within hadrons. Therefore, the initial state has to be modified in order to
describe protons. This treatment is performed by the factorization theorem [11] which
rewrites the cross section definition as:

do (pp—sn) = Z/dwdx/fi/p(%ﬂf) fipp(@ up) x doginy (@, 2, g, ey s (pr)) - (4.8)
i

The calculation has now been split into two separate steps. There is the “standard” pertur-
bative part denoted as do(;;_, ) which corresponds to Eq. 4.4, except that a summation
is performed over all possible contributing initial state quarks and gluons 4, j. And there
is a non-perturbative contribution related to the colliding protons denoted with the f; ;/,
terms.

That’s right, at the initial state, as protons are accelerated before collision into beams,
the energy scale @ of the process is low, resulting in ag > 1. As such, perturbative cal-
culations are rendered useless. The change to the the non-perturbative domain is justified
as the total energy from the acceleration is distributed to all of the proton’s constituents
(valence quarks and quark-gluon sea). In contrast to the moment right after collision,
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where the proton energy is channeled into a single valence quark or gluon, armed for the
hard collision.

The question then remains on what exactly are the f; ;/, terms? These are the Parton
Distribution Functions or PDFs [12] in short, f;/,(, jiy), and parametrize the probability
density to find a parton ¢, with momentum fraction x; = p;/p, inside a hadron h (in
our case inside the proton), traveling at the same direction as the hadron. It makes sense
to have two PDFs, one for each of the two incoming protons. Both the PDFs and the
partonic cross section depend on a new scale, the factorization scale py. The introduction
of this scale is necessary for the treatment of infrared divergencies in the non-perturbative,
long-distance physics. When the energy of a massless particle, like the gluon, becomes very
small or when the gluon is emitted in very small angles, parallel to the parent particle,
infinities arise that make the calculations unsafe. The two previous processes are referred
to as soft and collinear emissions respectively, and can cause problems similar to those
discussed for the ultraviolet divergencies. The factorization scale is defined such that these
spurious effects get separated from entering the pQCD calculations, so that long-distance,
non-perturbative effects are absorbed in the PDFs while short-distance, perturbative effects
are absorbed in the partonic cross section. The evolution of PDFs according to the scale pp
is described by the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations [13-16],
just like RGE equations describe the running of the strong coupling constant.

Contrary to the matrix element part which is evaluated from theory, PDFs are cal-
culated from the experiment. Specifically, they are extracted from global fits (Part III is
dedicated to such a study) to data obtained a from large range of experiments and a variety
of processes under study. To their advantage, PDFs are universal, in the way that once
determined they can be used for any calculation. Exploiting data at different energy scales
@ ensures their reliability across the whole phase space. Figure 4.7a shows the accessible
phase space in the  — Q? plane for different experiments. Dedicated groups are involved in
this process, the process of determining the PDF sets, with the goal of further constraining
the existing version of PDFs by including newly obtained data. To name a few, there is
the Coordinated Theoretical-Experimental Project on QCD (CTEQ), the Neural Network
PDF (NNPDF), the Martin-Stirling-Thorne-Watt (MSTW), the HERAPDF group and
others. As an example, the MSHT20 PDFs are shown in Fig. 4.7b at NNLO accuracy in
pQCD. It is observed that there is a higher probability for a gluon to appear from the hard
process in the low momentum fraction region, while for the up and down valence quarks
this probability peaks around the 0.2 value. In other words, during a hard scattering pro-
cess, valence quarks carry a significant fraction of the proton’s momentum, as opposed to
the gluon, whose contribution becomes dominant in lower momentum transfers.

Before we move on, it should be mentioned that both calculations required for the
total for Eq. 4.8, the amplitude and the PDFs, should be performed at the same order in
pQCD. The standard practice is that once the ME is determined in a given order in pQCD,
it is then convoluted with a PDF set of the same order to obtain the final cross section.

4.4.2 Final state adjustments

Regrettably, the story does not end here. So far the final state for the pp — N process has
ben deliberately neglected. The high energetic partons produced from the hard process
(hard scattering between the two protons) will eventually lead to the formation of colorless
singlet states, i.e. to numerous hadrons. These are the particles that actually impinge on
the detector, and whose energy and momentum is collected. The formation of hadrons
is referred to as the hadronization process, which is a long-distance and therefore a non-
perturbative effect that has to be incorporated in the cross section formula of Eq 4.8
nonetheless. Situation is treated similarly as to what was done for the NP effects in the
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(a) Parton phase space available as a func-
tion of the momentum fraction x and the
energy scale Q? [1]. Shaded areas in differ-
ent colors illustrate the phase space cover-
age for different experiments, fixed target
(yellow), HERA (cyan), Tevatron (green),
and LHC (pink). Some final states are de-
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(b) MSHT20 NNLO PDF sets at
Q? = 10GeV? as a function of the
momentum fraction z [17]. The gluon
(red), up valence quark (blue), down va-
lence quark (green), strange quark (cyan),
cute quark (magenta), up antiquark (dark
blue), and down antiquark (dark green).
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gions and as a function of rapidity y.

Figure 4.7: Signature figures on global PDF fits.

initial state. A new function is introduced that resembles the characteristics of PDFs, this
is the fragmentation function (FF) Di_n(z, up) which expresses the probability of finding
a hadron h within the fragmentation products of an initial parton k, carrying a momentum
fraction z of the parton’s momentum. They are experimentally estimated and by using
them, Eq. 4.8 is rewritten as [3]:

do(ppsn) = Z/dﬂ?dfﬂ/dzfi/p(%uf) i@’ pp) X doisg (@2, 2,y pie, s ()
igk
X DN (2, pir)
(4.9)

where the fragmentation scale pp (not to be confused with the factorization scale which
is denoted with the small letter f, us) is incorporated into the calculation along with the
definition of the FF. Likewise, the ur scale defines the transition point above which the
long-distance effects of the hadronization process will be described by the FF and below
which perturbation theory holds.

The reformed cross section definition presented just above is only one of the possible
ways that the treatment of the final state can be handled. An approach like this is usually
adapted by analyses that are very sensitive to the particle content of the final state. As
as simplification, precise identification and measurement of the particles’ four-momentum,
which is a time consuming procedure, can be avoided by the definition of more complex
objects. The most commonly used objects in high energy physics analyses is that of particle
jets. These are also the main objects related to the work presented in this dissertation. Jets,
in short, are defined as a collection of closely related particles, usually contained within
a cone like structure, that travel together towards the same direction, from the collision
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point, to the detector. The advantage of this approach is that the cross section can still be
given by Eq. 4.8 without the need of FFs to describe the final state. Nevertheless, additional
corrections are still necessary for such prediction that model the NP effects. These can
be calculated using Monte Carlo techniques that parametrize the physical aspects of the
long-distance effects, and will be later discussed.

4.5 Jets

4.5.1 Definition

In this section, we enter the experimental

territory. Figure 4.8 illustrates the evolu- 1
tion of a jet, moving from the parton-level jet 3 jet2 107m
to its detection. Starting from the bottom, 3 deposited energy:
proton beams are accelerated close to the g hadronic
speed of light and collide at the interac- 5 electromagnetic
tion point within a detector, such as CMS. track hits
When two protons undergo a head-on col- -
lision, also called a hard process, they do 10"°m
not interact as whole objects. Instead, the 5
actual collision occurs between individual 3 Irf-::::,)nS: Eﬁﬁ;g?g o
partons, quarks or gluons, one from each 2 ';I“:’“* neatrons.
proton. As a result, at least two ener-
getic partons are produced in the scattering <10"®m
process, though additional partons may be é quark
generated, as shown in the figure. 5

At this stage, the interaction occurs at - -
extremely short distances (< 10~'¥m) and proton m

at a large energy scale, where perturbative
QCD is valid (ag < 1). Due to asymptotic
freedom, the partons are instantaneously
free and carry the full energy of the col- jet1
lision. However, they subsequently radiate

additional partons, a process known as par- Figure 4.8: Jet evolution, from collision to
ton shower (PS). This perturbative cascade detection [3].

continues until the energy of the emitted

partons drops below a certain threshold, where ag becomes large (g >> 1), and the
system transitions into the non-perturbative regime.

At this point, the partons can no longer exist as free particles, and they undergo
hadronization, forming color-neutral bound states such as pions, protons, and neutrons.
This effect takes place at distances approximately 107> m. The hadrons produced in this
way travel outwards from the collision point until they interact with the detector. Looking
at the entire process, the hadrons are emitted in collimated streams, roughly aligned with
the original directions of the scattered partons. These structures, known as jets, provide
an experimental signature of the underlying parton dynamics in high energy collisions (a
nice overview on jets can be found in Ref. [18]).

There are three notable sources that contribute to high energetic parton production
which can in turn evolve into jets. Firstly, there is the hard collision between protons, as
mentioned above. Secondly, the hadronic decay of a heavy particle e.g. ¢ — Wh. Finally,
the gluon emission from another parton, for example during the parton shower process.
In reality, in the pp collisions observed at CERN, most of the time at least two of these
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processes contribute to jet formation in the final state, justifying the high jet multiplicity
detected in the actual collision events.

4.5.2 From detection to reconstruction
Particle flow algorithm

No unique way exists to define a jet. In-

stead, over the years, scientists have devel- em had

oped algorithms that perform the tasks of Tracker _calorim calorim

jet detection and reconstruction. Such al- _ |k ot

gorithms are based on mathematical pre- ‘_ﬂ‘—fi%’ |

scriptions that can be varied and adapted Neutral - ‘ y

depending on analysis needs. Nonethe- —_— 1

less, for such algorithms to function, some . T . p, =, K*

knowledge of the particle content in the col- | N W | : .

lision events is needed. Therefore, we now e o 3 . n, K

return the discussion to the detector. ' [ __ ; s
—1 W

As it has already been extensively dis-
cussed particles that emerge from the hard
collision eventually interact with the detec- Figure 4.9: Particle energy depositions to
tor, depositing their energy throughout its CMS detector [19].
volume. A graph illustration for this effect
is presented in Fig. 4.9 for a variety of particles. Each particle is shown to traverse horizon-
tally different layers of the CMS subdetectors, starting with the silicon tracker, positioned
at about 2.9 cm from the interaction point, all the way out to the muon champers. The
first objective towards jet reconstruction is efficient and accurate particle identification.
This task is performed by the particle flow (PF) algorithm [20], a task usually referred to
as global event reconstruction.

A typical workflow for the PF algorithm goes as follows (it is encouraged to have in
mind Fig. 4.9). Firstly, energy clusters in the calorimeters are reconstructed. Then track
reconstruction begins for all particles. Charged particles are expected to have a bend
trajectory as opposed to neutral ones, which travel in a straight line. Reconstructed tracks
are linked to energy clusters. From the topology of the PF elements (e.g. energy clusters
and tracks), particle identification is achieved to a satisfactory level. As shown in the
figure, different particle families are expected to leave their trace in specific regions of the
detector. Muon identification follows shortly after. In the end, the PF algorithm delivers
a comprehensive list of all identified (reconstructed) final state particles paired with some
key information, like their momentum four-vectors and collision to detector angles.

Jet clustering algorithm

Once the list of reconstructed particles has been successfully obtained for an event it is
fed as an input to the next algorithm in line, responsible for the jet reconstruction. Nowa-
days, selecting the appropriate clustering algorithm is typically straightforward. However,
this was not always the case, especially in the past where expertise in the field was still
developing. For this reason, before we dive into the specifics of the algorithm used in this
work, we start by giving a brief overview of the topic.

Over the years, after a lot of algorithmic variations, a general set of requirements has
been established for the desirable properties of a jet reconstruction algorithm [3]:

o General properties:
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1. Order dependence, equal applicable to partons, particles, or measured tracks
and depositions.

2. Simple implementation, avoidance of complex code developments.
e Theoretical properties:

1. Collinear and infrared safe, for finite pQCD calculations.
2. Longitudinal boost invariance, for jet observables.

3. Boundary stability, insensitivity of jet kinematic boundaries from details of the
hadronic final state.

4. Insensitivity to non-perturbative effects, limitation of impact of hadronization
and the underlying event.

o Experimental properties:

1. Detector independence, no dependence on detector details.

2. Computational efficiency and predictability, predictable computing times that
mildly increase with growing numbers and input objects.

3. Mazimal reconstruction efficiency, lossless treatment of all input objects.

4. Insensitivity to pily-up collisions, accurate correction for additional energy not
coming from the primary vertex.

5. FEase of calibration, accurate and straightforward estimation of diverse detector
effects on jet response.

6. Minimal resolution smearing and angular biasing, avoidance of algorithmic dis-
tortions in addition to detector effects.

From this extensive list of requirements perhaps the most crucial ones are those of collinear
and infrared safety, and of detector independence (the first points from both theoretical
and experimental desired properties). In more detail, compliance to these conditions is
necessary, as emission of a particle to small angles (collinear splitting), can lead to the
disappearance of a jet. Similarly, emission of a soft gluon can lead to the merging of two
jets into one. Finally, detector independence ensures that comparisons can be achieved
between different experiments.

The algorithm used for this work complies with all of the above requirements and
belongs to the broad category® of sequential-recombination algorithms that perform itera-
tive comparisons between the closest pair of objects until completion. The stages to this
iterative procedure are presented below:

1. Given an input list of N particles, also referred to as PF candidates, define the
relative distance between each possible pair of particles d;; and the distance between
each object and the beam direction d;p according to

AR,
dij = min (pzTZ,pZTp) RQJ (4.10)
din = p2, (4.11)
with  (AR;)? = (i —y;)* + (¢ — &;)? (4.12)

where AR;; the angular distance between the objects 7 and j.

3 Another category is the cone algorithms that groups particles based on geometrical criteria.
The grouping is performed in a well defined cone radius around high-energy seed particles. These
algorithms were popular in the past but were found to be prone to collinear and infrared unsafety.
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2. Deduce whether the minimum distance d,;, originates from the {dij} set of values
or from the {d;p} ones.

3. I dyin € {dij}, it is assumed that objects ¢ and j are spatially close to each other
and are merged into a new object (a protojet) by summing their momentum four-
vectors. The new object is added to the PF list, whilst the original objects ¢ and j
are removed from it.

4. If dppin € {d;B}, it is assumed that no other objects are spatially close to object i
and is labeled as a final jet. This object is removed from the PF candidates list and
is added to the final list of K jets, which at the start of the procedure is empty.

5. Repeat from step 1 for the updated PF candidate list until no more objects are left,
in which case the sequential procedure comes to a halt.

Initial Combine the 2 particles ~ Continue iteratively combining particles (at each step
particles with smallest dij combine the protojets with smallest dijj)
LY ] . [ ] . ° . ] . [
o o° 0o e o
o © - ® = ® ° °
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Figure 4.10: Sequential-recombination algorithm at work [21].

Figure 4.10 provides a great illustration of the sequential-recombination algorithm
described above. From an initial list of PF candidates (top left corner figure), the objects
are gradually merged into protojets until no extra iterations can be performed. In the
second to last, and third to last pictures it is seen that the algorithm has deduced to a
final state with four jets.

Looking at Eq. 4.10 the power p can be selected such that it changes the behavior of the
iteration. There are three possibilities to chose from, each corresponding to an alternative
algorithm. For p = 1 there is the kp [22], p = 0 the Cambridge/Aachen [23, 24|, and
p = —1 the anti-kp [25] algorithm. Breaking apart each case, we can see that when p =1
the d;; distance is proportional to the transverse momentum, thus priority to clustering
is given to lower-pr objects and leads to larger and non-uniformed jet shapes. Taking
p = —1 on the other hand, makes the equation proportional to 1/pp, meaning that high-pp
objects are prioritized in the clustering and merging is performed uniformly around them,
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resulting to a consistent cone-like jet shape. Lastly, p = 0 leaves the d;; dependence solely
on angular quantities, thus the clustering is performed according to the angular distance,
which again results to larger and non-uniform shapes, just like for p = 1. Figure 4.11 shows
a comparison between the jet area topologies that result from each jet clustering algorithm
for R = 1. Surely, the anti-kp algorithm (p = —1) provides circular jet shapes centered
around the highest pr object in each area.

- N s .

257
204

Figure 4.11: Jet area for the kp, Cambridge/Aachen, SISCone', and anti-kp jet
clustering algorithms [3].

Needless to say, the jet topologies in this thesis have been reconstructed using the anti-
kr clustering algorithm. By prioritizing the clustering for high-pr objects, the algorithm
ensures that most pairwise mergings include at least one hard particle. Moreover, since
calibration corrections often depend on the jet area, the well defined jet shape by anti-kp
offers distinct advantage over other algorithms. Jet reconstruction at CMS is achieved
via the Jet Toolbox® [27] interface which utilizes the FASTJET [28] package, a tool that
supports various clustering algorithms including the anti-kz.

Jet radius

This brings us to the next topic of discussion the jet or cone radius R as seen in Eq. 4.10.
By definition, R carries no physical units and is dimensionless, with typical values 0.4 <
R < 1.0. Traditionally, in LHC Run I ATLAS had been using R = 0.4 and 0.6 jets, while
CMS R = 0.5 and 0.7. From Run II and onward CMS has adapted to 0.4, for the smaller
jet radius, instead of 0.5, to enable comparison of the results between the two experiments.

*A seedless infrared-safe cone (SISCone) algorithm [26]
5CMS Jet Toolbox GitHub page: https://github.com/cms-jet/JetToolbox


https://github.com/cms-jet/JetToolbox
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The larger radius has been rather increased for both experiments with ATLAS changing
it to 1.0 and CMS to 0.8.
The choice of the radius matters. Stud-

9 . . . . ies at the Tevatron experiment [29] showed

ol Tevatron | that the measured jet ppr can vary with the

< quark jets radius R. Figure 4.12 summarizes the re-
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through the notation AKS jets.

Jet types

There are three main jet categories, namely PFJets, CaloJets, and GenJets. Depending
on the input given to the Jet Toolbox, and by extension to the FASTJET package, jets can
be obtained at different levels.

e PFJets are the bread and butter. These are the standard, typical, jets used in
the majority of the CMS analyses, constructed by the full list of input particles as
provided by the PF algorithm. They effectively represent the jets observed in the
experiment.

e (laloJets can be thought as a minimalistic version of the PFJets. They are the result
of a fast reconstruction, usually performed at the HLT level, to make a decision on
the event accept/reject signal. Other times they are used as an intermediate step to
calibrate the actual jets, the PFJets. For these reasons, CaloJets are obtained by
using only a small fragment of the global event information, just from the summation
of the energy depositions in the ECAL and HCAL calorimeter towers.

e (GenJets are the product of simulation, thus they do not represent real data. Event
generators are often exploited to simulate the collision conditions. Given a list of
generated particles one can obtain jets at the generator level, the GenlJets.

A fourth, hidden, category emerges as an aftermath of GenJets. As mentioned above, the
latter, are the pure product of the generated final state particles of a hypothetical collision.
Situation requires to gain access to the same information at the level of the detector.

o RecJets are the counterparts to Genlets, representing the same information but
after undergoing the additional step of detector simulation. This process introduces
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detector effects, such as the finite resolution, which impact the reconstructed jets.
As a result, RecJets provide a realistic representation of jets measured at detector
level (as do the PFJets).

Pile up

Jets can be further classified into various subflavors. An interesting aspect that needs to
be considered is the choice of mitigation technique. So far, we have deliberately avoided
discussing the possibility of simultaneous proton collisions. When two proton bunches
cross, multiple proton-proton interactions can occur within the same event that influence
the jet reconstruction process. This effect goes under the name of pile up, it is encountered
in every pp collision at the LHC, and it increases with the luminosity L.

The usual approach to address this phenomenon is to first define the Primary Vertex
(PV), i.e. the hardest, most energetic, pp collision in the event. All other collisions
are labeled as pile up vertices (pile up collisions). Firstly, tracks from all particles are
extrapolated backwards, from the detector to the interaction point, to locate their point
of origin. This way all vertices are identified, and ordered according to the quadratic sum
of the particles’ pr . The vertex at the top of the list is labeled as the PV. Jets associated
with the PV offer the most potential for analysis purposes.

Pile up mitigation algorithms have been designed to remove jets related to pile up
vertices that contaminate the collision event. Additionally, filtering is performed also
to particles originating from pile up vertices that end up inside PV jets, leading to an
overestimation of their measured energy. An illustration of this effect is given in Fig. 4.13.
Most importantly, in this example we can see in red, that a particle from the pile up vertex,
ends up inside the jet from the main vertex. There are multiple sources of pile up, like
cosmic ray radiation and the underlying event, to name a few, indicated with the orange
arrows.

—— associated to main vertex = eeee- neutral hadron
—— associated to pile-up vertex —— charged hadron
—— not associated to any vertex

Y,
A

>
main vertex pile-up vertex

Figure 4.13: Dissociation between main and pile up collision vertices [3].

Available choices for pile up removal algorithms are Soft Killer (SK), Constituent Sub-
traction (CS), Pile up Per Particle Identification (PUPPI), and Charge Hadron Subtraction
(CHS), with the latter two having the most popularity among them. We give the specifics
for the CHS algorithm [30], the predominant choice for CMS analyses in Run 11, like this
one. In this approach, charged hadrons originating from pile up vertices are identified and
removed from the jets associated to the PV. As for the neutral hadrons, an additional
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amount of energy is subtracted on average from the jets under the assumption that en-
ergy depositions from neutral particles is uniformly distributed across the detector. So
the drawback to this scenario is that single collisions are not optimally reconstructed [31].
This type of correction is applied directly to the PF candidates, before the list of particles
is given as an input to the clustering algorithm. Revisiting the notation of AKS jets, we
can refine it to also indicate the jet type. Within the scope of this thesis the jets can be
explicitly labeled as AK8 PFchs jets. A realistic view of a CMS pp collision event display
with an average pile up of ~ 100 can be seen in Fig. 4.14. Orange points in the middle
represent the vertices.

CMS:Experiment at the LHE; CERN
' Data recorded; 2016-Oct-14 09:56:16,733952 GMT
,‘é Run./ Event /1 S:283171./.142530805 /254
S NS
— N "N
S
SN

~ N

Figure 4.14: CMS pp collision event display with an average pile up of ~ 100 [32].

Particle content

We are ready to look some actual results. The top plot of Fig. 4.15 shows the PF energy
fractions of fully reconstructed and corrected jets as a function of the tagged jet pr. The
study was performed on dijet events with the 2016 dataset collected by CMS for AK4
PFchs jets. The same results were obtained from simulation by Pythia8 and were overlaid
to the ones from data. Experimental results are indicated by the different markers, while
histograms with plain continuous lines display the results from simulation. It is observed
that jet particle content is dominated by charged hadrons (brown and red bands). Another
large contribution comes from photons (in blue). Combining the two, we can see that
around 90% of the energy originates from charged hadrons and photons alone, with the
remaining 10% mostly composed from neutral hadrons (in green). Leptons (in cyan) have
the smallest contribution. Specifically, the jet particle content is occupied mostly by pions,
either charged (%) or neutral (7°), the latter, in the form of photon pairs. The importance
of pile up mitigation algorithms is highlighted by the fact that charged hadrons constitute
the majority of a jet’s particle content, making precise energy measurement crucial.

Bottom plot in the same figure shows the ratio of data to simulation. The agreement
between the two seems to be good across the whole pr range and mostly varies within
0.02%.

The shape, and therefore, the particle content of a jet, can also change based on the
parton that initiates the jet. The mathematical structure of SU(3) introduces the color
factors which describe the relative strength (the probability) of some QCD processes.
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For this subject we are interested in three 2016
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of them, the Fundamental Casimir operator
(CF), the Adjoint Casimir operator (Cga),
and the Normalization of the Fundamen-
tal representation (Tr). Cp expresses the
interaction strength for a quark to emit a
glion Cp = (N2 — 1)/2Nc = 4/3. Re-
spectively, C4, represents the probability
for a gluon to emit a gluon Cy = N¢o = 3.
By taking the ratio C4/CF = 9/4 one can
deduce that gluon emissions happen more
than twice as much for gluons than for
quarks. Lastly, the quark-antiquark emis-
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initiated jets appear wider compared to

quark-initiated. Consequently, the former, Figure 4.15: PF jet energy fractions for
usually appear with a higher particle mul- anti-kr R = 0.4 PFchs jets from the 2016
tiplicity. CMS dataset and Pythia8 simulation. [33].

4.6 Monte Carlo event generators

Monte Carlo (MC) is a numerical technique that relies mostly on pseudo-random numbers,
rather than truly random ones, and incorporates various algorithms and statistical methods
to solve complex problems. Originally developed by mathematician Stanislaw Ulam [34],
the method was inspired by the use of random numbers in casinos, particularly the Monte
Carlo casino, hence the name. Its applications extend to numerous fields such as chemistry,
statistics, finance, artificial intelligence, and off course physics.

In the context of High Energy Physics, MC techniques are employed through their
application on event generators. Their use offers several advantages. They provide pre-
dictions, such that experimental data can be compared to. Conclusions can be drawn on
whether the theory lacks on the modeling of some physical aspects. Through simulation
they help on the construction of future experiments. Moreover, they provide corrections
for non-perturbative and electroweak effects on fixed-order theory predictions. And many
more.

Usually, the overall process is divided into two separate steps, the event generation
and the detector simulation. Event generation amounts for the union of all the physical
processes that result in a definite, explicit, final state of particles. If these particles are
given as an input to a clustering algorithm, GenlJets are constructed. In the follow-up
stage, detector simulation is performed where the machine details are encoded in the
input information giving rise to RecJets. Detector simulation in CMS is performed via
the GEANT4 [35] package, a dedicated toolkit for simulating the interaction of particles
with matter. In principle, if precise knowledge of detector effects could be obtained, a
straightforward simulation could provide sufficient results, eliminating the need for actual
experiments.

Before giving the details on the MCs used for the analysis in Part II, we first take a
closer look on the physical aspects that contribute to the evolution of a high energy pp
collision, that need to be considered during the event generation stage. Up to this point,
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most of the individual processes discussed below have already been addressed to some
extend. Here, we offer a more inclusive perspective.

4.6.1 Full event display

Figure 4.16 illustrates all physical processes involved in a pp collision that must be consid-
ered in an event generator simulation. Its deconstruction follows:

1. Hard process. At the core of a pp collision lies the hard process, which represents the
single most energetic interaction in the event, characterized by the highest momen-
tum transfer between partons. Its differential cross section is determined by Eq. 4.8,
where pQCD provides the process amplitude, while the PDFs, evaluated at a fac-
torization scale close to that of the hard interaction, describe the behavior of the
incoming protons. The hard process, occurring at an energy scale of approximately
O(1TeV), is visually represented in the figure by the large red circle at the center.
It leads to the production of four highly energetic partons - three quarks (depicted
as smaller red circles) and a gluon (illustrated by a red swirling spring-like line).

Figure 4.16: Simulation of a pp collision from an event generator point of view [36].

2. Parton shower (PS). The high energetic partons that resulted from the hard in-
teraction cause particle cascades by the emission of more quarks and gluons in a
process know as parton shower. This process occurs within the O(1TeV — 1 GeV)
energy scale and is calculable by pQCD. In simulations this effect is parametrized
by algorithms in the form of a correction to the initial matrix element, know as
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leading-logarithm approzimation (LLA). Different approaches are adapted depend-
ing on the generator, such as the angular ordering of successive emissions and the
pr or Q? ordering of PS. The PS is represented by the red-lined tree-like structure
in the figure.

3. Hadronization (HAD). When the energy scale falls below a certain threshold, O(<
1 GeV), one at which pQCD is not valid anymore, the formation of bound states will
begin under the hadronization/fragmentation process. Again, this non-perturbative
process is modeled within the generators. Two variations are popular, Lund string
fragmentation and cluster fragmentation. The high complexity of these processes and
the absence of a concrete definition requires the tuning of the algorithm’s parameters
to real data. Hadronization effects are illustrated by the bright green ellipses.

4. Initial state radiation (ISR). Partons within protons may radiate before the hard
interaction takes place. This additional emissions are modeled within the PS al-
gorithms and are treated as further corrections to the pQCD calculation. Such
emissions are seen with blue swirling lines at the center of the figure prior to the red
circle.

5. Final state . Similarly to ISR, final state radiation amounts for ad-
ditional radiation caused by the particles in the final state. Bound states have a
limited lifetime and a fraction of them may decay before they reach the detector
material, resulting in further quark and gluon emissions. FSR is modeled within the
PS algorithm and is perturbately calculable. FSR is illustrated by the dark green
arrows and circles, and the yellow lines, that emerge from bright green ellipses.

6. Once a parton from each proton undergoes a hard interac-
tion, the remaining proton constituents continue to evolve, eventually forming bound
states through the mechanisms described earlier. This evolution gives rise to multi-
ple parton interactions (MPI) - softer secondary collisions that generate additional
particles, radiation, and jets. All activity not directly associated with the primary
hard interaction is collectively referred to as the underlying event (UE). In the fig-
ure, the UFE is represented in the lower section, all processes surrounding the purple
ellipse.

7. Pile up (PU). Pile up interactions (not included in the figure) are simulated sepa-
rately and are based on minimum bias events (lower energy events). Only afterwards
are combined with the simulated events that contain the hard process to better reflect
the situation observed in actual data. PU is divided into two categories, the in-time
pile up (IT PU), which corresponds to additional pp collisions that originate from
the same bunch crossing, and the out-of-time pile up (OOT PU), which amounts for
collisions originating from the adjacent bunch crossings, that are present due to the
finite response time of the detector electronics.

4.6.2 A quiver full of MCs

MCs for this work are divided into two classes. On one hand, there are the official MC
samples provided centrally by CMS for analyses, just like the data samples. Details on
the official samples are shared in Section 5.2. On the other hand, “homemade” samples
are generated using the Robust Independent Validation of Experiment and Theory toolkit
or RIVET [37, 38] in short. The difference between the two is that, the former, includes
a full simulation, providing the event content information in both the generator level via
GenlJets and the reconstructed level with RecJets. They are used during the offline analysis
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to calibrate the data samples and perform comparisons. The latter, the rivet outputs, only
contain the information at generator level, contain less statistics and are used to derive NP
corrections for the fixed-order theory predictions (a procedure which is well documented
in Section 6.2.1). Hopefully, the context itself will make the distinction clear, or will be
explicitly stated otherwise.

In total, eight different MC configurations are used for the derivation of the NP cor-
rections, listed in Table 4.2. Information on the order of the ME calculation, the PS and
hadronization simulation models, and the tune choice are shared in individual columns for
each event generator. For leading order ME calculation PYTHIAS8 [39] (version 8.240) is
employed with two different tunes, CUETP8M1 [10] and CUETP8M2T4 [11]|, and HER-
WIGH+ [42] (version 2.7.1) with the EE5C [43] tune. These generators do not currently
support calculations at NLO, for this reason, the POWHEG [14, 15| event generator is
used which can reach the desired precision. The disadvantage here is that Powheg can
not model the PS, hadronization, and MPI processes, but only provide the ME at NLO.
Consequently, it is interfaced with the LO generators, to use their algorithms (and tunes)
to simulate them. Lastly, a newer version of Herwig++, HERWIGT [16], is used to obtain
both LO and NLO predictions via the CH3 [17] tune.

Table 4.2: List of MC configurations along with the order of the matrix element, the
model for the parton shower and the hadronization algorithms, and the tune choice.

MC Matrix Parton Hadronization Tune
element shower
PYTHIAS 2 — 2 (LO) pr Lund Strmg CUETP8M1
ordering fragmentation
PYTHIAS 2 — 2 (LO) pr Lund Strmg CUETP8M2T4
ordering fragmentation
HERWIG++ 2 —2(LO) Angu.lar Cluster . EE5C
ordering fragmentation
HERWIGT 2 — 2 (LO) Angu.lar Cluster : CH3
ordering fragmentation
POwHEG + PYTHIAS 2 -2 (NLO) PYTHIAS PyTHIAS8 CUETP8M1
2 — 3 (LO)
PowHEG + PYTHIAS 2 -2 (NLO) PyTHIA8 PyrHIA8 CUETP8M2T4
2 — 3 (LO)
PowHEG + HERWIGH+ 2— 2 (NLO) HErRWIG++ HERWIGH+ EE5C
2 — 3 (LO)
HERWIGT 99 (Npo) Aueular o Cluster CH3

ordering fragmentation
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IChapter 5

SAMPLE HANDLING

5.1 Introduction

With this section we now enter the main part of this dissertation, dedicated to a detailed
presentation of the offline analysis conducted throughout my PhD years. In order, all
sample processing stages are outlined, for both data and simulated events, leading to the
construction of the final observable. Additionally, the production of fixed-order theory
predictions is discussed, followed by comparisons with data distributions. Finally, the
results are leveraged to evaluate the proton’s PDFs and the strong coupling constant ag
as part of the complementary QCD analysis in Part I11.

Hopefully, the nature of jets and their properties have been sufficiently highlighted.
Seen in abundance in every proton-proton collision, they can be exploited to construct
meaningful observables that offer fundamental insights into the underlying physics. The
analysis is based on the measurement of the double differential inclusive dijet production
cross section as a function of the invariant mass mi 2 and the largest absolute rapidity
|Y|maz Of the two leading jets in the event.

Data samples from three separate years 2016, 2017, and 2018 are investigated, covering
nearly the entire Run IT period of the LHC (see Table 1.1). These datasets were collected by
the CMS detector from proton-proton collisions at a center-of-mass energy of /s = 13TeV.
Respectively, each dataset amounts to 33.5, 41.5 and 59.3 fb~! of integrated luminosity,
with a progressive increase over time. Among the three, the primary dataset is set to be
that of 2016, which is the only one for which a QCD analysis is performed. Consequently,
all plots contained within the main text body refer to this sample, while results from
other years are shared in dedicated appendices. It is noted that results for the 2017 and
2018 were obtained with distinct software versions and occasionally some of the processing
stages may slightly differ. Therefore, plots originating from these samples should not be
used to draw strong conclusions and only a qualitative comparison should be done to the
main results derived from 2016. Jet reconstruction is achieved by the anti-kr clustering
algorithm [1] with a radius of R = 0.8.

The dijet data cross sections are, for the first time, compared to fixed-order theory
predictions at NNLO accuracy in pQCD. Past measurements of this exact observable have
been conducted from both CMS and ATLAS at the lower center-of-mass energy of /s =
7TeV [2—4]. While similar measurements have been performed by ATLAS, by exploiting
the dijet rapidity separation y*, instead of the largest absolute rapidity |y|maz, at a center-
of-mass energy of /s = 7TeV [5] and /s = 13TeV [6].
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5.2 Data and Monte Carlo samples

As mentioned in Section 2.4, events selected by the CMS trigger system are transferred to
the Tier 0 site at CERN for storage, collectively forming the RAW dataset. Various dataset
flavors exist, depending on the set of triggers used for event selection. Furthermore, each
dataset is divided into different run periods (eras), labeled alphabetically, with each letter
corresponding to a distinct time frame of data collection. At this stage, the data contain
unprocessed, raw, information as recorded by the CMS subdetectors. Representing the
largest data format, they are not yet suitable for physics analyses, as event reconstruction
has yet to be performed.

Event reconstruction is applied for each run period separately, resulting to the RECO
dataset (reconstructed dataset). Reconstructed objects are now included like tracks, pri-
mary and secondary vertex candidates and particle IDs. This data layer is still too detailed,
and therefore slow and heavy, making it again unfitting for offline analyses. For this reason,
the next data tier available is used, which is a compact or “distilled” version of the RECO
data, that is the Analysis Object Data (AOD), keeping only necessary high level informa-
tion useful for analyses. In reality, an even finer version is used for our case, this is the
MINTAOD format, which contains reconstructed objects with additional, more complex
variables, and up-to-date calibrations |7, 8]. This was the standard data format officially
recommended by CMS for RUN II analyses. A schematic view of the CMS data tier sys-
tem is given in Fig. 5.1. The dataset names, as found in the Data Aggregation System
(DAS) |9, 10], are collectively organized in Table 5.1, covering all eras within a given year
alongside the corresponding total integrated luminosity for each year.

Table 5.1: DAS dataset names for each year and their integrated luminosity.

Year Lin: (fb~ 1) Era Data Aggregation System names

/JetHT/Run2016B-17Jul2018-ver2-v1/MINIAGD
/JetHT/Run2016C-17Jul2018-v1/MINIAOD
/JetHT/Run2016D-17Jul2018-v1/MINIAOD
/JetHT/Run2016E-17Jul2018-v1/MINIAOD
/JetHT/Run2016F-17Jul2018-v1/MINIAOD
/JetHT/Run2016G-17Jul2018-v1/MINIACD
/JetHT/Run2016H-17Jul2018-v1/MINTIAOD

/JetHT/Run2017B-UL2017_MiniAODv2-v1/MINIAQD
/JetHT/Run2017C-UL2017_MiniAODv2-v1/MINIAQD
/JetHT/Run2017D-UL2017_MiniAODv2-v1/MINIAQD
/JetHT/Run2017E-UL2017_MiniAODv2-v1/MINIAQD
/JetHT/Run2017F-UL2017_MiniAODv2-v1/MINIAQD

/JetHT/Run2018A-UL2018_MiniAODv2_GT36-v1/MINIAQOD
/JetHT/Run2018B-UL2018_MiniAODv2_GT36-v1/MINTAQD
/JetHT/Run2018C-UL2018_MiniAODv2_GT36-v1/MINIAQD
/JetHT/Run2018D-UL2018_MiniAODv2_GT36-v1/MINTAQOD

2016 33.5

2017 41.5

2018 59.3

wHeNv s N RwR@Nee R = NoRs N Rwil@Nvs)

It can be seen that the number of run periods varies with the year, with 2016 having
seven eras, 2017 five, and 2018 just four. Another observation is that for 2016 the Legacy
ReReco version of the samples is used while for 2017 and 2018 the Ultra Legacy (UL)
ReReReco. The latter case, presenting a finer overall event reconstruction and newer



103 CHAPTER 5. SAMPLE HANDLING

‘ Electrons H Photons ‘ ‘ KtJets ‘ | ConedJets H ‘

| i Iy !
I ! I |
| ¥ it |
| ‘ TracksExtra ‘: I ‘ BasicClusters ‘ ‘ SuperClusters ‘ o . AOD
I ! I |
1
! ‘ Trackstts| - ‘ Ceﬂs| % !
! I |
| ! L 1
1 1! I 1
| S I Q- I 4 -
: ‘ TrackD;grs| : : ‘ Eca.‘D;g;s‘ : : HcalDigis :
1 I I
| L 1 1
| | TrackRaw| ! : ‘ Ecafﬁ’aw‘ ! ! ! RAW
I L Iy I
I .
" Tracking | E/Gamma ' | Jets !
! Iy 1

Figure 5.1: Schematic view of the CMS dataset tier system. RECO data contain
objects from all reconstruction stages, in contrast to AOD which provide a compact
format convenient for analyses [3].

calibrations. What all samples have in common is that they are obtained using the JetHT
HLT path, an exclusive set of triggers.

Solely certified data are used, that not only have passed the first quality checks ap-
plied by the trigger, but on top of that, an overall good detector performance is ensured.
Events that correspond to good lumisections', periods at which the CMS subdetectors and
generally all data conditions are optimal, are marked in specified files called Golden JSON
files. These are provided officially by CMS for the analyzers, and are produced for each
sample independently, presented in Table 5.2.

Table 5.2: Golden JSON files for each year [11].

Year Golden JSON file names

2016 Cert_271036-284044_13TeV_23Sep2016ReReco_Collisions16_JSON.txt
2017 Cert_294927-306462_13TeV_UL2017_Collisionsl17_GoldenJSON.txt
2018 Cert_314472-325175_13TeV_Legacy2018_Collisionsl18_JSON.txt

A similar data tier structure is found on the Monte Carlo side, shown in Fig. 5.2.
Simulated samples are originally obtained at GEN level (generator level), and contain the
pure generation of the particle four-vectors that represent a target physical process. Next
in order comes the simulation of the detector through the GEANT4 package, returning
as an output the SIM dataset. After the digitization of the detector signals the DIGI
tier occurs. Once this is done, reconstruction algorithms are applied, pile-up content is
added so that it better reflects realistic data taking conditions, and the trigger menu is
imported, in the end, resulting in the RECO format. The rest of the procedure remains the
same, just as done for the experimental side. Depending on the level of information kept
inside the samples, skimmed versions of RECO will result to the construction of AODSIM
or MINTAODSIM datasets ready for analyses. Note that NANOAQOD is an even lighter
version of MINTAOD and is slowly becoming the most popular dataset format for RUN III
analyses. Table 5.3 shows all MC samples used in the analysis for each year separately.

1 One lumisection is equivalent to 23 s worth of collisions.
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Figure 5.2: Schematic view of Monte Carlo production. DIGI represents an identical
format to that of the actual detector output [12].

For 2016 three individual MCs were used - PYTHIAS [13] with the CUETP8M1 tune |14]
in a sliced and a flat version, and MADGRAPH5 |15, 16] interfaced to Pythia8 CUETP8MI1,
to provide an alternative estimation of the matrix element. For 2017 and 2018 just one MC
was used, the sliced version of Pythia8, this time with the newer CP5 tune [17]. Parallel to
how the experimental samples where divided into different sub-periods, simulated samples
are usually obtained in a definite number of slices. These are expressed in terms of the
generator variable used to define the hard process, with Pythia having 14 pr slices, and
Madgraph having 9 in terms of Hp. Exact slice ranges and their individual cross section
values can be found at Appendix B.

The advantage of a sliced sample over a flat one is that the former populates individual
phase space regions with events uniformly, in a controlled manner, resulting in a higher
statistics. Pythia in slices was set as the primary sample for all three years, to perform
comparisons, and deduce corrections and systematics. Especially for 2016, a flat sample
was used in addition, so that cross checks can be made throughout the offline analyses.
On the other hand, the Madgraph sample was exploited to derive a model uncertainty for
the measurement, thus taking into account that no unique way exists currently to define
the correct approach for calculating such processes.

5.3 Event selection and corrections

5.3.1 Analysis software

A customized version of the MINTAOD samples was produced, reducing their size by retain-
ing only the information relevant to the measurement performed here. This optimization
allowed for a faster and more efficient analysis. From homemade ntuplization®, to pro-
duction of the final results, the whole analysis was based on the DAS Analysis System,
or just DAS in short. The software code is publicly available on GitLab (see Ref. [18])
to the whole collaboration. It is based mostly on custom software developed by analyzers
for their studies. Continuously evolving, it already serves as the foundation for multiple

2Ntuplization refers to the process of creating structured datasets. The term originates from
the historical use of n-tuples as the standard data format for organizing and storing information
in high energy physics analyses.
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Table 5.3: DAS simulation dataset names for each year and their slices. The P8
abbreviation is used to refer to Pythia8 and MAD to refer to Madgraph.

Year Name Slices Data Aggregation System names
Ps /QCD_Pt_xto*_TuneCUETP8M1_13TeV_pythia8/RunIISum
Sliced 14 mer16MiniAODv2-PUMoriond17_80X_mcRun2_asymptotic

_2016_TrancheIV_v6%/MINIAODSIM
PS8 /QCD_Pt-15t07000_TuneCUETP8M1_Flat_13TeV_pythia8/
2016 Sliced 1 RunIISummer16MiniAODv3-PUMoriond17_magnetOn_94X_
mcRun2_asymptotic_v3-v2/MINIAODSIM
/QCD_HT*to*_TuneCUETP8M1_13TeV-madgraphMLM-pythia

gﬁiﬁ;%PS 9 8/RunIISummer16MiniA0Dv3-PUMoriond17_94X_mcRun2_
asymptotic_v3*/MINIAODSIM
Ps /QCD_Pt_*to*_TuneCP5_13TeV_pythia8/RunIISummer
2017 Sliced 14 20UL17MiniAQODv2-106X_mc2017 _realistic_v9-v1/
MINTAODSIM
Ps /QCD_Pt_*to*_TuneCP5_13TeV_pythia8/RunlISummer
2018 Sliced 14 20UL18MiniAODv2-106X_upgrade2018_realistic_

v16_L1v1-v1/MINIAQDSIM

analyses. Different modules exist to manage high-level objects and arm users with tools
to conduct their research. The code itself sits on top of CMSSW? [19] and makes a heavy
use of the ROOT framework [20]. Processing of the 2016 (2017 and 2018) datasets was
performed through the CMSSW_10_6_X (CMSSW_12_4_X) version.

5.3.2 Event selection

After jet reconstruction (see Section 4.5.2); and during the ntuplization stage, events are
scrutinized, to discard spurious events that may have slipped through previous quality
checks. Events are required to contain at least one Primary Vertex (PV). If so, its z
component must fulfill the following condition |2(PV)| < 24c¢m, i.e. should not be too
far away from the interaction point. Additionally, the radius of the PV on the z — y
plane should satisfy r,(PV) < 2cm, while the vertex itself should be the product of a fit
composed by at least 5 points in space, ndof > 4. These ensure a well-defined, good PV.

A stricter cut on the jet phase space is applied later during the construction of the
observable, as discussed in Section 5.5.

5.3.3 Corrections

Jet Identification

Further criteria are applied to minimize noise - possible artifacts from bad event recon-
struction, and reject fake events, that retain 98 — 99% of real, well reconstructed ones.
These fall under the category of Particle Flow Jet Identification Criteria, PFjetID, and
are officially recommended by CMS [21]. Particularly the TightLepVeto Jet ID cuts are
applied, a summary of which is presented in Table 5.4.

3The official CMS offline SoftWare, CMSSW
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Table 5.4: Summary of the TightLepVeto Jet ID cuts for each year.

2016 2017 & 2018
PF Jet ID
© In| <= 2.7 In| <= 2.7
Neutral Hadron Fraction < 0.90 < 0.90
Neutral EM Fraction < 0.90 < 0.90
Number of Constituents > 1 > 1
Muon Fraction < 0.80 < 0.80
Charged Hadron Fraction >0 >0
Charged Multiplicity >0 >0
Charged EM Fraction < 0.90 < 0.80
MET filters

Measurement of the Missing Transverse Momentum (MET) is crucial to various analyses,
most importantly to searches for new physics. Dedicated filters exist to correct this observ-
able by rejecting events affected by detector malfunctions, beam-related backgrounds, and
reconstruction failures that would otherwise overestimate this quantity. These go under
the name of MET filters, and are applied to all jet based analysis, presented in Table 5.5.

Table 5.5: List of MET filters applied to each sample.

MET filters 2016 2017 & 2018
v

goodVertices
globalSuperTightHalo2016Filter
HBHENoiseFilter
HBHENoiselsoFilter

EcalDeadCell TriggerPrimitiveFilter
BadPFMuonFilter
BadPFMuonDzFilter
hfNoisyHitsFilter
BadChargedCandidateFilter
eeBadScFilter

ecalBadCalibFilter —

ANENENENENEN

SR
AN N NN NENENENEN

Hot zones

Problems can arise anywhere, anytime, especially in complex systems such as the 14t¢,
21 m long CMS detector. During online data taking, for specified and well identified time
periods, it was observed that some regions of the calorimeter were producing abnormally
high jet rates, these were later labeled as hot zones. The effect was caused by sub-optimal
calibration for jet measurement performance. In order to avoid introducing any bias due to
this systematic effect to the measurements, dedicated efficiency maps have been released
by CMS to veto events in the specified “hot” regions. The exact versions to these maps are
given in Table 5.6. Note that to keep the phase space symmetric, this correction is applied
both on data and MC with the exact same versions for each year.
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Table 5.6: List of the jet veto map versions for each year [22, 23].

Year Version

2016 2016E0Y_LegacyReReco/V2
2017 Summer19UL17_V2

2018 Summer19UL18_V1

Pileup
MC + RC

Residuals(n) Residuals(pr) = Flavor
dijets VR, Calibrated
Jets

Q

Applied to simulation

Figure 5.3: Consecutive stages of JEC, for data and MC simulation. All corrections
marked with MC are derived from simulation, RC stands for random cone, and MJB
refers to the analysis of multiple events. [24].

Jet Energy Corrections

During the offline analysis, jets are calibrated so that they better reflect the correct jet
energy scale (JES). This step is crucial for both Data and MC, as the detector’s response
to particles is inherently nonlinear. Consequently, an initial direct measurement does not
yield the true particle energy, necessitating these adjustments. Jet Energy Corrections
(JECs) are applied directly to the jet four-vector in the form of multiplicative factors.
They address multiple detector effects, each presenting each own correction factor, are
applied sequentially, one after the other, in the end, resulting in the calibrated jet four-
vector. An illustration of this procedure can be found in Fig. 5.3, where the top part
corresponds to corrections applied to data, and the bottom to those applied in MC.

The procedure is led by the pileup offset correction or L1 correction which removes
additional energy caused by neutral particles due to pileup effects. In principle, such energy
deposits have been already “dealt with” through the pileup mitigation algorithm, the CHS
algorithm. In practice, while CHS properly removes contributions from charged hadrons,
for neutral ones the correction is slightly overestimated. The L1 correction restores the
energy scale in that regard, improving the resolution, and reducing systematics. Note that
in the case of PUPPI jets, there is no need for such corrections, as they are accurately
treated by the algorithm itself. This correction is derived by comparing MC QCD dijet
events with and without pileup. Any residual differences between data and the simulation
are treated using the random cone (RC) method in Minimum Bias (MB) events, resulting
in a bidirectional correction that is applied in both the data and simulation.

MC-truth corrections follow, which account for the non-uniform and non-linear re-
sponse of the detector with respect to the pseudorapidity n and the transverse momentum
pr respectively. They are obtained by comparing the reconstructed level pr to that of the
particle level in QCD dijet events. Applied both on data and MC.

MC samples are created according to a more ideal image of the detector, resulting in a
better overall response compared to what is actually observed in data. Residual corrections
or L2L3 corrections are applied only on data in that respect, to treat imperfections of the
real detector so that the response “uniformality” is restored. This is achieved by measuring
the pr balance in the barrel (|n| < 1.3) between a jet and a reference object, usually a well
measured object, like a muon or a photon. For this reason, Z(uu,ee)+ jet, Wqq decays
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for tt events, v+ jets, and multijet event topologies are exploited.

Lastly, there are the optional Flavor corrections. These amount for the differences
observed in the detector response between quark and gluon-initiated jets. As mentioned
before, gluon initiated jets are of lower momenta and appear in wider shapes, compared
to up and down quark initiated jets that result in a higher energy content, and a narrower
shape, leading to a detection with better resolution. The response for charm and beauty
quark jets lies in between that of the gluon and u/d jets. This correction is applied to both
data and MC and is based on QCD gluon enriched, and quark enriched Z+ jet, and v+
jet events.

Fach sample is accompanied by a unique Global Tag which dictates what version of
any type of corrections should be applied. Jet energy corrections specifically are produced
centrally by CMS, from the JERC subgroup [25]. The JEC versions used in the analysis
can be found in Table 5.7.

Table 5.7: List of JEC versions used for both Data and MC in each year [20].

Year Data MC

2016 Summer16_07Aug2017 (Run) _V11_DATA Summer16_07Aug2017_V11_MC

2017 Summer19UL17_Run(Run)_V5_DATA Summer19UL17_V5_MC

2018 Summer19UL18_Run(Run) _V6_DATA Summer19UL18_V5_MC
Prefire

Another kind of correction applied only to data is related to an issue spotted at the L1
ECAL trigger. Apparently, the L1 ECAL trigger primitives were prematurely firing (pre-
firing) due to a misadjusted time offset which was originally introduced to negate this
already existing effect of ECAL. The problem originates from the high radiation environ-
ment inside CMS, which causes ECAL crystals to be prone to radiation damage. For this
reason, a calibration over time is needed to mitigate the prefiring effect.

This correction concerns only the 2016 and 2017 data. Prefiring caused some jets in the
forward region 2.0 < |n| < 3.0 to be wrongly considered by the L1 trigger as belonging to
the previous bunch crossing, overrunning the L1 rule that “forbids two consecutive bunch
crossings to fire”. As a result, an additional inefficiency is introduced in the measurement
and needs to be addressed. Two main approaches exist to treat this issue, either to apply
new weights in the simulated samples so that the prefiring effect is reproduced, or to apply
the inverted weights in the data to negate it. Here the second approach is followed, as
foreshadowed at the start of the paragraph. Dedicated maps, containing the prefiring
probability as a function of py and 7, are provided by the JetMET group [27].

JetMET provides the correction tables in two formats, the Maps per Era and the
Average Maps. In the former case, different maps exist for each run period (era), while in
the latter case, these are maps averaged over time, over all eras. Both carry advantages and
disadvantages over one another. The main advantage of maps per era is that they account
for the time dependence of the prefiring effect, but contain less statistics since they are
split into different files, therefore are provided in a coarser binning scheme, leading to a
loss of resolution. On the contrary, average maps contain more statistics and are provided
in a finer binning scheme. A comparison of the two use cases can be found in Fig. 5.4 for
the 2016 data.

The opportunity is taken to discuss on the plot style. The ratios in Fig. 5.4 are shown
as a function of the invariant dijet mass m 2. While a precise definition of the quantity has
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Figure 5.4: Prefiring effect for the 2016 dataset. Ratio between the raw (uncorrected)
and the calibrated (corrected) data cross section as a function of the invariant dijet
mass mj 2. Each cell corresponds to a different rapidity |y|mq. region. Maps per era
are indicated in red and average maps in blue. The cyan dashed lines represent the
uncertainty variation of the average maps use case.

not yet been provided, it serves as the central quantity for most of the plots presented in
this work. Similarly, the explored phase space is divided in five rapidity regions in terms of
the |y|mae variable, so most of the plots will contain five cells each representing a different
corner of the phase space.

Looking at Fig 5.4 in more detail, it is observed that the two use cases result in
compatible results, within respective uncertainties, nearly across all phase space regions.
Small deviations from the previous conclusion are only observed in the fourth rapidity
bin (1.5 < |[Y|maez < 2.0) for central values of my 3. The prefiring effect is estimated to
have a low impact in the central® rapidity regions ~ 1.5% at maximum, while this effect
becomes significant when going in the forward® ones, up to ~ 20%. In the context of
this analysis the average maps are used to compensate for the loss of efficiency caused by
the prefiring effect. The correction is applied directly in the event weight according to the
recommendations, while the maps themselves can be found in Appendix C. An uncertainty
is attributed to the effect which is calculated by taking the maximum between 20% of the

“Central rapidity regions are usually referred to as the ones that lie within |y| < 1.5, ie
approximately the tracker and barrel calorimeter regions of the CMS detector.

SForward rapidity regions on the other hand are usually referred to as the ones that lie within
1.5 < |y| < 5, i.e. the endcap and forward calorimeter regions of the CMS detector.
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prefiring probability and the corresponding statistical uncertainty.

Jet Energy Resolution

The detector has a finite jet energy resolution and Monte Carlo samples are produced before
the actual detector is well understood. As a result, simulated samples are created with a
too optimistic detector resolution. To account for this phenomenon, MC samples need to
be smeared, i.e. worsen the situation, so that their resolution better reflects that found in
data. According to recommendations [28] two approaches exist to treat this phenomenon,
presented below:

e Scaling method. In this approach, the reconstructed jet four-vector is rescaled by

a factor

ptcl
pr — Pr

br

cjer =1+ (syjgr — 1) (5.1)

where p7 and pgfd are the jet transverse momentum at reconstructed and generator
level (or particle level) respectively, and sygp is a scale factor, provided by JetMET,
that expresses the data-to-simulation resolution differences. The key point here is
that this type of correction can only be applied if matching has been performed,
meaning a generator level jet must be successfully matched to the corresponding
reconstructed jet, before applying the smearing to its pr. For the matching the
following requirements are imposed

tcl
|pT_ T ’

AR < Rcone/27
pr

< 30JER (5.2)

ptcl
- . - . T—
where Rcone is the jet cone size, in our case 0.8, % short of, the response®,

and oygg the relative pr resolution as measured in simulation.

e Stochastic method. This approach comes as complementary to the previous one,
as it does not require the presence of a matching generator level jet. Since in such
cases there is no quantitative way to obtain an estimate for the response, one can
resort to sampling, i.e. the use of random numbers. The scaling factor can then be
written as

CJER = 1+N(0,U]ER)\/maX(S?]ER—1,0) (5.3)

where N (0,0 pr) denotes a random number sampled from a normal distribution
with a zero mean and variance a% ER-

In reality, a combination of the two approaches is recommended, called the hybrid
method. When a matching particle level jet is found, and their response lies within the
Gaussian core assumption (requirement of A < 30 gr), the scaling method should be
used, otherwise, for unmatched jets or matched jets that their response lies at the tails of
the distribution (A > 30 pR), the stochastic smearing should be applied. In the end, for
2016, a modified version of the recommended hybrid approach is applied, a decision made
as an aftermath of the study shown in Appendix D. Homemade resolution tables were
produced for 2016, while the original scale factors by JetMET were preserved and used.
On the other hand, for 2017 and 2018, the plain stochastic method is followed, where both
the resolution and SFs are taken as provided. The resolution tables and SFs are taken from
Ref. |28], while the exact versions are shown in Table 5.8.
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Table 5.8: JER table versions for each year. For 2016 only the scale factors were
used, and were combined to homemade resolution tables according to the study in
Appendix D.

Year Data

2016 Summer16_25nsV1_MC
2017 Summer19UL17_JRV2_MC
2018 Summer19UL18_JRV2_MC

Pileup profile reweighting

As already mentioned, PU interactions are simulated separately from the generation of the
hard interaction events, and only later are combined into actual samples. A difference is
observed when making a comparison between the PU profile contained in MC and the one
observed in real data. This difference is shown in Fig.5.5 for the 2016 data and Pythia
samples, and is caused by the overestimation of the effect during the simulation stage on
the MC side. The top plot displays the pileup profiles, or better, the number of pileup
interactions of both samples. On the data front these estimates are based on a 69.2mb
inelastic pp cross section [29]. In detail, the shaded pink area corresponds to the Pythia
profile while the lines in different colors represent the individual profiles of each trigger
that contributed to the data sample. The bottom plot then contains a direct comparison
between the PU profiles of each trigger to the MC one.

To redeem the situation, the PU profile found in simulated samples is corrected to
match that found in data, through a process called Pileup profile reweighting. Two ap-
proaches exist within the software:

o Per trigger PU profile reweighting. This approach results in a trigger dependent
treatment of the effect, exploiting the individual trigger profiles to derive appropriate
weights for jets found on the MC sample.

o Global PU profile reweighting. In this case, the total data PU profile is used, in which
no trigger information is exploited, resulting in a trigger independent approach.

A comparison of the two methods in the dijet mass spectrum is shown in Fig. 5.6. There,
the ratio is displayed between the corrected over the uncorrected differential dijet mass
cross section. The trigger independent method is given in red, while the trigger dependent
in blue, along with its uncertainty variations, illustrated with the cyan lines. Both of
the results lie within the uncertainty band, indicating small deviations. The effect of the
correction seems to be of the same order for all rapidity bins and relatively uniform. In
the context of this analysis, since no strong deviations are observed, the trigger dependent
method is preferred since it provides a finer overall correction by incorporating trigger
information.

Pileup cleaning

Another kind of correction related to the pileup found in simulated samples is the removal
of over-weighted events. We refer to this type of correction as PU cleaning. The problem

_ptel
6Qriginally, the response is defined as 2 Tp,,fﬂ rather than normalizing by pr. Nevertheless, for

T
brevity, the quantity obtained by dividing with pr will be referred to as the response throughout
the main text.
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Figure 5.5: PU profile comparison between the 2016 data and the 2016 Pythia sliced
samples (top), and their ratio (bottom).

arises when large MC samples are split in slices (in terms of pp or Hp, see Table.5.3) so
that events are sufficiently generated in smaller phase space intervals. As mentioned above,
PU events are simulated separately and do not use the slicing method. So when the main
events are combined with the PU ones and slices are normalized with the appropriate cross
section, PU jets may end up in phase space regions that correspond to a lower pr or Hp
value. Events then that are found with an unphysical large weight in misplaced regions
are dropped.

5.3.4 Processing stages
This section provides an overview of the individual processing steps for both Data and MC
samples. These steps will be explicitly listed, with dedicated sections, later, addressing
each topic in detail, while most of them have already been introduced in the previous
section, which focused on the applied corrections.
Data processing stages

1. Ntuplization

2. Jet Identification

3. MET filters

4. Hot zones
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Figure 5.6: Impact of the PU profile reweighting options on the dijet mass spectrum
obtained from the Pythia sliced sample.
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5.4 Trigger efficiencies

At the center of CMS, every 25 ns, the accelerated bunches of protons collide. The available
amount of information to be recorded and processed from just one bunch crossing (BX) is
approximately 1 M B/event. This number is only getting larger if all ~ 10° interactions
per second (40 M H z) are taken into account. There is no feasible way of physically storing
all these data. Apart from that, only a small fraction of them contain events of interest
for physics analysis. This is were the two-tier trigger system comes into play.

For this work only data collected by a specific trigger path are used. These are the
High Level single PF Jet Triggers (HLT_AK8PFJet_X), specified for AKS8 jets, where each
of them requires the presence of at least one well reconstructed jet in the event. In total,
there 10 such triggers, armed with different pr thresholds. Moreover, for an event to be
recorded it is essential that the pr of the leading’ jet is larger than that of the trigger
threshold value.

5.4.1 Prescale factors and effective luminosity

Another property of the triggers is the prescale factor k, which answers to the question
of why bothering using different trigger thresholds. In the hypothetical case of only one
threshold and therefore on trigger, this trigger would be solely responsible for covering
the entire phase space. It would be impossible to keep up with the high event production
rate, which is the initial problem to begin with. For this reason, different triggers are
used to uniformly cover all phase space regions. What’s more, the differential cross section
measured here is a steeply falling spectrum, meaning that at lower energies event rates are
larger compared to those at higher regions. The prescale factor come to the rescue, which
is introduced as a calibration mechanism, to reduce the high event rates encountered at the
lower end of the spectrum. As an example, a trigger with a prescale factor £ = 1000 records
1 event for every 1000. Events recorded this way are chosen randomly and appropriate
weights are attributed to them during the offline analysis. This way the initially large rates
are kept under control, while at the same time events are filtered since only a small fraction
of the lower energy, not so interesting events are kept. Triggers with higher thresholds have
a lower prescale value, so as to keep increasingly more events at higher energy regimes,
which have a higher probability of unraveling any interesting physics phenomena. Off
course, unprescaled triggers, i.e. a prescale value of k = 1, are the ones that record each
event that pass their criteria.

Table 5.9 shows the effective luminosity collected by the triggers for each year. The
effective luminosity is estimated by multiplying the active luminosity times HLT and L1
prescales by using the brilcalc tool [30]. Only triggers that carry the highest pp threshold
for each year are unprescaled, HLT_AK8PFJet_450 for 2016, and HLT_AK8PFJet_500 for
2017 and 2018. Since different triggers record events that belong to different sub-ranges of
the phase space, selected information has to be carefully extracted and combined during
the offline analysis to successfully reconstruct the desired distributions.

5.4.2 Emulation method and turn-on points

Triggers are used when they are fully efficient (> 99.5%) and only events that lie in these
efficient regions are exploited to assemble the observable. The analysis continues with

"Leading jet is considered the jet with the highest transverse momentum pr in the event.
Likewise, the jet with the second largest pr in an event is referred to as subleading.
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Table 5.9: Effective trigger luminosity for each year.

HUT paths  CH0(fb-)  CRV(f6Y)  C2F(F6)
HLT_AK8PFJet_40 0.0496663 0.182566 0.014916
HLT_AK8PFJet_60 0.328065 0.504795 0.416271
HLT_AK8PFJet_80 1.00466 2.027472 2.134792
HLT_AK8PFJet_140 10.1074 26.6014 46.7846
HLT_AK8PFJet_200 85.7619 188.957 201.048
HLT_AK8PFJet_260 518.048 469.357 461.592
HLT_AK8PFJet_320 1525.55 1226.89 1229.30
HLT_AK8PFJet_400 4591.04 7690.57 3686.44
HLT_AK8PFJet_450 33534.8 9663.22 7326.59
HLT_AK8PFJet_500 — 41471.4 59262.1

the construction of the efficiency trigger curves, so as to evaluate the exact turn-on point
for each trigger, point at which their efficiency is greater than 99.5%. The efficiency is
calculated according to the emulation method given below. As an example, suppose the
we want to calculate the efficiency curve of HLT_AK8PFJet_80:

1. First, a histogram is filled with all objects that fired the trigger with a lower pr
threshold, in this case, the HLT_AK8PFJet_60. This is just a reference histogram to
HLT_AK8PFJet_80 since it will be used as a handle for a comparison in the following
steps.

2. L1 and HLT objects of the reference histogram are accessed.

3. We compare which of these objects fulfill the criteria to be recorded by the trigger
of interest, here of the HLT_AK8PFJet_80.

4. Events that have passed step 3 are filled in a second histogram. This is a histogram
that emulates the efficiency of HLT_AK8PFJet_80 since it contains events “suppos-
edly” recorded by it. Note that in the whole procedure, indeed, no actual events
recorded by HLT_AK8PFJet_80 are used; its behavior is only emulated.

5. Lastly, dividing the emulated histogram, from step 4, to the reference one, from step
1, the efficiency curve of HLT_AK8PFJet_80 is obtained. This is also represented

below
Emulgo

Re feo

Efficiency curves are computed with respect to the leading jet pr for all trigger paths,
separately for each rapidity region. Since transverse momentum is not sensitive to rapidity,
no significant deviations in the turn-on points between rapidity regions are expected, a
priori. Figure 5.7 and 5.8 show the curves obtained for the 2016 dataset. Central rapidity
regions are contained in the plots of the former figure and forward ones in the latter.
Efficiency curves for different triggers are distinguished using various colors and marker
styles within the same plot. Lines are overlaid on the markers to enhance visualization and
aid differentiating the trigger curves. Parentheses in the legend display the turn-on points
for the specific rapidity bin, while vertical colored lines illustrate their exact position in
the x-axis. Trigger curves for the 2017 and 2018 data can be found in Appendix E.

All efficiency curves are obtained via the emulation method discussed above, with the
exception of the 2016 curve of HLT_AK8PFJet_40 where the Tag & Probe method was used,

ef feo =

(5.4)
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as there is no trigger with a lower pr threshold to emulate his behavior. In the end, as it
will be shown in the next section, HLT_AK8PFJet_40 does not contribute to the construction
of the dijet mass spectrum, so the specifics for the Tag & Probe method are omitted. For
this reason, since there is no contribution from HLT_AK8PFJet_40 its curves are utterly
dropped and are not shown for 2017 and 2018 in Appendix E. Three sets of turn-on points
are determined, one for each year. Within a given year, the highest value among the five
rapidity bins for a specific trigger is selected as the final turn-on point. Table 5.10 lists the
turn-on points among all relevant triggers for each year separately. Once more, unprescaled
triggers are highlighted by having their turn-on points presented in bold.

Table 5.10: Trigger turn-on points for all years.

Turn-on points (GeV)

HLT paths 2016 2017 2018
HLT_AKSPFJet_40 74 - -
HLT_AKSPFJet_60 97 133 133
HLT_AKSPFJet_80 114 153 153
HLT_AKSPFJet_140 196 9220 9245
HLT_AK8PF Jet_200 9272 300 300
HLT_AK8PF Jet_260 330 430 395
HLT_AKSPFJet_320 395 507 468
HLT_AK8PFJet_400 507 592 592
HLT_AK8PFJet_450 592 686 638

HLT_AK8PFJet_500 - 737 790
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5.5 Detector level cross section

After obtaining the necessary information from the trigger studies discussed in the previous
section, it is time to move on with the construction of the detector level spectrum. Events
that pass the trigger selection are further restricted so that the leading and subleading jets
comply with the following requirements of pr; > 100 GeV, |y1| < 2.5, and pr 2 > 50 GeV,
ly2| < 2.5, where the subscripts 1 and 2 denote attributes required from the leading and
subleading jets respectively.

The double differential inclusive dijet production cross section is measured as a function
of the invariant mass m;j 2 and the largest absolute rapidity |y|mas of the two leading jets
in the event. Their definition is provided:

mio = V(E1 + E2)? — (P + pa)? (5.5)
Ymaz = sign(|max(y1,y2)| — [min(y1, y2)|) x maz(jy1l, |y2|) (5.6)
= max(|y1|, |y2|)

|y’ma:r: = |ymaz’

where Ymq. corresponds to the rapidity of the jet closer to the beam line (outermost jet).

The phase space is divided into five equal-width bins in |y|nq. and in 28 variable-width
bins in mq 2, with detailed bin edges provided in Table 5.11. The same m; 2 binning is
applied within each rapidity bin. The dijet mass binning scheme is an extended version
of that used in a similar analysis of the triple differential dijet cross section measurement
at 13TeV with the CMS detector. Notably, both that measurement and the analysis
presented in this thesis were published in a shared paper found in Ref. [31]. The m; 2 bin
widths have been chosen such that they are approximately equal to or greater than four
times the resolution (40), so that event migrations between neighboring bins are minimized.

Table 5.11: Bin edges for invariant mass and rapidity. The same m; o binning is
used for all |y|q, bins.

Binning schemes

mi,2 (GGV) |y|maw
[160 — 200) [200 — 249) [249 — 306) [0.0,0.5)
[306 — 372) (372 — 449) (449 — 539) [0.5,1.0)
[539 — 641) (641 — 756) [756 — 887) [1.0,1.5)
[887 — 1029) (1029 — 1187) [1187 — 1361) [1.5,2.0)
(1361 — 1556)  [1556 — 1769)  [1769 — 2008) | [2.0,2.5)
[2008 — 2273) (2273 — 2572) [2572 — 2915)
[2915 — 3306) (3306 — 3754) (3754 — 4244)
[4244 — 4805) (4805 — 5374) (5374 — 6094)
[6094 — 6908) (6908 — 7861) (7861 — 8929)
[8929 — 10050)

From the effective total number of events N.f; one can transpose to the differential
cross section through:
d?o 1 Negy

= 5.8
Eint (2A|y‘max)Am1,2 ( )

AYmaz dm1,2
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where Aly|mar and Am; 2 denote the bin widths in the respective quantities. While the
phase space is defined in terms of absolute rapidity |y|mas bins, the signed version is
retained on the left side of the cross section definition. To account for both the negative
and positive parts of the phase space, a factor of 2 is included in the denominator in front
of Aly|maz. As expected, the entire dataset is normalized to the total integrated luminosity
Lint. On the Data side, events contributing to the cross section are weighted according
to trigger prescales and selection efficiency. On the MC side, each pp (or Hrp) slice is
normalized to the corresponding cross section, obtained from the generator, and the entire
sample is further normalized according to Lin.

The resulted data distributions at detector level are shown in the top plot of Fig. 5.9.
For each of the five rapidity bins the corresponding spectrum is displayed with a different
color and marker style, illustrated in the legend. Each distribution is scaled by an increasing
factor, in powers of 10", to increase visibility. The x-axis extends from 249 GeV up to
8929 GeV in the higher end of the spectrum. The differential cross section is observed to
fall rapidly over multiple orders of magnitude, having the expected behavior of a steeply
falling spectrum, as more energetic events are encountered rarely in comparison to lower
energetic ones.

The bottom plot in the same figure conveys the exact same information but, this time,
event contributions coming from individual triggers are highlighted. Distributions between
rapidity bins are shown in different cells within the same plot. It is observed that multiple
triggers contribute to a given mj o bin. This is natural since triggers record events based
on the leading jet pr, quite a different quantity compared to the dijet mass as defined in
Eq. 5.5. Trigger contributions are illustrated with different colors, in the end, resulting in
a stacked plot (the total event content for a given mass bin can be estimated by the sum
of the individual contributions for that bin). Looking at the legends, next to the trigger
names, inside the parentheses the respective turn-on points are displayed. Note that no
contribution is observed by the lowest threshold trigger denoted as HLT 40 in the plot,
which is justified due to the high phase space selection cuts imposed on the transverse
momentum of the dijet pair. The detector level spectrums for the 2017 and 2018 can be
found in Appendix F.
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5.6 Unfolding

All measurements based on event counting inherently carry statistical uncertainty, meaning
that repeating the experiment under identical conditions will not yield exactly the same
results. This variation arises from the fundamental nature of random processes. Similarly,
this element of randomness is also present in measurements performed by the CMS detector,
such as the jet energy or transverse momentum. Due to the detector’s finite response and
resolution, the measured values are expected to deviate from the true values. A huge
machine like this is actually susceptible to various sources that can lead to this effect like
reconstruction inefficiencies, hardware failures, and pileup to name a few.

As a more realistic example, consider a jet produced at 17TeV in the hard process.
Upon colliding with the detector, its energy is deposited in the calorimeters, information
which is afterwards collected and fed to the reconstruction algorithm. However, the re-
constructed jet energy will be slightly shifted either to a higher or a lower value, an offset
attributed to the detector resolution, which causes a misidentification of the jet’s true en-
ergy value. From an event-level perspective, this effect manifests as a distortion in the
measured spectrum when compared to its true distribution (or the generated spectrum
in the case of MC). Specifically, the measured distribution appears shifted due to event
migrations between neighboring bins. This occurs as a direct consequence of dividing the
phase space into discrete bins in binned measurements.

Some of the events near mass (rapidity) bin edges will most likely migrate to neighbor-
ing bins because of their shifted reconstructed value. Each bin of the measured/smeared
spectrum contains events that have migrated in from adjacent bins, but also, is missing
events that have migrated out of it. The purpose of unfolding is to correct for these dis-
tortions caused by the detector resolution in the measured cross sections (see Fig. 5.9),
effectively restoring or unsmearing the detector level spectrum. Unfolded distributions
offer two key advantages: (1) they can be directly compared to fixed order theoretical
predictions, which do not account for detector effect to begin with, and (2) they allow for
meaningful comparisons with unfolded results from other experiments, as detector-specific
influences have been removed. A more detail insight in the methodology of unfolding can
be found in Ref. [32, 33].

Two-dimensional unfolding is performed to account for event migrations happening
between both mass and rapidity bins. In addition, effects like spurious reconstructions,
background events and migrations inside the phase space due to noise or other fluctuations
are considered as fakes entries, while the limited detector acceptance, reconstruction inef-
ficiencies and smearing pushing events outside the phase space are treated as misses. The
former, are subtracted from measured distributions prior to unfolding, while for the latter,
dedicated correction factors are derived from MC and applied to unfolded distributions.

The task at hand is addressed according to the matriz pseudo-inversion method which
requires the minimization of the following quantity:

X2 = min [(A:L‘ +b—)TV Az +b— y)} (5.9)

where = represents the vector containing the desired unfolded distribution, corresponding
to the true event spectrum, y the measured distribution at detector level, b the back-
ground contribution, A the probability matrix (or response matrix), essentially containing
the probability of an event generated in bin i to be observed in the reconstructed bin j,
and V the covariance matrix containing the detector level data statistical uncertainties.
The unfolding procedure is performed using the TUnfold package [34]. While Tikhonov
regularization is not explicitly applied, a carefully chosen binning scheme is implemented
to ensure numerical stability and smooth behavior of the unfolding process, preventing the
response matrix from becoming ill-conditioned.
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5.6.1 Probability /Response matrix

The probability matriz (PM), a normalized version of the response matriz (PM), is con-
structed from simulation, specifically the Pythia sliced sample. The dijet mass mq is
computed twice, once at the generator level and once at the reconstructed level. This
calculation is performed only for jets that are successfully matched at both levels and re-
main within the defined phase space. Events that enter the phase space from outside are
classified as fake entries, while those that exit the phase space are classified as miss entries.

In the matrix pseudo-inversion method employed here, the measured distribution is
defined with twice the number of bins compared to the unfolded one (particle level). This
choice is imposed from the start during the RM construction, ensuring the the final m; 2
binning scheme (see Table 5.11) is preserved at the particle level. Additionally, an even
coarser binning scheme is applied in the two outermost rapidity regions, where mass bins
are merged in pairs, essentially reducing there the final number of bins two only half of the
original.

This approach ensures that the purity and stability remain stable across all regions
and stay above 50%. The former, quantifies how many events in a given reconstructed
bin j originate from the same true bin i, while the latter, measures kind of the reverse
effect, how many events in a given true bin i remain in the same reconstructed bin j. Their
definitions are:

) R

Purity) = > J]J%” (5.10)
i)

Stability) = " (5.11)
Zj Rij

where R;;, R;; are diagonal elements of the RM, representing events that were generated
and reconstructed in the same bin, ), Rj; the total number of reconstructed events in
bin j, and Zj R;; the total number of generated events in bin i. A high purity and
stability translates to minimal event migrations while a low value can point to strong
event migrations causing implications in the unfolding procedure. These are shown in
Fig 5.10 (left plot) as obtained from the 2016 Pythia sliced sample. Purity is displayed by
the solid blue markers while stability by the empty red ones. It is observed that both of
them indeed remain above 50% in all phase space regions, preserving a relatively smooth
behavior. The coarser binning in terms of mj2 can be seen in action in the two forward
rapidity regions.

In turn the probability matrix is presented in Fig. 5.11. The matrix is structured
in two dimensions to illustrate event migrations between both mass and rapidity bins,
from generator level to reconstructed level. Each cell represents the migration probability
of events between these two stages, with the x-axis expressing the dijet mass at RECO
level and the y-axis the dijet mass and GEN level. In one-dimensional unfolding scenario,
only the diagonal elements would be relevant, one for each rapidity bin, corresponding
to migrations between adjacent mass bins. However, since the analysis also accounts for
migrations between neighboring rapidity bins, off-diagonal elements emerge, indicating sig-
nificant event migrations in both dimensions. Matrices in the cells are diagonal illustrating
that the majority of the events end up in the same reconstructed bin as the one that they
were generated. This PM corresponds to A in Eq. 5.9. The probability matrices for the
2017 and 2018 Pythia sliced samples can be found in Appendix G.

Looking at the PM of Fig. 5.11 one can deduce whether regularization is needed by
computing the condition number. For its calculation, first, the probability matrix needs to
be diagonalized. Then a ratio is taken between the largest and the lowest of its eigenvalues.
As a general principle, and according to the CMS statistics committee, a conditions number
< 10 s considered good, implying that no regularization is needed and the overall procedure
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Figure 5.10: Purity and stability (left), and ratio between the unfolded and the
detector level distributions (right) for Pythia 2016 slices.

is more or less stable. In our case, the value of the condition number is 3.16 for the 2016
Pythia slices, and is displayed in the top left corner of Fig. 5.11.

The obtained distribution, after unfolding, is compared to the detector level one in
Fig. 5.10 (right plot). This comparison should only be taken as a qualitative figure of
merit as it does not provide any strong conclusions on the procedure itself, it is only
presented to illustrate the effect of unfolding on the initial distribution. The ratio remains
mostly below unity and differences vary depending on the region, ranging from ~ 1% up
to 30% in extreme cases. For a steeply falling spectrum such as the dijet mass one, the
unfolded distribution is expected to be shifted leftward. This happens because lower mass
bins typically contain more events than those in the higher end of the spectrum, so when
the distribution is measured at detector level more events move to the right direction, than
left, due to detector resolution. After unfolding this shift is partially reverted.

5.6.2 Closure Test and Backfolding

To validate the unfolding process and ensure that no bias is introduced in the results, a
series of sanity checks are constructed to monitor the procedure. The primary objective
is to verify the the RM has been correctly inverted and applied. Two complementary test
address this verification from different perspectives: the Closure Test and the Backfolding
Test, illustrated in Fig. 5.12, left and right, respectively.

In the Closure Test, the reconstructed dijet mass spectrum obtained from Pythia is
treated as pseudo-data and is unfolded using the RM derived from same generator. The
resulting distribution is then compared to the original generator level distribution within
the simulation sample. Their ratio should by exactly at 1, indicating perfect agreement.
Similarly, in the Backfolding Test, the generator level distribution is folded (or smeared),
using the same RM, to construct the “detector level” spectrum. This folded spectrum is
then compared to the originally reconstructed distribution. Again, a perfect agreement
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Figure 5.11: Two-dimensional probability matrix for 2016 Pythia slices. Event mi-
gration probability between rapidity and mass bins from generator to reconstructed
level.

confirms the consistency of the response matrix and the unfolding process.

5.6.3 Bottom Line Test

Another sanity check is provided by the Bottom Line Test, which tests whether the data
to simulation agreement remains the same after the unfolding procedure. This is presented
in Fig. 5.13 (left plot), where two ratios are compared with each other. In blue, the data
detector level distribution is compared to the reconstructed one obtained from Pythia. It
represents the difference between data and simulation before unfolding. In red, the same
comparison is displayed but this time after the unfolding, i.e., the data distribution at
particle level is compared to the one from Pythia at generator level. It is observed that
their shapes display a very good agreement across the whole phase space ensuring that no
bias is introduced after unfolding. Paying close attention to the binning, it can be seen that
for the first three rapidity bins two reconstructed bins correspond to one bin at generator
level. This 2:1 ratio becomes 4:1 in the two forward regions, where a coarser binning is
applied at particle level.
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Figure 5.12: Closure test (left) and backfolding (right) for 2016 Pythia slices.

5.6.4 Fake and Miss rates

As previously discussed, estimating fake and miss event rates is crucial for jet-based dif-
ferential cross section measurements, particularly for unfolding. These rates, are given in
Fig. 5.14 as obtained from the 2016 Pythia sliced sample.
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Figure 5.13: Bottom Line Test for 2016 Pythia slices (left). Model dependence
(right), the 2016 Madgraph sample used in addition to Pythia.
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Figure 5.14: Fake (left) and miss (right) rates for 2016 Pythia Slices.



CHAPTER 5. SAMPLE HANDLING 128

The fake rate (left plot) is shown as a function of dijet mass across all rapidity regions.
A significant increase is observed in the low mass bins, which is expected since this region
is dominated by pileup, soft radiation and detector noise. Additionally, the fake rate rises
in the forward rapidity regions due to the reduced detector resolution.

The miss rate (right plot) exhibits a similar enhancement at low dijet mass but also
shows a notable increase at the high end of the spectrum. This effect is mostly attributed
to reconstruction inefficiencies, particularly in the forward region.

Furthermore, increased rates near the phase space boundaries can be explained by
event migrations between neighboring bins. Both rates are decomposed into two contribu-
tions: no match refers to dijet events that lack a corresponding match between GEN and
RECO levels, while out represents events where the dijet pair is matched but falls outside
the defined phase space at either level. Lastly, attention should be given to the binning
convention used to express these rates. The fake rate is measured at the RECO level,
whereas the miss rate is determined at the GEN level, reflected with a coarser binning
scheme.

5.6.5 Model dependence

The choice of the default MC sample used for unfolding the data, is somewhat arbitrary,
as no single option can be considered definitively superior. Differences between simulated
samples arise because each MC generator employs its own algorithms to produce events
and model physical processes. To assess the model dependence on the choice of MC, an
alternative sample, the 2016 Madgraph sliced sample, is used for unfolding. The data are
unfolded again, this time using a RM derived from Madgraph. By comparing the resulting
distribution to the one obtained with Pythia-based unfolding, the impact of the MC choice
can be estimated from their difference. The result is shown in Fig.5.13 (right plot), where
the blue line represents the model dependence. The green band surrounding it illustrates
the total experimental uncertainty. The effect of picking a particular MC is covered by
the experimental uncertainties. No model uncertainty is considered for the 2017 and 2018
datasets.

5.7 Experimental uncertainties

This section is dedicated on the evaluation of the experimental uncertainty sources associ-
ated with the differential dijet cross section. The following subsections provide a detailed
description of each uncertainty source. A breakdown of the individual contributions is
presented in Fig 5.15, where the relative uncertainty (%) is shown as a function of the dijet
mass for each |y|maqe bin. A logarithmic scale is used on the plot’s y-axis to enhance visi-
bility and facilitate differentiation between uncertainty sources. Each source is represented
by a distinct line color or style.

Uncertainties that are originally asymmetric are symmeirized by averaging the up and
down variations for each source. Among all sources, the jet energy corrections (JES) is
the most dominant one across all rapidity bins. The gray band represents the total exper-
imental uncertainty, obtained by combining all statistical and systematic uncertainties in
quadrature. The total uncertainty ranges from approximately 5% at low dijet masses and
increases to 40% in the higher end of the spectrum.

All uncertainty contributions are computed within the DAS framework as a separate
step performed parallel to the unfolding procedure. Data natured corrections, like JES, are
applied on the detector level distribution one at a time. Each variation of the spectrum is
then unfolded by the RM obtained from simulation. Differences to the nominal distribution
define the respective uncertainty for each source. Similarly, corrections applied on the MC
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samples, like JER, result in variations that produce reshaped RMs. In this case, nominal
data distributions are unfolded once for each modified RM. The resulting deviations from
the nominal unfolded distribution quantify the associated uncertainty.

In summary, uncertainties are estimated by shifting experimental parameters by a410,
allowing for independent calculation of the up and down variations of each systematic
source. This inherently leads to asymmetric uncertainties. To standardize the uncertainty
estimates, all uncertainties are first symmetrized by averaging the up and down variations
of each source. They are then smoothed by fitting them with Chebysev polynomials. The
final smoothed relative uncertainties are presented in Fig. 5.15. Experimental uncertainties
for the 2017 and 2018 can be found in Figs. H.1 and H.2 respectively of Appendix H. Note
that for 2017 and 2018 the raw uncertainties are given just by averaging them, the are not
smoothed.

5.7.1 Statistical uncertainty

Data samples contain a finite number of events, limiting the available statistics for each
observable bin. Consequently, cross section measurements from such samples suffer from
statistical uncertainties, particularly in certain regions of the phase space. In the case of
the double differential dijet cross section, statistical limitations become significant at the
higher end of the spectrum, where the probability of producing a highly energetic dijet
pair, at the scale of several TeV, is substantially lower.

To quantify the statistical uncertainty in each mass bin, it is assumed that event counts
follow a Poisson distribution, where the standard deviation is given by the square root of
the quadratic sum of all event weights within a bin. The resulting statistical uncertainty
is represented by the black solid line in Fig. 5.15. It starts at the sub-percent level in the
low mass region and increases up to 30% at high dijet mass.

While the statistical uncertainties are naturally uncorrelated at the detector level, the
situation changes after unfolding. Due to event migrations induced by the detector reso-
lution, correlations arise when events are redistributed back to their original neighboring
bins. These non-trivial correlations are propagated through unfolding via the covariance
matrix V, as found in Eq. 5.9. Mass bins that end up with a statistical uncertainty larger
than 50% are dropped, ensuring a moderate definition of the cross section. The dijet mass
ranges found in Fig. 5.15 are the final ranges that theoretical predictions are produced and
later compared to data.

5.7.2 Jet energy scale uncertainty

The jet energy corrections (JECs), discussed in Section 5.3.3, are perhaps the most im-
portant corrections of them all. As previously mentioned, JECs correct for a plethora of
phenomena including the nonlinear response of the detector, differences between data and
MC, pileup, and even the change in response in gluon versus quark initiated jets. Actually
there are 27 individual JES-related corrections applied to data [35, 36] that when taking
their uncertainties in quadrature result in the pink solid line of Fig. 5.15. It is the most
dominant uncertainty, ranging between 5% and 20%. The up and down variations of the
individual JES sources for 2016 can be found in Figs. H.3-H.9 of Appendix H. Each source
represents a fully correlated uncertainty between all observable bins and is considered to
be independent of the other contributions.

5.7.3 Jet energy resolution uncertainty

The same rule applies again; invasive processes come with a cost, usually in the form of an
uncertainty. By mimicking the jet energy resolution observed in data, into the simulation,
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a bias is introduced inside the measurement. Scale factors are provided with an associated
uncertainty, which are propagated through the unfolding. The resulting JER uncertainty
is illustrated with the teal solid line in Fig, 5.15 which remains mostly at the sub-percent
level, with the exception of the very forward rapidity region that increases approximately
to 5%. This uncertainty is considered fully correlated between all data points.

5.7.4 Luminosity uncertainty

Equation 5.8 transforms the effective number of events in a particular |y|mq, and my 2 bin
into a cross section value. The integrated luminosity, which is used as a scaling factor in
this process, plays an important role since it affects the global shape of the distribution.
The corresponding uncertainty presented with a yellow solid line in Fig. 5.15 is estimated
at 1.2% for 2016 [37] (2.3% for 2017 [38] and 2.5% for 2018 [39]) across all observable bins
and is fully correlated.

5.7.5 Unfolding uncertainties

Monte Carlo samples are likewise susceptible to their own statistical uncertainty, as do
the data, due to their finite size. The corresponding uncertainty is referred to as “Unf.
(stat.)” in Fig. 5.15, illustrated by the black dashed line. This source arises from the
limited statistics of the simulated samples used to construct the RMs. The impact of
the uncertainty is propagated through the unfolding and correlations are contained in the
corresponding covariance matrix. It remains at the sub-percent level across all bins, with
the exception of some high mass bins in the forward region where it increases to a few
percent and exceptionally reaches the value of 10% for a single bin.

Another uncertainty related to unfolding is that of the model dependence, denoted
as “Unf. (model)” in Fig.5.15, displayed by a blue dashed-dotted line. This uncertainty
is introduced to the measurement upon making the choice of picking a particular MC to
construct the RMs for unfolding. Its magnitude is estimated by comparing the nominal
data distributions at particle level, unfolded by Pythia, to the ones obtained after unfolding
via Madgraph. It results in a symmetric uncertainty that is taken as fully correlated
between all bins. In the central region it remains relatively flat ~ 1%, while in the two
forward regions it displays an increase of a few percent, reaching 10% in maximum cases.

5.7.6 Other uncertainties

A cocktail of four individual uncertainty sources are grouped into a single contribution due
to their small size, represented by the red solid line, labeled as “Other” in Fig. 5.15. A 5%
normalization uncertainty is introduced before unfolding with the call of the TUNFOLD
package because of the background subtraction of fake entries. Another 5% normalization
uncertainty is introduced by hand due to the correction factors applied to account for the
inefficiency caused by miss entries. Additionally, a prefiring uncertainty is incorporated to
account for inefficiencies caused by triggers that were firing prematurely (see Section 5.3.3).
Lastly, an uncertainty related to the pileup profile reweighting correction that is estimated
by varying the total inelastic pp cross section used in the procedure around its associated
uncertainty of 4.6% [29].

In summary, the “Other” uncertainty remains at the level of 1 — 2% in all phase space
regions with the exception of the very forward rapidity bin where it ranges between 3%
and 5%. This increase is related to the prefiring uncertainty that dominates that region,
in contrast to the rest of the phase space, which is mostly negligible. Note again that, the
prefiring correction and the corresponding uncertainty is only relevant for 2016 and 2017,
since for 2018 there was no such effect observed at the detector.
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IChapter 6

FIXED ORDER THEORY PREDICTIONS

6.1 Introduction

The core of this analysis lies in comparing data distributions to fixed order theory predic-
tions. This comparison serves as a critical mechanism for both experimental and theoretical
aspects. Discrepancies can drive refinements in either domain, prompting improvements in
theoretical modeling or experimental techniques, while strong agreement provides a foun-
dation for extracting fundamental parameters, such as the strong coupling constant, and
for constraining the proton’s partons distribution functions (PDFs).

Theoretical predictions are calculated at NNLO in perturbative QCD (pQCD). These
are obtained with the NNLOJET program (revision 5918) [1], using the APPLFAST in-
terface (version 0.0.46) |2, 3] to the FASTNLO package (version 2.3) [4, 5]. The FASTNLO
package provides interpolation grids that can be combined with alternative PDF sets and
renormalization pp and factorization pp scales to obtain the final prediction. It is common
practice that these two scales are chosen to the same value, a value that should express
the order of the process’s hard scale under investigation. For this reason, they were both
chosen to be equal to the dijet mass g = pip = mq 2, as done in Ref. [6]. The statistical
precision of the predictions ranges between 0.5% and 2% depending on the phase space
region.

As a representative plot, Fig. 6.1 left, shows the theoretical predictions for the double
differential cross section as a function of my 2 in the 1.0 < |y|mqezr < 1.5 bin (taken from
Ref. [7]). The top panel contains the cross section itself at hadron level as combined with
the CT18NNLO PDF set [8]. Different markers styles and colors illustrate the calculation at
different orders in pQCD, with LO in green, NLO in blue, and NNLO in red. The band
around the points corresponds to the scale uncertainty (discussed later), which is reduced
for higher orders. While the bottom panel shows the ratios to the LO prediction, also
known as K factors. The NNLO scale uncertainty band overlaps with the NLO one across
all m1 o bins showing a good perturbative convergence.

In the bottom panel the NLO and NNLO K factors, in blue and red respectively, display
a sharp increase for lower dijet mass values. According to m 2 ~ 2pr 1pr2 cosh (Ay) events
with low-pr jets are eventually rejected as they are found at outer rapidities. This is caused
by the minimum pr requirements imposed on the leading jets essentially restricting the
accessible phase space for LO processes in favor of higher-order contributions [7].

Figure 6.1 right, presents the K factors for all rapidity bins. This time, the ratios com-
pare predictions at a given perturbative order to those at the preceding order. Specifically,
the NLO/LO ratio is shown in red, while the NNLO/NLO ratio is depicted in blue. The
same effect discussed earlier is observed here. Focusing on the NLO/LO K factor, one can
see that for higher rapidity values, an increasing number of mass bins in the lower part
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Figure 6.1: Theoretical prediction for the double differential cross section as a func-
tion of my 2 in 1.0 < |y|mas < 1.5 for different orders in pQCD [7] (left). Prediction
k factors, i.e. ratio between the same prediction at different orders in pQCD, for all
rapidity bins (right).

of the spectrum exhibit a steep rise, confirming that the phase space limitations become
more pronounced in that region. Vertical black dashed lines indicate the regions below
which this effect is observed in each rapidity bin.

NNLO predictions are based on the leading-color and leading-flavor-number approx-
imations [0, 9]. Several studies have been performed that examine the subleading-color
contribution at NLO and conclusions vary depending on the observable [10-13]. So far, no
verdict has been reached regarding their impact on the observable presented here.

6.2 Theory corrections

6.2.1 Non-perturbative corrections

Theoretical predictions are produced in two distinct stages, as discussed in Section 4.4 and
described by Eq. 4.8. First, the Matrix Element (ME) is computed at a given order in
pQCD. This result is then combined with a PDF set of the same order, to incorporate
non-perturbative, long-distance effects arising from the initial state protons.

However, the direct output of this procedure is at parton level, meaning that final state
particle interactions are not yet included. For a meaningful comparison with measured
cross sections, theoretical predictions must be corrected for non-perturbative (NP) effects,
specifically for multi-parton interactions and hadronization. Only after, applying these
corrections do both experimental and theoretical cross sections correspond to the same
level, the particle level, allowing for a direct comparison.

Non-perturbative correction factors are derived using MC event generators. A set of



137 CHAPTER 6. FIXED ORDER THEORY PREDICTIONS

eight different event generators is utilized, with samples produced via the RIVET toolkit,
as discussed in Section 4.6.2. For a comprehensive overview of the individual MCs, their
tunes, and algorithms, Table 4.2 provides relevant details. For each MC, only the generator
level information is produced. The production process is carried out twice: once with the
full jet evolution, incorporating parton shower (PS), multi parton interactions (MPI), and
hadronization (HAD); and once with MPI and HAD turned off, isolating the perturbative
component.

To extract non-perturbative corrections, correction factors are formed by taking the
ratio of cross sections obtained from the two different setups:

0.PS+]V[PI+HAD
Cnyp = oF5 (6.1)

where the numerator represents the cross section estimate at particle level, including the
full process, and the denominator corresponds to the cross section obtained by turning off
the MPI and HAD processes, leaving only the PS contribution. This formulation ensures
that the perturbative contribution effectively “cancels out”, isolating the NP component in
the correction factor Cyp.

The calculation is repeated for all MC configurations, as estimated from Eq. 6.1, with
individual results presented in Figs. 1.1 and [.2 of Appendix I. Physical processes are
expected to follow a smooth behavior. For this reason, obtained values are fitted, so that
any statistical fluctuations are absorbed. The fit function is given below:

Cnp(mig) = A+ Bxmf, (6.2)

Under usual circumstances, fitting is performed in the entire dijet mass range. However,
the present situation demands a more refined approach. Except for the very central ra-
pidity bin (|y|maez < 0.5), all others exhibit a sudden drop in the Cyp factor at low mass
values. Comparing the bins that show this behavior with those affected by the phase space
restriction, displayed in the K factors of Fig. 6.1 (right), a clear connection is revealed
between the two effects. In fact, the observed drop in the NP correction factors arises from
the same underlying cause. The fit is then performed only in the unaffected mass bins,
while for the affected lower mass bins the correction factor is taken by value from the bin
content itself, without performing any fit.

Fit results are collectively presented in the left plot of Fig. 6.2. The NP correction
factor is displayed as a function of the dijet invariant mass. Each cell inside the plot, again
corresponds to a different rapidity bin, while estimations from individual MCs are illus-
trated by colored lines. Solid lines represent MC event generators that compute the cross
section at LO in pQCD, while dashed lines correspond to those performing the calculation
at NLO. Vertical black dashed lines indicate the region above which a fit is performed and
below which factors are taken by value from the bin content.

Each MC configuration is armed with different settings and models physical processes
in varying ways. This diversity necessitates using a broad set of them, not only to determine
a central value for the factors but also estimate the associated uncertainty. At low to mid
my,2 bins, NLO MCs (dashed lines) are largely contained within an envelope formed by
the LO ones (solid lines). However, this trend reverses in the high dijet mass region, where
NLO estimations now appear to enclose the LO ones. This effect is primarily driven by
limited statistics on the NLO side, as event generation in our setup was constrained on
that front, whereas LO samples were produced without a strict restriction on the number
of events; an effect clearly displayed in Figs. 1.1 and I.2.

Looking at Fig. 6.2 (left), two cases can be distinguished. An envelope can be formed
by considering the factors either from all MCs (both LO and NLO) or by considering
just the LO ones. This comparison, between the two envelopes is illustrated in Fig. 6.2
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Figure 6.2: Non-perturbative correction factors from all eight MC generators (left),
and final factors with their uncertainty (right).

(right), where the red envelope corresponds to LO estimations and blue to the LO plus
NLO ones. Envelopes are formed by taking the maximum and minimum Cyp value in
a given mass bin, while the central NP correction is defined as the middle point of the
envelope, represented by a dashed (solid) line for LO (LO+NLO). The NP uncertainty,
due to the model dependence of the generators, is taken as half the envelope spread,
resulting in a symmetric uncertainty. Correction factors are nearly identical between the
two cases. Uncertainties for low mass bins appear very similar, while in the higher end of
the spectrum the LO+NLO uncertainty is overestimated due to the increased fluctuations
caused by limited statistics. To remain on the conservative side the final NP correction
factors and their uncertainty is taken as derived by the envelope considering both LO
and NLO MCs. NP factors are mostly dominant in the lower mass region, where MPIs
dominate the event content and reach values of the order of 20%, while for higher energies
they approach unity, as MPI and HAD contributions largely cancel out.

6.2.2 Electroweak corrections

At the TeV scale, electroweak (EW) contributions become important and dedicated cor-
rections need to be applied to the final predictions. At the higher end of the spectrum,
additional Feynman diagrams from EW processes (virtual exchange of soft or collinear
W or Z bosons) contribute to the same final state as those originating purely from QCD
interactions. These contributions are estimated and applied to the partonic cross section.
The final factors are presented in Fig. 6.3 [14], where different colors and marker styles
illustrate the respective correction for each |y|mq, bin. The corrections exhibit a strong de-
pendence on my 2, becoming increasingly important above 1TeV, where they reach values
of 15%. The factors also vary with rapidity, showing an upward trend for the two lowest
|Y|maz bins, but transition to a downward trend in more forward regions. No uncertainty
is attributed to this correction as their value was estimated to negligible compared to the
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experimental and other theory uncertainties in the respective regions.
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Figure 6.3: Electroweak correction factors [14].

6.3 Theory uncertainties

Uncertainties follow right after whenever a restrictive choice is being made.

6.3.1 Scale uncertainty

The scale uncertainty is introduced to account for missing higher order corrections in
the calculation of the ME at NNLO. The six-point variation method is applied, a recipe
taken from Ref. [15-17]. The predictions are derived six times, aside from the nominal
(ur = pp = my2) variation, for different pair values of pugr and pp:

(:U'R/ml,%,UF/mlJ) = (1/27 1/2)7 (1/2,1), (171/2)7 (271)7 (172)7 (272) (6'3)

Resulted distributions form an envelope with boundaries defined by the maximum and
minimum values between the respective six distributions for each mass bin. The scale
uncertainty is then defined as the difference between the maximum (minimum) value of
the envelope and the nominal one, finally, resulting in an asymmetric uncertainty.

6.3.2 PDF uncertainty

The matrix element is combined with a reference PDF set to obtain the final prediction at
parton level. As previously mentioned, the default choice for the analysis presented here
is the CT18 [8], derived from global fits while keeping the value of the strong coupling
constant fixed at ag(myz) = 0.118. An asymmetric uncertainty is attributed to the PDF
choice, calculated as 68% confidence interval according to the prescriptions in Ref. [8].

6.3.3 NP uncertainty

A symmetric NP uncertainty to account for the model dependence in deriving the relevant
correction factors that incorporate the non-perturbative component to the FO predictions.
Their derivation is discussed in Section 6.2.1.
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6.4 Data to theory comparisons

Finally, the stage has been set for a meaningful comparison between experimental results
and theoretical predictions. At this point, data have been unfolded and fixed order predic-
tions have been corrected, so that the differential cross section calculation from both sides
is brought to the same level, the particle level.

The top plot in Fig. 6.4 displays the double differential cross section as estimated by
the 2016 dataset as a function of the dijet invariant mass. Blue markers with different styles
illustrate the cross section values for each rapidity region. On top, fixed order predictions
are overlaid, represented by the red solid lines. Theory is obtained for ur = pr = mq 2,
combined with the CT18 reference PDF set and corrected for extra EW radiation, and
NP effects. To increase visibility among distributions, each of them is scaled by a factor
in powers of 10", n = 0,1,2,3,4. The spectrum falls rapidly, over multiple orders of
magnitude, where a good agreement is displayed between the experimental results and the
theory across the entire m; 2 phase space. The final dijet mass reach spans from 249 GeV
to well beyond several TeV, depending on the rapidity bin. Specifically, it extends up to
6094 GeV for the two central rapidity regions, 6908 GeV for the third bin, and reaches
7861 GeV and 10050 GeV for the two forward bins, respectively. Nonetheless, y-axis being
in the logarithmic scale it is not ideal for a detailed inspection of their agreement.

To best validate the agreement between data and theory, their ratio is shown in the
bottom plot of Fig. 6.4. The purpose of this plot is twofold. First, it represents the data
to theory ratio, depicted by black markers. Second, it acts as a template for comparing
predictions derived from different PDF sets against the reference prediction from CT18.
The comparison is made for each rapidity bin separately, distributed among different cells
within the same plot.

Vertical black lines around the markers illustrate the relative data statistical uncer-
tainty, while the yellow band enclosing them shows the relative total experimental un-
certainty. Around unity the relative total theory uncertainty is displayed with the cyan
colored band, calculated as the square root of the quadratic sum of the scale, PDF, and
NP uncertainty sources. A good agreement is observed in most phase space regions that
remains mostly below 10%.

Individual comparisons between different PDF sets and the CT18 are illustrated with
continuous lines. PDF results presented here were taken in their most recent versions
from the LHAPDF library (version 6.3.0) [18], namely comparison to ABMP16 [19] is shown
with the dotted green line, MSHT20 [20] with the dashed red line, and NNPDF3.1 [21]
with the solid purple line. All PDFs have been derived from global fits with a fixed value
for the strong coupling constant at ag(myz) = 0.118, except for ABMP16 for which it
was chosen at ag(myz) = 0.1147. The best agreement to the CT18 result is displayed
by the predictions obtained with MSHT20 (red dashed line). On the contrary, the worst
agreement is observed by ABMP16, most likely due to the different value in aig. Despite
that, predictions seem to be compatible within the theoretical PDF uncertainty.

An alternative representation of the information presented in the bottom plot of
Fig. 6.4 can be found in Fig. 6.5. In the latter figure, comparisons for each rapidity bin are
presented in entirely separate canvases where increased visibility is achieved. Additionally,
in these plots the originally total theory uncertainty around unity, has been split to its
three individual sources, presenting separately the scale, PDF, and NP uncertainties with
black dashed-dotted lines, gray dashed band, and cyan band respectively. Similar plots,
that show the data to theory agreement, for the 2017 and 2018 datasets can be found in
Appendix J.

The results presented in this dissertation, including the sample processing stages, the-
oretical calculations, final comparisons, and the QCD analysis (in Part I1I) have been pub-
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lished in the paper “Measurement of multidifferential cross sections for dijet production in
proton—proton collisions at /s = 13TeV” |7] exploiting the 2016 CMS dataset. Notably,
this paper also includes five additional measurements, conducted by other colleagues within
the CMS Collaboration. While each measurement focuses in slightly different observables,
they all share a common goal, measuring the inclusive dijet cross section. Together these
results provide a comprehensive overview of dijet production, offering valuable insights
across multiple observables.
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IChapter 7

IMPACT STUDIES

A QCD analysis is conducted to assess the impact of the 2016 dataset on the determination
of the proton’s PDFs and the strong coupling constant a.g. Notably, the results of this study
were published as part of a collaborative effort alongside five additional measurements
related to the dijet cross section [1]. This final chapter of the dissertation, along with the
subsequent results, originates from the work of a fellow colleague who contributed to the
publication. Consequently, only a concise overview is produced here to offer the reader
a complete perspective on the analysis. For a more in-depth discussion, the reader is
encouraged to refer to the original publication.

The procedure applied here is the same as the one followed from past HERAPDF
analyses [2-4]. DIS data, obtained in e*p collisions at the HERA collider experiments H1
and ZEUS [2, 3] are complemented by the double differential cross section measurements
presented here. To ensure a good theoretical description, the phase space of the former
measurements is restricted to momentum transfer values above ng-n = 10GeV?2. The
theoretical predictions used in the procedure are the ones discussed earlier, in Chapter 6,
produced at NNLO in pQCD, for ur = pr = m1 2, and corrected for NP and EW effects.

Theoretical predictions are fit to the “complemented” data (HERA DIS + CMS dijets)
with the XFITTER program (version 2.0.1) [5, 6] while access to the theory is provided
via FASTNLO. Evolution of the PDFs is performed via the DGLAP equations using the
QCDNUM package (version 1701/15) [7]. Contributions from heavy quarks are treated in the
Thorne-Roberts optimal variable flavor number scheme (RTOPT) [8-10], with the masses
of the charm and bottom quarks set to m. = 1.43 GeV and my = 4.5 GeV respectively.

According to the HERAPDF approach the proton structure is expressed in terms of the
gluon distribution g(x), the up and down valence quark distributions u,(z) and d,(x), and
the up- and down- type sea antiquark distributions U(z) and D(z), the latter two defining
the total sea quark distribution as X(z) = 2 (U(xz) + D(z)). These are parametrized as a
function of the proton momentum fraction x at a starting scale ,u%p =1.9GeV? as:

2 f(x, pho) = Ap a1 (1 — )" (1 + Dy x + Efpa?) (7.1)

where Ay are the normalization parameters, B and C' are parameters to control the shape
of the distribution as x approaches the edges of its domain at 0 and 1, respectively, and D
and E parameters introduce additional degrees of freedom related to the functional forms.

Constrains imposed by normalization conditions and sum rules (refer to the publication
for the exact conditions) result in a total of ten A, B, and C parameters, whose values
are determined during the fit. A minimization scan is performed where additional D and
E parameters are included whenever an improvement in the y? is observed. The final
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parametrization for the fits with the inclusion of CMS data is presented below:

2g(x, ping) = AgePr (1 — )%
xuy(z, N%,o) = AuyxB““ (1-— x)C“’V (14 Dy, z+ Euvw2)
xd,,(:z:,u%o) = Adua:Bd" (1-— x)Cdv (7.2)
2U(z, ,u%,o) = Aﬁ:cBU (1-— a:)cﬁ (1+ Dgx)
xD(z, '”%‘,0) = AﬁxBf (1-— x)cf

—~

where parameters in bold
procedure.

Four uncertainties sources are attributed to the fits, namely the fit, model, scale and,
parametrization uncertainties, based on the procedure followed in Ref. [4]:

Dy,, Ey,, and D7) are the ones added from the minimization

e Uncertainties represented by the experimental measurement and the theory are prop-
agated to the output PDFs as a fit uncertainty. It is estimated using the MC method,
outlined in Refs [11, 12]. The input data are varied according to their statistical and
systematic uncertainties and alternative fits are performed for each case. The stan-
dard deviation of the ensemble of PDFs is taken as the final fit uncertainty.

e A model uncertainty to account for the choices in made for the values of non-PDF
parameters, like the minimum Q? value discussed above, the strangeness fraction, or
the charm and bottom quark masses. It is determined by varying the their nominal
values as indicated in Table 7.1, in the end, adding their differences to the nominal
fit in quadrature, resulting in an asymmetric uncertainty.

e The choice in the PDF parametrization introduces yet another source of uncertainty,
which is determined by performing additional fits after including one more D or FE
parameter compared to the nominal parametrization. The maximum deviation be-
tween the obtained variations to the nominal one is taken as the final parametrization
uncertainty.

e A scale uncertainty to account for missing higher orders in pQCD, estimated by the
six-point variation method and the resulting envelope as discussed in Section 6.3.1.

The total uncertainty on the PDF derivation is calculated by taking the sum in quadrature
of the fit, model and scale contributions, while adding the parametrization uncertainty
linearly.

To profit more from the improved data-to-theory agreement observed in the first four
rapidity bins, the forward rapidity bin (2.0 < |y|maz < 2.5) is excluded from the fit
procedure. This decision is motivated by the fact that, when initially included in the QCD
analysis, the partial x? per number degrees of freedom in that region was significantly
large, indicating a poorer agreement. More information on the comparison of the full
versus restricted phase space for the fits is given in Ref. [1]. The partial and total x?
values are listed in Table 7.2.

Figure 7.1 shows the resulted PDFs after fitting the HERA DIS data together with
the CMS dijets. Two measurements complement the HERA data, the double differen-
tial (2D) measurement presented in this thesis (red line), and the triple differential (3D)
measurement contained within Ref. [1] (blue dashed line). Each plot corresponds to a dif-
ferent PDF with the up valence quark distribution shown in the top left, the down valence
quark top right, the gluon bottom left, and the sea quark bottom right. Additionally,
individual uncertainty contributions are given with different band styles. PDFs are dis-
played as a function of the proton momentum fraction x, evolved from the starting scale

N%«“,o = 1.9GeV? to the scale of the top quark mass ,u% = m7. The upper part of each
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plot illustrates the central PDF value, while the lower part corresponds to a comparison
between the uncertainties and central values of the results as obtained from the inclusion of
the 2D and 3D CMS dijets. Results seem to be compatible within their total uncertainties.

Table 7.1: Non-PDF parameter nominal values and their variations to estimate the
model uncertainty [1].

Parameter Nominal value Variations
down up
2 (GeV?) 10 7.5 12.5
fs 0.4 0.3 0.5
me (GeV) 1.43 1.37* 1.49
my (GeV) 45 4.25 4.75
u (GeV?) 1.9 1.6 2.2*

)

Table 7.2: Partial x? values for HERA DIS data and HERA DIS complemented with
the 2016 CMS dijet measurements [1].

Data set Partial x?/n4qta
HERA DIS HERA DIS + CMS dijets

CMS dijets

Y| maz < 0.5 18/22
0.5 < |Ylmazx < 1.0 15/22
1.0 < |y|imaz < 1.5 16/23
L5 < [yl mae < 2.0 15/12
HERA1+2
CCep, E, =920GeV 51/42 51/42
CCetp, E, =920 GeV 37/39 37/39
NCe p, E, =920 GeV 221/159 222/159
NCetp, E, = 460 GeV 198/177 197/177
NCetp, E, = 575GeV 186/221 186/221
NCetp, E, = 820 GeV 55/61 55/61
NCetp, E, =920 GeV 359/317 364/317
Total x2/Naos 1161/1003 1232/1081

To better evaluate whether the inclusion of CMS data, results in further constrained
PDF sets, fits are performed one more time, by only using the HERA DIS data alone. The
exact same setup and parametrization is imposed, as the one used in the case where dijet
data. A one-to-one comparison between PDFs can now be achieved, illustrated in Fig. 7.2.
This time the upper part of each plot makes a direct comparison between the distributions
as derived by fitting the HERA DIS data alone (gray), together with the 2D dijets (red),
and together with the 3D dijets (blue). Colored Bands represent the fit uncertainty of the
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PDFs in the respective cases. The lower part of the plots shows a direct comparison to the
plain HERA DIS results.

PDFs obtained with and without the CMS dijet data seem to be compatible. Moreover,
a reduction in the fit uncertainty is observed. Specifically, looking at the gluon distribution
(bottom left plot), the PDF is considerably constrained in the high x region, for momentum
fractions & > 0.1.

During the procedure presented above the strong coupling constant is kept fixed during
the fit procedure. To extract, in addition to the PDFs, the value of ag, fits are repeated yet
another time. This time the coupling is released, taken as a free parameter in the fit, thus
ensuring a consistent treatment of correlations between ag(my) and the PDF parameters.
The setup remains exactly the same. The extracted value with the inclusion of the double
differential measurement is:

ag(mz) = 0.1179 + 0.0015 (fit)
+ 0.0008 (scale)
+ 0.0008 (model) (7.3)
+0.0001 (param.)
= 0.1179 £ 0.0019 (total)

The obtained value of ag(myz) with the inclusion of the 2D CMS dijets is in agreement
with the value of 0.1166 +0.0017 obtained from the measurement of the double differential
inclusive jet cross section in Ref. [13], and the world average value of 0.1179 4 0.0009 [14].
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Figure 7.1: Parton distribution functions after fitting the HERA DIS data together
with the 2016 CMS dijets. The up valence quark distribution (top left), down
valence quark (top right), gluon (bottom left), and sea quark (bottom right). The
upper part of each plot displays the central PDF value, while the lower part makes
a comparison between the distributions as obtained from the inclusion of double
and triple differential CMS dijets, the latter, another measurement being part of
the publication in Ref. [1].
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Figure 7.2: Comparison between parton distribution functions after fitting the
HERA DIS data alone and together with the 2016 CMS dijets. The up valence
quark distribution (top left), down valence quark (top right), gluon (bottom left),
and sea quark (bottom right). The upper part of each plot displays the central PDF
value around which the fit uncertainty is displayed with a band. The lower part
makes a comparison between the distributions as obtained from fitting the HERA
data alone to the inclusion of double and triple differential CMS dijets, the latter,
another measurement being part of the publication in Ref. [1].
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Summary

This dissertation concludes the measurement of the double differential inclusive dijet pro-
duction cross section as a function of the invariant mass m; 2 and the maximum absolute
rapidity |y|maz of the two leading jets in the event. The data were collected by CMS in
2016, 2017, and 2018, after proton-proton collisions at a center-of-mass energy of 13TeV.
FEach dataset corresponds to 33.5, 41.5, and 59.3 fb~! of integrated luminosity respectively.
Jet reconstruction was performed with the anti-kr clustering algorithm for a distance pa-
rameter R = 0.8.

Data cross sections are compared to fixed order theoretical prediction at NNLO in
pQCD. The latter, are corrected for NP effects and additional contributions coming from
electroweak radiation, while they are combined with the CT18 PDF set. The agreement
is found to be good across the whole mj o range, in all five rapidity regions, with any
divergence remaining mostly below 10 %.

Specifically for the 2016 dataset a QCD analysis is performed for the determination of
the strong coupling constant and the proton’s PDFs. Theoretical predictions at NNLO in
pQCD are fit to DIS data which are complemented by the CMS dijet cross sections. The
obtained PDFs seem to be compatible with the ones when repeating the QCD analysis by
fitting only the DIS data. A reduction in the fit uncertainty is observed, particularly in
the gluon PDF in the high x region, for values x > 0.1. The QCD analysis is repeated
once again leaving, this time, ag as a free parameter in the procedure and is estimated at
the scale of the Z boson mass ag(mz) = 0.1179 + 0.0019, a value in agreement with the
2022 world average value provided by PDG ag(myz) = 0.1179 £ 0.0009.
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I
Appendix A

ELEMENTARY PARTICLES EXTENDED

An extended version of the elementary particles and force carriers within the Standard
Model is given below in Fig. A.1. Note that this figure does not contribute any new
information on the constituents of the SM compared to Fig. 3.1 (found in Chapter 3) but
rather illustrates the same exact points in a more clear and elaborate manner. Four main
categories can be identified each containing a different family of particles:

e Quarks are illustrated in blue color, where quark pairs make up the three generations
of matter. Quarks are found in three colors, illustrated with the three colored spheres
in each quark cell. Lastly, the distinction between matter and antimatter is depicted
by presenting, in addition, all antiquarks. In total there are 36 different quarks.

e Leptons, in green, are in turn divided into three generations of matter. This time
each generation is comprised from a particular lepton and each associated neutrino
partner. Again, for each lepton exists its equal counterpart the antilepton, in the
end amounting to 12 different leptons.

e (Gauge bosous or vector bosons, in red, are the force carriers. Eight gluons are found,
indicated with eight colored spheres inside the gluon cell. Three carriers are found for
the weak interaction, each having each own cell, W+, W—, Z%. Finally, the photon
mediator is left for the electromagnetic force. These sum up to 12.

. , in yellow, the pinnacle of the SM, the Higgs boson.

In its entirety, the 61 constituents of the SM.
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Figure A.1: Extended version of the elementary particles of the Standard Model [1].
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MONTE CARLO CROSS SECTIONS

Table B.1: Cross section values for Pythia8 pr sliced (top) and flat (bottom) samples
for each year.

Cross section (pb)

pr slices

2016 2017 2018
30 — 50 138,800,000 107,200,000 106,700,000
50 — 80 19,110,000 15,770,000 15,710,000
80 — 120 2,735,000 2,341,000 2,338,000
120 — 170 466,200 406,800 406,300

170 — 300 117,200 103,700 103,400
300 — 470 7,763 6,833 6,852

470 — 600 641.0 552.9 551.8

600 — 800 185.7 156.0 156.7

800 — 1000 32.02 26.21 26.15

1000 — 1400 9.375 7.476 7.483

1400 — 1800 0.8384 0.6466 0.6493
1800 — 2400 0.1133 0.08763 0.08765
2400 — 3200 0.006746 0.005238 0.005218
3200 — 0o 0.0001623 0.0001354 0.0001345
15 — 7000

(Flat sample)

1,975,000,000
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Table B.2: Cross section values for the 2016 Madgraph Hr sliced sample.

Hy slices Cross section (pb)

2016
50 — 100 246,400,000
100 — 200 27,940,000
200 — 300 1,712,000
300 — 500 347,700
500 — 700 32,150
700 — 1000 6,828

1000 — 1500 1,200
1500 — 2000 120.0
2000 — oo 25.34
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PREFIRE MAPS
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Figure C.1: Prefiring probability maps for 2016 (top) and 2017 (bottom). Maps are
expressed as a function of the jet pr and 7.
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JER STUDIES

The study undertaken here is twofold. Firstly, it critically examines the validity of the
hybrid method, which, as will be discussed later, exhibits several shortcomings. Secondly,
this effort contributes to the development of software tools [1| designed to generalize and
enhance the methodology for deriving jet resolution tables, thereby refining resolution
studies and offering deeper insights into their systematic approach.

The study begins with the construction of response distributions, exploiting the 2016
Pythia8 sliced sample (see Tab 5.3). The response A is defined as

prec _ pgen
PN A i (D.1)
Pt

where the jet transverse momentum at reconstructed level is now denoted as p77¢, and at

generator level as p7.". The phase space is divided according to three rec level quantites,

TeC

phe¢, the jet absolute pseudo-rapidity |n"¢|, and the soft activity p (a quantity related to
pileup). The exact bin edges for each quantity are outlined in Table D.1.

Table D.1: Binning schemes used in the resolution studies, in terms of pic, |n

and p.

rec |

pr e (GeV) |n"e] P
15, 18, 21, 24, 28, 0.000, 0.261, O,
32, 37, 43, 49, 56, 0.522, 0.783, 6.69,
64, 74, 84, 97, 114, 1.044, 1.305, 12.39,

133, 153, 174, 196, 220,  1.566, 1.740, 18.09,

245, 272, 300, 330, 362,  1.930, 2.043, 23.79,

395, 430, 468, 507, 548,  2.172, 2.322, 29.49,

592, 638, 686, 737, 790,  2.500, 2.650, 35.19,
846, 905, 967, 1032, 1101,  2.853, 2.964, 40.9,
1172, 1248, 1327, 1410, 1497, 3.139, 3.489, oo
1588, 1684, 1784, 1890, 2000, 3.839, 5.191  —
2116, 2238, 2366, 2500, 2640, - -
2787, 2041, 3103, 3273, 3450, - -
3637, 3832, 4037 - -
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In detail, each p bin is divided into 19 |n"¢¢| bins, each of which, in turn, is then subdivided
into 62 p77° bins. Figure D.1 is a representative plot that shows the collection of all response
distributions that correspond to the 18.09 < p < 23.79 & |n"*“| < 0.261 bin. This grid
includes all p7°© bins for the aforementioned [p, "] values, with each cell containing the
normalized response centered around zero. In total, there are 152 (8 p bins x 19 |"¢¢| bins

= 152) such grids.

Bepr <21

normalised response

e <o oz <o P B s k- gy
1=-0.003.0 = 0.046 u=-0012,0=0028 - = - 0= - - 1=0021,0=0033 18.09 <p<23.79
\ - 3 . 3 - X . s v : —— hist
i

il -
L
e cee pio
Ly
0

--u

=05

Figure D.1: Response distributions for 2016 Pythia8 slices. Responses shown here
correspond to all pi© slices related to the [18.09 < p < 23.79, |n"¢| < 0.261] bin.

The resulted response distributions are then fitted with a Double sided Crystal Ball
(DCB) function. This function is a very good candidate for the fit procedure since it
combines a Gaussian function, to parametrize the core of the response distributions, and
two Exponent terms, to parametrize separately each of the two tails. The fit is illustrated
with the red line on top the response distributions. Inside each cell, additional informa-
tion is printed on the fit performance. Notably, the mean (x) and half-width (o) of the
distribution are displayed. Moreover, vertical black dotted lines indicate the 1, 2, and 3 o
variations around the mean, the single vertical black dashed line shows the position of the
mean, and the vertical purple dashed lines display the left and right “transition points”,
the points at which the tails of the distribution start. The goal of the fit is to extract the
width (half-width) of the response distribution which represents the desired resolution (o).

Next, the resolution is plotted for each [p,n"‘| bin, as a function of pi°. This is
displayed in Fig. D.2. This time a grid of 19 cells is displayed, that contains the resolution
curves for all [7"¢¢| bins inside a given p bin. Looking at the very first cell (top left), this
resolution curve is obtained from the sole response grid presented in Fig. D.1. Each of the
blue points there corresponds to the width of the response distributions as extracted by
the fit. In principle, there are 9 resolution grids in total, one for each separate p bin. The
fit of the resolution itself is displayed by the red curve. Fit parameters and the chi square
divided by the number degrees of freedom are displayed on top of each cell in red.

The resolution fit is performed via the “NSC” (Noise, Stochastic, Constant) function
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Figure D.2: Resolution curves for 2016 Pythia8 slices. All curves shown here corre-
spond to the 18.09 < p < 23.79 bin.

according to the standard procedure recommended by the JetMET group.

i _ |N‘ + + O2 = ‘po, + +p2 (D.Q)

pr pT P PT pT
where N, S, C, and n, or respectively, p; for i = 0, 1, 2, 3, the fit parameters. An
overview of all resolution fits across all [p,n"‘] bins is shown in Fig. D.3. There, each
|n"¢¢| cell contains the resolution curves for all 8 p bins, illustrated with the blue-gradient
lines. The shape of the resolution curves is observed to follow the expected behavior.
For lower pr values the resolution is large, at the order of 30 — 40%, while in the higher
end of the spectrum the resolution from all p bins in a given |"°‘| bin converge to the
same small value, mostly well below 5%. A smaller value for the resolution is interpreted
as “better” resolution, i.e. ppr measurements can be performed with finer precision with
increasing energy. Any deviations from the expected shape in Fig. D.3 stem from subtle fit
misadjustments. These discrepancies are generally observed in the very forward rapidity
regions, which, within the scope of this analysis, lie outside the phase space of interest, as
we focus only on the |n"¢¢| < 2.5 region.

From the curves (Fig. D.3) obtained after the resolution fit, homemade resolution
tables are constructed. The Pythia sample is smeared according to the hybrid method
using the homemade resolution tables and the scale factors provided by JetMET. In reality,
different smearing options are applied and the dijet mass spectrum at reconstructed level
is evaluated for each case. Collectively, the results of the study are displayed in Fig. D.4.
Five cells exist, each representing one of the five rapidity regions of the available phase
space. The z-axis runs in the complete dijet mass range ranging from 249 GeV up to
10050 GeV'. Inside each cell, different ratios are illustrated where a comparison between
different smearing options is made to the stochastic only option. The software build-in
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Figure D.3: Overview of all resolution curves for 2016 Pythia8 slices.

smearing options are explained:

e Stochastic Only. Smearing according to the stochastic approach (see Section 5.3.3)
is applied uniformly to all jets, without distinctions.

° . Means that the scaling approach is followed for all jets that
are matched, while unmatched jets are smeared with the stochastic method.

e Scaling Core Only (purple, red, green). Scaling is applied only in the core of the
resolution, otherwise stochastic method is used. For this option three variations
exist that define the core of the resolution at 1, 2, and 30. The 30 case is then
one-to-one equivalent to the hybrid approach recommended by JetMET.

At this point, some topics of discussion can be raised. Firstly, for the derivation of
resolution tables the JetMET group performs only a Gaussian fit of the response, not
taking into consideration the tails of the distribution, thus significantly underestimating
the extracted resolution. Secondly, it is assumed that the Gaussian core is contained
within the [—30,30] interval, something that is not exactly reflected in the responses
presented in Fig. D.1 (compare the locations of the vertical purple dashed lines to that
of the third - off-centered - vertical dotted lines). Two novelties are found here, on one
hand, the response fits are performed with the DCB function, taking into consideration
the contribution from the tails and achieving a more accurate estimation of the resolution.
On the other hand, a conservative approach is taken regarding the assumption of the
Gaussian core’s position, which is considered to lie predominantly within the [—1o, 10]
interval when applying the hybrid method. The impact of this choice is compared to that
of applying only the stochastic method, which imposes no strong assumptions on each
definition. This comparison is illustrated by the purple colored ratio in Fig. D.4. While
all options appear to agree within uncertainties with the results obtained from the plain
stochastic approach, the hybrid method with a fixed core at 10 demonstrates slightly better
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Figure D.4: Impact studies on the dijet mass observable after different smearing
options.

agreement. Consequently, it is adopted as the default smearing option for the 2016 Pythia
slices sample.

No such dedicated studies were performed for 2017 and 2018 simulation samples, so
the provided resolution tables are taken, and smearing with the stochastic approach is
applied to all jets in the phase space.

For completeness, additional plots (Fig D.5 and D.6) are provided to illustrate the
software’s evolution over time. While the results presented in these plots are not directly
related to this work, they are nonetheless relevant to other projects within the JERC
subgroup. These plots were obtained from a presentation given directly to the group [2].
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Figure D.6: Evolution of resolution fits. Example of a detailed grid with resolution
fits (top). Fit success (in green) or failure (in red) is displayed. Empty markers
illustrate points dropped from the fit procedure, while a dashed line indicates the
extrapolation of the fit function. An overview of all resolution fits (bottom), with
multiple colors expressing fits in different cases.
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Figure E.1: Trigger efficiency curves as a function of the leading jet pr in central
rapidity regions, |y|me: < 0.5 (top), and 0.5 < |y|mer < 1.0 (bottom), for 2017.
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Figure E.2: Trigger efficiency curves as a function of the leading jet pr in the central
rapidity region 1.0 < |y|mae < 1.5 (top), and in the forward ones 1.5 < |y|maz < 2.0

(middle), and 2.0 < |y|mee < 2.5 (bottom), for 2017.
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Figure E.3: Trigger efficiency curves as a function of the leading jet pr in central
rapidity regions, |y|maz < 0.5 (top), 0.5 < |[Y|maez < 1.0 (middle), and 1.0 < |y|mae <
1.5 (bottom), for 2018.
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Figure E.4: Trigger efficiency curves as a function of the leading jet pr in forward
rapidity regions, 1.5 < |[y|mae < 2.0 (top), and 2.0 < |y|maz < 2.5 (bottom), for
2018.
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DETECTOR LEVEL DISTRIBUTIONS

41.5fb™ (13 TeV)

o 1010 T
>
3 i CMS 7
Q 108k - e
2 L Preliminary
& F
$10° R S -
S5 A R i
Nb o _A_—A— - 1
© :" 104 F —a - . ]
= —a— —a— -v-
© Fo— ++ i - E
102 - — —-— —a— —v- i
S — - -, v E
= n e - i A =
[8] | —— - —A— v ]
[} l C ++ —-— —A— —y— -
- E e e _A_—A- -v- -
% P ++ +_._+ —A—_A_ —_— R
g w7 e
3 E - - T A
E 10%F anti-k, R=0.8 +++ - Ty
&) -
| Detector Level Data 2017 ++ - .
108k —— yi: yl,,,, <05 (x10% - ]
[ —=— y2:05<[y|  <1.0(x10) —
F—— y3:10<ly| . <15 (x10?) Rallr
108 F —— ya:15<|y| _ <20(x10°)
» y5:20<|y| <25 (x10%
10—10 1
300 400 1000 2000 3000
m,, (GeV)
-1
10 59.3fb™ (13 TeV)
< 10 T .
) - i
2 10°F CMS 2
2 L Preliminary
&
F10°F T e
>..E A —a— —v—_'_ -
Nb A NPy - T = ]
o J10°F" —= —-_, - . -
= —a— —a— —v—
ke 5 F o e e -, =
= 10°F — ++ e - =
=} —— —-— —A— -v-
=] E —— - i A =
8 1 e - A —- ]
F —.— +-.- _A_-A- -V T
@ - T - — -v- ]
(7)) . - e v ]
0 2 —-— . —am
g 10 i +++ +—I— o - s
. F - - T 7o
E 104k anti-k; R=0.8 T
al L Detector Level Data 2018 —o—+ - 't
106 F = Y& Wh, <05 10 o -]
07 F —a— y2:05<[y[ o <10 (x10Y -
F—— y3:10<ly|  <15(x10%)
108 —— y4:15<|y| _ <2.0(x10%
L y5:2.0<ly| <25 (x10%
10—10 1
300 400 1000 2000 3000
m, , (GeV)

Figure I'.1: Detector level double differential cross section as a function of m, o and

|Y|max for the 2017 (top) and 2018 (bottom) datasets.
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UNCERTAINTIES

CMS Preliminary 41.5 fb* (2017, 13 TeV)
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Figure H.1: Relative uncertainty (%) for all experimental sources on the measured
dijet mass cross section from the 2017 dataset. Individual contributions are ex-
plained in Section 5.7. The abbreviation “Unf.” refers to the unfolding uncertainty.
The total uncertainty is estimated as the sum in quadrature of all statistical and
systematic uncertainty sources.
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CMS Preliminary 59.3 fb™ (2018, 13 TeV)
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Figure H.2: Relative uncertainty (%) for all experimental sources on the measured
dijet mass cross section from the 2018 dataset. Individual contributions are ex-
plained in Section 5.7. The abbreviation “Unf.” refers to the unfolding uncertainty.

The total uncertainty is estimated as the sum in quadrature of all statistical and
systematic uncertainty sources.
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Figure H.3: Relative uncertainty (%) for individual JES sources from the 2016
dataset: AbsoluteMPFBias (top left), AbsoluteScale (top right), AbsoluteStat (bot-
tom left), and FlavorQCD (bottom right). Both up and down variations are shown.
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Figure H.4: Relative uncertainty (%) for individual JES sources in the 2016 dataset:
Fragmentation (top left), PileUpDataMC (top right), PileUpPtBB (bottom left),
and PileUpPtEC1 (bottom right). Both up and down variations are shown.
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Figure H.5: Relative uncertainty (%) for individual JES sources in the 2016 dataset:
PileUpPtEC2 (top left), PileUpPtHF (top right), PileUpPtRef (bottom left), and
RelativeBal (bottom right). Both up and down variations are shown.
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Figure H.6: Relative uncertainty (%) for individual JES sources in the 2016 dataset:
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Figure H.7: Relative uncertainty (%) for individual JES sources in the 2016 dataset:
RelativePtBB (top left), RelativePtEC1 (top right), RelativePtEC2 (bottom left),
and RelativePtHF (bottom right). Both up and down variations are shown.
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Herwig++ EE5C (bottom left), and Herwig 7 CH3 (bottom right).
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Figure J.1: Data to theory comparison. Experimental differential cross sections
from the 2017 dataset overlaid on top of the fixed order predictions (top), and their
ratio with respective uncertainties (bottom).
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Figure J.2: Individual data to theory comparisons. Experimental differential cross
sections from the 2017 dataset compared to fixed order theory predictions with
respective uncertainties. Total theory uncertainty is decomposed into contributions
from different sources. Each plot corresponds to a different rapidity region.
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Figure J.3: Data to theory comparison. Experimental differential cross sections
from the 2018 dataset overlaid on top of the fixed order predictions (top), and their
ratio with respective uncertainties (bottom).
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Figure J.4: Individual data to theory comparisons. Experimental differential cross
sections from the 2018 dataset compared to fixed order theory predictions with
respective uncertainties. Total theory uncertainty is decomposed into contributions
from different sources. Each plot corresponds to a different rapidity region.
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