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Abstract

The lightest elements that make up our universe were created in the Big
Bang. Elements heavier than Li-7 are produced every day in the heart of
stars. Elements are synthesised in different nuclear processes taking place
in different life stages of stars. Among other particles produced during
these reactions, neutrons are readily available in stars and their velocities
follow a Maxwell-Boltzmann distribution, centered around the value that
corresponds to the star’s temperature. One of the most important nucle-
osynthesis processes is the s-process, consisting of neutron captures and
subsequent decays. Astrophysical models can deduce the elemental ratios
and model the chemical evolution of our universe, but in order to accurately
do so, they need input from nuclear reaction studies, such as accurate cross
section values for astrophysical processes. Since neutrons in stars follow a
Maxwellian distribution, these cross sections are referred to as Maxwellian-
averaged cross sections, or MACSs. MACSs can be calculated by folding
point-wise cross section data with a Maxwellian distribution or can be di-
rectly measured, if a Maxwellian neutron beam is available.

The neutron time-of-flight facility (n-TOF) is CERN’s neutron source.
Based on a proton beam from the proton synchrotron (PS) impinging on
a lead spallation target, n_ TOF comprises three experimental areas, two
at the end of long flight paths in order to perform measurements using
the time-of-flight (TOF) technique, and one right next to the spallation
target itself, benefiting from high neutron flux. This third experimental
area, the "NEAR” station, could potentially be used to perform integral
MACS measurements on cases that are too challenging to measure via TOF.
A prerequisite to this is to filter the neutron energy distribution into a
Maxwellian one. This work is a feasibility study of such a filtering technique.

In order to shape the neutron energy distribution, filters made of B4C,
enriched in B-10 and thus highly interacting with low energy neutrons, were
used. To test the shape results, neutron capture reactions of already known
point-wise cross sections and MACS were measured. The methodology for
these measurements was the activation technique, which consists of two
steps: Irradiating the sample and afterwards measuring its induced activity.
We can then deduce the number of nuclei of interest that was produced
during the irradiation. This number is related to the cross section of the
reaction for this specific shape of neutron flux.



By comparing the experimental results with the ideal-case results we
would have gotten if we had had a perfect Maxwellian beam, we can quantify
the quality of the shaping technique used in this study and make inferences
as well as future suggestions.

The conclusions of this work can be summarised in the following two
points:

- MACS can be measured at n_TOF only within a factor 2-3. This is not
a high accuracy measurement, it can however be useful in cases where the
MACS is completely unknown, or deduced with a large uncertainty.

- Thicker filters lead to smaller differences between experimental and
ideal conditions. It should be noted though that increasing the thickness
of the filters too much can have the opposite effect, as they then start to
interfere too much and lead to further scattering or background issues.

- The experimental conditions can be significantly improved by the in-
stallation of a moderating system that will further shape the beam by in-
teracting with the higher-energy neutrons, in addition to the filter that can
absorb low energy ones.



Extetopévr neplindn

ITupnvixy, actpopuUoLXA

H mupnvixr) aotpoguoiny| elvon o Tou€ag TNg QUOLXNG Tou GUVOULALEL ToEAT
PHOELS ATO TNV UG TEPOYUOIXT| UE HOVTENN TTURTIVIXWY AVTIOEAOCEWY UE GTOYO TNV
XAAVTEQT) XATAVONOT) TNG TORAY WY NG TWV OTOLYEIWY 0TO GOUTAY XM oL TN
YN EEEMEY TOL.

Ta mo ehagped otolyelor Tou TEPLOBWOV TV, TO LBEOYOVO Xl TO HALO,
onuoveyRinxay xatd tn Meydhn ‘Exenén eve ta Popitepa ototyelo and to
7Li nopdyovton oto aotépia. ‘Evag aotépag onplovpyeitar and thy xatdppeuo
agplowv oto abunay. To a€plo GUUTUXVEOVETAL, To GTOUE TOU EAXOVTAL OO Xal
loyvpoTepa xou 1 Vepuoxpacio avePBaivel. 'Emeita and xdmowa cuyxexpuévn
Yepuoxpacta, 1 EVERYELNL TV ATOUWY TOu LBEOYOVOL elvar LYNMAGTERT amd To
pedypo Kouldun xan pmopolv mhéov va Eextviioouy avtdpdoelg odvinéng. H
XATAPEEVCT] OTUUATA TEOCKEWVA XS 1) dLVaUT TNg PoapltnTog e€loopponeiton
amo TNV TAPAYWYT EVERYELIC UEGK aOVTNENG Xat NALO EEXVE Vo oAy ETOol.

‘Oravy o drardéoipo udpoydVo GToV TPV TOL doTeou e&avtiniet, 1 xotdp-
peuom Covagextvd xaL 0 aoTépag UETaTeéneTal o puipd Yiyovto, axTvofBolel
evépyeta xau 1) deppoxpacio Tou Tuphva Tou eCoxoroulel va auEdveton UEyple
6toU xotaoTel duvath 1 oOVTNEN Tou NAiou, OTOTE 1) XATAPEEVCT] GTUUATA Xt
TIOAL.

O aotépac Yo cuveyioel auth TNV axoloudior TEPLOBWY XATACEEUCNC XAl
looppoTiag, UE T DLPORETIXG GTOLYEl VoL TURdYOVTOL UECL DLUPORETIXWDY O-
VTIdpdoEwY Tou Eextvolv oTa avtioTolya otddlo e€€MEng. Kdde avtidpaom mou
hofBdver ywpo u€co 6To AoTEO BeV TapdYEL Uovo xdmolo Papltepo oTotyelo,
ARG TOAAGL axOua COUATIOW OIS NAEXTEOVLA, VETEiVa X dAAa. MeTtall ou-
TV Peloxovton xou Tol VETEOVIAL, To 0ol TapdyovTal Xal XtvouvTol HECA OTO
UAXO TOU aoTépa o, XS CLYXEOVOVTAL UE TO UTOAOLTA COUATIOW, Ol-
Y& olyd amoxToly TayUTNTES TOU AVTIOTOLYOVY OTN VEQUOXPAGIN TOU AGTEOL.
H xotovour; Tov ToyuTATOY autiv Twv VETpoviwy elvor toTe uio xatavou
Maxwell-Boltzmann.

Kodode tor vetpdviar autd xvolvton Yéoo 6TO UMXO TOU aoTERPX, XATOLY
oty Yo cuAAngUoly and xdmowo dropo. H mdavotnta va cuyPel auvty n
cUMNY Biveton amd T uéom evepyd dlaToun TNG CUYXEXPWEVNS avTidpoong
yiar veTpovia tou axoroudoly xatavouy) Maxwell-Boltzmann avtictoryn tng
Yepuoxpactag Tou dotpou. H tiur auth ovoudleton Maxwellian-averaged cross
section (MACS) xou awth 1 opohoyio Vo ypnowonoleiton ot cuVEyEL AUTOY
TOU XEWEVOL.

Ytbyoc authc T peAéTng ebvan var Siepeuvniel 1 SuvaTOHTNTA TEYUATO-



Yyfuo 1o H newpopotind) teployy NEAR, axp3d¢ umpootd and 1 Ywpdxion
Tou WoAUBBvou GThYOoU.

noinong petproewy MACS  uéow tng Teyvixiic Tng evepyomoinong oTic e-
yxatootdoelg n-TOF tou CERN, xou cuyxexpiuéva 6Tny Telpaotixy TepLoy
NEAR.

IMepapatixég eyxatacTdoelg

H eyxatdotaon n-TOF tou CERN Boocileton oe pio amd Tic 1oyvpdtepes mnyég
Tayéwv vetpoviwy. Tlpwtoévia and tov emtayuvty PS cuyxpolovtal ye otéyo
HoAUBBoU 0dNYOVTaC o avTIdEdoElc VpuuUATIopo) oL oTtoleg TaEdyoUV dlapo-
PETIXG o ToLyEla xou cwuaTidla, YeTadd Twy onolwy vetpovia. [ xdde mpwtdvio
napdryovtal tepinou 300 veTpdvia, XxvoUUeva Teog OAeC TiC xoteudivoels. Ao
AUTA, €val WP TOGOCTO XaTeVIElVETOL TTPOC TIC TEELS MEWRAUUATIXEC TEPLOYEC
e eyxatdotaong. Oudvo and autée, or EARI xow EAR2, Bploxovton poxpud
and 10 0TOY0, 185 xou 20 yé€tpa avtioTolya, OTE Vo EMTEETOVY UETENOELS UE
v teyvxt| time-of-flight (TOF), tey v mou exyetahhelton TNy %okt YVOo
NG AMOCTACTG XA TOU YPOVOU TTACTS TWV VETEOVIWY Yo TOV UTOAOYLOUS TNG
evépyelde toug. H tpltn nelpapatinn meploy) 1oV eyxatac tdoewy, 0 oTaduog
NEAR fploxetoan xovtd oto 010)0, o€ andcToom WOMS 3 UETEWY, UE OXOTO VoL
expeTodeuTel TNV TOAD LYMAY pony veTpoviwy exel. Ot melpapatixés Slatdele
TomoYeTOUVTOL OE AAOUUIVEVLOL UTOC TNELXTIXY pdya xou evduypauuilovTon e Ty
avtiotoyn onh ot Ywednxion xar TNy didtadn Tou eviuyPUUULOTH TNG déoung
(collimator). H nepopatixf nepioy) NEAR goivetoar oto Lyfjuo 1.
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Eyfua 2: Evepyeoxr) xatovopr twv vetpoviny oto otadué NEAR émwe u-
nohoyiletan and mpocouounoelg.  To BlapopETINE YPOUTA AVTIOTOLYOUY o
UEdTERES 1 peyolUTepeg emipdvelee. Ilpocouownmoeic xau yedgpnuo: M. Cec-
chetto.

Médodog xou e€onAlopog

H evepyelonn) xotavour) TV VETROVIKV TOU YTEVOUV GTOV TELOUATIXG G Tord-
u6 NEAR extelveton anéd yepind meV uéypl v nepoyn twv GeV, xadoe to
VETPOVIAL TTROERYOVTOL amd avTidpdoele Vpuuuatiopol oto atdyo. Auth 1) e-
VEQYELOXT XUTAVOUT] Y10l OLUPORETINES ETUPAVEIEG XUTA UAXOC TNG OEoUNg TOu
TERUUATINOU O TadUoL, OTWS TEOEXUVYE Amd EXTETUUEVES TEOCOUOLWOEL, TOU
Teoypatoroinxay ye tov xwdwo FLUKA &iveton oto oyfua 2. Ou ntpoco-
polnoelg tparypotonotfinxay and tny ouddo FLUKA tou CERN/SY.

‘Oneg ameixovi{eTon xaL 6TO Gy AU, 1) XATAVOUT| TKV VETEOVIKY BEV axolou-
Vel v xatavour; Maxwell-Boltzmann nou Yo 9éhoue yio uetprioeic actpopu-
ool evdlapépovtog. Autd OUmC UTopel vor aANGEEL UE TN YEHON XATIAANALY
piATewY, To omolo Yo amopEoPRooLY VETEOVIAL YoUNAY S EVERYELIS, UETUBAANO-
VoG €TOL TO Oy MU TNS EVERYELAXTC Xatavopunc Touc. 'Evo ukixd xatdAinho
yia TéTota pidtpa lvon o Bopto, eumioutiopévo oo todtono Boplo-10. T
CUYXEXPWEVY UEAETT yenowponotinxay 4 giktea Bacioyéva oto Boplo-10, ue
OLUPOPETIXL Ty T, WOTE VAL HEAETNUOUY OLOPORETIXES HUATAVOUES XL VO DIEPEU-



(o) Aclypo oe @ihtpo (B") IMhipne didtaln

Yy 3: Tlopdderyua mewpapatixnc didtagng delyyotog - gihtoou

Avtidpaon IIpoidv Xpedvog nuilwhc Evépyeia axtivag v [keV]

140Ce(n,Y) 141Ce 32 nuépec 1454
76Ge(n,y) 77Ge 11.2 dpec 264.5
94Zr(n,y) 95Zr 64 nuépeec 724.2
197Au(n,y)  198Au 2.69 nuépec 411

ivoxag 1: T uehétn avTidpdoels xat Bacind YapaxTNetoTind Toug: Teotdy Tng
avtidpaong, yedvoc NUIlmNAC TOU XaL YoRoXTNELOTIXY oxTivar ¥ Tou YeTerinxe.

el xatd ndécov unopoly va odnyricouy oe petpriocic MACS . Anogocictnxe
eniong va peretnioly 4 avTdpdoelc mou €youv UueAeTniel HOT UE TNV TEYVIXN
Xpovou TThoNg, Ue Yvwoth MACS | wote va unopel vo tocotixonowniel 1 amo-
teheopaTixdTnTa ¥y un v @ihtewny. Mall ye to xdde delyua Tonodetriinxe xou
PUANO YEUGOU, BEOVTIC WS OTOYOS AvVapoRds. LTo oy U 3 @aiveTon €va dely-
o xan T piATEa Tou Vol TO TEPLXUXADGCOUY XATA TNV OXTVOBOANCT) EVEL GTOV
nivaxar 1 avorypdipovton ot untd YEAETN avTIOEACELS Xou ToL BooiXd Y oEoXTNELo TiXd.
Toug.

H pédodog mou axohoulficoue yior QUTES TIC UETEHOELS NTOV 1) TEYVIXY TNG
evepyomoinong. H teyvinr| auth anoteheiton and 800 Briuata: tnv axtivofoinon
EVOC OEYHATOS o TN METETELTAL PETENON TNE EMAYOUEYNS evepyoTnTac. Kotd
v axTvoPBoinoT AauBdver yweo 1 ud UEAETN avTidpaom v 1 pétenon Tng
EMAYOUEVNS EVEQYOTNTIS OONYEL GTOV UTOAOYLOUO TOU 0y VG TOU PEYEVOUS IO
umopel vau elvan 1) evepydC Blatour| TN avTidpaong, €AV 1 PO AT TNV OXTIVO-
Bohinon elvon Yvwo Ty, 1 10 avtloTeoyo.

Yy mopoloo UEAETN N PETENOT TN EVERYOTNTUC TEAYUATOTOLAUNXE UE
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Yyfuo 4: Hoapdderyuo pdopatog v. Me xdxxvo: Pdopa and delypa ypucoo.
Me padpo: Puoxd undPBaidpo TN HETENONS, XUVOVIXOTOLNUEVO GTOV avTloTOLY O
YeOVvo.

aviyveuth yepuaviou utepudminc xadapdtntac (HPGe). Enpdxerto yio évav
VLY VEUTT] YEQUOVIOU EYXATECTNUEVO OE UTOYELD YWEO Xot PECH o LOADBOLVY
Yopdxion ndyoug 10 exatooTmy, WOTE Vo AelToupYel OTIC XAA)TERES BUVATES
cuvihixeg urofBddpou. Ilpw 1N yerion Tou ya T petproele, Paduovourinxe e
podLEVERYES TNYES xou e Bdon auth TN Boduovounon yovichonot{dnxe pe T
Bordewa tou unoroyioTixol taxétou GEANT4. H Swaduxaoctior autr ovopdleton
YOEAXTNELOUOG TOU OVEYVEUTY| Xou Vol amopalTnTn OOTE, OTo ENOUEVA OTAOLYL
e UEAETNG, VoL umopel vor uToAoYIoTEL Ue axpifBeta 1) aviy VEUTIXY| TOU amodooT).

AvdAucT SBoUEVLYV

Ta 5edopéva ToL € 0LUE GTO TENOG TNG HETENOTNS TNG EVERYOTNTAS Vol (PAGUTA-
Y, Omwe autd mou amewxoviCovtoan oto oyfua 4. Me Bdon auvtd to pdouota
umopoluE va utoloyicouue Tov apriud Twv TUEHVKY Tou TaENYINCUY XoUTd TNV
axTvoBoAnom. Apywd meénel va unoloyicoupue Tov apLiud TWV YEYOVOT®Y Tou
HATOY RPNV GTY) PWTOXOPUYPY|, XAVOS AUTY AVTIOTOLYOUV GE POTOVLOL TTOU EX-
méupUnxay and to Selyyo xatd TN Sdpxels TNG HETENOTNG, O TAVUICUEV PUOLXS
UE TNV AVl VEUTIXY andBOCT TOU GUCTAUNTOS LS.

Agobtou mpocdlopicouye Tov aprdud TV YEYOVOTWY and TNV avaAuan TwY
(PUCUATWY %ok TELY XATUANEOUUE OTOV pldud TOV ORIy OUEVLY TURPTVGY, Y EEL-
GleTon Vo EQUPUOTOLUE OPLOPEVES BLopBDoELS:



- Abpdwon yio Toug Tuprveg Tou oy Unoay xatd TNy axtvoBoAnan ah-
A& amodleyEpUnxay eTlong XaTd T BIdEXELd TNS, U1 PTAVOVTAC £TOL GTO GTAdLO
e wétenong: Trohoylleton pe Bdorn Tig TAnpogopieg mou €youue and Bdoelg
dedopévmv tou CERN yio tnv axpiy) pof] tpwtoviwy 610 6tdyY0 nohiBdou (xau
oo Taparywy g BEoUNG VETPOVIwY) avd TaxTd ypovixd Slac T

- Aopinomn yior Toug TUEHVEC ToL amodleYEpUNXay GTO BL8C TN OVAUEC
oV axTvofBoAnom xou TN uétenon: Troloyileton pe Bdon 1o vouo tng exve-
TIXC ATMOBLEYEQONS YLl TO YPOVIXO BIAC TN TOU UEGOAABNTE.

- Aopinon Yol TOUC TUPHVES EVOLUPEROVTOC YLOL QUTH T HEAETT], TTOU OUWG
ToEUNoAY amd AATOLL BLAPORETIXT, AVTAYWVICTIXY avTidpaoT xaL Oyl TNV
avtidpaom Tou evdlapepduaoTe Vo peAetoouue: T roloyiletan hauBdvovtog u-
oy TNy poY| VETpoViwY 670 delyua pog (UECw TPOCOUOWCE®Y) XL TNY EVERYH
otatouy) xou TV dVo avTIdEdcEWY, Xot UTohoyilovTag YewenTind T0 T0GOGTO
CUUMETOYNS TNG xde ulog oty mopaywyr) TOu TUENVAL TOU G EVOLUQEREL.
Avuty| 1 Suoptwon Teoodidel Eva ueYdAo T0coaTo “afBefoundtnToc’ oTo dedoUEva
o, xodae e€aptdton onuavtixd and ™ Bihodnixm ¥ Bdon dedouévwy and tnv
omola avTAOVUUE Tor BEBOUEVAL TNE EVERYOU BLTONG. MT1) CUYXEXPIIEVT Epyacia
xenowomotinxay diapopetixéc BiAodnxec Yiot TOV UTOAOYLOUG AUTHG TNG OL-
0pUWONE XU GTOL TEAXY ATOTEAECHATA YENOoLLoTOLUNXE piot u€om Ty, v ot
Otapopec avdpeoa oo dedopéva evepyol dlatounc Aopfdvovtal LTy we Eva
eldog cuoTuaTrg “aBefondtnTog”

Agotou eqopudcoupe 6houg Toug BLoPPwTIX0VE TUEAYOVIEC TOU OTOLTO-
OvToL, XaTohYOUUE oTov apliud TV Tuprivwy Tou oy dnoay, uéyedog due-
OO GUVOEDEUEVO UE TNV EVERYO OLUTOUY| TNG aVTIBPUONE YL TN CUYXEXPWEVT
evepyeloxy| xatovouy| vetpoviwy. Auth 1 evepydc dlatour| ovoudletar Méon
paopotixr evepyog dutour ( Spectral-averaged cross section (SACS) ) xou,
Y10 VO TOGOTIXOTOLCOUUE TOL AMOTEAECUOTA TNG HEAETNG, TRETEL VoL GUYXEIVOU-
UE ToV apriud oUTOV UE ToV Wovixo aprdud mou Yo elyaue €dv 1 evepyelaxt
XATOVOUY| TV VETPOVIWY fTay plo Téhewa xatavour) Maxwell-Boltzmann, on-
hadr Ty MACS. T vor amoUyoude Tuy OV GUG TNULOTIXG GPIAUATO TOU UTOEOUY
VoL UTOVOPEVGOLY TNV axpeifeta autic Tng YeAéTng, utoloyioaue To AOYO TwV
SACS Belypatog %ot oTdY0U avapopds XxaL CUYXPIVOUE PE TOV AvTIGTOLYO AGYO
wwv MACS.

H olyxpion autdv twv Aoywy gaiveton oto oyfue 5. To peydho edpog ota
OMOTEAEOUATA TNS TEOGOUOIWONG (XUavd ypmdud) Xodd XaL Tol ATOTENEGUOTOL
wwv MACS (xitpwvo ypoua) opethetar xuping otic Stopopéc Tomv PipModnxdy



ue dedoyuévo evepyoL Blatounc.
Ta cuunepdouaTa Amd QUTO TO OY AN UTOEOLY VO XUTAYPa(PoVY w¢ EAC:

- MeyolUtepa mdyn gihtpouv odnyolv ot melpopatinés TWES (LB ypmua)
o xoVTVES TS Wavixée (x{tpvo ypmua).

- T udming axpiBelac utoloyiouote MACS, Sev apxel uévo 1 dladixacto
TOU QPLATEORIOUATOC TNE POTC OTE VoL ATOUUXEUVUOUY T VETEOVLOL YOUNANC €-
vépyewg. Auto galvetar amd To YEYOVOS OTL Tol TELpaaTixd dedouéva (UmP
Yeopa) améyouv and to avixd (xitpvo ypnua) xatd évay napdyovto 2-3. Ilo-
P'OhaL aLTd, auTy) N oxp(Belo Uumopel Vo Elvor XovOTONTIXT VLol AVTLOEACELS TWV
ornoiwy 1 MACS 8ev eivor Yvwo T, 1 elvor YVoo T ue Toh) ueydin afeBoudtnta.

‘Evag tpénog va Bedtindel n duvatotnta uétenone MACS péow tne teyvi-
A TN evepyornoinong otny mepopatixd) teptoy) NEAR tou n_ TOF elvar 7
eMTAEOV EYXATACTUOT €VOG GUGTAUATOG moderator, ye To omolo Yo ahhnie-
TOEOLUV Ta VETPOVIX o UPNANC evépyetag, kote va uetofiniel nepantépn To
oYM TNS EVERYELNMS XATAUVOUNG TV VETEOVIWY, TANCLALOVTOS TO TUO XOVTH
GTO LOOVLXO.
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1 INTRODUCTION

1 Introduction

1.1 Nuclear Astrophysics

Nuclear astrophysics is the scientific field that combines nuclear physics
and astrophysics. Based on astronomical observations and nuclear physics
theories and models, it explores the processes of nucleosynthesis in stars,
and the role of these processes in the distribution of elements and chemical
evolution of the universe.

1.1.1 Stellar evolution

A star is created when interstellar gas collapses due to gravity. If the gravi-
tational energy is larger than the thermal energy of the molecules and atoms
of the gas cloud, then it becomes unstable and collapses. The density of the
central region of the gas cloud increases and, if anisotropies exist, it can frag-
ment into independent collapsing clouds leading to the creation of not only
one but many stars. Sometimes, largely in the case of smaller clouds, the
thermal pressure is enough to prevent gravitational collapse. In these cases,
an external event such as a shock wave is needed to initiate the procedure.

Stars begin their life cycle containing mainly hydrogen, the most abun-
dant element in the universe. As the gas cloud collapses, the kinetic energy
of atoms increases, thus the temperature of the gas rises. After a while,
the temperature is high enough for protons (hydrogen nuclei) to overcome
Coulomb barriers and fusion reactions to start. The gravitational collapse
is temporarily halted, as the star can produce enough energy through hy-
drogen fusion into helium, a process called “hydrogen burning” and which
essentially constitutes the first stage of the life of a star. During this lengthy
stage, the star doesn’t change considerably in size, temperature or luminos-
ity. In a Hertzsprung—Russell (H-R) diagram, a tool for categorising stars
into evolutionary phases based on their luminosity and temperature, a star in
the hydrogen burning phase would belong to the so-called “main sequence”
region. The main sequence is a diagonal line containing as many as 80% of
the stars on the diagram. The diagram is pictured in Fig. 6.

Eventually, the hydrogen in the core of the star will become exhausted
and the core will predominantly consist of helium. The star will then resume
its gravitational contraction, since it has run out of hydrogen fuel. This
causes more energy to be generated at the core, igniting the surrounding
hydrogen shell. Even as a star evolves off the main sequence, hydrogen
burning remains an important energy source. At this stage, more energy can
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Figure 6: The Hertzsprung—Russell (H-R) diagram. Figure from the Euro-
pean Southern Observatory.

be radiated away at the star’s surface, making its outer layers expand and
cool down. The star is now moving upward in the H-R diagram, becoming
brighter and redder, classified as a red giant. When the central temperature
raises enough, helium burning begins. The helium burning reaction releases
less energy than the hydrogen one, so more reactions, and thus more helium
destruction, are needed to generate the same amount of energy. This is
why the red giant neighbourhood of the H-R diagram is less crowded than
the main sequence and the star’s passage from it is faster than that of the
main sequence. The length of the helium burning phase depends on the
lifetime of the star and its future evolution. If the mass of the star is low,
it will eventually eject its envelope and become a white ward, gradually
cooling and fading away. If the star however has a mass higher than 1.4
times the mass of the sun, it will evolve more violently. Stars with moderate
mass will end up as white dwarves after a nova mechanism, while in stars
with higher masses, each burning product will become fuel for the next in
between collapsing phases. Thus, after helium comes the carbon-oxygen
burning. Each stage produces less energy than the previous one and energy
losses increase. This successive chain reaches its end when the core consists
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mainly of iron, the element with the highest binding energy per nucleon.
Beyond iron, there is no energy gain through combining nuclei thus the star
will inevitably collapse and explode as a supernova [1-4].

1.1.2 Stellar nucleosynthesis and the s-process

The lightest elements of the universe were produced in the Big Bang. The
standard model of cosmology is quite successful in explaining those elements’
abundances, which cannot be reproduced only by nucleosynthesis in stars.
The only way to reproduce them is Big Bang nucleosynthesis, which has thus
been used as a probe for early universe studies. Such studies are important
as they provide limits and constraints in both particle physics and cosmology
[5]. An example of that is the constraint in the number or light neutrino
species as explained in [6].

Heavier elements are synthesised in the hearts of stars. The underlying
nucleosynthesis processes depend on the star’s size and evolution. Based on
the distribution of masses of stars that are formed in the region around the
Sun, it can be derived that [7]:

e 90% of stars are low in mass, specifically with a mass less than 0.8
solar masses

e Approximately 10% of stars have intermediate masses, with values
between 0.8 and 8 solar masses.

e Less than 1% are characterised as massive, meaning they have a mass
of more than 8 solar masses.

Most supernovae evolve from massive stars, main sequence stars with
masses greater than 8 times the mass of our Sun. All these stars produce
a collapsing iron core after their hydro-static evolution. In most cases, a
central neutron star or black hole is created and the envelope is ejected
after a shock wave. A considerable portion of the heaviest elements of the
universe are synthesised in these violent processes [8].

FEach low mass star enriches the interstellar medium with fewer new ele-
ments than a high mass star, however, collectively because of their number,
low and intermediate stars (LIM) become more significant contributors [9].
One of the most important astrophysical processes responsible for nucle-
osynthesis in LIM stars is the s-process, comprising neutron capture events
and subsequent beta decays. It is named slow process, as it takes place in
environments with lower neutron fluxes and each element created by a neu-
tron capture has enough time to decay before capturing another neutron.
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Figure 7: Path of the s-process after 6 Fe. Taken from [11]

The s-process path after 6 Fe can be seen in Fig. 7. More than half of the
elements heavier than iron are produced through this process [10].

The majority of s-process elements is synthesised in LIM stars while they
are in the asymptotic giant branch (AGB) phase of their evolution [12], as
neutrons are much more easily released in that phase. During this phase,
the star has exhausted the hydrogen and helium fuel in its core, causing it
to expand and cool, becoming a large, luminous red giant. The AGB phase
is characterized by two shells around the star’s core where nuclear fusion
occurs: an inner shell fusing helium into carbon and oxygen, and an outer
shell fusing hydrogen into helium. A typical temperature for a star in this
phase of its life is about 300 Million Kelvin, which corresponds to thermal
neutrons of approximately 30 keV. The star experiences intense mass loss
through strong stellar winds, creating a circumstellar envelope of gas and
dust. Ultimately, stars in the AGB phase shed their outer layers, forming a
planetary nebula, while the remaining core becomes a white dwarf.

The production of elements and their proportions by the s-process can be
deduced using astrophysical models. These models highly depend on initial
parameters such as star mass and metallicity and different approaches can
yield different results (see [13]) [9]. Furthermore, abundance predictions are
dependent on nuclear physics quantities, thus the uncertainties of the latter
have a great impact on the former [14-16].

For a more detailed analysis of astrophysical observations and nuclear
physics in nuclear astrophysics, see [11, 17, 18].
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1.2 Maxwellian Averaged Cross-Sections

The probability of a nuclear reaction occurring between two nuclei depends
on several parameters. It is affected by their relative velocities as well as
the nuclear stucture of the involved isotopes, the type of reaction, etc. This
probability is often expressed in terms of the "nuclear surface”, or alterna-
tively, as the number of reactions per intensity unit of incident particles.
Inside stars, gas is in thermodynamic equilibrium, which leads all particle
velocities to follow the Maxwell-Boltzmann law. This means that most par-
ticles have a velocity around a "most probable” value which depends on
the star’s temperature. The higher the temperature, the broader the dis-
tribution. At lower temperatures, the distribution is narrower with more
particles having velocities closer to the average. Mathematically, we can say
that the number of particles with velocity between v and v + dv is

mv2

N('U)d'l):N _ﬁ

)3/26331)( )dv (1.1)

( m
2wkT

where:

e N — Number of particles in the system.

e m — Mass of a single particle.

k — Boltzmann constant (1.38 x 10723 J/K).

T — Temperature of the system in Kelvin.
e v — Velocity of the particle.
e dv — Small velocity interval.

If the particles are charged, they need to overcome their Coulomb repul-
sion barrier in order to interact. Typically in stars, their energy will not be
sufficiently high to overcome the Coulomb barrier, however, once in a while,
they can approach enough thanks to the quantum tunneling effect, which
enables nuclear reactions at low energies.

As the atomic mass of the interacting particles increases, however, so
does the Coulomb barrier, making it more and more difficult for fusion to
occur. For nuclei with atomic mass A > 64, fusion can only occur at tem-
peratures of the order of 5-6 billion Kelvin [4]. Such temperatures favour
photo-disintegration reactions and fusion cannot anymore explain the pro-
duction of elements heavier than iron. These are produced by neutron cap-
tures, since neutrons do not have charge and thus Coulomb barrier to limit
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their interactions. Contrary to that of fusion reactions, the general trend
of the cross section of neutron capture reactions in that energy region is a
decrease with energy as o o< 1/ VvE

Neutrons exist in stars thanks to reactions such as

130(0[, n)lGO

and

2Ne(a,n)*®Mg

and they, too, follow a Maxwellian distribution of velocities. When they
interact with nuclei, for example when they are captured in the course of the
s-process, the reaction rate depends on the velocity of both the neutron and
the capturing nucleus. If we introduce the center-of-mass energy £ = %/LUQ,
we can say about the reaction rate [1]:

8 1 e E
<ov>= (W)I/QW/O U(E)Ee:zp—(k—T)dE (1.2)

This equation describes the reaction rate at a given stellar temperature
T. If the temperature changes, the reaction rate needs to be re-evaluated at
the new temperature of interest.

The reaction rate per particle pair can be considered constant and thus

< ov >= constant =< o > v (1.3)

This < o > is the Maxwellian-averaged cross section, known as MACS,
the knowledge of which can help our understanding of the underlying nucle-
osynthesis processes, such as the s-process.

From the point of view of nuclear physics, MACS can be extracted in
two ways:

i) Integral measurements: Irradiate the sample with a Maxwellian neu-
tron beam and directly extract the MACS value. Examples in [19, 20]

ii) Indirect measurements: Measure the point-wise cross section of the
reaction under study and then fold it with a Maxwellian spectrum to ex-
tract the MACS, according to 1.4 and the reaction’s astrophysical impact.
Example in [21].

oo
<o>=STZ0_ jﬂ}T/O o(B)Beap—(1)dE  (14)
with
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e (o) — MACS.

e (ov) — Reaction rate per particle pair.

vy — Thermal velocity, representing the characteristic speed of particles
at temperature 7.

k — Boltzmann constant (1.38 x 1072 J/K).

T — Temperature of the system in Kelvin.

o(E) — Energy-dependent cross-section for the interaction.

E — Energy of the interacting particles.

1.3 Motivation

The neutron time-of-flight (n_.TOF) facility at CERN is already present at
MACS measurements via time-of-flight (TOF') and the collaboration behind
it is constantly proposing new developments and ideas [22]. Accordingly, a
new experimental area was constructed in 2021 with the aim of being ex-
ploited for even more astrophysical studies [23]. Despite the growing body of
research on neutron capture reactions using the TOF technique, limitations
in the available sample mass can sometimes hinder its application. This
issue particularly arises when dealing with unstable isotopes. In such cases,
where only extremely small sample masses are available, or when considering
extremely small reaction cross sections, integral measurements through the
activation technique remain a viable option. This approach allows access to
previously unexplored physics cases. The sensitivity and selectivity of the
activation technique can play a vital role in achieving challenging measure-
ments or even in benchmarking previous studies conducted using the TOF
technique.

The purpose of this study is to investigate the possibility of extracting
MACS values through integral measurements at n_ TOF’s newest experi-
mental area. In order to achieve this, the 11-orders-of-magnitude-spanning
n_TOF neutron energy distribution has to be modified so it resembles a
Maxwell-Boltzmann distribution as closely as possible. This study is thus
a feasibility study of one possible method of shaping the neutron energy
distribution, which is the employment of suitable filters.

To validate the method, samples with neutron capture cross sections of
different shapes already measured and well-known are irradiated together
with a reference foil, again of a known cross section. The induced activity is
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measured after the irradiation and the number of activated nuclei produced
during the irradiation can be estimated. The ratio of the activated nuclei is
directly proportional to the ratio of the cross sections of the sample and ref-
erence foil, with each cross section being in fact a ”spectral averaged” cross
section (SACS), meaning an average value of the cross section for this specific
neutron spectrum. We can then compare the ratio of these SACS with that
of the ideal MACS we would have, if the neutron spectrum was perfectly
Maxwellian. This comparison alone can give us a hint as to whether we
can measure SACS and extrapolate the values of the corresponding MACS.
Furthermore, by comparing that ratio to Monte Carlo simulations, we can
validate them, leading to a trustworthy determination of the neutron energy
distribution shape itself, through these simulations.

This study is a qualitative control of this shaping method using filters
and can quantify how far we are from the ”ideal” case of a purely Maxwellian
beam.
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2 Methodology and physics cases

2.1 The activation technique

The principle of the activation technique is rather old, dating back to 1936
when Hevesy and Levi first implemented it to extract the amount of dys-
prosium in an yttrium sample [24]. Thanks to its extremely high sensitivity,
high selectivity and its being a non-destructive experimental method, the
activation technique is now a powerful tool in various scientific fields as well
as industry.

This technique consists of two stages: The irradiation of the sample
in beam, inducing nuclear reactions that produce various nuclei, and the
subsequent measurement of the induced activity. It can be both qualitative,
aiming for example to the identification of some unknown isotope through
the unique properties of the radiation it emits, or quantitative, where the
mass of an element, the particle flux or an unknown cross-section can be
determined.

Whether the activation technique can be employed for the study of a
particular physics case depends on the decay characteristics of the produced
isotope. If the half-life is too short, the resulting activity is very low and
a measurement is highly impractical. If, on the other hand, the half-life
of the isotope is too long, the irradiation and measurement times need to
be significantly increased to lead to adequate statistics. Furthermore, the
radiation emitted during the isotope’s decay should not present excessive
counting difficulties. For example, if an isotope decays by emitting a gamma-
ray with very low intensity, the counting rate is extremely low rendering the
activation technique unsuitable for its study [25].

The number of nuclei of interest after irradiation is given by:

Naet = oNpdf5 (2.1)

and the formula to derive the cross-section of a reaction employing the
activation technique is the following:

counts * corrections
g =
®€INT67)\twait (]_ — B*Atmeas) fB

(2.2)

with

e counts the number of counts recorded in the experimental spectrum
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corrections the various correction factors we need to apply to our
counts, such as self-attenuation, dead time, etc.

® the incident particle flux as particles/cm?

€ the detection efficiency

I the emitted radiation intensity

Nr the number of nuclei in our sample (target nuclei)

twait the elapsed time between the end of the irradiation and the be-
ginning of the measurement (”waiting” or ”cooling” time)

tmeas the measurement time

e fp a correction factor accounting for the nuclei that decayed during
the irradiation period. Details about this correction factor can be
found in 6.2

The activation technique formula is directly derived from the differential
equation that describes the rate of nuclei formation during irradiation:

dN, act
dt

The step-by-step solution of this differential equation can be found in
6.1.

= O'f(t)(NT — Nact) — ANget

2.2 The physics cases

In order to test the effectiveness of the use of filters in shaping the neutron
energy distribution of the NEAR Station into a quasi-Maxwellian one, suit-
able reactions with already known cross section had to be selected. For this
purpose, four reactions were chosen: neutron capture on 49Ce, 97Zr, 197Au
and "®Ge. Experimental cross section data for these reactions are already
available coming from different measurements at different facilities. All of
these cross sections have been measured at n_TOF as well, with some of the
results already published [26-29]. Figure 8 shows the cross sections of four
of the above reactions as given by TENDL-2019 [30].

10
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Figure 8: Neutron capture cross sections for four of the reactions used [30].

2.2.1 "Ge(n,y)

Natural germanium consists of 5 stable isotopes, with ““Ge being the heav-
iest one. After capturing a neutron, °Ge produces "'Ge, an unstable nuclei
with 11.3 hours of half-life which decays via S-decay to 7"As. The decay
scheme can be seen in Fig. 9. The three most intense photopeaks of this
decay have an energy of 215.5 keV, 265 keV and 416 keV. None of them can
be contaminated by any natural background ~-ray of similar energy, how-
ever the (n,2n) reaction on “°Ge produces ®Ge, which decays by emitting,
among others, a 264.5 keV ~-ray which can overlap with 7"Ge’s 265 keV
photopeak. ®Ge has a half-life of ~ 83 min.

2.2.2 %Zr(n,y)

971 is one of the five stable isotopes of zirconium. When capturing a neu-
tron, it produces ?°Zr which decays to “’Nb via S-decay, according to the
scheme in fig. 10. From this decay, two «-rays are emitted, with energies of
756.7 keV and 724.2 keV. %Zr can also be produced by the (n,2n) reaction
on zirconium’s heaviest isotope ?6Zr, thus a correction needs to be applied
in the data analysis phase to account for the population of ?*Zr through this
(n,2n) channel.

11
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Figure 9: Decay scheme of "Ge [31].
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Figure 11: Decay scheme of 4'Ce [33].

2.2.3 !49Ce(n,y)

149Ce is the most abundant stable isotope of cerium. When undergoing a
neutron capture reaction, '4'Ce is produced and decays to ! Pr via $-decay,
according to the scheme in fig. 11. Following this decay, a v-ray of 145 keV
is emitted. *Ce can also be produced by the (n,2n) reaction on 42Ce, thus
a correction needs to be applied, similarly to the case of °Zr.

2.2.4 Y"Au(n,y)

197 Ay is the only stable isotope of gold. The Y7Au(n,y) reaction produces
198 Au which, with a half-life of 2.69 days, decays into '*Hg emitting a -ray
of 412 keV.

13
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Figure 12: Decay scheme of %8 Au [34].
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3 Experimental Set-up

The aim of this work is to explore the possibility of integral MACS measure-
ments at the NEAR station of n_.TOF. In this chapter the n_ TOF facility
as well as the NEAR station are described, together with the dedicated
experimental setup used in this feasibility study.

3.1 The n_TOF facility

The n_TOF facility is CERN’s neutrons spallation source. It was first envi-
sioned in 1998 by C. Rubbia [35] and came into operation in 2001. Initially
consisting of only the spallation target and one beam line [36], the facility
underwent various upgrades leading the development of two more experi-
mental areas [37, 38] in 2014 and 2021. More details on the characteristics
of all the experimental areas as well as a description of the basis of the fa-
cility operation, the neutron production through spallation, are given in the
next paragraph.

The aim of this facility is to study neutron induced reactions important
for different fields of nuclear physics, starting from basic research and ex-
tending to, among others, nuclear astrophysics [39, 40], nuclear technology
applications [41] and nuclear medicine [42]. It is operated by the n_.TOF
collaboration, which comprises ~ 40 member institutes.

3.1.1 Neutron production

wp Nitrogen circuit

Demeniralized water circut Moderators
(AI-5083)
w—t Borated water circuit ueFE
== Beam top plate N

Proton window Moderator support
(A1-6082-T6)

Cradle assembly s50mm 150 mm

[Target core
(pure Pb)

(SS316L)

Crad ly
(A1-6082-T6 + pure Pb)

760 mm

Supporting

(AI-6082-T6)

___________________

Figure 13: Schematic representation of the n_ TOF target #3. [43].
Neutrons are one type of the many particles produced by spallation re-

actions when a 20 GeV/c proton beam delivered by CERN’s PS accelerator
impinges on the facility’s lead spallation target. This proton beam is pulsed,
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with the maximum repetition rate achievable being 0.8 Hz (or one bunch
every 1.25 seconds), however the actual repetition rate of each experiment
depends mainly on the beam demands of the CERN accelerator complex,
as well as the maximum power the spallation target is able to sustain. The
maximum repetition rate being relatively low grants the advantage of no pos-
sible overlapping of consecutive pulses, even for very low energy neutrons.
Two types of proton pulses are delivered to the n_TOF target: ”dedicated”
ones, with an average intensity of 850 x 10'° protons, and ”parasitic” ones
of lower intensity, around 300 x 10'° protons.

The spallation target consists of 6 pure lead slices, all of them 60 cm
in length and height with 5 of them having 5 cm thickness, while the last
one having a thickness of 15 ¢cm in order to keep the background as low as
possible. The slices are supported by an aluminium-alloy structure which
also contains channels that regulate the flow of nitrogen gas used for cooling
[43]. A schematic representation of target #3 can be found in Fig. 13.

As neutrons produced through spallation have in general high energies,
they need to be moderated if a broad energy spectrum is desired. The
two experimental areas of n_TOF use two different moderating materials:
demineralised water for EAR2 and borated water for EAR1. This difference
in the moderating material is reflected in the shape of the neutron fluence
of each area, with EAR2 featuring a very prominent thermal peak contrary
to EARI1, for which this thermal peak is suppressed due to the capture of
thermal neutrons by 'B. The demineralised water also helps suppress the
2.2 MeV ~-ray produced by neutron capture in hydrogen.

&
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Figure 14: Schematic representation of the n_TOF 185 m beam line. Taken
from [41].
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3.1.2 The two time-of-flight beam lines

The neutrons produced after the spallation reactions emerge from the target
and moderator assembly with various energies covering 11 orders of magni-
tude (from thermal to GeV). In order to extract energy dependent results,
one needs to know the exact energy of every neutron. This can be achieved
through the time-of-flight technique in the Experimental Areas 1 & 2 of the
facility. This technique allows for the determination of a neutron’s energy,
based on the time it takes to travel a fixed flight path. The longer this flight
path, the better the energy resolution.

EARI is located at the end of an approximately 185 m long beam line
which forms a 10° angle with the incident proton beam. This angle helps
in decreasing the background caused by other particles produced during the
spallation processes and which are highly directional. To further decrease
background by preventing any charged particles from reaching the experi-
mental area, a magnet is placed at a distance of approximately 145 m after
the spallation target. Two collimators are also installed in the beam line,
the first of which is located before the sweeping magnet, while the second
one is located before the experimental hall and has two different aperture
options, depending on each experiment’s needs in neutron fluence and beam
size [41]. A schematic representation of the beam line and its most important
elements can be found in Fig. 14.

EAR2 is located directly above the spallation target, at the end of a 19
m vertical beam line. As in the case of EARI1, this beam line also consists
of a sweeping magnet and two collimators, with the second one having two
different options as to its inner diameter [44]. The layout of EAR2 can be
seen in Fig. 15.

Even with all the shielding and background reducing elements of the
beam lines, a component consisting of v-rays as well as relativistic particles
referred to as ”~-flash”, always reaches the experimental areas and induces
a large signal in most detectors. This component travels at almost the speed
of light and the signal it induces can be used as the ”starting point” for the
time-of-flight of the neutrons.

EAR2, being at the end of a shorter beam line than EARI1, is char-
acterised by lower energy resolution, however, it offers a higher signal-to-
background ratio thanks to its higher instantaneous neutron fluence. This
makes it suitable for challenging measurements of low mass or even radioac-
tive samples. Each experimental area and/or the combination of the two can
offer different advantages to different types of measurements. More details
on the characteristics of the n. TOF experimental areas can be found in [41,
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Figure 15: Schematic representation of the n_. TOF 20 m beam line. Taken
from [44].

44-47).

3.1.3 The NEAR Station

The idea of a new experimental area at n_ TOF was formed during CERN’s
Long Shutdown phase of 2019-2021 (LS2)[38]. During LS2, the n_ TOF tar-
get shielding was completely overhauled and modified in order to allow access
to the target pit. The lead spallation target was removed and replaced with
a new generation one, as seen in Fig. 16, better optimised to enhance the
beam characteristics of the facility’s two beam lines. Together with these
modifications, a new experimental station was designed and developed in
close proximity to the target, profiting from high instantaneous flux. This
new station, the "NEAR” Station, will be discussed in detail in the next
paragraphs.

3.1.3.1 Technical characteristics

The NEAR Station owes its name to its proximity to the spallation target.
It comprises two “areas”, the NEAR “Irradiation” Station (i-NEAR) and
the NEAR “activation” station (a-NEAR), with the first being directly next
to the spallation target and dedicated to the study of radiation effects to
materials, and the second one being located just outside the target bunker
shielding. This shielding consists of three layers, an innermost layer of 400
mm stainless steel, a second layer of 800 mm concrete and an outer layer
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(a) Production (b) Installation

Figure 16: The new spallation target. Photos: CERN

of 200 mm thick marble. It is mounted on steel rails and can be manually
opened in order to allow access to i-NEAR [48].

The neutron beam reaches a-NEAR through a hole in the previously de-
scribed shielding. The hole houses a movable collimating system, consisting
of a 50 cm stainless steel part and a second part of borated polyethylene
disks[48]. In a-NEAR, challenging activation measurements can be per-
formed, thanks to the station’s high flux that allows the study of low-mass
or highly radioactive samples. a-NEAR is equipped with an Aluminium rail
bolted on the marble shielding and aligned with the collimator, acting as a
support for all the experimental setups measured at the activation station.
The outermost layer of the target bunker shielding, along with the setup
support, can be seen in Fig. 17.

The neutron beam then continues to the wall opposite the collimator exit,
approximately 2.5 m away from the measuring point of a-NEAR. Additional
irradiations, for example of electronic devices, can take place on that spot.

3.1.3.2 The FLUKA simulations

The experimental conditions of the NEAR Station were extensively inves-
tigated via simulations performed with the FLUKA code [49, 50] by the
CERN-FLUKA group. The results of these simulations can be summarised
in the following graphs. An important conclusion is that the position at
20 cm from the exit of the collimator (at the end of the marble shielding)
represents the best compromise between beam dimensions and neutron back-
ground. It has thus been chosen as the irradiation position for most samples
and campaigns. Another key conclusion is that the amount of hadrons other
than neutrons exiting the collimator amounts to only 0.3% of the total num-
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Figure 17: An overview of a-NEAR. The outermost layer of the target bunker
shielding, a 200mm thick layer of marble and the Aluminium supporting rail
can be seen.

ber of particles exiting.

3.1.3.3 The Multi-foil activation characterisation

To validate the FLUKA simulations of the NEAR Station, a set of exper-
imental flux measurements was designed, one of which was based on the
multi-foil activation method. In this method, many foils of elements with
well-known cross sections are irradiated and their induced activity is mea-
sured, as per the activation technique [23, 51, 52]. Afterwards, each reaction
rate is calculated and used as an input to ”unfold” the incident neutron en-
ergy distribution[53, 54].

The "MAM1” measurement was one of the three separate measurements
of this multi-foil activation campaign, and it employed the 14 samples pre-
sented in Table 2. The reactions studied were a combination of capture
reactions, sensitive in general to low energy neutrons, and (n,cp) as well as
(n,xn) reactions, which are threshold reactions, thus sensitive only to neu-
trons with energies higher than their respective threshold energy. The foils
were placed in two identical holders, which were placed along the beams
path one behind the other, approximately 20cm away from the collimator
exit, as seen in Fig. 20

After a three-week irradiation period, the foils were removed from the
beam’s path and their induced activity was measured with a High Purity
germanium (HPGe) detector of 25% relative efficiency. The HPGe had been
previously [55] characterised with the Geant4 [56-58] simulation toolkit,
with the resulting model being used for the extraction of the measurement
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Figure 18: Resulting NEAR neutron spectra from FLUKA simulations for
different scoring plane radius. Position A stands for neutrons scored exactly
at the exit of the collimator, while the position at 20 cm from it is denoted
position B. Courtesy: M. Cecchetto.
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Figure 19: Profile of the neutron beam at position B (20 cm from the colli-
mator exit). Courtesy: M. Cecchetto.
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Sample ID Radius [cm] Thickness [mm] Mass [g]
Cd 0.65 0.1 1.0714
Sc 0.15 0.03 0.0073
Au-1 0.15 0.05 0.0709
Au-2 0.15 0.05 0.0712
Au-6 0.65 0.0025 0.0550
Au-3 0.15 0.01 0.0142
Au-4 0.15 0.01 0.0149
Au-backup 0.15 0.01 0.0148
W 0.65 0.05 1.2349
In 0.65 0.05 0.4675
Ni 0.65 0.05 0.5624
Al 0.65 0.05 0.1694
Co 0.15 0.05 0.0348
Bi 0.65 0.1 1.1070

Table 2: The samples used for the MAM1 flux extraction

(a) Side view (b) Front view

Figure 20: The holder-foils assembly for MAM1 placed on the support rail
at a distance of 20cm from the collimator exit
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Figure 21: The detection efficiency for each foil, as extracted through Monte
Carlo simulations using the Geant4 simulation toolkit

efficiency taking into account each sample’s geometry as well as each iso-
tope’s decay scheme. The extracted efficiency can be seen in Fig. 21.

The reaction rate for each reaction of interest was then calculated from
the activity data and used as an input for the flux ”unfolding”, along with
the reactions cross sections. The resulting flux and its comparison with
the NEAR FLUKA simulations is presented in Fig. 22. As can be seen,
simulations and experiment agree within a few error bars in the thermal and
epithermal energy regions, while for higher energies agreement is achieved
within 20-30%.

3.2 The irradiation set-up

The irradiation set-up of this work consisted of the B4C filter, the sample and
reference sample combination as well as two aluminium rings for the sample’s
encapsulation and alignment. The whole assembly was held together with
the help of an aluminium support, specially designed to keep it tight and
in vertical position but with the minimal amount of material in beam. The
details of the set-up are described in the following paragraphs. An example
of one configuration placed in its irradiation position is shown in Figure 23.
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Figure 22: In red: The neutron flux of a-NEAR, as resulted from the MAM1
measurement. In black: The FLUKA simulation results. Courtesy: M.
Mastromarco

Figure 23: (a) A schematic representation of the irradiation setup (b) Ex-
ample of sample-filter assembly in its irradiation position
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Figure 24: (a) The neutron capture cross-section of °B as a function of

the incident neutron energy. Data from ENDF/B-VIIL.0 [59] (b) B4C filter
details

Shape Diameter [mm] Thickness [mm] Mass [g] Quantity

Ring 60 3 15 2
Disk 60 2.5 16 2
Disk 60 5 33 3

Table 3: Characteristics of the B4C filtering pieces.

3.2.1 The filters

In order to shape the incident neutrons’ energy distribution, filters made
of B4C enriched in "B were employed. B has a very high neutron cap-
ture cross-section, so it can be used to absorb the thermal and epithermal
neutrons of the spectrum. The '“B(n, ) cross-section as a function of the
incident neutron energy can be seen in Fig. 24 (a).

The filtering set-up consisted of 7 pieces of B4C of different shape and
dimensions. Disks of varying thickness were used in front of and to the back
of the sample, while a central ring-shaped piece was also used, aiming to
completely surround the sample with the filtering material. The B4C disks
can be seen in Fig. 24 on the right and their characteristics are summarised
in Table 3.

To achieve different Maxwellian distributions matching different temper-
atures, the pieces mentioned above were combined to form filters of various
thicknesses. Each time the sample was placed in the hole of the ring-shaped
piece together with a gold foil used as reference and the different pieces were
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(a) A sample placed in the ring (b) Example of 10mm thick filter

Figure 25: An example of a sample-filter assembly

Sample ID Material Mass [g] Thickness [mm] Form
Cel CeOs 0.20248 2.2 Pellet
Ce2 CeOs 0.20247 2.2 Pellet
Ce3 CeOo 0.2088 2.2 Pellet
Ge GeOsy + cellulose 0.118 2.1 Pellet

AuS1 Au 0.00855 0.025 Metallic foil

AuS2 Au 0.00870 0.025 Metallic foil

AuS3 Au 0.009425 0.025 Metallic foil
7Zrl VA 0.187 - Lumps
712 Zr 0.093 - Lumps

Table 4: Characteristics of the samples used in this study. All of them had
a diameter of bmm.

used to "sandwich” the sample between them. An example of the sample
placement and the final assembly can be seen in Fig. 25.

3.2.2 The samples

As previously discussed in 2.2, four reactions were chosen for this feasibil-
ity study: neutron capture on 4°Ce, 9Zr, 197Au, and "®Ge. In order to
perform the necessary measurements with the different filter thicknesses,
various samples had to be produced. Table 4 summarises the characteristics
of each sample, such as its ID, its mass and physical form.

In the case of Ce, the isotope of interest *9Ce is naturally the most
abundant one, so the sample was created pressing natural CeOy powder.
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Isotope Abundance/Enrichment (%)
H0Ce 88.45
42Ce 11.114
“Ge 11.33
bGe 88.46
RZr 91.2
%6 7y 1

Table 5: Isotopic composition of Cerium, Germanium and Zirconium sam-
ples (only isotopes with abundance > 1% are shown).

c ] ]
7% = . —
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(a) Ce pellet centered with (b) Three Ce pellets being encapsu-
respect to the Al ring lated in a thin Mylar foil

: | Tt T

Figure 26: Example of pellet sample preparation

Au is a monoisotopic element so the samples were cut from natural Au
metallic foils. In the case of Ge and ?4Zr, enriched material was needed.
The Ge sample was created by pressing a mixture of "°GeO, and cellulose,
in order to increase the mechanical stability of the sample, while for the
Zr measurement, metallic lumps enriched in *4Zr were used. The isotopic
composition of the enriched samples can be found in table 5 (most abundant
isotopes).

In order for the samples to be aligned with respect to the collimator exit
as well as vertically fixed within the central B4C filter ring, aluminium ring
supports were employed. Furthermore, for radiation protection reasons, the
samples were encapsulated in mylar, kapton or teflon foils. Figure 26 shows
an example of a pellet sample centering on its aluminium supporting ring
and following encapsulation between two mylar foils.
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Element Dimension [mm)]
Entrance window diameter 68
Window to crystal distance 7.5

Crystal length 66.5
Crystal radius 68.5

Table 6: The dimensions of the HPGe detector crystal as obtained from the
specification sheet provided by the manufacturer.

3.3 The activity measurement set-up

After the irradiation of each sample, the induced activity needs to be mea-
sured. The type of detector chosen for this measurement in this work was
High Purity Germanium (HPGe), in order to profit from the excellent energy
resolution these detectors offer.

3.3.1 The HPGe

The HPGe used for activation measurements at the n_TOF facility is a
CANBERRA GR5522. It is an n-type HPGe and has a relative efficiency of
63%. Its entrance window is made of thin carbon, allowing for recording even
very low energy photons. It is cooled by means of the CANBERRA CP-5
electrically refrigerated cryostat. Moreover, its charge sensitive preamplifier
is equipped with a fast-switch circuit which grounds excessive charge for a
time given by the user [60]. In this way the detector can also be used for time-
of-flight measurements in the other two n_TOF experimental areas without
suffering from the large prompt signal, the ~-flash, observed there. The
presence of this circuit does not affect at all the spectroscopic characteristics
of the detector.

In order to improve background conditions, the detector is located in
a dedicated underground area, the ”GEAR” Station (Gamma spectroscopy
Experimental ARea) and is placed inside a CANBERRA 747 lead shield of
10 cm thickness, lined with 1.6 mm of copper [61]. A photograph of the
shielding together with a background spectrum can be found in Figure 27.
The characteristic dimensions of the detector as found in the specifications
sheet are summarised in Table 6. The readout electronic chain consists of a
Canberra 2026 Spectroscopy amplifier and the AmpTek model 8000D Multi-
Channel Analyser (MCA) together with its digital pulse processing (DPP)
software.
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Figure 27: Left: The HPGe detector placed inside its lead shielding. Right:
Background spectrum at the GEAR Station

3.3.2 HPGe efficiency calibration

When performing an activity measurement, one of the variables needed is
the detection efficiency, as shown in 2.1 and proven in 6.1. This depends on
the detector intrinsic efficiency as well as the geometry of the measurement.
A way to accurately estimate the detection efficiency is to experimentally
characterise the detector using point calibration sources and to model it
with a simulation toolkit. This model will subsequently be used to extract
the detection efficiency, after the measurement realistic geometry has been
implemented. For this work, the HPGe detector was characterised with the
use of different calibration sources covering a wide energy range and then
modelled in Geant4. The list of sources used as well as the photopeaks of
interest for each one are summarised in Table 7. A plot of the experimental
efficiency points can be found in 28.

For modelling the HPGe detector in Geant4, all its characteristic dimen-
sions (crystal radius and length, distance between the crystal and the de-
tector window, etc) were chosen according to the manufacturing company’s
specification sheet. However, as many previous studies and measurements
have suggested (e.g. [62, 63]), there tend to be important discrepancies be-
tween the simulated values according to the manufacturer’s specifications
and the experimental values based on calibration sources. This discrepancy
is particularly visible in low energy 7-rays, as it’s affected by the dead layer
thickness, which is not only difficult to measure but known to deteriorate
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Figure 28: Experimental efficiency of HPGe detector. Points are colour-
coded according to the calibration source that provided this v-line.

Source ID Isotope v-ray energy [keV] v-ray intensity [%]

RP#3693 2Eu 121.8, 244.7, 344.e, 778.9  28.9, 7.5, 26.6, 12.9
RP+#4845 152Fy  867.4, 964.1, 1112.1, 1408 4.2, 14.5, 13.7, 20.9

RP#4023 137Cs 661.66 85.1
RP#5069 5Mn 834.85 99.98
RP#12502  !33Ba 356 62.1

Table 7: Radioactive sources used for the HPGe characterisation
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Figure 29: In red: Experimental efficiency of HPGe detector with a sample-
to-detector distance of 9 cm. In green: Simulated efficiency according to the
manufacturer’s specifications. In blue: Simulated efficiency after tuning the
detector’s characteristic dimensions.

with time and use of the detector [64]. Fortunately, there exist two solutions
for this problem. The first is to determine the true dimensions, for example
via performing X-ray scans to the detector. This approach is accurate and
of course difficult and costly. A second approach exists, and this is to man-
ually fine tune all the values until the simulation accurately reproduces the
experimental results [65, 66].

In this study, even though the HPGe detector was new, we also ob-
served these expected discrepancies, as illustrated in Fig. 29. In order to
resolve them, we decided to follow the second approach. The characteristic
dimensions of the HPGe detector were manually altered until the resulting
efficiency values were in satisfactory agreement with the experimental ones.
The geometry used for the HPGe was purely cylindrical, with no rounding
edges, the implementation of which is complex and not expected to signifi-
cantly affect the efficiency at the gamma rays of interest for this work [67].
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The code used for the geometry construction in our simulations can be found
in the Appendices.

A graph of the detector efficiency as a function of y-ray energy after this
tuning process can be seen in Figure 30.

After matching the experimental with the simulated efficiency values for
the calibration sources, the Geant4 model was used in order to extract the
detection efficiency of the measurement. The geometry of the sample is
introduced in the model, and the simulation primaries comprise the isotope
of interest which then decays, producing all the y-rays of interest. It has to
be noted that, in this way of efficiency calculation, more correction factors
are taken into account, such as any attenuation of vy-rays within the sample
itself or any coincidence or random summing effects.
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Figure 30: Top: Experimental and simulated efficiency. Bottom: Ratio
between experimental and simulated efficiency
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4 Data Analysis

4.1 Neutron flux simulations

In this study, the aim is to investigate the feasibility of MACS measurements
of astrophysical interest by using B4C filter to shape the neutron energy dis-
tribution into a Maxwellian one, centered around important temperatures of
stellar evolution stages. In order to do this, we need to find a correspondence
between filter thickness and temperature.

As discussed in chapter 3, extensive FLUKA simulations of the exper-
imental conditions at NEAR have been performed, among which, various
simulations of the neutron flux at different points. We can use their results
as an input to a second simulation, one that propagates the NEAR neu-
trons through our experimental setup of filters and samples and yields as
an output the filtered energy distribution. We can then fit the simulated
distribution with a Maxwellian distribution and extract the corresponding
temperature.

This second simulation was performed using the Geant4 simulation toolkit
[56-58] and the results for the 4 filter thicknesses studied in this work can be
found in Fig. 31. It should be noted that the results of the fit are very sensi-
tive to the initial ”guess” of the parameters. The results given in the figure
use the energy of the bin with the maximum content as an initial ”guess”
for temperature and 2//mkT as the initial guess for the normalisation.

4.2 The experimental spectra

After the irradiation of the samples, their induced activity was measured and
the resulting y-ray spectra were recorded. From those spectra, the number
of counts in each photopeak of interest was extracted in order to be used
in the calculation of the number of activated nuclei produced. The code
used to analyse the spectra can be found in 6.3. An example of a y-ray
spectrum together with a background measurement (meaning a spectrum
acquired without a sample on the detector) can be seen in Fig. 32.

4.3 Corrections

Before using the extracted number of counts in each photopeak of interest
in the activation technique equations, several other factors have to be cal-
culated. One of them is the detection efficiency at the exact geometry of
the measurement, while the others are correction factors needed to account
for the decay of some nuclei of interest during the irradiation time as well
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Figure 31: In black: Simulated energy distribution of NEAR neutrons. In
red: Maxwellian fit. The four subplots represent the four different filter
thicknesses.
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Figure 32: An example of a v-ray spectrum recorded after the irradiation
of gold sample AuS1. In red: the sample spectrum. In black: Background
spectrum. Peaks of interest for our study are labelled.
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for other competing reaction channels, meaning different reactions that also
produce the nucleus under study.

4.3.1 Efficiency calculations

As described in 3.3, the detection efficiency of each experimental setup was
extracted through extensive Monte Carlo simulations performed with the
Geant4 toolkit, where all the details of the sample and detection geometry
were carefully implemented. In this way, many needed correction factors,
such as attenuation of the measured radiation inside the sample itself, sum-
ming effects, correction for hardware cuts applied, etc, are automatically
taken into account.

For the efficiency simulation, the actual elemental composition of all
samples was used and the density of the pressed powder samples was calcu-
lated according to their dimensions, as an ”effective” density after pressing.
Furthermore, the actual dimensions of the samples were used in all cases
except for the %4Zr sample. This sample consisted of metallic lumps of dif-
ferent shapes and sizes that could not be measured and modelled precisely,
so it was approximated as a disk and a sensitivity study was carried out
changing its dimensions and position. During the activity measurements,
all samples were placed at 9 cm from the detector window, so this distance
was also used in the simulations.

The uncertainty of the efficiency values was estimated to be 3%: The
uncertainty in the activity of the calibration sources used ranged between
1.7% and 5% as measured by the service that provided them, while during
the characterisation process, the values were tuned so that the deviation be-
tween the simulated and experimental results remained within a 3%. Fur-
thermore, for the positioning of the samples and sources, a custom-made
system of spacers was developed, allowing for excellent reproducibility and
accurate knowledge of the sample-to-detector distance. A picture of these
spacers together with one of a sample being placed on top of the detector
window can be found in Fig. 33.

The efficiency results for the photopeaks of interest for this work are
summarised in Table 8. The distance between the sample and detector was
9 cm. For comparison, the efficiency values taken from a linear fit of the
calibration sources data, representing the efficiency without any correction
for the sample’s extended geometry, attenuation of v-rays within the sample
and summing effects, are given in the same table.
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(a) Spacers to achieve different (b) Gold sample positioned 6 cm
sample-to-detector distances above the detector window

Figure 33: Left: An assembly of spacers used to fix the sample-to-detector
distance. Right: A sample beeing measured at 6 cm from the detector
window

Energy [keV] Reaction Efficiency Fit Efficiency Geant4
145 140Ce(n,y) 1 Ce 0.0179 0.0128
264 6Ge(n,y)""Ge 0.0115 0.0117
412 197 Au(n,y) 198 Au 0.0083 0.0089
416 6Ge(n,y)""Ge 0.0082 0.0084
724 97y (n,y)*Zr 0.0055 0.0055
757 947r(n,y)%Zr 0.0053 0.0053

Table 8: Detection efficiency at energies of interest. ” Efficiency Fit” denotes
the efficiency calculated by a fitting and interpolation of calibration sources
data while ”Efficiency Geant4” denotes the efficiency extracted from a full
simulation, thus taking into account corrections such as the sample extended
geometry, v-ray self-attenuation in the sample and summing effects.
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Sample ID B,C thickness [mm] fp
Cel 5) 0.906
Ce2 10 0.865
Ce3 15 0.915
Cel 20 0.934
AuS1 5 0.455
AuS2 10 0.489
AuS3 15 0.482
AuS1 20 0.258
Ge 5) 0.098
Ge 10 0.102
Ge 15 0.130
Ge 20 0.143
Zrl 5 0.930
Zrl 10 0.966
Zr2 15 0.968
Zr2 20 0.938
Y1 5 0.481
Y2 10 0.484
Y3 15 0.470
Y1 20 0.483

Table 9: fg correction factor for all irradiations

4.3.2 Decay during irradiation time

As described in 2.1, during the irradiation time, some nuclei of interest are
produced yet also decay. Those nuclei cannot be recorded in the subsequent
activity measurement and they have to be accounted for through a correction
factor, fp. Details on the calculation of this correction factor are given in
6.2. The fg correction factor for all the irradiations of this work is provided
in Table 9.

4.3.3 Competing (n,2n) channels

In the case of cerium and zirconium, the nucleus of interest can be produced
not only by the reaction under study, neutron capture, but also by (n,2n)
reactions on heavier stable isotopes present in the sample. This only applies
to cerium and zirconium, as the rest of the samples in this study are either
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mono-isotopic or the heaviest stable isotope of that element. The contribu-
tion of these (n,2n) reactions in the production of the nucleus of interest has
then to be estimated and subtracted.

In general, N,.; = o Ny®fp. Each channel has a different Np since the
target nucleus is a different isotope. Note that fp depends on the A of the
product nucleus, which is the same for each reaction.

In the experiment, we measure Noctror = Nact,, T Nactp,, accounting
to contributions from both channels. To find out how many originate from
the capture that we’re interested in, we need to subtract the contribution of
the (n,2n) channel. We can do that by multiplying with a correction:

N,
_lactng (4.1)
N actror
And according to the above, this correction will be equal to:
Nactng . Jng]\/ang(I)ang (4 2)
NaCtTOT UngNTng Qang + annNTnZn ¢f3n2n .
or
Nactng _ UngNTng (43)
NactTOT Ong NTng + UnQnNTnQn

So, in order to calculate the correction we are interested in, we need the
cross section of each reaction, for the neutron spectrum we have. Different
evaluation libraries however, provide different values for the cross section, as
can be seen in 34. Furthermore, the available data for most (n,2n) reactions
are available only up to a specific energy and experimental data are scarce.
Thus, the different possibilities for the ’extension’ of this range need to be
taken into account, as an additional 'uncertainty’ in the resulting spectral-
averaged cross section. An example, albeit an exaggerated one, of these
different extension possibilities can be seen in 35.

The way the contaminating channel contribution subtraction is calcu-
lated in this study is the following:

e Point-wise (n,7) cross section data from different evaluations are binned
in a histogram with a binning so thin so as to be equivalent to the orig-
inal graph.

e The (n,y) cross section histograms are then re-binned to a thicker bin-
ning, matching the binning of our neutron spectra binning, as resulting
from simulations. In this procedure, the integral of each bin is taken
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Figure 36: An example of a rebinned cross section. In black: The point-
wise data as a graph. In red: The same cross section data represented as a
histogram

into account, so as to conserve the correct information. An example
of this process can be found in 36.

e The spectral-averaged cross section of the (n,7y) reaction is calculated
by folding the two histograms (cross section and neutron fluence).

e A mean SACS as well as a spread are calculated for the different
evaluation datasets.

e For the (n,2n) reaction cross sections, the above procedure is repeated
with the addition of a step which calculates the SACS for some extreme
extrapolation scenarios. Thus in this case, the final mean SACS and
spread account both for the different evaluated data as well as the
different behaviour of the cross section after the evaluation end point.

4.4 Spectral Averaged Cross Section ratios

Before continuing to the value of interest of this study, let’s summarise the
experimental procedure and analysis up to now. A sample and a reference
gold foil were placed back to back and sandwiched between two B4C disks.
The configuration was then irradiated. After the end of the irradiation,
both sample and reference foil were transported to the HPGe detector and
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Sample B,C thickness [mm] Correction factor Spread (%)
Ce 5) 0.56 6.2
Ce 10 0.54 5.9
Ce 15 0.53 6.4
Ce 20 0.51 6.9
VAT ) 0.71 6.4
Zr 10 0.70 7.1
Zr 15 0.68 7.9
Zr 20 0.67 8.7

Table 10: (n,2n) contribution subtraction correction factor for all cases af-
fected

their induced activity was measured. The counts of the photopeaks were
extracted and the number of activated nuclei, the nuclei produced from
the neutron capture reaction of interest, were obtained, after correcting
for their decay during both the irradiation time and the waiting time in
between irradiation and measurement. Furthermore, for the cases that are
affected by a contaminating reaction channel, another correction factor was
introduced, taking this into account. The final formula for the activated
nuclei experimental calculation is the following:

counts * corrections

Noet = eI(1 — e~ Mmeas )~ Muwair

(4.4)
with

e [ the y-ray intensity

e )\ the isotope’s decay constant

The number of activated nuclei is of course related to the cross section
of the reaction, via

Nact = SACS NT x O % fB (45)
with

e Np the number of target nuclei

e ® the incident particle fluence
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Figure 37: Schematic representation of the analysis procedure steps.

Having irradiated both a sample and a reference foil we can then extract
the ratio of their SACS through

Nact,sample

SACSsample Nt sample®fo,sampte Nact,sampleNT,reffb,ref (4 6)
SACSref _ Nactrer Nact,refNT,samplefb,sample
NT,reféfb,'ref

A schematic representation of this procedure can be found in Fig. 37

The experimental values for the SACS ratios between sample and refer-
ence foil can be found in table 11.

After having obtained the experimental results we need to assess two
questions:

1. Do we have a good understanding of the procedures and good control
of our data?

2. How do they compare to the objective of the study?

We address these questions below.

4.4.1 Simulated SACS ratios

In order to verify that we have good control over the whole procedure, we
can test if our simulations satisfactorily reproduce the experimental results.
If so, we can rely on the simulations for further studies.
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Sample B,C thickness [mm] SACS ratio Spread (%)
Ge ) 0.0177 3
Ge 10 0.0214 3
Ge 15 0.0234 3
Ge 20 0.0246 3
Ce ) 0.0208 10
Ce 10 0.0286 10
Ce 15 0.0326 15
Ce 20 0.0372 15
Zr ) 0.0219 10
Zr 10 0.0331 10
Zr 15 0.0416 15
Zr 20 0.0382 15

Table 11: Experimentally calculated SACS ratios of sample over reference
gold foil

To do that, we can calculate the same SACS ratios using the simulated
neutron flux. We can fold the neutron energy distribution with each re-
action’s cross section, as described above for the (n,2n) competing channel
contribution subtraction. We can do this for the sample as well as the ref-
erence foil and extract the simulated SACS ratios. Again, there will be a
spread in the data because of the different available cross section evaluations.

4.4.2 SACS ratios with a Maxwellian beam

Now, if we calculate again the same ratios but this time instead of using the
actual simulated NEAR beam we use the ideal Maxwellian neutron beam,
we can extract what would be the ideal result of this study, the perfect beam
shaping that would allow for MACS measurements at the NEAR station.
By comparing our experimental results to these values, we can assess how
far we are from the ideal case.

A comparison of all the above mentioned calculations can be found in
Fig. 38, 39, 40.

The conclusions from this comparison and steps to improve will be dis-
cussed in the next chapter.
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Figure 38: Comparison between experimental SACS ratios (purple), simu-
lated ones using Geant4 (cyan) and ideal ones calculated with a Maxwellian
beam (yellow) for Ce

5 Conclusions and discussion

The motivation behind this project is the fact that Maxwellian-averaged
cross section (MACS) measurements play a critical role in nuclear astro-
physics, as they can improve not only our understanding of the underlying
nucleosynthesis processes but also the modelling of the chemical evolution of
the universe. Many measurements of interest for MACS extraction can pro-
ceed via the time-of-flight technique, however, this technique is not always
applicable (e.g. because of the small sample mass in radioactive samples).
Additionally, in several physics cases the energy covered through tof mea-
surements is not wide enough as to extract the MACS for the actual stellar
temperatures of interest. In such cases, integral measurements can be an
alternative solution.

This project was submitted to INTC, the CERN scientific committee re-
sponsible for reviewing experimental proposals for the ISOLDE and n_ TOF
facilities, in January 2022 and was subsequently approved during its meet-
ing next month [68]. It aimed at investigating whether it is possible to
shape the neutron flux of the NEAR station of the n_.TOF facility into a
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Figure 39: Comparison between experimental SACS ratios (purple), simu-
lated ones using Geant4 (cyan) and ideal ones calculated with a Maxwellian
beam (yellow) for Ge

Maxwell-Boltzmann distribution with the use of filters based on 9B, a ma-
terial that highly interacts with low energy neutrons, in order to perform
integral MACS measurements. Neutron capture reactions with well known
point-wise cross sections were chosen to be measured as part of this feasibil-
ity study. Four different thicknesses of filtering material were used in order
to extract better quality conclusions.

The final results of this study are represented by Fig. 38, 39, 40 and the
following conclusions can be extracted from them:

e High-accuracy SACS measurements are feasible even when minimal
sample mass is available (depending on the cross section, even masses
of the order of ngr can be considered).

e The deduction of MACS from the measured SACS can deviate by a
factor of 2 or 3. Nevertheless, this is sufficient to "nail down” reaction
cross section estimations based solely on theoretical calculations.

Even though the situation as-is leads to a maximum accuracy of a factor
2 to 3, depending on the physics case and cross section shape, it can be
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Figure 40: Comparison between experimental SACS ratios (purple), simu-
lated ones using Geant4 (cyan) and ideal ones calculated with a Maxwellian
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useful for physics cases which have never been measured, or for which the
MACS is known with a very high uncertainty. If theoretical calculation of
the cross section can be performed, they can further improve this accuracy
when combined with simulations of the filtering procedure.

As illustrated in the results figures, higher filter thicknesses lead to better
agreement between SACS and MACS, as more resonances are filtered out.
This can improve the current situation, up to a certain point, as too thick
filters can introduce further problems, such as too much neutron scattering
altering the results.

A safe method to increase the proximity of measured SACS to MACS is
to introduce a moderating system before the NEAR activation station, so
that the shape of the flux is further modified. Preliminary simulations of
such a system performed by the n_ TOF collaboration confirm this point.
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6.1 The activation technique equations

When irradiating a sample, the induced nuclear reactions lead to the pro-
duction of new, activated, nuclei. The number of those activated nuclei,
Ngyet, depends on the number of initial, target, nuclei in the sample, N7, the
reaction cross section, o and the flux of incident particles, f(¢).

The rate at which the number of activated nuclei changes during the
irradiation period, t;., is given by the following differential equation:

dNact
dt
Because the number of target nuclei is much greater than the activated
nuclei, we can consider that

= Uf(t)(NT — Nact) — /\Nact (61)

NT - Nact ~ NT
and thus the differential equation can be written as follows:

dNact

e of(t)Np — ANget (6.2)
Then: IN
—lact + ANget = Uf(t)NT
dt
dNact \t

o M+ AN e = Uf(t)NTe)‘t

d
dt
If we consider that we start the irradiation at t = 0 and finish at ¢ = ¢,

[Nacte’\t] = of(t)NTe)‘t

tirr d tirr
/ — [NyeeM)dt = / o f (t)Npedt
o dt 0

At the beginning of the irradiation, Ny = 0 so

tirr

N, tirr = o Ny f(t)eAtdt
0

In order to reach a more compact and convenient formula, we can mul-

tiply and divide by [ f(t)dt:
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t: tire \t tirr At
T t dt t dt
Nyet = UNTe—Atm/ f(t)dtfo . ft)e _ UNTG_Atm(I)fo - f(t)e
0 fozrr f(t)dt fowr f(t)dt
or
Noet = oN7®@ fp (63)
with

tirr
Jo e*tf(t)dteﬂ\t
tirr
Jo f)dt
a correction factor representing the nuclei that decay during the irradi-

ation period. More details on the theoretical extraction and experimental
calculation of the fp correction factor can be found in 6.2

irr

fB=

If we consider that the measurement starts after a time t,,4;; has elapsed
since the end of the irradiation, the number of nuclei of interest at the
beginning of the measurement are

No = Nacte_)\twait (64)

The rate at which our detector records counts is given by

dN
cps = —el 6.5
ps = — (6.5)
with cps the ”counts per second” we record, % the decay rate of the
activated nuclei, € the detection efficiency and I the intensity of the emitted
radiation.
According to the decay law,

dN
—~ =\N
dt
and
N = Nye M

Hence the counting rate is given by

cps = eI NN e~ Mwait g =M (6.6)
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If we consider that the measurement lasts for ¢,,eqs, the total number of
counts recorder are calculated as

A tmeas A
counts = eIAN e~ Nwait / e M =
0

1
EI)\Nacte_Atwait_7)\(6_)\"»777,50,5 _ 1) —

EINacte_Atwait (1 _ e_)\trneas)

And if we substitute the activated nuclei as calculated in 6.3,

counts = el Npo® fge Mwait (] — g~ Almeas) (6.7)

We can solve the above equation for any variable that is unknown in the
case of each specific experiment, for example the cross-section

counts * corrections
g =
(Pe_INTe_Atwait (]_ — e_Atmeas) fB

or the incident particle flux

(6.8)

counts * corrections
b = 6.9
O'GINTe_/\twait (1 — e_Atmeas) fB ( )
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6.2 The f, correction factor

As discussed in 6.1, we need a correction factor accounting for the nuclei of
interest that were produced but decayed during the irradiation time so they
could not be recorded in the experimental spectra. This correction factor,
the fp correction factor, is given by:

Lirr
JoirmeM f(t)dte_ M
tirr
Jo ftat
In case the incident particle beam is constant with time, 6.10 can easily
be solved analytically and provide the correction factor as:

fotm f(t)dt

fB = (6.10)

fB=

q)f irr )\tdt
ftwr dt

_Atirr

%(eAtim' _ ]_)

tirr

e_)\tirr

And finally

1 — efAtir'r
fB=— " 6.11
)\tirr ( )
In reality, it is very probable that the incident particle beam is not
constant. In that case, we need to substitute the integral with a sum and

proceed with a bin-by-bin calculation.

S MFOAL
fB= P AL ¢ (6.12)

low

For this bin-by-bin calculation, the following code in C++ was devel-
oped:
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//=======================================//
// Code to exztract the fB correction //
// factor from TIMBER data grouped in //
// spectific time intervals //
/7 M.E /7
//=====s=s=sssssssssssssssssssssssssss===//
void fb() A
cout<<endl;
//==============================================//
/7 USER INPUT //
/7 s /7
// Half-1if of isotope in seconds //
double t12 = 15.31%24%60%60; //
// Irradiation time in seconds //
double tirr = 1.883580e+06; //
// Time grouped in seconds //
double group = 100; //
// Name of TIMBER .csv file //
string name = "TIMBER_data_MAM1"; //
//=====ss==sssssssssssssssssssssssssssssssssss=s//
//==== Calculate decay constant etc
double lambda = log(2)/t12;
double eltirr = exp(-lambdax*tirr);
//==== 0Open file and get tirradiation history histogram
// (henceforth denoted as histogry)
string location = "/eos/user/m/mastamat/NEAR/IrrHistory
— /";
string filename = location+name+Form("_grouped_%.0fs.

— root",group);

TFile *fin = new TFile(Form("Y%s'

1
>

filename.c_str()));

TH1F *h_history = (TH1F*)fin->Get("h_history");

//==== Plot histogry
TCanvas *ch =

new TCanvas("ch", Form("Histogram,grouped_ by %.0fs",

— group));
ch->cd () ;
h_history->Draw ("HIST");

h_history->GetYaxis () ->SetMaxDigits (3);
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//==== Calculate fB

int bins = h_history->GetNbinsX () ;
double dt = group;

double integral_num=0, integral_denom=0;

for (int i=1; i<bins+1; i++) {
integral_num += (h_history->GetBinContent (i) *1.e10 *
< (exp(lambda*dt*i) - exp(lambdax*xdt*(i-1)) ) )/
<~ lambda;
integral_denom += h_history->GetBinContent (i)*1.el0 =*
— dt;
Y//...for loop in bins

double fb = integral_num/integral_denom * eltirr;
//==== Print information
cout<<endl<<"Correction_ factor_ fb,=_,"<<fb;

cout<<"and,if ,you,needed 1/fb =" <<1./fb<<endl<<endl;

}Y//...the end
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6.3 The data analysis code

Data analysis was mainly performed using the following code in C++-. The
user needs to prepare 3 input files, the first being the irradiation runbook
containing all irradiation information such as beginning and end date and
time, number of protons, etc, the second being a summary of the decay
characteristics of each nuclei of interest (gamma-ray energy, intensity, HPGe
efficiency at that energy, etc) and the third being the HPGe detector energy
calibration parameters. After that, the user can execute the analysis code,
providing as arguments the element of interest, the filter thickness of interest,
whether the analysis will refer to the sample of the reference foil, which
gamma-ray from the decay scheme will be studied and which data file will
be used (the data file is the file resulting from the data acquisition system
of use). The code then proceeds to calculate the parameters needed (for
example irradiation, waiting and measuring time, the number of net counts
in the photopeak of interest, etc) for the final result, which is the number
of activated nuclei of interest at the end of the irradiation period.

#include <string.h>
#include <fstream>
#include <iostream>

// ROOT Headers

#include "TSystem.h"
#include "TROOT.h"
#include "TH1I.h"
#include "TFile.h"
#include "TTree.h"
#include "TBranch.h"
#include "TCanvas.h"
#include "TColor.h"
#include "TLegend.h"
#include "TPad.h"
#include "TString.h"
#include "TObject.h"
#include "TStyle.h"

using namespace std;

#define BOLDGREEN "\033[1m\033[32m" /* Bold Green
— */

#define BOLDCYAN "\033[1m\033[36m" /% Bold Cyan
— */
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#define BOLDWHITE "\033[1m\033[37m" /* Bold White
— */

#define BOLDYELLOW "\033[1m\033[33m" /* Bold Yellow
— ¥/

#define RESET "\033[0Om"

//=== Ezternal functions declaration

TTree *IrradiationData();

TTree *GammaData () ;

TTree *xMeasData(string, int, TString*, int);
TTree *CountsData (TH1F *, double);

//===s=ssssssscscsccmcsccmcsccmcacss//
// MAIN FUNCTION //
L Y4

void analyse(string elmnt, int thickness, char
— sample_or_ref, int g_indx, int file) {

//==== Get irradiation information tree

TTree *IrradiationTree = IrradiationData();

int irradiations = IrradiationTree->GetEntries();
// Variables needed

TString *element=0, *sampleID=0, *RefAulID=0;

int B4C;

TDatime *DTIrrStart=0, *DTIrrStop=0;

double protons, fbSamp, fbRef;

//===== Get the entry that matches the element and the
— thickness you want

IrradiationTree->Draw ("Entry$>>hist (irradiations ,O,
< dirradiations)", Form("element==\"%s\"_ &&_ B4C==%4d"
— , elmnt.c_str(), thickness), "goff");

TH1I =*hist = (TH1Ix*)gDirectory->Get("hist");

int irrEntry = hist->GetBinLowEdge (hist->
<~ FindFirstBinAbove (0));

delete hist;

//===== Save irradiation data
IrradiationTree->SetBranchAddress ("element" ,&element) ;
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IrradiationTree->SetBranchAddress ("sampleID", &samplelD
— );
IrradiationTree->SetBranchAddress ("RefAuID", &RefAulD);
IrradiationTree->SetBranchAddress ("B4C", &B4C);
IrradiationTree->SetBranchAddress ("DTstart", &
— DTIrrStart) ;
IrradiationTree->SetBranchAddress ("DTstop", &DTIrrStop)
—
IrradiationTree->SetBranchAddress ("protons", &protons);
IrradiationTree->SetBranchAddress ("fbSamp", &fbSamp) ;
IrradiationTree->SetBranchAddress ("fbRef", &fbRef);
IrradiationTree->GetEntry (irrEntry) ;

double tirr = (DTIrrStop->Convert() - DTIrrStart->
— Convert ());

//0000000000000000000000000000000000

//==== Get gamma rays information tree
TTree *GammaTree = GammaData();
int gammas = GammaTree->GetEntries();

// Variables needed

TString *element2=0;

int g_index;

double halflife, energy, intensity, efficiency;

//===== (Get the entry that matches the element and the
— thickness you want

if (sample_or_ref==’s’) GammaTree->Draw("Entry$>>hist(
— gammas ,0,gammas)", Form("element2==\"%s\"_,&&,
— g_index==%d", elmnt.c_str(), g_indx), "goff");

if (sample_or_ref=="r’) GammaTree->Draw("Entry$>>hist(
— gammas ,0,gammas)", Form("element2==\"Au\"_ &&,

— g_index==Yd", g_indx), "goff");

hist = (TH1I*)gDirectory->Get("hist");

int gammaEntry = hist->GetBinLowEdge (hist->
«~ FindFirstBinAbove (0));

delete hist;

//===== Save gamma ray data

GammaTree ->SetBranchAddress ("element2" ,&element?2) ;
GammaTree->SetBranchAddress ("g_index", &g_index);
GammaTree ->SetBranchAddress ("halflife", &halflife);
GammaTree ->SetBranchAddress ("energy", &energy);
GammaTree ->SetBranchAddress ("intensity", &intensity);
GammaTree ->SetBranchAddress ("efficiency", &efficiency);

GammaTree->GetEntry (gammaEntry) ;
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//00000000000OOOOOOOOOOOOOOOOOOOOOO

//==== Get Measurement information tree

TTree *xMeasTree;
back:

if (sample_or_ref == ’s’) MeasTree = MeasData(elmnt,

< thickness, sampleID, file);

if (sample_or_ref == ’r’) MeasTree = MeasData(elmnt,
<~ thickness, RefAuID, file);

if (sample_or_ref != ’s’ && sample_or_ref != ’r’) {cout
— <<"Youywant me toyanalyse the sample or the
— reference ;f0il?"<<endl<<"Typeysyoryr:y"; cin>>
— sample_or_ref; goto back;}

// Variables needed

TH1F *h_energy_counts=0; TH1F *h_channels_counts=0;

double tmeas=0;

TDatime *DTMeasStart=0;

//==== Get the only entry ezisting since it’s just on
— one file

MeasTree->SetBranchAddress ("DTMeasStart", &DTMeasStart)
—

MeasTree->SetBranchAddress("livetime", &tmeas);

MeasTree->SetBranchAddress ("h_energy_counts", &
<~ h_energy_counts) ;

MeasTree->SetBranchAddress ("h_channels_counts", &
< h_channels_counts);

MeasTree->GetEntry (0) ;

//OOOOOOOOOOOO000000000000000000000

//==== GetCounts tinformation tree

TTree *CountsTree = CountsData(h_energy_counts, energy)
=

// Variables needed

double counts, error;

//==== Get the only entry exzisting
CountsTree->SetBranchAddress ("counts", &counts) ;
CountsTree->SetBranchAddress("error", &error);

CountsTree->GetEntry (0) ;
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double lambda = log(2)/halflife;

double twait = DTMeasStart->Convert()-DTIrrStop->
<~ Convert () ;

double eltmeas = exp(-lambdax*tmeas) ;

double eltwait exp (-lambda*twait) ;

//==== Calculate number of activated nucleti etc

double Nact = counts / (efficiency * intensity x*
<~ eltwait * (l1-eltmeas) ) ;

double Aeoi = lambda * Nact ;

double Asat Nact / (fbSampx*tirr) ;

TCanvas *cspec = new TCanvas("cspec");
cspec->cd(); gPad->SetLogy();
h_energy_counts->GetXaxis () ->SetRange (1,
<~ h_energy_counts->GetNbinsX()); h_energy_counts->
5 Draw();
gPad->BuildLegend () ;

/) e PRINTING INFORMATION
<> ON SCREEN —--=--==--==—=——=————————~——~——— //
//===== Print relevant <irradiation information

cout <<BOLDYELLOW <<endl <<" sk sk % sk sk %k % sk ok 5k % sk ok k% kok ko k ok ||
<~ General Information jkkkxkkkkkkkkkkkkkkkkxk*x'"<<endl
—

cout <<BOLDGREEN ;

cout <<"Experiment Information:"<<endl<<"
F mmmm "<<endl;

cout<<"Element: "<<BOLDCYAN<<*element <<BOLDGREEN <<endl
<% <<"B4C_,thickness [mm]:_"<<BOLDCYAN<<B4C<<
< BOLDGREEN<<endl;

cout <<"Sample ID: " <<BOLDCYAN<<*sampleID<<BOLDGREEN<<"
— and_ Referencegold ID:,"<<BOLDCYAN<<*RefAuID<<
<~ BOLDGREEN<<endl;

cout <<KRESET<<endl;

//===== Print relevant gamma-rays/physics information
cout <<BOLDGREEN<<"Physicsinformation:"<<endl<<"
& T m e mmmm————m——— - "<<endl;
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cout<<"Half-life,of producty[s]: "<<BOLDCYAN<<halflife
< <<BOLDGREEN<<endl;
cout<<"Emmittedyg-rayyenergy,l[keV]: "<<BOLDCYAN<<energy
— <<BOLDGREEN<<endl;
cout<<"Emmitted,g-rayyintensity: " <<BOLDCYAN<<intensity
— <<BOLDGREEN<<endl;
cout<<"Efficiency_@,,"<<energy<<" keV: "<<BOLDCYAN<KK<
— efficiency<<BOLDGREEN<<endl;
cout <<KRESET<<endl;

//===== Print relevant <irradiation information
cout <<BOLDGREEN<<"Irradiationg information:"<<endl<<"
B e e "<<endl;

cout <<BOLDGREEN<<"Irradiation_ lasted_ from:_ "<<BOLDCYAN
< <<DTIrrStart->AsString () <<BOLDGREEN<<" to "<<
< BOLDCYAN<<DTIrrStop->AsString () <<BOLDGREEN<<endl;
cout<<"Irradiation_ time, [s]:_ "<<BOLDCYAN<<tirr<<
— BOLDGREEN<<endl;
cout<<"Total protons: " <<BOLDCYAN<<protons <<BOLDGREEN <<
— endl;
cout<<"fbyfor "<<elmnt<<": ,"<<BOLDCYAN<<fbSamp <<
— BOLDGREEN<<"_ ,and_ for_theyreference foil:"<<
— BOLDCYAN<<fbRef <<BOLDGREEN <<endl;
cout <<KRESET<<endl;

//==== Print relevant measurement tinformation
cout <<BOLDGREEN<<"Activityymeasurement information:"<<
~— endl<<"--------"-"-"-"-"-"-""-"-"""-"-"-"-"—-"-"—"—-"—"—-"—"—"—— "<<endl;

cout <<"Measurement started: "<<BOLDCYAN<<DTMeasStart->
< AsString () <<BOLDGREEN<<endl;

cout<<"Waiting, time [s]:,"<<BOLDCYAN<<twait <<BOLDGREEN
— <<endl;

cout<<", exp(-1ltwait) :,"<<BOLDCYAN<<eltwait <<BOLDGREEN
— <<endl;

cout<<"Measuring,time[s]: " <<BOLDCYAN<<tmeas<<
— BOLDGREEN<<endl;

cout<<", exp(-1ltmeas) :,"<<BOLDCYAN<<eltmeas <<BOLDGREEN
— <<endl;

cout <<KRESET<<endl;

//===== Print results

cout <<BOLDYELLOW <<endl <<" s sk kkkkkkkkkkkkkkkkkxk
«— Calculation results **kxkkkkkkkkkkkkkkxkxxxxx'"<<endl
=
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cout <<BOLDGREEN<<"Countsinyphotopeak: " <<BOLDCYAN <<
— counts <<BOLDGREEN<<" +-_,"<<BOLDCYAN<<error <<
— BOLDGREEN<<endl;
cout <<"Number of jactivated_ nuclei: "<<BOLDCYAN<<Nact<<
— BOLDGREEN<<endl;
cout<<"Activity_Aeoi, [Bql:_ "<<BOLDCYAN<<Aeoi<<BOLDGREEN
— <<endl;
cout<<"Saturationgactivity,[Bql: "<<BOLDCYAN<<Asat<<
— BOLDGREEN<<endl;
cout <<RESET<<endl;

cout <<endl;
}Y//...the end

//======================================//
//=================================//

// EXTERNAL FUNCTIONS //
//=================================//

Y //
VAR Read irradiation data ------- //

TTree *IrradiationData (){

// Irradiation history file

string IrradiationFilename = "/eos/user/m/mastamat/NEAR
— /PracticalInformation/IrradiationHistory.txt";

ifstream IrradiationInfile(IrradiationFilename.c_str())
-

// Get number of lines of the file (number of
— trradiations)

const int lines = (gSystem->GetFromPipe (Form("wcy-1,<,%
5 s",IrradiationFilename.c_str()))) .Atoi();

// Variables needed

TString element, sampleID, RefAulD;

string start_date, start_time, stop_date, stop_time;
int B4C;

TDatime DTstart, DTstop;

double protons, fbSamp, fbRef;

// Create a Tree
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TTree *IrradiationTree = new TTree("IrradiationTree",
<« Irradiation data");
IrradiationTree->Branch("element" ,&element) ;
IrradiationTree->Branch("sampleID", &samplelID);
IrradiationTree->Branch("RefAuID", &RefAulD);
IrradiationTree->Branch ("B4C", &B4C);
IrradiationTree->Branch("DTstart", &DTstart);
IrradiationTree->Branch ("DTstop", &DTstop);
IrradiationTree->Branch("protons", &protons);
IrradiationTree->Branch("fbSamp", &fbSamp) ;
IrradiationTree->Branch("fbRef", &fbRef);

// Read file and store information in satid tree
for (int i=0; i<lines; i++) {
if (IrradiationInfile.peek()=="#’) IrradiationInfile.
< ignore (1000, ’\n’);
else {
IrradiationInfile>>element >>sampleID>>RefAulD>>B4C
— >>start_date>>start_time>>stop_date>>
— stop_time>>protons>>fbSamp>>fbRef;
string start_temp = start_date+"_ "+start_time;
— string stop_temp = stop_date+"_ "+stop_time;
DTstart = TDatime(start_temp.c_str()); DTstop =
< TDatime (stop_temp.c_str());
IrradiationTree->Fill () ;
//cout<<i<<" "<<DTstart.AsString () <<" "<<DTstop.
— AsString () <<endl;
Y//...if line is useful (doesn’t start with a #)
}Y//...while reading file

return IrradiationTree;

Y//... End of reading <irradiation data

/) —==== Read irradiation data ------- //
Y e i /7
Y e it /7
/=== Read gamma-ray data -------- //

TTree *GammaData (){

// Gamma-rays and related info file
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string GammaFilename = "/eos/user/m/mastamat/NEAR/
< PracticalInformation/grays.txt";

ifstream GammaInfile (GammaFilename.c_str());

// Get number of lines of the file

const int lines = (gSystem->GetFromPipe (Form("wcy-1,< %
< s",GammaFilename.c_str()))).Atoi();

// Variables needed

TString element?2;

int g_index;

double halflife, energy, intensity, efficiency;

// Create a Tree

TTree *GammaTree = new TTree ("GammaTree", "Gamma,data")
—

GammaTree ->Branch("element2" ,&element?2) ;

GammaTree ->Branch ("g_index", &g_index);

GammaTree->Branch("halflife", &halflife);

GammaTree ->Branch ("energy", &energy);

GammaTree ->Branch ("intensity", &intensity);

GammaTree ->Branch("efficiency", &efficiency);

// Read file and store information in said tree
for (int i=0; i<lines; i++) {
if (GammalInfile.peek()==’#’) GammalInfile.ignore (1000,
—  ’\n’);
else {
GammalInfile>>element2>>halflife>>g_index>>energy>>
< intensity>>efficiency;
GammaTree->Fill () ;
//cout<<i<<" "<<DTstart.AsString () <<" "<<DTstop.
— AsString () <<endl;
Y//...if line is useful (doesn’t start with a #)
}Y//...while reading file

return GammaTree;

}Y//... End of reading gamma-ray data

/) === Read gamma-ray data -------- //
Y e s //
Y it /7
S/ ===== Read measurement file ------- //
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TTree *MeasData(string element, int thickness, TStringx

< sample_temp, int file) {

//=== Variables

double content;

string word;

string start_date, start_time;

double live_time;

char dummy;

TDatime DTstart;

TH1F *h_energy_counts;

//==== Tree with data

TTree *MeasTree = new TTree("MeasurementData", "
<~ Measurement Data");

MeasTree->Branch ("DTMeasStart", &DTstart) ;

MeasTree->Branch("livetime", &live_time);

//=== Checkpoints

double channels = 8192;

string keyword_time = "LIVE_TIME";
string keyword_start = "START_TIME";
string keyword_data = "<<DATA>>";

//=== Read measurement and calibration file

string sample(sample_temp->Data());

string location = "/eos/user/m/mastamat/NEAR/
<+ MeasurementFiles/";

string folder = element + to_string(thickness) + "mm/";

string namebase = sample + "_9cm_File" + to_string(file
— );

string suffix = ".mca";

string filename = location + folder + namebase + suffix
—

cout<<filename<<endl;

//=== Read file and save start date and time
ifstream in(filename);
while (in>>word) {
if (word==keyword_time) in>>dummy>>live_time; //If
— wyou reach LIVE TIME save the wvalue
if (word==keyword_start) {in>>dummy>>start_date>>
<> start_time; break;}
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string start_tot = start_date + "_" + start_time;
string sday = "00"; sday[0]=start_tot[3]; sdayl[1l]l=
<~ start_tot [4];
string smonth = "00"; smonth[0O]l=start_tot [0]; smonth
— [1]l=start_tot [1];
string syear = "0000"; syear [0l=start_tot[6]; syear[1]=

— start_tot [7]; syear[2]=start_tot[8]; syear [3]=
— start_tot [9];

string date = syear+"-"+smonth+"-"+sday;

string for_dt = date+"_ "+start_time;

DTstart = TDatime(for_dt.c_str());

//=== Read calibration file
double a=1., b=1.;
string calidate_low, calidate_up;
ifstream incali("/eos/user/m/mastamat/NEAR/
— PracticalInformation/Calibration.txt");
int dbg=0;
while(!incali.eof ()) {
if (incali.peek()=="#’) incali.ignore (1000, ’\n’);
else {
dbg++;
incali>>calidate_low>>calidate_up>>a>>b;
string temp_low = calidate_low + ";,10:00:00";
string temp_up = calidate_up + ",10:00:00";
TDatime dtlow(temp_low.c_str()); TDatime dtup(
< temp_up.c_str());
//cout<<dbg<<" "<<calidate_low<<" "<<dtlouw.
— Conwvert ()<<" "<<DTstart.Convert ()<<" "<<
< dtup.Convert ()<<" "<<calidate_up<<endl;
if (dtlow.Convert() < DTstart.Convert() && DTstart.
< Convert () < dtup.Convert() ) {/*cout<<"**xx"<<
> dbg<<endl;*/break;}
Y//...4if useful line
}

//cout<<"g "<<a<<endl<<"b "<<b<<endl;

//=== Histogram declaration

double low = a;

double high = a+bx*(channels-1);

string titledate = ",-," + sday +"." + smonth + "." +
—» syear;

string name = sample_temp->Data() + titledate;
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TH1F *h_channels_counts = new TH1F("h_channels_counts",
~ Form("%s;Channel;Counts", name.c_str()),
<~ channels, 0, channels);

h_energy_counts = new THI1F("h_energy_counts", Form("%s;
— Energy,[keV];Counts", name.c_str()), channels,
< low, high);

MeasTree ->Branch("h_channels_counts", "TH1F", &
< h_channels_counts, 32000, O0);
MeasTree->Branch("h_energy_counts", "THIF", &

— h_energy_counts, 32000, 0);

//==== Read file and save data
while (in>>word) A
if (word==keyword_data) break; //If you reach <<DATA
— >> stop
Y//...while
for (int i=0; i<channels; i++) {
in>>content;
h_channels_counts->SetBinContent (i+1, content);
h_energy_counts->SetBinContent (i+1, content);

Y//...for
MeasTree->Fill () ;

return MeasTree;

Y//... End of getting measurement information
S/ === Read measurement file ------- //
/e e /7
/) mmmm e 7’/
[/ === Getting counts ---------- //

TTree *CountsData (TH1F* h, double energy) {

//=== Create canvas and zoom
int zoom_low = h->FindBin(energy) - 150;
int zoom_up h->FindBin (energy) + 150;

TCanvas *cspec = new TCanvas("cspec", "cspec", 1000,
— 500) ;
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cspec->Flush () ;

cspec->cd(); gPad->SetLogy();

h->GetXaxis () ->SetRange (zoom_low, zoom_up); h->
<~ SetNdivisions (620) ;

h->Draw () ;

gPad->BuildLegend () ;

cspec->Update () ;

// Variables

double low, up;

double background;
double net_area, error;
int bg_channels;

TTree *CountsTree = new TTree("CountsTree", "Counts_ ing,
— photopeak");

CountsTree->Branch("counts", &net_area);

CountsTree->Branch("error", &error);

while (true) {

cout <<endl<<"Lowerylimit,forpeak,,counting:,"; cin>>
— low;

cout <<"Upper,limit,for,peak,,counting:"; cin>>up;

cout <<"Number of background; channels: "; cin>>

~— bg_channels;

//=== Find the channels belonging to low and up edges
int ch_low = h->FindBin(low);
int ch_up = h->FindBin (up);

//=== Find the limits for the background evaluation
int ch_start = ch_low - bg_channels;
int ch_stop = ch_up + bg_channels;

//=== Find the number of channels belonging to the
— peak
int peak_ch = ch_up - ch_low + 1;

//=== Calculate the net area
double backav = ( h->Integral(ch_start, ch_low-1) + h
— ->Integral (ch_up+1l, ch_stop) ) / (2*bg_channels

— )3
double background = peak_ch * backav;
double gross_area = h->Integral(ch_low, ch_up);
net_area = gross_area - background;
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error = sqrt(net_area + background*(l+peak_ch/ (2%
< bg_channels) ) );

//=== Drauw

TLine *1llow = new TLine(low, backav/2, low, backav*2)
— ; llow->SetLineWidth (2); 1llow->SetLineColor (
<~ kRed); llow->Draw("SAME");

TLine *lup = new TLine(up, backav/2, up, backavx*2);
< lup->SetLineWidth (2); lup->SetLineColor (kRed) ;
< lup->Draw ("SAME");

TLine *lav = new TLine(low, backav, up, backav); lav
— ->SetLineWidth(2); lav->SetLineColor (kOrange) ;
« lav->Draw ("SAME");

cspec->Update () ;

char satisfaction = ’n’;

cout <<endl<<"Are,youpsatisfied with,your,intervals?,(
— y/n)y"; cin>>satisfaction;

if (satisfaction==’y’) {cspec->Close(); break;}

Y//...while

CountsTree->Fill () ;
return CountsTree;

}Y//...end of counts calculation
[/ Getting counts ---------- //
/) mm e e /7
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