
1 

Measuring the quality of academic library electronic services and 
resources 

 
Jillian R Griffiths 

Research Associate CERLIM, Manchester Metropolitan University, Geoffrey Manton 
Building, Rosamond Street West, Manchester, M15 6LL, UK. 

Email: j.r.griffiths@mmu.ac.uk, Tel: +44 (0)161 247 6142 
 

Abstract 
As a profession we are constantly striving to ensure that we 
provide the best services and resources possible to our users. 
This concern has resulted in a myriad of approaches and 
methods being utilised in an attempt to establish the quality of 
services and resources and lead to improvements in them. 
Online resources in particular have been the focus of much 
research in recent years, with work being undertaken in many 
areas including, for example, information retrieval, information 
seeking behaviour and usability studies, different approaches 
which share the same ultimate goal of making resources and 
systems easier to use by end users.  
 
As a result of the shift in recent years from the usage of 
performance indicators to measures of outcome and impact 
within libraries (Brophy, 2004), a Quality Attributes approach 
is proposed in this paper. This approach allows for a holistic 
assessment of the quality of services or resources and 
encompasses usability. The classic definition of quality as 
“fitness for a purpose” was developed by Garvin (1987) into an 
eight dimension, or attribute, model, which can be used as a 
framework for determining the overall quality of a product or 
service. This approach has since been adapted for use in 
libraries and information services by Marchand (1990), Brophy 
and Coulling (1996), Brophy (1998), and Griffiths and Brophy 
(2002, 2005). Griffiths and Brophy adapted the Quality 
Attributes further by changing the emphasis of one attribute, 
changing the concept of one attribute, and introducing two 
additional attributes (Currency and Usability), thus producing a 
set of ten attributes which can be used to assess the quality, 
usability and impact of services and resources. These attributes 
are: Performance, Conformance, Features, Reliability, 
Durability, Currency, Serviceability, Aesthetics, Perceived 
Quality, and Usability.  
 
This approach has been used to assess existing, and developing 
academic services of the UK Joint Information Systems 
Committee (JISC) Information Environment, results of which 
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can be seen in Griffiths and Brophy (2005, 2002). The paper 
will discuss use of these attributes within the context of 
evaluation of academic library services and resources.   
 
Keywords : Evaluation; Libraries; Quality Attributes; online 
services; online resources; performance. 

 
Thematic section 
Studies, Researches and Theoretical Approaches in the Evaluation of Academic Libraries: 
Researches of Satisfaction of Users, Quantitative and Qualitative Methodologies of 
assessment of sufficiency of Collections, Infrastructures, Electronic Services k.a. 
 
 
Introduction 
Walk into any lecture theatre in a UK higher education institution and ask what students use to 
find information and the majority will shout ‘Google’ – a situation we refer to as the 
‘Googling phenomenon’ (Griffiths and Brophy, 2005). Students’ use of search engines 
influences their perception and expectations of all electronic resources but, whilst the 
preference for very simple search engine approaches is prevalent, it does not mean that 
students are necessarily best served by this approach. Exclusive use of any commercial search 
engine, coupled with a lack of awareness and understanding of peer-reviewed, quality 
resources is not in the best interest of students or academic staff. 
 
This issue of ‘quality’ plays a key role in professional discussions regarding electronic (and 
other) services and resources and as a result sophisticated approaches to quality assurance 
have been developed, such as peer review (largely for journal articles) and publisher 
reputation (for monographs) and relating these to the known interests of the user community, 
present and future. As a profession we are constantly striving to ensure that we provide the 
best services and resources possible to our users and this concern has resulted in a myriad of 
approaches and methods being utilized in an attempt to establish the quality of services and 
resources and lead to improvements in them. Online resources in particular have been the 
focus of much research in recent years, with work being undertaken in many areas including, 
for example, information retrieval, information seeking behavior and usability studies.  
 
Evaluation of comparative online systems, services and resources has a long tradition of 
improving the state of the art in information retrieval (IR) technology. The criterion for the 
evaluation of performance effectiveness has largely been based on the overall goal of a 
retrieval system, that is, the retrieval of relevant documents and suppression of non-relevant 
items. Such evaluations adopt the Cranfield experimental model based on relevance, a value 
judgment on retrieved items, to calculate recall and precision. These dual measures are then 
presented together where recall is a measure of effectiveness in retrieving all the sought 
information and precision assesses the accuracy of the search. 
 
Many and varied criticisms and concerns have been leveled at the validity and reliability of a 
Cranfield approach to IR evaluation (for example, Ellis, 1984). The core concern centers on 
the compromise necessary in the definition of relevance for such experimentation. That is, it is 
necessary to assume that relevance judgments can be made independently and that a user will 
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assess each document without being affected by their understanding of any previous items 
read. In addition, there is a basic assumption that relevance can ignore the many situational 
and psychological variables that in the real world affect it (Large et al., 1999). The 
appropriateness of this traditional model has also been questioned when used in the Internet 
environment, the major limitation being that the Internet does not provide for a controlled 
environment. As a result many studies in this area use the precision measure only (Leighton 
and Srivastava, 1999; Clarke and Willett, 1997).  
 
The Quality Attributes approach allows for a holistic assessment of the quality of services or 
resources and encompasses usability and evaluation of a user centered view of performance 
effectiveness using the user’s own perception of relevance and satisfaction with both items 
retrieved and of the resource as a whole. The Quality Attributes approach has been adapted for 
use in libraries and information services by a number of authors, that is, Marchand (1990), 
Brophy and Coulling (1996), Brophy (1998), and Griffiths and Brophy (2002, 2005). The aim 
of this paper is to reflect on the work that has been undertaken in this field and to offer some 
observations on possible future directions. It explores the Quality Attributes approach 
pioneered by Garvin and presents the development of this approach from its original 
conception by Garvin to its latest adaptation by Griffiths and Brophy (2002, 2005). 
 
Garvin’s original Quality Attributes 
In the general management literature, the classic definitions of quality emerged from the work 
of a number of researchers and writers, known collectively as the quality gurus (see Brophy 
and Coulling, 1996, Chapter 2). They developed a series of statements about and definitions of 
the concept of quality, of which the most commonly quoted are ‘quality is fitness for purpose’ 
and ‘quality is conformance to requirements’. 
 
Interest in quality management among librarians reached its peak in the 1990s. Researchers 
and practitioners across a number of countries undertook research in relation to the more 
general quality management approaches and practices to libraries. This interest was 
epitomised by a Total Quality Management conference held as part of the Library Technology 
Fair at Hatfield, U.K., in 1993. Other examples of work in the field include the UK Institute of 
Management guide to ISO 9000, the international quality management standard (Ellis and 
Norton, 1994) and Hernon and Altman’s (1998) exploration of the application of quality 
management approaches. 
 
The classic definitions of quality, concerned with ‘fitness for the user’s purpose’, clearly relate 
to the benefits that customers perceive as arising from a service or product which they 
purchase or use and as such is more concerned with measures of impact and outcome rather 
than performance measures or indicators. Garvin recognised that the classic definitions of 
quality were too simplistic and set about developing a more sophisticated approach in the 
USA in the 1980s. He recognised that quality is a complex and multifaceted concept and 
suggested that there are eight critical dimensions or attributes that can be used as a framework 
for determining the overall quality of a product or service (Garvin, 1987). 
 
Garvin suggested that many of the problems of defining and recognising quality arise because 
the concept can be approached from many different perspectives. He suggested that at least 
five views can be identified in the literature and in practice: 
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• the transcendental view: quality can be recognised, but cannot be defined; 
• the customer view: quality as fitness for the customer's purposes or conformance to the 

customer’s requirements; 
• the manufacturer view: quality as conformance to specification;  
• the product view: quality is related to inherent characteristics of the product; 
• the value-based view: quality is dependent on what a customer is willing to pay for it. 

(Garvin, 1984) 
 
Quality Attributes adapted 
While Garvin’s quality attributes approach was originally intended mainly for manufacturing 
industries it has subsequently been adapted for use in libraries and information services by 
Marchand (1990) and by Brophy (1998); Griffiths and Brophy (2002) and Griffiths (2003). 
The latter team suggested that library and information services might be assessed on the basis 
of ten quality attributes. Other work has suggested that this approach is also applicable to web 
pages (for example, Abels, White and Hahn, 1997; Madu and Madu, 2002). 
 
Table 1.1: Garvin’s original attributes contrasted with adaptations by Brophy and Griffiths 
GARVIN BROPHY/GRIFFITHS 
Performance, the primary purpose 
of the product or service and how 
well it is achieving that primary 
purpose. 

Performance, concerned with establishing 
confirmation that a library service meets its most 
basic purpose, such as making key information 
sources available on demand. 

Features, secondary characteristics 
which add to the service or product 
without being of its essence. 

Features: aspects of the service which appeal to users 
but are beyond the essential core performance 
attributes, such as alerting services. 

Reliability, the consistency of the 
product or service’s performance in 
use. 

Reliability, which for information services would 
include availability of the service. Such problems as 
broken Web links, lack of reliability and slowness in 
speed of response would be measured as part of this 
attribute.  

Conformance, whether or not the 
product or service meets the agreed 
standard, which may be internally 
or externally generated. 

Conformance: whether the service meets the agreed 
standard, including conformance questions around 
the utilisation of standards and protocols such as 
XML, RDF, Dublin Core, OAI, Z39.50 etc. 

Durability, the amount of use the 
product or service can provide 
before it deteriorates to a point 
where it needs replacement. 

Durability, related to the sustainability of the 
information or library service over a period of time. 

 Currency of information, that is, how up to date the 
information provided is when it is retrieved.  
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GARVIN BROPHY/GRIFFITHS 
Serviceability, how easy it is to 
repair a product or correct a service 
when it goes wrong, including the 
level of inconvenience experienced 
by the customer. 

Serviceability, which may translate to the level of 
help available to users during, for example, 
information retrieval, or otherwise at the point of 
need. The availability of instructions and prompts 
throughout an online service, context sensitive help 
and the usefulness of that help could be measured in 
order to assess performance under this attribute. 

Aesthetics, the appearance of the 
product or service. 

Aesthetics and Image, both of the physical library 
and of web-based services based upon it. 

Perceived quality, in essence the 
reputation of the product or service 
among the population, especially 
those with whom the potential 
customer comes into contact. 

Perceived Quality: the user’s view of the service as a 
whole and the information retrieved from it. It may 
be useful to measure perceptions both before and 
after a service is used.  

 Usability, which is particularly relevant to electronic 
services and includes issues of accessibility. 

 
Griffiths and Brophy adapted the Quality Attributes further by changing the emphasis of one 
attribute, changing the concept of one attribute, and introducing two additional attributes 
(Currency and Usability), thus producing a set of ten attributes which can be used to assess the 
quality, usability and impact of services and resources. These attributes are: Performance, 
Conformance, Features, Reliability, Durability, Currency, Serviceability, Aesthetics, 
Perceived Quality, and Usability. Usability, often used as an assessment criteria in its own 
right, has been defined by ISO 9241-11 as ‘the extent to which a product can be used by 
specified users to achieve specified goals with effectiveness, efficiency and satisfaction in a 
specified context of use’ and, as Nielson points out, ‘It is important to realize that usability is 
not a single, one-dimensional property of a user interface. Usability has multiple components 
and is traditionally associated with these five usability attributes: learnability, efficiency, 
memorability, errors, satisfaction’ (1993, p.26). The following describes in detail the quality 
attributes as adapted by Brophy and Griffiths in the context of measuring the quality of 
academic library electronic services and resources. 
 
Performance is concerned with establishing confirmation that a service meets its most basic 
requirement. These are the primary operating features of the product or service. For example, 
an electronic information service would be expected to retrieve a set of documents that 
matched a user’s query. The most basic quality question is then ‘Does the service retrieve a 
list of relevant documents?’ 
 
With Conformance the question is whether the product or service meets the agreed standard. 
This may be a national or international standard or locally determined service standard. The 
standards themselves, however they are devised, must of course relate to customer 
requirements. For information services there are obvious conformance questions around the 
utilisation of standards and protocols such as XML, RDF, Dublin Core, OAI, Z39.50 etc. 
Many conformance questions can only be answered by expert analysts since users are unlikely 
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to have either the expertise or the access needed to make technical or service-wide 
assessments. 
 
Features are the secondary operating attributes, which add to a product or service in the user's 
eyes but are not essential to it. They may provide an essential marketing edge. It is not always 
easy to distinguish Performance characteristics from Features, especially as what is essential 
to one customer may be an optional extra to another, and there is a tendency for Features to 
become Performance attributes over time – inclusion of images into full text databases is an 
example of a feature developing in this way. 
 
Users place high value on the Reliability of a product or service. For products this usually 
means that they perform as expected (or better). For electronic information services a major 
issue is usually availability of the service. Therefore broken links, unreliability and slowness 
in speed of response (speed of response of the service, a measure which has previously been 
reported as being important to users by Dong and Su (1997) can have a detrimental affect on a 
user’s perception of a service.  
 
Garvin uses the term Durability, defined as ‘the amount of use the product will provide 
before it deteriorates to the point where replacement or discard is preferable to repair’. In the 
case of electronic information services this will relate to the sustainability of the service over a 
period of time. In simple terms, will the service still be in existence in three or five years? This 
is more likely to be assessed by experts in the field than by end users (although they may have 
useful contributions on the assessment of the attribute based on comparisons with similar 
services). 
For most users of electronic information services an important issue is the Currency of 
information, that is, how up to date the information provided is when it is retrieved. 
 
Serviceability relates to when things go wrong and is concerned with questions such as ‘How 
easy will it then be to put things right’, ‘How quickly can they be repaired?’, ‘How much 
inconvenience will be caused to the user, and how much cost?’ For users of an electronic 
information service this may translate to the level of help available to them during the search 
and at the point of need. The availability of instructions and prompts throughout, context 
sensitive help and usefulness of help were measured in order to assess responses to this 
attribute. 
 
Whilst Aesthetics and Image is a highly subjective area, it is of prime importance to users. In 
electronic environments it brings in the whole debate about what constitutes good design. In a 
web environment the design of the home page may be the basis for user selection of services 
and this may have little to do with actual functionality.  
 
Perceived Quality is one of the most interesting of attributes because it recognises that all 
users make their judgments on incomplete information. They do not carry out detailed surveys 
of hit rates or examine the rival systems’ performance in retrieving a systematic sample of 
records. Most users do not read the service’s mission statement or service standards and do 
their best to by-pass the instructions pages. Yet, users will quickly come to a judgment about 
the service based on the reputation of the service among their colleagues and acquaintances, 
their preconceptions and their instant reactions to it. Perceived Quality in the studies 
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undertaken by Griffiths and Brophy (2002) related to the user’s view of the service as a whole 
and the information retrieved from it. This may be measured twice, before using the service 
(pre-perceived quality, where participants were aware of the service prior to testing) and after 
using the service (post-perceived quality). This allows investigation of how a user's perception 
of a service changes pre- and post-use. 
 
The notion of quality is a concept which many students seem to struggle with. In the work 
undertaken for the EDNER study (Griffiths and Brophy,2002) it was found that 74% of 
students did not agree that the criteria ‘Refereed’ was an indicator of quality. 89% agreed 
that ‘Accurate’ was an indicator of quality, 81% agreed that ‘Current’ was an indicator of 
quality and 52% that ‘Reliable’ was an indicator of quality. Students were also asked what 
quality meant to them and criteria such as Speed, Relevancy, Useful, Links to related areas, 
Understanding language used, Valuable, Referenced, Presentation, Timeliness, Accessible, 
Clear information and Source were listed (Brophy et al., 2003). Clearly there is confusion 
here. 
 
The addition of Usability as an attribute is important in any user-centred evaluation. User-
centred models are much more helpful when personal preferences and requirements are 
factored in and as such participants were asked how user friendly the service was, how easy it 
was to remember what the features/commands meant and how to use them, how satisfied they 
were with the input query facility and how satisfied they were with how to modify their query. 
 
Quality Attribute measurement in practice - the process of assessment 
Initial steps can be critical in the success of any assessment of services and preparatory work 
should not be underestimated. And, of course, the first place to start is identification of the 
resource or resources to be assessed. Deciding if a single resource or several resources are the 
focus will impact on: 

• why you are assessing – are you concerned with how a single resource is performing? 
Are you trying to identify areas/elements where a single resource could be improved? 
Are you comparing resources to identify which is most effective, or best used, in order 
to inform collection decisions? 

• how you assess – if assessing multiple resources the task undertaken on each resource 
needs, as much as possible, to be comparable.  

• who will assess: 
• end users – public, students, academic staff 
• expert users – colleagues, usability/accessibility experts, you! 

• how you handle the resultant data – how you analyse and work with your results will 
depend on what your focus is. Thinking about the sort of data you require, be it 
quantitative or qualitative, is essential in ensuring that the design of the assessment 
captures the data which will provide you with the information you require about the 
resources you are investigating.  

 
Deciding on one-to-one testing or simultaneous multiple testing depends on a number of 
factors, including why you are assessing, what you are assessing and the resources and 
constraints within which you have to work. Single testing can yield greater qualitative data 
through observation and/or transaction logging (Griffiths et al. (2002) but it is likely that fewer 
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participants will be recruited due to the time and resource constraints. Simultaneous multiple 
testing is likely to yield more quantitative and less qualitative data but has the advantage of 
being able to engage with a greater number of participants, and it is always possible that some 
of these participants will agree to take part in focus group or other qualitative data collection 
techniques. 
 

Design of tasks/test searches 
In choosing the resource or resources it is most likely that consideration has been given as to 
why evaluation is being undertaken, and this in turn will affect the design of any tasks or test 
searches. As a general rule if assessment is being made to gain an understanding of users’ 
behaviour then participants should be allowed to use their own tasks or queries. If the 
evaluation is to assess the service then it will be necessary to design tasks or test searches. 
 
A task based approach can be very effective and can be 1) very directed, as in McGillis and 
Toms (2001) who used this approach to assess the usability of an academic library website by 
faculty staff and students or 2) looser simulations of real world situations such as those 
proposed by Borlund (2003) and developed from work by Ingwersen (1992, 1996) and 
Byström and Järvelin (1995).  Here, a short 'cover story' describes a situation that requires the 
participant to use the electronic resource. The 'cover-story' is a rather open description of the 
context/scenario of a given work task situation. Where directed tasks are used care must be 
taken to ensure that they are of relevance to users, avoiding “tasks that focus almost 
exclusively on pet features rather than on goals that users really want to accomplish” (Nielsen, 
2007). Tasks need to be piloted, timed, assessed and re-designed in an iterative cycle until you 
are satisfied that they test the service and all its aspects. They also need, as far as possible, to 
be of equal difficulty if assessing several resources.  
 
 Development of questionnaires for post-searching quantitative data collection 
Questionnaires can provide large quantities of data, both quantitative and qualitative, in a 
relatively simple, structured and resource efficient way.  Their advantages are numerous. They 
provide good structure; are less expensive than many other methods; are relatively easy to 
administer without special training; are not subject to interviewer bias; can produce quick 
results. 
In addition online survey systems will undertake basic analysis. Their disadvantages include: 
it is more difficult than it appears to create a good, unambiguous questionnaire; response rates 
may be low - people often suffer from 'questionnaire fatigue'; there is no chance to ask a 
follow-up question if the initial answer is not sufficiently revealing.  
 

Measuring the Quality Attributes 
The following table presents examples of measures designed to provide responses to enable 
assessment of the service/resource for each Quality Attribute. These measurement instruments 
were developed to assess existing and developing services of the UK Joint Information 
Systems Committee (JISC) Information Environment as part of the EDNER and EDNER+ 
projects (Griffiths, and Brophy, 2005; Griffiths, 2003). This research utilized a user-centered 
approach, but could be tailored to different contexts and stakeholders, thus enabling a holistic 
approach to the evaluation of digital library services. 
 
Table 1.2: Examples of Quality Attribute measurement instrument 
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Quality 
Attribute 

Measurement 

Performance 
 

• Are you satisfied that you found the required information on this service? 
• How satisfied were you with the order of the items retrieved (e.g. most 

relevant first, least relevant last)? 
Conformance 
 

•  Not evaluated by end users, could be assessed by expert user/service 
provider 

Features 
 

• There can be many different search options that you could have used to 
search for the information on this service. Which did you use (please list)? 

• Were there any features that you particularly liked about this service? 
Reliability 
 

•  Did you find any dead links when using this service?  
•  If Yes, does the finding of dead links in your search session make you 

think that the service is unreliable, reliable or doesn’t it affect your 
judgment? 

•  How satisfied were you with the speed of response of this service? 
Durability 
 

• Not evaluated by end users, could be assessed by expert user: assessment 
of long term service strategy 

Currency • Do you think that the information from this service is up-to-date? 
Serviceability 
 

• Did you find on-screen instructions & prompts helpful or unhelpful? 
•  Did you select Help at any stage? 
•  If Yes, how helpful did you find it? 

Aesthetics 
 

• How satisfied were you with the interface & features of this service? 
• Were there any features or aspects of the interface that you were familiar 

with? 
• How easy is it to understand what each item is about from the retrieved 

list? 
Perceived 
quality 

•  Please rate the overall quality of the items you found on this service 

Usability 
 

• How user friendly did you think this service was? 
• How easy was it to remember which features to use? 
• How satisfied were you with the facility to input your query? 
• How satisfied were you with the facility to modify or change your query, 

e.g. find similar, related searches, refine search, etc? 
 
 
 
 
Benefits of this approach 
 Assessment of a single service 
One of the major benefits of the Quality Atrributes approach is that they allow investigation of 
how a user's perception of a resource changes pre- and post-use, and show that whilst 
preconceived notions of a service may be negative it is possible to change these perceptions if 
the resource performs well across a number of the Attributes. If pre-use perceptions do not 
alter it is possible to identify which aspects of a resource need to be improved by examining 
those Attributes that users have scored lower. For example, in Figure 1.1 a participant has 
used a service and then indicated their satisfaction across a range of Attributes, thus: 
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Figure 1.1 Example of a participant’s assessment of resource 
For this resource participants indicated high levels of satisfaction that the required information 
was retrieved (80%) but satisfaction with ranking was much lower (46%). The majority of 
users navigated to information by clicking on links (76%), with only 12% using the simple 
search option and 12% using a combination of techniques. A small number of participants 
(12%) found dead links and of these 4% felt the service was unreliable as a result. Satisfaction 
with speed of response was very high at 96%. Low levels of satisfaction were recorded on the 
Currency attribute (35%). Instructions and prompts were found to be helpful by 35% of 
participants and the Help facility was not used in any of the cases. 69% of participants 
reported that they were familiar with the interface, or elements of the interface and 62% of 
participants were satisfied with it. 65% felt that the hit list was understandable. On the 
Usability attribute 65% of students felt that the service was user friendly and 77% found 
features and commands easy to remember and use. 50% of participants reported that they were 
satisfied with the facility to input their query but only 31% were satisfied with the facility to 
modify their query. The preferred method of obtaining information was by navigating via 
click on link as opposed to engaging with a search option. Perceived Quality, pre- and post-
searching, remained static at 69% and overall satisfaction was recorded at 58%. 
 
These results show that measures other than just a service’s Performance play an critical role 
in a student’s perception of a service and resource developers, providers and educators need to 
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understand a user’s reaction to individual components of a resource in order to develop and 
improve services which will meet users’ expectations. 
 
 Assessment of multiple services 
Assessment does not just have to be conducted on an individual resource, data gathered from 
assessments of a number of resources and services can assist in the identification of those 
which are underperforming or are being under used. In figure 1.2 (looking just at Performance, 
Usability, Aesthetics and Perceived Quality) it is possible to make comparisons which can 
inform collection development and retention. 

                   
Figure 1.2 Comparative assessment of resources 
Results show varying degrees of satisfaction across each of the services and each of the 
Attributes. On Service D, Perceived quality pre and post searching remained static (and 
relatively low), despite high levels of satisfaction with Performance. In conjunction with this 
Performance score, satisfaction with Usability and Aesthetics were lower. Overall Satisfaction 
was also relatively low. This seems to indicate that users' perceptions of quality are driven by 
factors other than Performance of a system. It also raises interesting questions as to how fixed 
preconceptions about quality may affect the results of the evaluation of a system or service.  
 
On the University OPAC post-search Perceived Quality dropped only very slightly (2%), 
despite low levels of satisfaction with performance. Satisfaction with Usability and Aesthetics 
was slightly higher than that of Performance. This again may indicate that factors (or Quality 
Attributes) such as User Friendliness and Interface Design may be at least as important as 
evaluation criteria as Performance. Users expressed an increase in post-search Perceived 
Quality on Services A and C, coupled with high levels of Satisfaction Overall and across each 
of the Attributes. In this instance actual use of the service appears to have changed the 
preconceptions of the users.  
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Results for Google were high across all the measures used in the test. However, satisfaction 
with Aesthetics was lower than satisfaction with Aesthetics on Service C, and had lower 
Overall satisfaction ratings.  
 
It is interesting to note that in each instance Satisfaction Overall corresponded very closely 
with post Perceived Quality 
 
Conclusion 
Previous research (Griffiths and Brophy, 2005) has indicated that students are confused as to 
the meaning of quality when it comes to assessing academic resources. Viewed in the light of 
the findings of Cmor and Lippold (2001), who stated that students will give the same 
academic weight to discussion list comments as peer-reviewed journal articles, it would seem 
that students are poor evaluators of the quality of academic online resources. The original 
premise of the Perceived Quality attribute is that users make their judgments about a service 
based on incomplete information and that they will come to this judgment based on its 
reputation among their colleagues and acquaintances and their preconceptions and instant 
reactions to it. If the notion of quality conveys so many different meanings to students, it 
poses something of a challenge to the academic community in encouraging students to 
understand and use quality-assured electronic resources. 
 
It is also apparent, from a methodological perspective, that further work is needed to explore 
the meaning of Perceived Quality and the interpretation of user responses to this area of 
enquiry. Fundamentally different understandings of information quality could otherwise lead 
to questionable conclusions being drawn by researchers and service providers. Measures of 
Impact should also be taken into account and future work is planned to include this as an 
eleventh attribute. And so the Quality Attributes approach to assessment of library services 
and resources continues to evolve and change. 
 
The assessment of service and resource quality has developed significantly in recent years. We 
have robust sets of performance indicators which provide the basic ‘picture’ of library 
performance and, beyond that, we have ways to explore the customer experience, to find out 
how users feel about the services and resources they use and to use these insights to provide 
better managed services. Brophy (2004) has ruminated that, as a profession, we may be 
moving beyond individual techniques in an attempt to synthesise the different approaches 
towards measurements of impact, to get back to the essential question of ‘do libraries and their 
services do any good?’, and, as Brophy says, our challenge is to strive to seek, and understand, 
the evidence that they do.  
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