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Executive Summary 

Electroencephalography is a diagnostic tool that is often underutilized despite its 

significant potential. It is used for monitoring electrical activity in the brain, providing a high 

temporal resolution that makes it particularly suitable for real-time analysis. The inherent 

characteristics of EEG data, such as its temporal resolution, make it an ideal candidate for 

application in machine learning, enhancing its capabilities for automated analysis and 

diagnosis. 

The aim of this PhD research is to apply modern signal processing techniques and 

machine learning algorithms to develop robust methodologies for the automated detection 

of neurological conditions and cognitive states. While the primary focus is on Alzheimer's 

research, this study also explores applications in Brain-Computer Interfaces and epilepsy. 

The research findings indicate that automated methodologies, when combined with EEG 

data, can significantly improve screening processes for dementia and other neurological 

conditions. These methodologies provide valuable insights that could pave the way for future 

clinical applications. 

Modern deep learning methodologies, particularly transformers, have shown great 

promise in this domain. These advanced techniques can further enhance the capability of 

automated systems to analyze complex EEG data, leading to more accurate and reliable 

diagnostic tools. By leveraging these cutting-edge approaches, this research contributes to 

the ongoing efforts to integrate AI-driven solutions into clinical practice, ultimately 

improving patient outcomes and advancing the field of neurological diagnostics. 

  



 

 

 

 



 

 

 

Επιτελική Σύνοψη 

Το ηλεκτροεγκεφαλογράφημα είναι ένα διαγνωστικό εργαλείο που συχνά δεν 

αξιοποιείται επαρκώς παρά τις σημαντικές δυνατότητές του. Χρησιμοποιείται για την 

παρακολούθηση της ηλεκτρικής δραστηριότητας στον εγκέφαλο, παρέχοντας υψηλή 

χρονική ανάλυση που το καθιστά ιδιαίτερα κατάλληλο για ανάλυση σε πραγματικό χρόνο. 

Τα εγγενή χαρακτηριστικά των δεδομένων ηλεκτροεγκεφαλογραφήματος, όπως η χρονική 

του ανάλυση, τα καθιστούν ιδανικό υποψήφιο για εφαρμογή στη μηχανική μάθηση, 

ενισχύοντας τις δυνατότητές τους για αυτοματοποιημένη ανάλυση και διάγνωση. 

Ο στόχος αυτής της διδακτορικής έρευνας είναι η εφαρμογή σύγχρονων τεχνικών 

επεξεργασίας σήματος και αλγορίθμων μηχανικής μάθησης για την ανάπτυξη αξιόπιστων 

μεθοδολογιών για την αυτοματοποιημένη ανίχνευση νευρολογικών καταστάσεων και 

γνωστικών καταστάσεων. Ενώ η κύρια εστίαση είναι στην έρευνα για τη νόσο Αλτσχάιμερ, 

η μελέτη αυτή διερευνά επίσης εφαρμογές στις διεπαφές εγκεφάλου-υπολογιστή και στην 

επιληψία. Τα ευρήματα της έρευνας δείχνουν ότι οι αυτοματοποιημένες μεθοδολογίες, όταν 

συνδυάζονται με δεδομένα ηλεκτροεγκεφαλογραφήματος, μπορούν να βελτιώσουν 

σημαντικά τις διαδικασίες ελέγχου για την άνοια και άλλες νευρολογικές καταστάσεις. 

Αυτές οι μεθοδολογίες παρέχουν πολύτιμες γνώσεις που θα μπορούσαν να ανοίξουν το 

δρόμο για μελλοντικές κλινικές εφαρμογές. 

Οι σύγχρονες μεθοδολογίες βαθιάς μάθησης, ιδίως τα δίκτυα transformers, φαίνεται να 

είναι πολλά υποσχόμενες σε αυτόν τον τομέα. Αυτές οι προηγμένες τεχνικές μπορούν να 

βελτιώσουν περαιτέρω την ικανότητα των αυτοματοποιημένων συστημάτων να αναλύουν 

σύνθετα δεδομένα ηλεκτροεγκεφαλογραφήματος, οδηγώντας σε πιο ακριβή και αξιόπιστα 

διαγνωστικά εργαλεία. Αξιοποιώντας αυτές τις προσεγγίσεις αιχμής, η παρούσα έρευνα 

συμβάλλει στις συνεχιζόμενες προσπάθειες για την ενσωμάτωση λύσεων που βασίζονται 

στην Τεχνητή Νοημοσύνη στην κλινική πρακτική, βελτιώνοντας τελικά τα αποτελέσματα 

των ασθενών και προωθώντας τον τομέα της νευρολογικής διάγνωσης. 
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“9 out of 10 researchers recommend pursuing a PhD. The 10th lives happily.” 

-Unknown 

 

1.1. Introduction 

The focus of this doctoral research lies on the signal processing and machine learning 

aspects of the Electroencephalographic (EEG) signal and its applications on automatic 

detection, prediction or severity assessment of different neurological malfunctions or 

cognitive conditions. It was conducted in the Human-Computer Interaction Laboratory 

(HCI-lab) of the Department of Informatics and Telecommunications, University of 

Ioannina, under the constant supervision and assistance of my supervisor, Dr. Alexandros 

Tzallas, who is currently holding the position of Associate Professor in this Department, and 

was funded through the Research Programme “Immersive Virtual, Augmented and Mixed 

Reality Center of Epirus” (MIS 5047221) which is implemented under the Action 

“Reinforcement of the Research and Innovation Infrastructure”, funded by the Operational 

Programme “Competitiveness, Entrepreneurship and Innovation” (NSRF 2014-2020) and 

co-financed by Greece and the European Union (European Regional Development Fund). 

I am profoundly grateful for the support, guidance, and encouragement I have received 

throughout the journey of this doctoral thesis. First and foremost, I extend my deepest 

appreciation to my supervisor, Alexandros, who believed in me, supported me both 

intellectually and financially, and whose expertise, mentorship and insightful feedback were 

instrumental for shaping this work.  

Furthermore, a special word of appreciation goes to Dr. Katerina Tzimourta, whose 

contributions to my research have been indispensable. A good part of my research was a 

continuation of her research and collaborations, thus without her, my work would be 
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1.2. Research Objectives 

The advancement of digital signal processing techniques has revolutionized various 

scientific domains, opening new vistas for research and applications. One such impactful 

area is EEG, a non-invasive technique for monitoring electrical activity in the brain. In 

medical settings, EEG has been indispensable for diagnosing and monitoring neurological 

disorders like epilepsy or other seizure disorders. EEG might also prove useful for 

diagnosing or treating other medical conditions such as brain tumors, brain damage from 

head injury, brain disfunction due to a variety of causes (encephalopathy), sleep disorders, 

inflammation of the brain and the Creutzfeldt-Jakob disease. EEG can also be used as a 

confirmation tool for brain death in someone in a persistent coma. Furthermore, although 

not the main diagnostic tool, it can be used complementary for neurodegenerative diseases 

such as Alzheimer’s disease (AD) or other dementia related conditions. 

 Beyond healthcare, EEG has also found the way into commercial sectors, serving as the 

foundation for Brain-Computer Interface (BCI) technologies that facilitate direct 

communication between the human brain and external devices. These BCIs have 

applications in a wide range of industries, from entertainment and gaming to assistive 

technologies for individuals with mobility impairments. EEG-based controllers are being 

developed for virtual and augmented reality experiences, providing a more immersive and 

intuitive way of interacting with digital worlds. In the automotive sector, EEG is being 

explored for monitoring driver alertness to prevent accidents caused by drowsiness or 

inattention. Additionally, wearables and smart home technologies are integrating EEG 

sensors to offer features like meditation guidance, sleep quality tracking, and even smart 

lighting adjustments based on the user's mood or cognitive state. Moreover, commercial 

EEG devices are becoming increasingly accessible and user-friendly, allowing for 

consumer-level adoption. This democratization of EEG technology is not only expanding its 

application but also fueling public interest and investment in brain-related research and 

development.  

Despite its widespread utility, traditional EEG analysis often involves manual 

interpretation by skilled clinicians, making it a time-consuming and expensive process. 

Manual analysis is not only resource-intensive but also subject to human error, which poses 

challenges not only in clinical but also commercial applications. This presents a pressing 

need for automated methods that can offer both speed and accuracy in EEG analysis. Such 

methodologies should assist in timely screening of huge amounts of recordings, thus 

allowing the medical practitioners to focus not on analyzing the EEG waveforms but 

interpreting its unique characteristics.  
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Over the past decade, the adoption of advanced machine learning (ML) methodologies 

for EEG analysis has transitioned from a speculative concept to a tangible reality. This 

transformation has been fueled by remarkable strides in computational capabilities and 

groundbreaking advancements in deep learning and signal processing techniques. ML 

algorithms, particularly deep learning models, have shown exceptional promise in 

automating complex tasks such as the classification and interpretation of EEG signals. These 

automated systems are capable of rapidly analyzing vast datasets, thereby significantly 

reducing the time and resources required for manual interpretation. Furthermore, ML models 

can be fine-tuned to achieve high levels of accuracy, making them invaluable tools in both 

clinical diagnosis and real-world applications. As computational power continues to grow 

and ML g algorithms become increasingly sophisticated, the automatic interpretation of EEG 

signals is poised to revolutionize the fields of neuroscience, healthcare, and human-computer 

interaction. 

Furthermore, the introduction of Transformer neural networks in 2017 and their 

advancements since then have opened new avenues for the automatic analysis of EEG 

signals. Originally designed for natural language processing tasks, Transformers have 

proven to be highly adaptable and effective in handling sequential data, a feature highly 

relevant to EEG time series. Their ability to capture long-range dependencies in the data and 

parallelize computations makes them well-suited for EEG analysis, which often involves 

interpreting complex temporal patterns over extended periods. Transformers offer a 

significant advantage in tasks like anomaly detection, signal classification, and even real-

time monitoring of cognitive states. Their self-attention mechanisms can focus on salient 

portions of the EEG signal, enabling more accurate identification of neurological events or 

states. As the architecture continues to be refined and specialized variants are developed, 

Transformer neural networks have the potential to significantly enhance the accuracy and 

efficiency of automated EEG methodologies, thereby contributing to advances in both 

clinical and commercial applications. 

This dissertation aims to explore the intersection of ML and EEG to create robust 

Human-Computer Interaction (HCI) applications focused on cognitive states and 

neurological disorders. The research objectives of this doctoral research are divided into 3 

distinct categories, that have been researched in parallel. These categories have been: 

1) Alzheimer’s disease or other dementia detection using EEG. The main body of 

the research that has taken place in the duration of the PhD has been dedicated to 

creating new methodologies for dementia detection. To achieve this, a collaboration 

with the 2nd Neurological Department of AHEPA University Hospital of 

Thessaloniki has been established, where the EEG recordings as well as the medical 

expertise has been obtained from. 

2) Automatic Epilepsy detection using EEG. Although EEG-based epilepsy detection 

has been extensively studied over the past decade and may be considered a well-

established field, there remains room for improvement and consolidation of existing 

knowledge. A comprehensive analysis of existing EEG databases and 
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methodological literature has been conducted, accompanied by research to determine 

the optimal window size for such studies. 

3) Brain-Computer Interfaces for analyzing cognitive states. EEG has been 

integrated with Virtual Reality to create immersive experiences designed to induce 

stress, and correlations have been observed between stress induction and changes in 

EEG patterns. Additionally, specialized linguistic software tools have been 

developed and utilized in conjunction with EEG recordings to study alterations in 

brain activity among patients with dyslexia. This multidisciplinary approach has 

facilitated the development of ML algorithms that can effectively capture these EEG 

alterations. Finally, a BCI application for gamification of brain activity has been 

developed and presented at a panhellenic neurological meeting. For these to be 

possible, a collaboration with XRCenter (Virtual, Augmented and Mixed Reality 

Center) of the Epirus Region has been established and funding, equipment as well as 

Virtual Reality expertise has been obtained from. 

1.3. Dissertation Structure 

This dissertation presents the theoretical background for the EEG analysis and ML as 

well as the whole length of the methodologies that have been proposed in regard to the 

research axes that have been analyzed in chapter 1.1. The dissertation is separated in the 

general section and original research section.  

Regarding the general section, chapter 2 is the background and context description. 

There, the EEG is meticulously analyzed, the need for ML is explained and domains in which 

it is employed (Alzheimer’s disease, Epilepsy, BCI) are analyzed. Furthermore, an analysis 

on clinical and wearable devices is being established. Chapter 3 analyzes all the theoretical 

background on EEG signal analysis, covering preprocessing and artifact rejection, frequency 

and time-frequency transformations of the signal, and the typical characteristics extracted 

from EEG. It also discusses characteristics derived from the synchronization of different 

brain regions or electrodes. Finally, the chapter reviews software developed by other 

research teams that makes EEG analysis available. Chapter 4 outlines the theoretical 

background of ML as applied to EEG analysis. It defines the types of problems that can be 

addressed and presents an in-depth look at a typical ML pipeline. Particular focus is placed 

on the analysis of Transformer neural networks, which represent the state of the art at the 

time this dissertation was written. 

Regarding the original research section, chapter 5 provides detailed description of all the 

original research that has been published throughout the course of the doctoral research. It 

is divided into 4 subchapters, each describing a separate area of research. 5.1. presents the 

main part of the research which is dedicated to dementia and specifically AD research. It 

consists of methodologies for automatic EEG classification as well as the publication of an 

open access dementia database acquired from AHEPA hospital, which is the first open 

access EEG database of Alzheimer's recordings. Next, 5.2. is about the research on epilepsy, 

and 5.3 consists of the research about HCI applications on EEG (and conditions like 
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dyslexia). Chapter 6 discusses the theoretical contribution and the practical applications of 

the research that has taken place as well as the limitations and the future work. Chapter 7 

concludes the dissertation. 



 

 

 

  

Chapter 2  
Background and Context 
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“If the brain were so simple we could understand it, we would be so simple we couldn't. 

-Lyall Watson 

2.1. Human Brain Anatomy 

The human brain, being the control center of the nervous system has a fundamental role 

to our consciousness, emotions, thoughts, and memory. It is comprised of billions of neurons 

and is responsible for a lot of bodily functions and cognitive processes. It is divided into 

several regions and each of them has a specific role, ranging from the regulation of basic 

life-sustaining functions like breathing and heartbeat to higher cognitive functions such as 

reasoning, language, and abstract thinking. The core of the human-world interaction is the 

ability of the brain to process sensory information, integrate it and respond to it accordingly. 

Moreover, its ability to adapt and rewire itself highlights its dynamic nature.  

 The three major parts of the brain are the Cerebrum, the Cerebellum, and the Brainstem 

[1]. The Cerebrum is the largest part of the brain and is divided into two hemispheres (left 

and right). Each hemisphere is further divided into four lobes: frontal, parietal, temporal, and 

occipital. The Cerebrum is responsible for higher-order brain functions, including thought, 

emotion, sensory processing, speaking-language, and voluntary muscle movement. The 

Cerebellum is much smaller in size and is located under the cerebrum at the back of the 

brain. Its primary function is to coordinate and regulate muscular activity, balance, and 

posture. It does not initiate movement but contributes to coordination, precision, and 

accurate timing of movements. Last but not least, the Brainstem connects the brain with the 

Figure 1 The three main parts of the brain 
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spinal cord and consists of the midbrain, pons, and medulla oblongata. It is responsible for 

controlling many vital life functions, such as breathing, heart rate, blood pressure, and 

consciousness. The brainstem also plays a role in relaying information between the brain 

and the rest of the body and in controlling basic attention, arousal, and some autonomic 

functions.  

The EEG primarily focuses on the Cerebrum. As mentioned before, it is divided into 2 

hemispheres and 4 lobes. A brief description of each lobe’s functionality is described below. 

Frontal Lobe: Located at the front of the brain, it is associated with reasoning, motor 

skills, higher-level cognition, and expressive language. The prefrontal cortex, part of the 

frontal lobe, is crucial for decision making, social behavior, and personality expression. 

Parietal Lobe: Positioned in the middle section of the brain, it is involved in processing 

tactile sensory information such as pressure, touch, and pain. The parietal lobe integrates 

sensory information to form a single perception (cognition). 

Temporal Lobe: It is located at the bottom section of the brain and involved in the 

processing of auditory stimuli, essential for the formation of explicit long-term memory. The 

temporal lobe also has a role in the interpretation of language and emotions. 

Figure 2 The location of the 4 brain lobes. 
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Occipital Lobe: It is located at the back of the brain, and is primarily responsible for 

visual processing. It interprets the visual information, including color, light, and movement 

and plays a role in visual perception such as recognizing and understanding what is seen. 

2.2. Electroencephalography 

EEG is a non-invasive technique used to record electrical activity generated by the brain 

[2]. With applications ranging from medical diagnosis to neuroscience research, EEG is very 

important in understanding brain function and behavior. It captures the electrical activity of 

the brain through electrodes placed on the scalp. At a cellular level, neurons, the primary 

cells constituting the nervous system, produce electrical impulses as they communicate with 

each other. These impulses result from the flow of ions across the cell membrane, creating 

voltage fluctuations known as action potentials. When a large number of neurons are 

activated simultaneously, their electrical activity can be captured as an EEG signal. 

2.2.1. Basic functionality of neurons 

Neurons and neuroglial cells serve as the foundational elements of the nervous system. 

Not only do they execute essential anatomical, electrophysiological, and molecular 

functions, but neuroglial cells also assist neurons and contribute to the development of the 

myelin sheath. These components are crucial for a comprehensive understanding of human 

brain function. 

The neuron serves as a specialized cell type and constitutes the fundamental cellular unit 

of the nervous system [3]. All neurological activities are dependent on interactions among 

neurons. These neurons can be categorized according to various criteria such as their size, 

shape, neurochemical properties, spatial location, and patterns of connectivity, all of which 

are crucial for understanding their functional roles within the brain. Importantly, neurons 

work in conjunction with supportive neuroglial cells to establish neural circuits. These 

circuits act as the primary building blocks of neural systems, responsible for processing 

specific kinds of information and forming the structural basis for brain functions. 

Neural systems encompass neurons and circuits strategically located throughout the 

brain, and they serve one of three general roles. Sensory systems, made up of sensory 

neurons, relay information concerning both the internal state of the organism and its external 

environment. Motor systems, featuring motor neurons, organize and transmit information to 

the body's external parts. Finally, intermediate systems bridge the sensory and motor aspects 

of the nervous system and lay the groundwork for higher-order functions, such as perception, 

attention, cognition, emotions, logical reasoning, and other complex activities of the human 

brain. 

When a neuron receives a signal from its neighboring neurons, it undergoes a process 

called depolarization, by which positively charged ions flow into the cell. This shift in ion 

concentration generates an electrical impulse known as an action potential, which travels 
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along the neuron's axon to its terminals. Here, it triggers the release of neurotransmitters, 

which in turn stimulate adjacent neurons, perpetuating the electrical signal [4]. 

2.2.2. Traditional usage of EEG 

The EEG was first developed as a clinical and research tool in the early 20th century. 

Hans Berger, a German psychiatrist, recorded the first human EEG in 1924 [5]. However, 

his findings were not immediately accepted by the scientific community. It was not until his 

work was validated by British scientists, including Edgar Adrian and B.H.C. Matthews, in 

the late 1920s and early 1930s that the EEG began to gain credibility. Berger's original 

observations included what he called "alpha" and "beta" waves, which represented the 

rhythmic activity he observed in the brain. The alpha rhythm, in particular, was significant 

because it was the first time that regular, ongoing electrical activity had been detected from 

the human brain without external stimulation. The first clinical applications of EEG were 

primarily in epilepsy diagnosis and research [6]. Through the years, EEG has been used for 

a wide range of clinical purposes, including the diagnosis of other neurological disorders, 

sleep disorders and research in cognitive neuroscience. By the 1950s and 1960s, EEG had 

become a routine part of neurological evaluation, and technological advances over the 

subsequent decades have only expanded its utility. Today, EEG is an essential tool in clinical 

neurology, as well as in various research settings. 

The combined activity of millions of neurons generates electrical fields that can be 

sensed outside the skull. An EEG records electrical fields by using strategically positioned 

electrodes on the head. Each electrode measures electrical activity in relation to a reference, 

which can be another electrode or an averaged output from numerous electrodes. The voltage 

variations are magnified and shown as waveforms, offering a real-time view of brain activity. 

EEG signals are typically faint, frequently measuring in the microvolts range, and can be 

affected by noise from internal and external sources. Internal noise may originate from 

physiological processes such as muscle contractions or eye movements, whereas external 

noise may result from electrical interference from neighboring devices. Sophisticated 

filtering and signal processing techniques are often used to separate the genuine brain 

impulses from the noise. 

  EEG has a high temporal resolution, detecting electrical activity variations in 

milliseconds. This makes it an excellent tool for studying rapid cognitive processes like 

perception, decision-making, and motor reactions. The spatial resolution is restricted, which 

complicates the precise identification of the specific source of neuronal activity in the 

intricate structures of the brain. Progress in computational approaches and source 

localization techniques is slowly reducing this constraint, providing more comprehensive 

spatial information. 

EEG is mostly utilized as a clinical instrument for diagnosing conditions such as 

epilepsy, sleep problems, encephalopathies, and neonatal monitoring. An EEG recording 

typically includes waves of electrical activity, with one waveform corresponding to each 
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electrode. EEG is utilized in clinical and research environments to identify different types of 

observations that can provide understanding of brain function and possible irregularities. 

Key discoveries that are commonly sought include: 

1) Frequency domain distribution of the signals: Different frequency activities 

illustrate different functionalities on the brain. The EEG signal is typically separated 

in 5 frequency bands of interest and is analyzed as such. 

2) Epileptiform Abnormalities: Spikes, sharp waves, or spike-and-wave discharges 

can indicate seizure activity or an increased risk for seizures. 

3) Focal Slowing: Slowed wave activity in a specific area may suggest a localized brain 

lesion, such as a tumor or stroke. 

4) Generalized Slowing: Often indicative of diffuse brain dysfunction and is 

commonly seen in encephalopathies or severe systemic illnesses affecting brain 

function. 

5) Asymmetry: Asymmetric electrical activity between comparable areas on both 

hemispheres may indicate a lesion or dysfunction. 

6) Periodic Lateralized Epileptiform Discharges (PLEDs): This is often a sign of 

acute brain dysfunction, commonly seen after acute brain injuries. 

However, manually examining EEG results is a tedious and time-consuming process that 

is susceptible to human mistakes. Interpreting EEG signals is challenging due to their 

complexity and variability, often necessitating expert analysis. However, subjective 

interpretations might result in conflicting diagnoses. This not only prolongs the diagnostic 

process but also raises the likelihood of missing small yet clinically important anomalies. 

Additionally, the large amount of data produced during a standard EEG session, which can 

sometimes span hours of recordings, can render thorough manual analysis unfeasible. The 

problems highlight the pressing requirement for automated or semi-automatic techniques, 

such ML algorithms, to aid in the precise and efficient analysis of EEG data. Progress in 

these fields could transform the industry by offering more dependable, quick, and convenient 

assessments for various neurological disorders and research purposes. 

2.2.3. Automated Methods in EEG Analysis 

As already mentioned, the laborious nature of manual examination of EEG recordings 

created the need for automated methods of analysis and categorization.  

2.2.3.1. Historical overview 

Automated EEG analysis methods have been developed over several decades, although 

progress has increased notably due to advancements in processing capacity and machine 

learning algorithms. Automating EEG analysis began in the 1960s and 1970s with the 

development of basic algorithms to identify certain waveform patterns such spikes or sharp 
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waves associated with epilepsy. These initial techniques mostly consisted of rule-based 

systems and depended on simple statistical metrics.  

In the 1980s and 1990s, advanced techniques such as digital signal processing and 

fundamental machine learning algorithms like Support Vector Machines (SVM) were 

created. During this time, there was an increasing interest in automated sleep stage 

classification, seizure identification, and artifact removal. Nevertheless, these techniques 

were not sufficiently strong for broad clinical use and were mostly utilized in research 

environments.  

The 2000s saw a resurgence of major developments in machine learning and data science, 

leading to a considerable impact on automated EEG analysis. Support Vector Machines 

(SVM), Random Forests, and sophisticated neural network designs were utilized for 

analyzing EEG data. The advent of deep learning in the late 2010s has expanded the potential 

for intricate pattern identification in EEG data, leading to more precise and dependable 

automated assessments.  

Modern techniques for analyzing EEG data are advancing rapidly, utilizing complex 

machine learning algorithms such as convolutional neural networks (CNNs), recurrent 

neural networks (RNNs), and transformer models. These methods are utilized in both 

research and are starting to be integrated into clinical practice for purposes such as real-time 

monitoring and diagnostic assistance. Automated EEG analysis has advanced significantly 

in the previous two decades due to improvements in computational techniques and machine 

learning algorithms, while not being a new concept. 

2.2.3.2. Overview 

In the 2020s, automated methods are transforming EEG analysis. Modern computers' 

increased capabilities have made computationally expensive denoising and decomposition 

techniques accessible in any research environment. Previously, techniques such as 

Independent Component Analysis (ICA) and Automatic Artifact Subspace Reconstruction 

(ASR) needed dedicated high-performance computing clusters. Independent Component 

Analysis (ICA) was commonly used for blind source separation in order to separate 

individual brain and artifact sources. However, it could require many hours to days to 

analyze a single EEG dataset on computers from the early 2000s. ASR, a technique used to 

detect and eliminate abnormalities in EEG data, encountered computing constraints since it 

required real-time data processing and intricate matrix calculations. On previous systems, 

ASR could require 30 minutes to an hour to analyze only a few minutes of EEG data. 

Nowadays, thanks to multi-core CPUs, Graphics Processing Units (GPUs), and efficient 

ML libraries, these techniques can be performed in just minutes or even seconds. Modern 

systems can efficiently do these calculations using tens to hundreds of channels in real-time, 

making them suitable for advanced research facilities, clinical settings, and smaller research 

groups. The democratization of computing is greatly increasing the potential for advanced, 

automated EEG analysis. 
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The principles discussed about EEG denoising techniques and advanced computational 

systems are equally relevant to all other aspects of EEG analysis, including signal processing 

and machine learning. It is important to note that EEG analysis can be conducted in two 

ways, each providing distinct insights into brain activity. Event-Related Potentials (ERPs) 

are commonly utilized to investigate the brain's reaction to particular stimuli or occurrences. 

ERPs offer a precise measure of brain activity synchronized with time, which is useful for 

studying cognitive functions like as attention, memory, and decision-making under strict 

control. EEG analysis can also examine oscillatory activity or 'ongoing' brain waves that are 

not directly linked to specific external stimuli. This method is frequently used to investigate 

continuous phenomena that are not tied to specific events, such as awareness states, 

emotional control, or baseline brain function. Both methodologies provide essential 

viewpoints and are frequently complementary, offering a more thorough comprehension of 

brain function and malfunction. 

During this doctoral research, no studies employing ERPs were conducted; instead, the 

focus was on oscillatory activity. ML served as the main axis of the research, so significant 

attention was given to different approaches for EEG signal transformation, decomposition, 

and feature extraction. Creating a feature matrix from the EEG signal can be achieved by 

extracting features in various ways. Statistical features can be extracted directly from the 

signals, while frequency domain metrics such as Relative Band Power (RBP) can be 

obtained through frequency or time-frequency transforms. Synchronization features can be 

extracted using methodologies that consider the topology of the electrodes. In such studies, 

the next step involves proposing a novel ML pipeline (or a combination of well-established 

methodologies) that uses these feature matrices as input and attempts to classify EEG signals 

based on a neurological condition—either as healthy or not healthy, severe or not severe. A 

standard ML pipeline would include all the conventional steps found in any other 

classification problem, such as feature extraction, feature reduction, hyperparameter 

optimization, machine learning model selection, and evaluation metrics. Furthermore, state-

of-the-art advancements in ML, including developments in deep learning and especially 

transformer neural networks, are also being incorporated into EEG research. All these 

methodologies are meticulously described in Chapter 4. 

2.2.4. Frequency bands of Interest 

One of the fundamental aspects of EEG analysis is the frequency bands of interest. 

Traditionally, EEG signals are divided into five primary frequency bands, each 

corresponding to different brain activities and serving specific purposes in both clinical and 

research settings. These bands are: 

• Delta Waves (0.5–4 Hz): This frequency band is predominant in deep sleep stages 

and is also associated with unconscious bodily functions such as digestion. 

Clinically, increased delta activity can be indicative of brain injuries or 

abnormalities. 
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• Theta Waves (4–8 Hz): Commonly observed in drowsiness and light sleep, theta 

waves are also linked to creativity, intuition, and emotional responses. Elevated theta 

activity is often seen in meditative states and in some neurological disorders. 

• Alpha Waves (8–13 Hz): These waves are usually detected when a person is relaxed 

but alert, often with eyes closed. Alpha activity is associated with wakeful relaxation 

and can serve as a baseline EEG rhythm. 

• Beta Waves (13–30 Hz): This frequency band is predominant during problem-

solving, focused attention, and analytical thinking. Beta waves are a sign of active 

cognitive engagement. In a clinical context, altered beta activity can signal stress or 

anxiety. 

• Gamma Waves (30–100 Hz): Though less commonly studied due to their lower 

amplitude, gamma waves are associated with higher-order cognitive functions such 

as perception, consciousness, and rapid information processing. 

The EEG signals are split into these frequency bands either by using Finite Impulse 

Response (FIR) filters directly, or by applying a frequency transformation such as Power 

Spectral Density (PSD) in the whole signals and then calculating the energy of these 

frequency bands by only keeping the points corresponding to each range. Figure 3. The 5 

frequency bands. [7] displays the waveforms of the 5 different frequency bands. 

2.3. Conditions investigated through EEG 

EEG is used to investigate a wide range of psychological and neurological conditions as 

well as the brain function in general. Some of the key conditions commonly studied, 

quantified or diagnosed through EEG are epilepsy [8], [9], sleep disorders, encephalopathy 

[10], strokes and dementias[11], [12], [13], [14]. Mental health conditions such as depression 

and anxiety [15] or Attention-Deficit/Hyperactivity Disorder [16] have, also, been studied 

through EEG. Moreover, cognitive and behavioral research regarding cognitive load, BCI 

[17], emotional processing [18] or sensory processing [19] have employed EEG as a 

quantification tool. In this section, the main conditions that were investigated throughout 

this doctoral study will be analyzed.  
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2.3.1. Epilepsy 

Epilepsy is the most studied neurological condition through EEG. This neurological 

disfunction is concerning since it affects more than 70 million people worldwide according 

to the World Health Organization. Epilepsy originates from seizures, which are abnormal 

electrical discharges in the cortical neurons.  

In the majority of epilepsy cases, pharmaceutical treatments, such as antiepileptic drugs 

(AEDs), are effective in managing the symptoms by reducing the frequency and severity of 

seizures. However, for approximately 25% of patients, known as drug-resistant or refractory 

epileptics, conventional medication doesn't provide adequate control. For these individuals, 

surgical intervention, which may involve removing the portion of the brain responsible for 

the seizures, becomes a consideration. The understanding of epilepsy has a rich historical 

context. While Hippocrates, the ancient Greek physician, was among the first to suggest that 

epilepsy originated in the brain, it was the British neurologist John Hughlings Jackson in the 

19th century who profoundly advanced our knowledge. Jackson posited that epileptic 

seizures arose from the cerebral cortex and provided in-depth clinical descriptions of partial 

(focal) epileptic seizures, laying the groundwork for modern epileptology. Epileptic 

seizures, although not typically fatal, pose risks such as injury during an event. They can 

also significantly disrupt a patient's daily activities, from driving to work commitments, 

leading to feelings of isolation or depression. An epileptic seizure is scientifically defined as 

a transient brain dysfunction wherein a group of neurons, often in a specific region of the 

brain, exhibits synchronous and hyperactive activity, resulting in abnormal electrical signals 

that manifest as observable clinical symptoms. Even though a lot of imaging tools have been 

used for epilepsy detection, like Magnetic Resonance Imaging (MRI), Functional-MRI, 

Figure 3. The 5 frequency bands.  
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PET-scan and others, EEG is recognized as the main diagnostic tool, due to the fact that the 

epileptiform discharges can be observed on an EEG recording and distinguished from 

normal neural activity.  

Extended EEG time series, which can last for several hours, often require expert 

neurologist review for the identification of epileptic waveforms, making it a demanding and 

time-consuming task. Given the intricate nature of seizures and the large number of people 

affected by epilepsy, there's a strong push in research to continually create new methods for 

automated seizure detection to aid medical professionals. Global research initiatives have 

leveraged signal processing and machine learning approaches to explore and identify 

abnormal spikes, spike waves, and spike-wave complexes in interictal EEG data. Efforts 

have also been made to recognize early indicators of seizure onset for predictive purposes. 

The refinement of Time-Frequency analysis methods, coupled with the rise of Deep 

Learning, has brought scientific interest in the automated diagnosis of epilepsy. 

While research on automatic epilepsy detection using EEG dates back to the 1980s, the 

past decade has seen a rapid increase in the number of published papers. Most of these 

studies gather EEG recordings from individuals with epilepsy and healthy controls, and then 

propose a method that uses various signal processing and feature extraction techniques, often 

combined with traditional Machine Learning algorithms or newly developed ones, aiming 

to train a system that can automatically classify an EEG time window as epileptic or not. 

Research groups focused on processing, algorithmic, or computational aspects often find it 

challenging to contribute to this field independently, as clinical recordings necessitate 

collaboration with medical organizations. Consequently, several epilepsy EEG databases 

have been made publicly available to facilitate the development of automated seizure 

detection methods. Therefore, many experimental studies tend to rely on these published 

databases rather than conducting their own data collection. 

The most famous of these databases are: The database of Bonn University, which is 

consisted of 5 subsets of EEG recordings named Z,O,N,F,S taken from 5 healthy subjects 

and 5 epileptic subjects. Each group contains 100 single-channel recordings, each lasting 

23.6 seconds (with a signal length of 4096 samples). The data has a sampling frequency of 

173.61 Hz. The Childrens Hospital of Boston – Massachusetts Institute of Technology 

(CHB-MIT) database, which includes long, continuous, multi-channel recordings from 24 

people with drug-resistant seizures, aged between 1.5 to 22 years. The Epilepsy Center of 

University of Freiburg database which includes long-term EEG recordings taken from 21 

patients aged 13-47 years suffering from epilepsy, recorded from 6 intracranial channels. 

Apart from these, there are more databases with EEG recordings. 

A systematic review on studies that use publicly available databases to propose a scheme 

for epilepsy detection using EEG signals is incorporated in this dissertation at chapter 5. 

Thus, a more detailed description of the databases is provided there. 
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2.3.2. Alzheimer’s Disease and other Dementia 

Alzheimer's disease (AD) stands as a progressive neurodegenerative disorder, ranking 

among the most commonly diagnosed types of dementia in elderly. It manifests through 

cognitive deterioration and shifts in behavior. As the median age of the global population 

tends to increase, it is expected that AD as well as other age-related dementias will rise. 

Research indicates that AD ranks as the sixth predominant cause of death in the United 

States, uniquely continuing its significant upward trajectory among the top ten causes. 

Reports from 2020 documented over 50 million dementia cases, with projections estimating 

AD patient counts to touch 75 million by 2030 and soar to 131 million by 2050. The 

prevalence of AD remains consistent across genders, registering at 1.4% for those aged 65-

70 and escalating to 24% for those surpassing 85 years of age. Regarding its symptoms, the 

initial indicators of the disease manifest as challenges in recollecting events of short-term 

memory. As it advances, it progresses to issues regarding speech, orientation, fluctuating 

moods, neglecting personal care, and behavioral shifts. As the disease intensifies, bodily 

functions gradually deteriorate, at the individuals ultimately result to death. At present, no 

established cure exists for AD, with the available therapeutic interventions offering only 

modest relief from symptoms. 

For the diagnosis of probable AD, specific criteria such as postmortem confirmation of 

neuropathological changes (accumulation of neuritic plaques and neurofibrillary tangles 

containing hyperphosphorylated tau proteins) should be met by the patient. Figure 4 a) The 

brain of a heathly subject, b) the brain of an AD patient. Neuritic plaques and neurofibrillary 

tangles accumulation as a result of amyloid-beta peptide’s (Aβ) accumulation in the most 

affected area of the brain, the medial temporal lobe and neocortical structures. presents the 

structural differences of an AD diseased brain and a healthy brain [20]. The initial diagnosis 

of the AD, however, needs several criteria as provided by the Diagnostic and Statistical 

Manual (DSM-IV) [21] and the National Institute of Neurological, Communicative 

Disorders and Stroke, Alzheimer’s Disease and Related Disorders Association (NINCDS-

ADRDA) [22]. To diagnose probable AD, other possible causes of cognitive decline are 

eliminated. According to the protocol, this procedure involves a combination of: 

1) Evaluation of patient’s medical history and physical examination for overall health 

assessment 

2) Cognitive & Neurophysiological testing for memory, language, attention, problem-

solving assessment to identify any cognitive impairments or changes that may be 

indicative of Alzheimer’s Disease 

3) Imaging techniques, such as MRI or PET scans, used to detect structural or functional 

changes in the brain, to identify brain shrinkage or atrophy (MRI) and to detect beta-

amyloid plaques and measure glucose metabolism in the brain through radioactive 

tracers (PET). 

4) Laboratory tests, such as blood tests, to rule out other possible causes of cognitive 

decline such as vitamin deficiencies, thyroid problems or infections 
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5) Cerebrospinal fluid analysis to measure specific biomarkers associated with AD such  

as beta-amyloid and tau proteins. 

The timely nature of the protocol leads to diagnosis that is often too late and not available 

to everyone. Thus, creating new methods for automated and timely diagnosis is important, 

in order for the patient to receive better medical support and prolong their lifespan, and for 

the relatives or caregivers to be better prepared on how they should treat them. 

Alterations in brain activity may be key findings of neurodegenerative disorders such as 

AD. There are various methodologies for measuring brain activity (such as MRI or PET-

scan, as already mentioned), each with different spatiotemporal resolution and applicability. 

EEG is a tool that has great temporal resolution, yet it is not widely employed due to having 

low spatial resolution and being prone to noise. Nevertheless, recent advancements in 

computational methods such as Low-Resolution Electromagnetic Tomography (LORETA) 

promise increased spatial resolution by providing estimation capabilities of the underlying 

brain generators location. Furthermore, techniques such as Independent Component 

Analysis (ICA) and Artifact Subspace Reconstruction (ASR) (which perform artifact 

reduction or removal) have now become computationally available thus making the EEG a 

prominent tool in neurodegenerative disease diagnosis. 

Figure 4 a) The brain of a heathly subject, b) the brain of an AD patient. Neuritic 

plaques and neurofibrillary tangles accumulation as a result of amyloid-beta peptide’s 

(Aβ) accumulation in the most affected area of the brain, the medial temporal lobe and 

neocortical structures.  
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2.3.3. Other Conditions 

EEG is a versatile clinical tool with applications beyond epilepsy or dementia, as 

mentioned above. For example, it is deployed in various research studying cognitive and 

emotional states, including stress and anxiety, mood disorders, cognitive workload, 

relaxation, motivation and emotion recognition. Various research works suggest that a 

functional lateralization in the frontal cortex is related to affective processing and may be an 

indicator for physiological stress. Specifically, Frontal Alpha Asymmetry is a measure used 

in a variety of protocols designed to evaluate mental stress. Also, there is evidence that such 

Frontal Alpha Asymmetry is related to depression [23]. Moreover, concepts such as attention 

and concentration have been analyzed with formulas such as beta/alpha power [24]. These 

applications highlight the versatility of EEG in capturing a wide array of both pathological 

and non-pathological brain states and can find use in neuromarketing, game design and other 

areas. 

2.4. Brain-Computer Interfaces 

 Brain-Computer Interfaces (BCI) are systems that enable the direct and bidirectional 

communication between the brain and external devices, such as a PC or a Virtual Reality 

system, by bypassing the typical pathways of peripheral nerves and muscles. Although this 

concept seems futuristic, its foundations date back several decades, and specifically to the 

early 1970s where Vidal [25] introduced and explored the feasibility of direct 

communication between the brain and a computer and is often credited as the foundational 

work in the field of BCI. He introduced the idea that brain electrical activity, specifically the 

EEG, could be used as a channel for sending commands directly to a computer, bypassing 

the usual channels of communication.  

In the later years, during late 1990s and early 2000s, advances in neuroscience led to the 

creation of increasingly advanced BCI systems, allowing for more refined interactions 

between the brain and external equipment. The fast expansion of computer computational 

capabilities, machine learning, and signal processing techniques over the last two decades 

has catapulted BCI from a theoretical notion to practical applications in medicine, 

rehabilitation, and beyond. Medical rehabilitation applications involve assisting patients 

with paralysis or other motor disorders by allowing them to communicate or control 

prosthetic limbs. Neurofeedback training applications involve providing feedback on certain 

brain activities, aiding in conditions like Attention Deficit Hyperactivity Disorder (ADHD) 

or even for enhancing cognitive performance. 

2.4.1. EEG-based BCI 

EEG is one of the most commonly used modalities for BCIs due to its non-invasiveness 

and relatively easy setup. Mostly, EEG-BCI applications involve Motor Imagery tasks, 

Steady-State Visual Evoked Potentials (SSVEPs), OR Event Related Desynchronization/ 

Synchronization (ERD/ERS). Motor Imagery is describing the applications where the 
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participant is imagining that they perform a motor movement and the distinct EEG patterns 

that are generated are used to detect or classify it. Most Motor Imagery applications regard 

rehabilitation purposes. SSVEPs describe how repetitive visual stimuli, like flashing lights 

at different frequencies, can be used to induce brain responses that are detectable and usable 

in BCIs. 

BCI applications are usually developed to achieve one of the following goals. First and 

foremost, the main goal is assisting individuals with severe motor disabilities to 

communicate or control external devices such as wheelchairs. Secondly, neurofeedback 

applications are developed for therapeutic purposes, where individuals are provided with 

real-time feedback on their brain activity to achieve certain cognitive states such as better 

relaxation or focus. Last but not least, a huge effort is given on developing BCI applications 

for gaming and entertainment, that being integrating EEG devices in the industry for 

enhanced gaming experience and control. 

Despite their apparent interest, there are significant restrictions impeding the progress of 

these BCI devices. Although BCI technology has advanced significantly in clinical and 

consumer applications, a notable drawback is evident when comparing wearable BCI 

devices to clinical versions. Consumer-oriented wearable gadgets frequently show 

significantly diminished signal quality. These devices often have a low signal-to-noise ratio 

(SNR), which increases the chances of collecting noise, artifacts, or undesired interferences. 

The reduced Signal-to-Noise Ratio (SNR) can greatly affect the quality and dependability of 

EEG data analysis, hindering the ability to attain the same degree of precision and 

responsiveness found in clinical-grade EEG systems. Additionally, the requirement for user 

training and the presence of unique variations in EEG patterns also restrict the capability of 

these systems. 

2.5. Clinical devices and Wearable EEG 

Within the field of EEG, technology has evolved into two separate categories: clinical 

EEG devices and wearable EEG systems. Clinical EEGs have always been crucial in medical 

diagnoses and neuroscience research for their sensitivity and precision. However, the 

development of wearable EEG technology has introduced a new level of ease and flexibility, 

broadening the range of EEG applications.  

Clinical EEG machines offer excellent sensitivity and precision, making them essential 

for thorough neurological diagnosis. These devices usually use numerous electrodes 

positioned based on the conventional 10-20 system and need conductive gels for the best 

signal transmission. Their advanced technical skills enable a thorough examination of brain 

function, essential for detecting illnesses such as epilepsy, sleep problems, and brain 

traumas. Yet, the large size of these configurations and the requirement for proficient 

specialists for electrode positioning restrict their application to regulated settings such as 

hospitals and clinics. Although limited by these restrictions, the exceptional level of detail 

and precision in clinical EEGs remains crucial for medical diagnosis and brain research. 
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Wearable EEG systems are becoming increasingly popular due to their portability and 

user-friendly nature. These systems often have fewer electrodes, with many being dry, which 

eliminates the requirement for conductive gels and makes the setup process simpler. 

Combining wireless connectivity and battery-powered operation improves their portability, 

enabling a variety of applications outside clinical environments. Wearable EEG devices are 

not just used for research and clinical purposes but have also been integrated into consumer 

electronics, meditation, neurofeedback, and gaming. These devices have a wide price range, 

from budget-friendly alternatives for the average user to high-end systems tailored for 

advanced study. 

Choosing between clinical and wearable EEG devices typically involves balancing 

precision and practicality. Clinical EEGs provide intricate and precise data but are not as 

convenient or accessible as wearable systems. Despite their wider range of uses and user-

friendly interface, wearable EEGs often offer poorer spatial resolution and are more 

susceptible to noise and artifacts, which may limit their suitability for specific medical or 

research purposes. 
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EEG Signal Analysis 
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“The brain struggling to understand the brain is society trying to explain itself. 

-Colin Blakemore 

3.1. Preprocessing 

The EEG data is likely to be corrupted by noise from several sources including the power 

line or artifacts caused by muscle, eye, or jaw movements when recorded. Preprocessing in 

EEG analysis is crucial for reducing difficulties and improving the quality of the signals. 

Preprocessing of EEG data corrects distortions to enhance accuracy and reliability for 

various analyses such as clinical diagnostics, cognitive investigations, or brain-computer 

interfaces. Efficient preprocessing can separate the brain signals of interest, enhancing the 

signal-to-noise ratio and allowing researchers and clinicians to make more accurate 

interpretations from the data. Hence, comprehending and utilizing suitable preprocessing 

methods are crucial for those involved in EEG analysis. 

3.1.1. Basic preprocessing techniques in EEG Analysis 

The most basic and straightforward preprocessing techniques used in EEG analysis are: 

Bandpass filtering, Rereferencing, Downsampling, Channel Interpolation and Epoching. A 

study may use one or more of these techniques depending on the study objectives and on the 

methodologies that will be used for the analysis. 

3.1.1.1. Filtering 

Filtering is a fundamental process in analog and digital signals. A filter operate on 

different frequencies, allowing some of them to pass, while attenuating others. EEG filters 

are usually designed to allow only the frequencies of interest in the brain activity, as defined 

in section 2.2.4. So the main line is either using a Band Pass filter to allow all frequencies of 

the bands that are required (for example 0.4 – 45 Hz, for Delta-Gamma rhythms), or using a 

different Band Pass filter for every rhythm and creating a number of signals equal to the 

number of rhythms under examination (usually all five). Finally, Notch filter (a filter that 

removes a certain frequency) might be used for eliminating the power line noise (either on 

50 Hz or 60 Hz, depending on the location of the recording). All these filters can be 

implemented either as Finite Impulse Response (FIR) filters or as Infinite Impulse Response 

(IIR) filters [26]. 

FIR filters 

A FIR filter is a filter with no feedback in its equation, making it inherently stable and 

capable of producing linear phase responses. This makes them the go-to option for 

applications that require linear phase characteristics. However, the absence of feedback 

means that FIR filters often require more coefficients to achieve the same performance as 

their IIR counterparts. Each additional coefficient increases the computational load and 

memory needs for the digital signal processor. In resource-intensive systems, these 
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requirements could render FIR filters impractical. Thus, a FIR filter is most usually used for 

offline EEG signal processing. For a causal discrete-time FIR filter of order N, each value 

of the output sequence is a weighted sum of the most recent input values, as described in eq. 

3.1.: 

𝑦[𝑛] = 𝑏0𝑥[𝑛] + 𝑏1𝑥[𝑛 − 1] + ⋯+ 𝑏𝑁𝑥[𝑛 − 𝑁]

=∑  

𝑁

𝑖=0

𝑏𝑖 ⋅ 𝑥[𝑛 − 𝑖]
 

 

(3.1) 

Where: 

• 𝑥[𝑛] is the input signal 

• 𝑦[𝑛] is the output signal 

• 𝑁 is the filter order, an Nth order filter has 𝑁 + 1 terms on the right-hand side. 

• 𝑏𝑖 is the value of the impulse response at the 𝑖th instant for 𝑖 ∈  [0, 𝑁] of an 𝑁th order 

FIR filter. 

The filter's effect on the sequence 𝑥[𝑛] is described in the frequency domain by the 

convolution theorem: 

ℱ{𝑥 ∗ ℎ}⏟    
𝑌(𝜔)

= ℱ{𝑥}⏟
𝑋(𝜔)

⋅ ℱ{ℎ}⏟
𝐻(𝜔)

 and 𝑦[𝑛] = 𝑥[𝑛] ∗ ℎ[𝑛] = ℱ−1{𝑋(𝜔) ⋅ 𝐻(𝜔)}, (

(3.2

) 

Where ℱ and ℱ−1 denote the discrete-time Fourier Transform (DTFT) and its inverse, as 

described in chapter 3.3. 

IIR filters 

Contrary to the FIR filters, an IIR filter gets the past outputs as feedback in its equation, 

allowing it to operate much more efficiently. However, the linear phase is almost impossible 

to maintain. An IIR filter is generally used for online processing. The difference equation 

that defines how the output signal is related to the input signal is described in eq. 3.3.: 

∑ 

𝑄

𝑗=0

𝑎𝑗𝑦[𝑛 − 𝑗] =∑  

𝑃

𝑖=0

𝑏𝑖𝑥[𝑛 − 𝑖] 

 

(3.3) 

Where: 

• 𝑃 is the feedforward filter order 

• 𝑏𝑖 are the feedforward filter coefficients 

• 𝑄 is the feedback filter order 

• 𝑎𝑗 are the feedback filter coefficients 

• 𝑥[𝑛] is the input signal 

• 𝑦[𝑛] is the output signal 
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3.1.1.2. Rereferencing 

An EEG recording essentially measures the potential difference between an active 

electrode placed on the scalp and a reference electrode. The reference electrode can be placed 

at various locations, such as the earlobe, the nose tip, or another part of the scalp, depending 

on the re-referencing technique or montage being used. An electrode montage is essentially 

a specific arrangement of EEG channels, determined by the reference electrode and the 

placement of other electrodes on the scalp. Generally, the electrodes are placed on the scalp 

on pre-determined locations following the international 10-20 system [27]. Then, to reduce 

noise or enhance specific characteristics a reference technique or montage is applied. Some 

of the most used referencing techniques are described below. 

 

 

Monopolar or Referential Montage 

This technique involves connecting each electrode to a single reference point. This point 

is usually the sum of the 2 reference electrodes placed on the mastoids, A1 and A2. For 

example, if every channel is recorded as the difference with Cz, after rereferencing it is now 

expressed as difference with (A1+A2)/2 

(𝐹3 − 𝐶𝑧) −
(𝐴1 − 𝐶𝑧) + (𝐴2 − 𝐶𝑧)

2
= 𝐹3 − (

𝐴1 + 𝐴2

2
) 

(3.4) 

 

The main advantage of using a referential montage is its sensitivity to local features 

(monopolar montages are generally more sensitive to local electrical fields than bipolar 

montages, making them useful for detecting focal abnormalities or features) and its 

flexibility in post-processing (data in referential montage can easily be later re-referenced to 

any other montage). 

Figure 5 The 10-20 international system electrode topography. Blue: Frontal lobe, 

Yellow: Parietal lobe, Green: Temporal lobe, Red: Occipital lobe. 
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Average Reference Montage 

Referencing to the average, commonly known as Average Reference, involves taking the 

mean of all the active electrodes and using that as the common reference for each electrode. 

This method aims to minimize the influence of a single, potentially noisy, reference electrode 

by distributing the reference across all electrodes. 

Bipolar Montage 

In bipolar referencing, each channel is formed by taking the difference in voltage 

between adjacent electrodes. Unlike the referential montage, where all electrodes are 

referenced to a single point, bipolar referencing provides a more localized view of brain 

activity. This is particularly useful in applications where precise spatial resolution is 

required, such as in epilepsy studies. 

Banana Montage 

Also known as the longitudinal bipolar montage, the banana montage involves 

comparing the voltage of an electrode to that of its adjacent electrode. This forms a chain of 

electrode pairs that usually follows the curve of the scalp, resembling the shape of a banana. 

This montage is often used to localize the source of abnormal electrical activity in the brain. 

3.1.1.3. Electrode Interpolation 

Electrode Interpolation is a technique used when the signal of an electrode is too 

corrupted to be saved. In these cases, the certain electrode is discarded, and it is reconstructed 

using as input the data of neighboring electrodes, based on geometric proximity, topological 

features or both. Various interpolation algorithms, such as spherical splines or simple 

weighted averaging, can be used to estimate the voltage at the bad electrode based on its 

neighbors. However, interpolating an electrode does not solve the underlying issue, but is 

rather a corrective measure and a last resort when no other correction technique can be used.  

3.1.1.4. Epoching 

A fundamental procedure of EEG analysis when in the context of training a machine 

learning algorithm is epoching or time-windowing. To train a classifier for distinguishing 

signals of different mental states or different neurological conditions, a properly sized dataset 

is required. However, enlisting an adequate number of participants is often too difficult due 

to bureaucratic or other reasons. Thus, a common technique is splitting the EEG signal of a 

participant into multiple different EEG signals of fixed duration (for example 10 seconds) 

and treating each EEG signal as a different recording. By doing so, a machine learning 

algorithm can be trained with dramatically less participants. 

Epoching can be performed using either overlapping or non-overlapping intervals. 

Regardless of the approach, special attention must be given to the choice of validation 

technique in machine learning. Utilizing K-fold validation may lead to having data from the 
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same participant in both the training and test sets, which could artificially inflate 

performance metrics. Therefore, when employing epoching, the Leave-One-Subject-Out 

(LOSO) validation technique is generally the preferred choice. 

3.1.2. Artifact removal techniques 

Besides the basic methodologies already mentioned, more sophisticated techniques for 

artifact removal have been developed during the last decades. In this section, the 2 most used 

techniques, being Independent Component Analysis (ICA) [28] and Artifact Subspace 

Reconstruction (ASR) [29] will be discussed. 

Independent Component Analysis 

ICA is a computational method employed for separating multivariate signals into 

independent non-Gaussian signals, also known as independent components. In the context 

of EEG, ICA is used to separate brain signals from non-brain signals (artifacts) such as eye 

movements, muscle activity, and line noise. The ICA technique gets as input Ν number of 

channels and finds a linear representation of non-Gaussian data of N components that are 

statistically independent. In other words, ICA separated independent sources linearly mixed 

in several sensors. Then, by classifying these components based on their characteristics as 

Figure 6 Left: EEG signal before ICA processing. Right: EEG after removing blink 

artifacts. Middle: Different types of artifacts expressed as signals (top) and as 

heatmaps (bottom). Adapted from “Extended ICA Removes Artifacts from 

Electroencephalographic Recordings”, by Jung et al., 1998. 
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artifact or brain components, removing the not necessary and reconstructing the signal, a 

new set of non-infected EEG is produced. There are ICA algorithms used in EEG data 

analysis, with the most used being FastICA[30] and Infomax ICA [31]. Figure 6 Left: EEG 

signal before ICA processing. Right: EEG after removing blink artifacts. Middle: Different 

types of artifacts expressed as signals (top) and as heatmaps (bottom). Adapted from 

“Extended ICA Removes Artifacts from Electroencephalographic Recordings”, by Jung et 

al., 1998. represents EEG signals before and after ICA reconstruction [32]. 

Artifact Subspace Reconstruction 

ASR focuses on identifying and reconstructing artifact components directly in the data 

space by defining a "clean" subspace of the data and then reconstructing the original data 

based on this clean subspace. A clean subspace is usually defined using a calibration dataset 

that is devoid of artifacts, or where artifacts have been manually removed. The EEG data are 

then projected onto this clean subspace. This operation tends to remove artifact components 

that lie outside of the clean subspace. It is designed to handle non-stationary and non-

repeating artifacts. Figure 7 Signal in red is contaminated with artifacts before ASR. Signal 

in blue is cleared after applying ASR.shows an EEG signal before and after ASR 

reconstruction. 

However, ASR has some prerequisites [33]. Data should be already high-pass filtered, 

be full rank (meaning no common reference montage or bipolar montage can be use 

beforehand) and miscellaneous channels should have been removed before. 

3.2. Frequency Domain Analysis 

While time-domain analysis of EEG signals provides valuable insights into brain 

dynamics, it often falls short in revealing the intricate oscillatory patterns that underlie 

various cognitive and pathological states. When examining EEG waveforms for various 

neurological conditions, the key characteristics usually come from the frequency domain. 

Figure 7 Signal in red is contaminated with artifacts before ASR. Signal in blue is cleared 

after applying ASR. 
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Examples include increased alpha activity during relaxed or drowsy states, and theta and 

low-beta frequencies associated with rapid eye movement (REM) sleep. In Alzheimer's 

disease, a change in the theta/beta ratio has been observed. Epileptic episodes often present 

spike-and-wave discharges in the frequency domain, and delta waves can be indicative of 

brain injury or pathology. Gamma frequency activity has also been linked to cognitive 

functions such as attention and working memory. Because of these strong correlations 

between frequency bands and specific neurological states or conditions, EEG signals are 

commonly converted to their frequency domain representation, facilitating more targeted 

analysis for both diagnostic and therapeutic purposes. 

The fundamental aspect of frequency domain analysis in EEG signal processing is the 

Fourier Transform. It breaks down a time-domain signal into its individual frequencies, 

offering a detailed perspective of the signal's frequency components. Most techniques used 

for analyzing frequency in EEG, like Short-Time Fourier Transform (STFT), Wavelet 

Transform, and several types of spectrum analysis, are based on or connected to Fourier 

Transform principles. Utilizing Fourier-based methods can provide useful information about 

the neurological disorders or cognitive processes that exhibit distinct frequency patterns in 

EEG signals. 

3.2.1. Fourier Transform 

The Fourier Transform (FT) is a mathematical procedure that transforms a 𝑥(𝑡), 𝑡 =

𝑡𝑖𝑚𝑒 function to 𝑋(𝜔),𝜔 = 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦. It was first proposed by Joseph Fourier in the 19th 

century and has been widely applied to all signal processing related applications since then. 

The equation of the Fourier transform is given in eq. 3.5. 

𝑋(𝜔) = ∫  
+∞

−∞

𝑥(𝑡)𝑒−𝑗𝜔𝑡𝑑𝑡 
(3.5) 

In order to apply the Fourier Transform to real-life, digital signals an implementation 

such as Discrete Fourier Transform (DFT) should be employed. DFT is the most 

fundamental implementation of FT. DFT deals with a discrete set of samples. It transforms 

a finite, discrete-time signal into a finite, discrete-frequency representation. Eq. 3.6 describes 

the DFT: 

𝑋𝑘 = ∑  

𝑁−1

𝑛=0

𝑥𝑛 ⋅ 𝑒
−
𝑖2𝜋
𝑁
𝑘𝑛

 

(3.6) 

Where a sequence 𝑥[𝑛] of length 𝑁 is transformed to another sequence 𝑋[𝑘]. 

Figure 8 Top: A signal in the time domain which is a convolution of 3 sinusoidal signals. 

Botttom: The Fourier Transform of the signal. Adapted from “Key Concepts: Fourier 

Transforms and Signal Processing”, by Tom White, 2020 (blog article).presents an 

illustration of the Fourier Transform. 

 



47 

 

 

 

 

3.2.1.1.  Fast Fourier Transform 

The Fast Fourier Transform (FFT) is an algorithm used to efficiently compute the DFT 

and its inverse. In the context of EEG analysis, FFT is a tool for transforming raw time-

domain data into the frequency domain, enabling the identification of specific frequency 

bands and their contributions to the recorded signals. It was popularized by Cooley et al. at 

1967 [34], when they proposed an algorithm that reduced the complexity of computing the 

DFT from 𝑂(𝑁2) to 𝑂(𝑁 log𝑁), making it much more efficient for large datasets and 

enabling real-time signal processing and analysis. The basic idea behind FFT is to 

decompose a DFT of any composite size 𝑁 = 𝑁1𝑁2 into smaller DFTs of sizes 𝑁1 and 𝑁2, 

recursively, to reduce the computation time. 

3.2.2. Power Spectral Density 

The FFT is a potent tool for frequency domain analysis, however it comes with 

limitations such as the assumption of signal stationarity and sensitivity to the choice of 

window length. Power Spectral Density (PSD) is a method that alleviates these challenges 

providing information of how the power of a signal is distributed over different frequency 

components. The average power 𝑃 of a signal 𝑥(𝑡) over all its time is given by the following 

equation, where 𝑇 the period and �̂�𝑇(𝑓) the Fourier Transform of the time convolution of 

𝑥𝑇
∗ (−𝑡) and 𝑥𝑇(𝑡) where * represents the complex conjugate. 

Figure 8 Top: A signal in the time domain which is a convolution of 3 sinusoidal 

signals. Botttom: The Fourier Transform of the signal. Adapted from “Key Concepts: 

Fourier Transforms and Signal Processing”, by Tom White, 2020 (blog article). 
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𝑆𝑥𝑥(𝑓) = 𝑙𝑖𝑚
𝑇→∞

 
1

𝑇
|�̂�𝑇(𝑓)|

2 
(3.7) 

Or for a discrete-time signal, PSD can be estimated using the FFT as: 

PSD (𝑓) = |𝐹𝐹𝑇(𝑥[𝑛])|2 (3.8) 

Regarding EEG analysis, PSD is used for identification of the dominant frequency bands 

(Delta, Theta, Alpha, Beta, Gamma) and their power contributions, which are then correlated 

with different cognitive or neurological states.  

There are a handful of algorithms for PSD calculation, with the most common used being 

Welch’s Method, Burg’s Method and Multitaper Method. 

3.2.2.1. Welch Method 

The most common method for PSD calculation is the Welch method [35], first proposed 

by Welch in 1967. This method is consisted of 4 steps: 

1) Segmentation: The long data sequence is divided into overlapping or non-

overlapping segments, by a window function (Hamming, Hanning, etc.) 

2) FFT: The FFT is computed for each segment. 

3) Averaging: The squared magnitudes of each FFT for each segment are averaged, 

resulting in an estimate of the PSD. Averaging the spectra of these shorter segments 

reduces the variance of the PSD estimate. 

4) Normalization: The average is then normalized by the length of the data segment 

and the power of the window function to produce the PSD. 

In summary, for 𝑥[𝑛] signal, the PSD 𝑃(𝑓) via the Welch method is expressed as: 

𝑃(𝑓) =
1

𝐾
∑  

𝐾

𝑘=1

|𝑋𝑘(𝑓)|
2 

(3.8) 

Where 𝐾 is the number of segments, 𝑋𝑘(𝑓) is the FFT of the 𝑘𝑡ℎ segment. 

3.2.2.2. Burg’s Method 

Burg’s method is a technique that estimates the PSD by fitting an Autoregressive (AR) 

model to the observed data and estimating the PSD based on the fitted model [36]. The basic 

idea is to find an AR model that best represents the data in the least squares sense. It is 

efficient in terms of computational complexity and does not require the data to be windowed, 

which avoids the data loss that occurs in Welch's method due to windowing. However, its 

limitations are that a) assumes that the data can be well-modeled by an AR process, which 

may not be the case for all types of signals (however EEG usually tend to be), and b) The 

model order needs to be chosen wisely. An incorrect order can lead to either an 

oversimplified or overfitted model, both of which can produce inaccurate spectral estimates. 
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3.2.2.3. Multitaper Method 

A taper is a window function that modifies a signal by scaling its amplitude at various 

points across its length. Multitaper method applies multiple orthogonal tapers known as 

Slepian sequences or Discrete Prolate Spheriodal Sequences (DPSS) to the time-domain 

signal and then, similarly to the Welch method, it applies the FT across each tapered signal 

and averages the spectral estimates to generate the final PSD. It is optimized for reducing 

spectral leakage and bias and provides a more reliable estimate, especially when the signal-

to-noise ratio is low, or when the data have non-stationarities.  

When comparing with the Welch method, both the Welch and Multitaper methods begin by 

segmenting the data into time-segments. However, what distinguishes the Multitaper method 

is its use of multiple tapers (window functions) on each of those time-segments. The 

Multitaper method adds an additional layer of complexity by using multiple tapers for each 

time-segment. This is designed to produce a more reliable PSD estimate, particularly when 

the data may contain spectral leakage or other distortions. 

So, in summary, let 𝑥(𝑡) the signal that will be analyzed with the Multitaper method. It 

is divided into 𝑁 overlapping or non-overlapping segments, each of length 𝑇. Thus, for each 

segment the data 𝑥𝑛(𝑡) is given by: 

𝑥𝑛(𝑡) = 𝑥(𝑡 + 𝑛𝑇), 𝑓𝑜𝑟 𝑡 = 0,1, … , 𝑇 − 1 (3.9) 

We apply 𝐾 different orthogonal tapers 𝑤𝑘(𝑡), 𝑘 = 1,2, … , 𝐾 to the 𝑛-th segment. The 

tapered signals 𝑦𝑛,𝑘(𝑡) = 𝑥𝑛(𝑡) ∗ 𝑤𝑘(𝑡), for each segment the FFT is computed: 

𝑌𝑛,𝑘(𝑓) = 𝐹[𝑦𝑛,𝑘(𝑡)] (3.10) 

And the PSD 𝑆(𝑓) is estimated as the average of the FFTs over all tapers and segments: 

𝑆(𝑓) =
1

𝑁𝐾
∑  

𝑁

𝑛=1

∑ 

𝐾

𝑘=1

|𝑌𝑛,𝑘(𝑓)|
2
 

(3.11) 

 

In summary, Welch's, Burg's, and Multitaper methods are all used to estimate the Power 

Spectral Density (PSD) of EEG data, each employing distinct approaches. Welch's approach 

is commonly used for stationary signals due to its simplicity and resilience, making it a 

dependable choice. Its limited frequency resolution may not be ideal for recording quick 

changes in non-stationary signals. Burg's technique is most appropriate for applications that 

necessitate a high-resolution Power Spectral Density (PSD) estimation. Its parametric 

character enhances efficiency but may not be suitable for all types of EEG signals. An 

autoregressive model assumption is necessary, which may not be applicable to all EEG 

applications. The Multitaper approach is particularly effective for analyzing non-stationary 

or noisy signals. Utilizing numerous tapers reduces spectrum leakage and provides improved 

management of frequency resolution. However, its complexity makes it computationally 

intensive. Thus, the selection of the appropriate methodology depends on the specific 

requirements of each specific EEG analysis in regards to these limitations. 



50 

 

3.2.3. Limitations of Frequency Domain analysis 

Frequency Domain analysis, despite being widely used throughout EEG signal 

processing, has its own limitations. Specifically, frequency domain analysis is ideal when 

the stationarity assumption is correct, however this is not usually the case in EEG signals, 

since their characteristics tend to change throughout the recording. This temporal 

information loss that occurs when transforming the signal to the frequency domain is 

particularly problematic when studying ERP’s or transient phenomena in EEG data.  

Even when using windowing (epoching) techniques, there is a resolution trade-off 

between time resolution and frequency resolution. By using a larger window size the 

frequency resolution is increased but time resolution is decreased, and vice versa. This effect 

may not be important in stationary EEG such as sleep EEG or resting state EEG (for example 

when performing EEG recording with closed eyes to examine whether certain Alzheimer’s 

disease characteristics may come out [12]), but it is significant when examining EEG’s 

related to a certain activity. 

Another significant disadvantage of frequency domain analysis is the lack of phase 

information. Traditional PSD estimates do not capture phase information, which could be 

critical for understanding the synchronization between different brain regions. 

To address the problems of stationarity and temporal resolution, one can use time-

frequency domain analytic approaches. These methods provide a comprehensive analysis of 

the signal by enabling the concurrent assessment of its temporal and frequency attributes. 

Techniques like the Short-Time Fourier Transform (STFT), Wavelet Transform, and 

Hilbert-Huang Transform (HHT) are highly useful for this purpose. They can capture 

dynamic and temporary characteristics in the data, which are important for comprehending 

intricate neurological disorders and cognitive processes. Time-frequency techniques are 

advantageous for analyzing EEG signals due to their non-stationary nature and the presence 

of crucial information in both time and frequency domains. 

Moreover, to address the drawbacks of missing phase information, various features 

including Phase Locking Value (PLV), Coherence, Granger Causality, and Mutual 

Information are utilized to directly quantify the interactions among many signals or 

electrodes. Ultimately, frequency domain transformations offer important insights when 

employed within their acknowledged constraints. 

3.3. Time-Frequency Domain Analysis 

Time-frequency analysis approaches allow for the simultaneous recording of both 

temporal and spectral characteristics of an EEG signal. These methods aid in comprehending 

the intricate, ever-changing characteristics of EEG data, where certain frequency 

components may hold importance at distinct time periods. Frequency domain techniques 

such as FFT and PSD are limited because they do not account for time-localized variations 

in frequency components, which makes them less effective for evaluating EEG data that may 
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show quick changes in state or condition. Nevertheless, these methods have drawbacks, 

primarily due to their computational complexity. 

3.3.1. Short-Time Fourier Transform 

The Short-Time Fourier Transform (STFT) [37] is a widely used time-frequency analysis 

technique that is based on the Fourier Transform and provides a compromise between time 

and frequency resolution. It operates by dividing the signal into short and overlapping 

segments and computing the Fourier Transform (via FFT) of each segment. The STFT of a 

continuous-time signal 𝑥(𝑡) is given by:  

STFT (𝑥)(𝜏, 𝑓) = ∫  
∞

−∞

𝑥(𝑡) ⋅ 𝑔∗(𝑡 − 𝜏) ⋅ 𝑒−𝑗2𝜋𝑓𝑡𝑑𝑡 
(3.9) 

Where 𝜏 is the time center of the window, 𝑓 is the frequency and 𝑔(𝑡) is the window 

function. 

Or if 𝑔[𝑘] an L-point window function and 𝑥[𝑘] the discrete valued signal then the STFT 

pair is given by:  

{
 
 

 
 𝑋STFT [𝑚, 𝑛] = ∑  

𝐿−1

𝑘=0

𝑥[𝑘]𝑔[𝑘 − 𝑚]𝑒−𝑗2𝜋𝑛𝑘/𝐿

𝑥[𝑘] =∑  

𝑚

∑ 

𝑛

𝑋STFT [𝑚, 𝑛]𝑔[𝑘 − 𝑚]𝑒
𝑗2𝜋𝑛𝑘/𝐿

 (3.10) 

The STFT transform produces a 2-dimensional output where each point in time-

frequency is associated with a complex number that represents the amplitude and the phase 

of the signal for a particular frequency and time. Thus, the output of a STFT is a spectrogram 

where The x-axis represents time, the y-axis represents frequency and the color or intensity 

at each point in the graph represents the amplitude of a particular frequency at a particular 

time. 

3.3.2. Wavelet Transform 

A wavelet is a mathematical function used to decompose a signal into different frequency 

components and then study each component with a resolution that matches its scale. Unlike 

sinusoidal functions like the sine and cosine used in Fourier transforms, wavelets can be 

localized in both time and frequency, making them handy for analyzing signals with non-

stationary or time-varying characteristics. A wavelet is a waveform of effectively limited 

duration that has an average value of zero. All the wavelet functions are usually generated 

from a single prototype wavelet, called a "mother wavelet," by translations and dilations. 

Every wavelet should satisfy this condition in equation 3.11, that ensures that the wavelet 

has zero mean and is therefore capable of analyzing fluctuations around a baseline in a signal. 
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∫  
∞

−∞

𝜓(𝑡)𝑑𝑡 = 0 
(3.11) 

There are multiple different wavelet functions, each with its own set of characteristics 

that make it suitable for specific types of signal analysis [38]. For example, Haar wavelets 

are often used for their simplicity and computational efficiency, while Daubechies wavelets 

are preferred for their ability to capture higher-order details in signals. Morlet wavelets are 

commonly used in time-frequency analysis due to their sinusoidal shape, and Mexican Hat 

wavelets are favored for their localization properties in both time and frequency domains. 

The choice of wavelet function depends on the requirements of each task, such as the need 

for time resolution, frequency localization, or computational efficiency. Figure 9 A selection 

of different wavelet functions. Adapted from “Efficient Deep Neural Networks for 

Classification of Alzheimer’s Disease and Mild Cognitive Impairment from Scalp EEG 

Recordings”, by Fouladi, 2022 illustrates some of the most used wavelet functions. 

The main limitation of STFT is the fixed time-frequency resolution where one must 

sacrifice time resolution to gain frequency resolution and vice versa. In contrast to STFT 

having equally spaced time-frequency localization, wavelet transform provides high 

frequency resolution at low frequencies and high time resolution at high frequencies. This 

adaptability makes Wavelet Transform a superior choice for analyzing non-stationary 

signals like EEG, where the frequency content may change over time. 

Two primary methods for wavelet transformation are predominantly used: the 

Continuous Wavelet Transform (CWT) and the Discrete Wavelet Transform (DWT), each 

with its own set of advantages and limitations. While CWT provides a highly flexible and 

detailed analysis by employing continuous scaling and translation, it tends to be more 

Figure 9 A selection of different wavelet functions. Adapted from “Efficient Deep 

Neural Networks for Classification of Alzheimer’s Disease and Mild Cognitive 

Impairment from Scalp EEG Recordings”, by Fouladi, 2022 
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computationally intensive. On the other hand, DWT offers a more efficient and non-

redundant multi-resolution analysis, particularly useful for digital signal processing tasks. 

3.3.2.1. Continuous Wavelet Transform 

The CWT of a function 𝑥(𝑡) is given by: 

CWT𝑥  (𝜏, 𝑠) =
1

√|𝑠|
∫ 𝑥(𝑡)𝜓∗ (

𝑡 − 𝜏

𝑠
) 𝑑𝑡 (3.12) 

Where 𝜏 is the translation parameter (a variable that shifts the wavelet function along the 

time axis), 𝑠 is the scale parameter (a variable that scales the wavelet function) and 𝜓(𝑡) is 

the wavelet function, which must satisfy the admissibility condition (equation 3.13) which 

ensures that it has zero mean and is localized in both time and frequency domains. 

Commonly used wavelet functions in EEG analysis include the Morlet wavelet and the Haar 

wavelet. 

𝐶𝜓 = ∫
|�̂�(𝜔)|2

|𝜔|
𝑑𝜔 < ∞ (3.13) 

CWT offers high-frequency resolution for fast-changing activities and high time resolution 

for slower activities, but is very computationally expensive, especially for long EEG 

recordings. Thus, more often than not, its digital counterpart DWT is used for EEG analysis. 

3.3.2.2. Discrete Wavelet Transform 

The DWT serves as the digital counterpart of the Continuous Wavelet Transform (CWT) 

and is designed to overcome some of the computational complexities associated with the 

CWT, because it provides a sampled representation, reducing the amount of computational 

power and storage that is required. The DWT decomposes a signal 𝑓(𝑡) into a group of basis 

functions formed by scaling a mother wavelet 𝜓(𝑡) as described in equation 3.14 

𝑓(𝑡) =∑  

𝑘

𝑐𝑘𝜙𝑗,𝑘(𝑡) +∑  

𝑗,𝑘

𝑑𝑗,𝑘𝜓𝑗,𝑘(𝑡) (3.14) 

𝑐𝑘 is the approximation coefficient and 𝑑𝑖,𝑘 is the detail coefficient. 𝜑𝑗,𝑘(𝑡) and 𝜓𝑗,𝑘(𝑡) are 

the scaled and shifted versions of the mother wavelet, respectively. 
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Figure 10 Time-Frequency distribution in a spectrogram of the DTF (a), the STFT (b) and 

the DWT (c) provides a comparison of how the spectrogram of the different analysis 

methodologies are distributed across time and frequency, in regard to their resolution.  

3.3.3. Hilbert-Huang Transform 

 Hilbert-Huang Transform (HHT)[39] is a time-frequency alternative that offers 

advantages when dealing with non-linear and non-stationary data at the cost of higher 

computational complexity and sensitivity to noise. It combines Empirical Mode 

Decomposition (EMD) with the Hilbert Spectral Analysis and was first proposed by Huang 

et al. for the analysis of hydrodynamic and meteorological data, but it is widely applied in 

the EEG analysis.  

The HHT is consisted of 2 steps: 

1) Empirical Mode Decomposition: Decompose the original signal into a finite set of 

Intristic Mode Functions through EMD, as analyzed in the next subchapter. 

2) Hilbert Spectral Analysis: Once the IMFs are obtained, each IMF is then transformed 

using the Hilbert transform to obtain its instantaneous frequency, thereby providing 

a time-frequency representation of the signal. The Hilbert transform 𝐻 of a given 

IMF 𝑐𝑖(𝑡) is defined as  

𝐻[𝑐𝑖(𝑡)] =
1

𝜋
𝑃 ⋅ 𝑉 ⋅ ∫

𝑐𝑖(𝜏)

𝑡 − 𝜏
𝑑𝜏 

(3.15) 

3.3.3.1. Empirical Mode Decomposition 

EMD [40] is a data-driven, adaptive method for decomposing a signal into a sum of 

oscillatory components called Intrinsic Mode Functions (IMFs). It does not employ 

predefined basis functions but rather adapts to the signal’s characteristics, thus being useful 

for analyzing non-linear signals. Figure 11 EMD of an EEG signal of the FC3 electrode 

locationrepresents an EMD of an EEG signal 

Figure 10 Time-Frequency distribution in a spectrogram of the DTF (a), the 

STFT (b) and the DWT (c) 
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In simple terms, an IMF is a smooth oscillatory mode that captures a specific 

characteristic or frequency component of the original signal. An IMF is a function that 

satisfies these two conditions: 

1. The number of extrema (maxima and minima) and the number of zero crossings must 

either be equal or differ at most by one. 

2. At any point, the mean value of the envelope defined by the local maxima and the 

envelope defined by the local minima is zero. 

Given a 1D signal 𝑥(𝑡), EMD decomposes it into 𝑁 IMFs 𝑐𝑛(𝑡) and a residue 𝑟(𝑡) such that: 

𝑥(𝑡) = ∑  

𝑁

𝑛=1

𝑐𝑛(𝑡) + 𝑟(𝑡) (3.16) 

The algorithmic steps for EMD are: 

1) Extract IMF by identifying local maxima and minima of 𝑥(𝑡) and interpolate 

between them to create upper and lower envelops 𝑒𝑚𝑎𝑥(𝑡) and 𝑒𝑚𝑖𝑛(𝑡) 

2) Compute the mean 𝑚(𝑡) =
𝑒𝑚𝑎𝑥(𝑡)+𝑒𝑚𝑖𝑛(𝑡)

2
 

3) Extract the candidate IMF 𝑐(𝑡) = 𝑥(𝑡) − 𝑚(𝑡) 

4) Check IMF conditions. If 𝑐(𝑡) does not satisfies the IMF conditions return to step 1 

5) Subtract IMF 

6) Repeat. If the residue still contains information, go back to step 1. 
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3.3.4. Wigner-Ville Distribution 

The Wigner-Ville Distribution (WVD) is a time-frequency representation method that 

provides a high-resolution analysis of non-stationary signals. Unlike the Short-Time Fourier 

Transform (STFT) and Wavelet Transform (WT), which offer fixed or multi-scale time-

frequency resolutions, WVD aims to provide the best possible resolution in both time and 

frequency domains simultaneously. 

The WVD 𝑊𝑥(𝑡, 𝑓) of a signal 𝑥(𝑡) is defined as: 

𝑊𝑥(𝑡, 𝑓) = ∫  
∞

−∞

𝑥 (𝑡 +
𝜏

2
) 𝑥∗ (𝑡 −

𝜏

2
) 𝑒−𝑗2𝜋𝑓𝜏𝑑𝜏 (3.17) 

Where 𝑥∗(𝑡) is the complex conjugate of 𝑥(𝑡), 𝜏 is the time lag, and 𝑓 is the frequency. 

3.3.5. S-Transform 

The S-Transform, also known as the Stockwell Transform, is a time-frequency 

representation that combines the best attributes of both the Short-Time Fourier Transform 

(STFT) and the Wavelet Transform (WT). Born by R. G. Stockwell in 1996 (just like me), 

the S-Transform provides a frequency-dependent resolution of the time-frequency space, 

offering a more flexible and intuitive representation of non-stationary signals. 

Figure 11 EMD of an EEG signal of the FC3 electrode location 
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The S-Transform 𝑆𝑥(𝑡, 𝑓) of a signal 𝑥(𝑡) is defined as: 

𝑆𝑥(𝑡, 𝑓) = ∫  
∞

−∞

𝑥(𝜏) window (𝑡 − 𝜏, 𝑓)𝑒−𝑗2𝜋𝑓𝜏𝑑𝜏 (3.18) 

Here, window (𝑡 − 𝜏, 𝑓) is a frequency-dependent windowing function, often a Gaussian 

window modulated by a sinusoid. 

Unlike STFT, which has a fixed time-frequency resolution, the S-Transform allows for 

a resolution that varies with frequency. Moreover, it maintains phase information, which is 

beneficial for various applications, including EEG analysis. Compared to the Wigner-Ville 

Distribution (WVD), the S-Transform has fewer cross-terms, making it more suitable for 

multi-component signal analysis. The S-transform produces a time-frequency representation 

that is easy to interpret, especially in comparison to wavelet-based methods. However, it can 

be computationally intensive due to the double integration involved in its calculation. 

3.3.6. Limitations of Time-Frequency Analysis 

Time-Frequency methodologies offer the most comprehensive view of EEG signals 

across both time and frequency domain and are being increasingly popular across the 

researchers, especially in situations where the experimental protocol is not static. However, 

these methodologies do not come without limitations. Except from the individual limitations 

of each specific methodology discussed, all of them suffer, more or less, from computational 

complexity issues, making them unavailable or partially unavailable for real-time 

monitoring and online applications. Furthermore, they usually have a great number of 

parameters to be calibrated, and the effectiveness of the analysis severely depends on the 

choice of the parameters, thus they require a lot of studying to be used properly. Most of 

them are sensitive to noise and signal, thus appropriate preprocessing is required beforehand. 

Last but not least, a fundamental limitation in time-frequency analysis is the Heisenberg 

Uncertainty Principle, which states that it's not possible to simultaneously localize a signal 

in both time and frequency with arbitrary precision. 

Heisenberg Uncertainty Principle 

The Heisenberg Uncertainty Principle is a fundamental concept originating from 

quantum mechanics, but it has analogs in signal processing, particularly in the time-

frequency domain. In the context of signal analysis, the principle states that it is impossible 

to know both the exact time and frequency content of a signal with arbitrary precision. In 

other words, the more accurately you know the frequency content of a signal, the less 

accurately you can know its time localization, and vice versa. 

 

Mathematically, the time-frequency uncertainty principle is often expressed as: 

Δ𝑡 ⋅ Δ𝑓 ≥
1

4𝜋
 (3.19) 
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Where Δ𝑡 is the uncertainty in time and Δ𝑓 is the uncertainty in frequency. This equation 

shows that the product of the uncertainties is bounded from below, indicating that you can 

never make both of them arbitrarily small. 

3.4. Characteristics extracted from EEG 

EEG signal is difficult to read and hard to interpret. Especially in its time domain 

representation, there are only a few cases in which particular waveforms may be easily 

readable and useful for creating insights, and these cases usually are limited to epileptic 

waveform analysis (in which spikes are easily observable). In the most cases, either for 

medical research, or biofeedback applications, the frequency domain representation provide 

a more comprehensive and explainable structure of the EEG signal.  

When discussing machine learning applications on EEG signals, extracting features 

(characteristics) from time domain, frequency domain, time-frequency domain or other 

signal representation is crucial for the implementation of an automatic diagnosis pipeline. 

Although, the recent developments of Recurrent Neural Networks (RNN) and other NN 

configurations have allowed raw signal to be given as input in a classifier, still the feature 

extraction step remains a crucial part of these pipelines. 

The selection of the features to be extracted are usually dependent to the specific problem 

that needs to be issued. For example, to create a methodology for Alzheimer’s detection, a 

literature inspection could help the researcher notice that there is evidence of alterations in 

the theta/alpha and theta/beta ratio in Alzheimer diseased patients [41], thus these could be 

some indicative features to be extracted. In the following paragraphs, different 

characteristics that are extracted from the EEG signals are briefly mentioned. 

3.4.1. Statistical Features 

The simplest features to be extracted from EEG signals are the statistical features, which 

are primarily obtained from the time-domain signal. They provide a summary of the central 

tendency, dispersion and other statistical properties of EEG data. The most common 

statistical features include the mean (the average voltage of the EEG waveform), the standard 

deviation, the time of zero-crossings, the median and others. Furthermore, skewness and 

kurtosis are also widely employed. 

Skewness measures the asymmetry of a distribution around its mean. A skewness value 

of 0 indicates a perfectly symmetrical distribution. A positive skewness value implies that 

the distribution has a longer or fatter tail on the right side of the distribution, indicating that 

most values are concentrated on the left side of the mean. A negative skewness value implies 

the opposite: a longer or fatter tail on the left side, indicating that most values are 

concentrated on the right side of the mean. Mathematically, skewness 𝛾1 is calculated as: 
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𝛾1 =
1

𝑛
∑  

𝑛

𝑖=1

(
𝑥𝑖 − �̅�

𝑠
)
3

 (3.20) 

Kurtosis measures the "tailedness" of a distribution, which can be useful for identifying 

outliers or extreme values in EEG signals: A kurtosis value of 0 indicates a distribution with 

tails similar to a normal distribution. A positive kurtosis value implies a distribution with 

heavier tails, indicating a higher likelihood of outliers. A negative kurtosis value implies a 

distribution with lighter tails, indicating a lower likelihood of outliers. 

Mathematically, kurtosis 𝛾2 is calculated as: 

𝛾2 =
1

𝑛
∑  

𝑛

𝑖=1

(
𝑥𝑖 − �̅�

𝑠
)
4

− 3 (3.21) 

Other statistical features that are usually extracted are: 

1. Root Mean Square (RMS) which is defined as the square root of the arithmetic 

mean of the squares of the values. 

RMS = √
1

𝑛
∑  

𝑛

𝑖=1

𝑥𝑖
2 

(3.22) 

2. Number of zero crossings. 

3. Entropy features: (these will be explained in the complexity features section) 

4. Autocorrelation. 

5. Higher Order Moments: Beyond skewness (3rd order) and kurtosis (4th order), 

higher-order moments can also be calculated to describe more complex 

characteristics of the distribution. 

3.4.2. Frequency Features 

Frequency based features in EEG analysis are those features that are derived from the 

transformation of EEG time-series into their frequency components and are useful for 

analyzing oscillatory activities and rhythmic patterns found in EEG data. These features are 

extracted after a FFT or a PSD transform, with the most commonly used one being the 

Relative Band Power or Absolute Band Power, calculated as:  

Band Power = ∫  
𝑓2

𝑓1

PSD (𝑓)𝑑𝑓 (3.23) 

Where 𝑓1and 𝑓2 being the lower and upper boundary of the frequency band of interest. 

Besides band power, which usually refers to the average power of the signal within a 

specific frequency band over a given period of time, a related metric is band energy which 

refers to the total energy of the signal in that frequency band over a finite time interval. Band 

Energy is calculated as: 
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Band Energy = ∫  
𝑡2

𝑡1

|𝑥(𝑡)|2𝑑𝑡 (3.24) 

Other frequency domain metrics that are usually extracted are: 

Peak frequency: The frequency at which the maximum power occurs. 

Spectral Edge Frequency: This is the frequency below which a certain percentage (e.g., 

95%) of the total power in the spectrum lies and it is used for summarizing the distribution 

of power over frequencies. 

Cross-Spectral Density and Coherence: It measures the relationship between different 

EEG channels in the frequency domain. It can be also examined as a synchronization feature. 

Frequency Ratios: As mentioned before, it is often useful to measure specific ratios of 

power in different frequency bands, such as theta/beta ratio. 

Spectral Entropy: It measures the complexity of the frequency content of a certain band 

and is used to evaluate the randomness in the frequency domain. It is the equivalent of 

entropy in the time domain and will be further explained in the Complexity Features section.  

3.4.3. Complexity Features 

Complexity Features are used to quantify the irregularity of signals. These measures 

capture different aspects of the data than traditional time and frequency domain features, and 

they may be particularly useful for understanding more complex physiological states or 

conditions. Such measures are the Entropy-based and Fractal dimension measures. 

3.4.3.1. Entropy-based measures 

There are several entropy-based measures. All of them have a common goal: to quantify 

the uncertainty or complexity of a signal. They do so by evaluating the distribution of values 

in different domains—time, frequency, or phase space—to capture varying aspects of signal 

complexity. These measures are particularly useful in EEG analysis for identifying 

irregularities or changes in brain activity, which can be indicative of different mental states 

or neurological conditions. The most common and the most noteworthy are mentioned 

below: 

Shannon Entropy: Shannon entropy [42] quantifies the amount of information contained in 

a signal and is the foundational measure of entropy in information theory. It is calculated as: 

𝐻(𝑋) = −∑  

𝑥∈𝑋

𝑝(𝑥)log2 𝑝(𝑥) (3.25) 

Where 𝑝(𝑥) is the probability of occurrence of the value 𝑥 in the variable 𝑋. It is important 

to note that in the context of EEG signals, Shannon entropy is often used to quantify the 

complexity or unpredictability of the signal. Generally, for continuous signals like EEG, 

Shannon entropy can't be directly calculated as it is for discrete random variables. However, 



61 

 

the signal can be discretized into bins, essentially creating a histogram, to make it possible 

to calculate a form of Shannon entropy. Thus, the choice of number of bins can influence 

the resulting entropy value. The same concept applies for all entropy measures. 

Spectral Entropy: Spectral entropy measures the complexity of a signal in the frequency 

domain, effectively capturing how the power is distributed across various frequency bands. 

It is calculated like Shannon entropy but in the frequency domain (usually after an FFT) 

𝑆 = −∑  

𝑓

𝑃(𝑓)log2 𝑃(𝑓) (3.26) 

Where 𝑃(𝑓) is the normalized power of a frequency bin. 

Sample Entropy: It is an extension to the Approximate Entropy and assesses the 

likelihood that runs of patterns that are close to each other will remain close in the next 

incremental comparisons. A lower Sample Entropy value indicates more self-similarity or 

regularity in the data, whereas a higher value indicates a more complex signal. Also, a widely 

used modification of sample entropy is Fuzzy Entropy. 

Permutation Entropy: Permutation entropy [43] is a non-parametric complexity measure 

that considers the order relations between values of a time series. It quantifies the amount of 

order or disorder within a given time series. 𝑝(𝜋) represents the frequency of occurrence of 

each unique permutation π. 

𝐻 = −∑  

𝜋

𝑝(𝜋)log 𝑝(𝜋) (3.27) 

Dispersion Entropy: Dispersion entropy [44] quantifies the irregularity or complexity of a 

time-series signal by mapping it into a sequence of dispersion patterns. Each pattern 

represents the relative ordering of amplitude values within a short segment of the time-series. 

𝑝(𝑥𝑖) is the probability of encountering each unique dispersion pattern 𝑥𝑖. 

DispEn = −∑  

𝑁

𝑖=1

𝑝(𝑥𝑖)log 𝑝(𝑥𝑖) (3.28) 

 

3.4.3.2. Fractal-Dimension 

Fractal Dimension (FD) [45] is a measure to characterize the complexity of a signal and 

quantifies how a metric changes with the scale at which it is measured. A higher FD indicates 

a more complex and irregular signal, and a lower FD indicates regular or periodic activity. 

The term "fractal" was coined by Benoit Mandelbrot in 1975 to describe objects that are self-

similar at different scales. A fractal dimension is a statistical quantity that provides an index 

describing how the number of scaled measuring units changes with the scale factor. For a 

straight line, the fractal dimension is 1; for a plane, it is 2; and so on. There are multiple 

methods for calculating the fractal dimension of an EEG signal that are used in the literature, 

with some of the most common being briefly described below. 
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Higuchi’s Fractal Dimension 

𝐹 = 𝑙𝑖𝑚
𝑘→∞

 
log ( mean length 𝐿(𝑘))

log (1/𝑘)
 

(3.29) 

Where 𝐿(𝑘) is the length of the curve for a given segment of length 𝑘 

Katz’s Fractal Dimension 

𝐷 = log10 (𝑛)/(log10 (𝑑/𝐿) + log10 (𝑛)) (3.30) 

Where 𝑛 is the total number of points, 𝑑 is the diameter, and 𝐿 is the total length of the 

curve. 

Detrended Fluctuation Analysis 

This methodology [46] involves calculating the root mean square fluctuation of the 

integrated and detrended time series and evaluating its scaling behavior. The first step is to 

integrate the time series 𝑦(𝑡) as:  

𝑌(𝑘) =∑  

𝑘

𝑖=1

[𝑦(𝑖) − mean (𝑦)], 𝑘 = 1,2, … ,𝑁 
(3.31) 

 

Where 𝑁 is the length of the time series. The integrated time series 𝑌(𝑘) is then divided 

into 𝑁𝑠 non-overlapping segments of equal length 𝑛. In each segment 𝜈, a least squares fit is 

performed to the data to obtain a local trend  𝑦𝜈(𝑘). The variance 𝐹2(𝜈, 𝑛) of the detrended 

time series is then computed as: 

𝐹2(𝜈, 𝑛) =
1

𝑛
∑  

𝑛

𝑘=1

[𝑌((𝜈 − 1) ⋅ 𝑛 + 𝑘) − 𝑦𝜈(𝑘)]
2 (3.32) 

Then the detrended fluctuation 𝐹(𝑛) is calculated as: 

𝐹(𝑛) = √
1

2𝑁𝑠
∑ 

2𝑁𝑠

𝜈=1

𝐹2(𝜈, 𝑛) (3.33) 

Renyi Dimension 

𝐷𝑞 =
1

1 − 𝑞
𝑙𝑖𝑚
𝑟→0

 log (∑  

𝑖

𝑝𝑖(𝑟)
𝑞)/log (𝑟) (3.34) 

Where 𝑝𝑖(𝑟) are the probabilities of points falling within a radius 𝑟. 

3.4.4. Aperiodic components – 1/f slope 

A fascinating concept in terms of signal analysis is the 1/f slope or the 1/f noise, also 

known as pink noise or flicker noise, and occurs in many complex systems from electronic 

components and financial markets to musical compositions and even the distribution of 

prime numbers. Unlike white noise, where the power spectral density (PSD) is constant 
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across frequencies, in 1/f noise the power decreases as the frequency increases, typically in 

a logarithmic manner. This results in a power-law relationship, expressed as:  

PSD ∝
1

𝑓𝛼
 (3.35) 

   

Regarding EEG, the PSD of EEG signals often follows a 1/f distribution. The slope of 

the 1/f distribution is quantified and is used to study various cognitive states or neurological 

conditions, meaning that deviations from the typical 1/f slope can be indicative of abnormal 

neural activity. The most common method to analyze the 1/f characteristics of EEG is 

through a tool called FOOOF (Fitting Oscillations and One Over F) [47] which separates the 

oscillatory components from the 1/f background noise in the power spectrum.  

3.5. Synchronization Features 

Synchronization features aim to quantify the degree of coordination of different channels 

(or brain areas) over time. These features also provide spatial information regarding the 

EEG. Such features are coherence, phase synchronization, cross-correlation, granger 

causality, mutual information and others. 

Coherence: It is a frequency-domain measure that quantifies the linear relationship between 

two signals as a function of frequency. It can range from 0 (no coherence) to 1 (perfect 

coherence). 

Coherence =
|𝑃𝑥𝑦|

2

𝑃𝑥𝑥 × 𝑃𝑦𝑦
 (3.36) 

Where 𝑃𝑥𝑦 is the cross-spectral density between signals x and y. 

Phase Synchronization: Such methods look for the phase relationship between 2 signals. A 

common feature named Phase Locking Value (PLV) is calculated as: 

PLV = |
1

𝑁
∑  

𝑁

𝑛=1

𝑒𝑖(𝜙𝑥,𝑛−𝜙𝑦,𝑛)| (3.37) 

Where 𝜙𝑥,𝑛 is the phase of the signal x at time 𝑛. 

Cross Correlation: This time-domain measure gives an indication of the similarity between 

two signals at different time lags. 

𝑅(𝜏) =
1

𝑇
∫  
𝑇

0

𝑥(𝑡)𝑦(𝑡 + 𝜏)𝑑𝑡 (3.38) 

Granger Causality: Granger causality is a statistical measure used to determine if one time 

series can predict another time series. 
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Mutual Information: Mutual information measures the amount of information that 

knowing the state of one variable provides about the state of another variable. It is a non-

linear measure of dependency. 

𝐼(𝑋; 𝑌) = ∑  

𝑦∈𝑌

∑ 

𝑥∈𝑋

𝑝(𝑥, 𝑦)log (
𝑝(𝑥, 𝑦)

𝑝(𝑥)𝑝(𝑦)
) (3.39) 

 

 



 

 

 

 

 

 



 

 

 

 

 

 

Chapter 4  
Machine Learning used in EEG analysis. 

  



67 

 
“I am so clever that sometimes I don't understand a single word of what I am saying.” 

-Oscar Wilde 

 

4.1. Introduction and Importance 

Machine Learning methodologies for automatic diagnosis of neurological conditions 

were first developed during the 1970s, focusing on developing algorithms for feature 

extraction and pattern recognition for epilepsy. In fact, epilepsy, the most commonly 

diagnosed neurological disorder by EEG was the initial focus of automated methodologies. 

This is due to the fact that, despite the versatility of EEG, traditional analysis methods had 

the need of manual feature extraction, time-costly visual inspection and limitations regarding 

the ability to recognize brain activity patterns. 

In the last decades, automatic methodologies have been continuously developed for a 

wide range of medical and research contexts, from diagnosing neurological disorders to 

studying cognitive processes. These methodologies allowed a revolution on how EEG data 

is analyzed and re-established it as a formidable diagnostic tool. By incorporating machine 

learning in the medical procedures, screening of patients becomes a lot easier; there is no 

need for a manual inspector over every multi-hour recording, anymore. 

4.1.1. Problems that are addressed 

A wide range of problems can be addressed through the usage of EEG and machine 

learning. The most common one is epilepsy, but other neurological, cognitive, physiological 

or pathological conditions have also been studied. Clinical applications in this concept 

include, but are not limited to: epilepsy diagnosis and prediction, dementia detection, BCI 

for motor disabilities, sleep disorder diagnosis, concussion and traumatic brain injury 

assessment, Attention-Deficit/Hyperactivity Disorder assessment and anesthesia 

monitoring. Other non-clinical applications in this concept include but are not limited to: 

cognitive load and stress measurement, emotion recognition, neural correlates of learning 

and memory, auditory and visual perception, brain aging, drug response prediction and real-

time neurofeedback. Regarding the research that has taken place during this PhD, particular 

focus has been given to Alzheimer's disease prediction, stress assessment and epilepsy 

detection. 

4.2. Machine Learning Pipeline 

There are some standard steps that comprise the standard of an EEG based machine 

learning methodology. More often than not, these steps are included and each of them 

contributes to the overall efficacy of the model. A general outline of how a typical machine 

learning EEG pipeline functions is given in Figure 12 A general pipeline of an EEG based 

machine learning classification study 
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Generally, after an experimental protocol is created and recordings have been obtained, 

these recordings are preprocessed in order to eliminate any noise or not needed frequency 

Figure 12 A general pipeline of an EEG based machine learning classification study 
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components. Methodologies such as ICA and ASR may also be used. Then, a feature vector 

may or may not be created, after epoching the data. In traditional methodologies a feature 

vector is consisted of 2-dimensional data, where each row is an individual observation and 

each column is a feature. However, deep learning architectures allow the observations being 

multi-dimensional data (rather than rows). The next step is feature reduction, in which only 

the most important features are kept. Finally, one or more algorithms are trained using a de-

facto validation methodology and the performance metrics are reported. 

 

4.2.1. Preprocessing & Feature Extraction 

Previously, a detailed analysis of EEG preprocessing, as well as a description of the 

features that can be extracted from the time, frequency, time-frequency and non-linear 

domain has taken place in Chapter 3. When creating a machine learning methodology, these 

techniques are employed in order to transform the EEG data and obtain useful information 

that can be used to train a classifier. However, the number of participants is more often than 

not, limiting the capabilities of the methodology. Hundreds or thousands of participants 

would be required to train a classifier, if we considered each participant as a single instance 

of data, or in other words as a single row of the feature table. Thus, a technique called 

epoching is usually employed, which splits the recording of one participant into multiple 

overlapping or non-overlapping segments of fixed duration, called epochs. These epochs are 

then considered as individual instances and each epoch represents a row in the feature table. 

It is important to note that, when using epoched data, attention should be given to the 

validation methodology that is employed, as discussed in a next paragraph. 

4.2.2. Feature Reduction 

In most machine learning scenarios; not only EEG, feature reduction is a crucial 

procedure in order to ensure high classifier performance. Feature Reduction is considered 

any technique that reduces the number of dimensions of the dataset and it is important for 

several considerations such as: 

Curse of Dimensionality 

High-dimensional data can be problematic because as the number of dimensions 

increases, the volume of the space increases exponentially. In high dimensions, points that 

may be considered "close" in low dimensions end up very far apart, making the data sparse. 

This sparsity is problematic for any method that requires statistical significance. Algorithms 

that suffer from the curse of dimensionality are traditional algorithms such as k-NN, SVM, 

linear regression etc. Algorithms that are not so affected from the curse of dimensionality 

are the ensemble methods such as Random Forests and Gradient Boosting. Also, Naïve 

Bayes is often surprisingly effective in high-dimensional spaces, especially when the number 

of categories (classes) is also high. 
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Overfitting 

When the number of features is close or exceeds the number of observations, the learning 

algorithm can fit the training set very closely but may fail to generalize to new, unseen data. 

Feature reduction techniques can help in avoiding overfitting by simplifying the model. 

Computational complexity 

Reducing the number of features can significantly speed up the training process, making it 

computationally more efficient. This is particularly relevant in real-time applications or 

when computational resources are limited. 

Interpretability 

A model with fewer features is easier to understand and interpret. This is crucial in medical 

applications like EEG analysis, where understanding the model's decision-making process 

can be as important as the decision itself. However, it should be noted that, when employing 

dimensionality reduction techniques like Principal Component Analysis (PCA) the 

interpretability is lost, anyways. 

Noise Reduction 

Feature reduction can also serve to remove irrelevant or redundant features, which can be 

considered as 'noise' that may hamper the learning process. 

Easier Data Visualization 

Reducing the dimensionality of the data can make it easier to visualize, which can be helpful 

for understanding the structure of the data and the relationships between features. 

Improved Accuracy 

In some cases, removing irrelevant or redundant features can actually improve the model's 

performance. Some algorithms are sensitive to such irrelevant input features, which can 

cause poor performance and make the model harder to optimize. 

4.2.2.1. Principal Component Analysis 

Principal Component Analysis (PCA) is a technique used for dimensionality reduction 

and is commonly used in machine learning applications to transform the feature vector into 

a lower-dimensional space, in order to avoid the drawbacks of high-dimensionality that were 

mentioned above. The main objective of this methodology is to transform the feature vector 

in components based on the maximization of the variance in the data. This way, the first 

component retains the maximum variance in the data, and the last component the least. Then, 

the used can discard as many components as they like from the last, to reduce the 

dimensionality. 
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So, if 𝑋 the feature matrix of shape 𝑛 × 𝑑, where 𝑛 is the number of samples and 𝑑 the 

number of features, the first step of PCA is to center the data by subtracting the mean of each 

feature from the data points: 

𝑋centered = 𝑋 − 𝜇 (4.1) 

And then, the covariance matrix 𝛴 of the centered data is computed  

Σ =
1

𝑛
𝑋centered 
𝑇 𝑋centered  

(4.2) 

Then, the eigenvalues and eigenvectors of 𝛴 are computed. The eigenvectors corresponding 

to the largest eigenvalues are the principal components that capture most of the variance in 

the data. The original data can then be projected onto these principal components to produce 

a reduced set of features: 𝑋PCA = 𝑋centered ×𝑊. Then, features of 𝑋𝑃𝐶𝐴 are discarded based 

on a variance threshold. 

4.2.2.2. Feature Selection 

Feature Selection methods can be categorized into filter-based methods and wrapper-

based methods. Their difference is how they evaluate the importance of the features. 

Wrapper based methods depend on the predictive model that we are training and the feature 

selection is based on the algorithm’s performance. In the other hand, filter-based methods 

are algorithm independent and evaluate the features based on statistical characteristics. 

Wrapper methods are more computationally expensive than filter methods, however they 

can yield better performance for a specific classifier.  

Some of well-established wrapper-based methods for feature selection are the Recursive 

Feature Elimination, that starts with all features and recursively removes the least important 

ones and the genetic algorithms that use evolutionary techniques to select features. 

Moreover, in the context of classification algorithms that consider feature importance (e.g., 

Random Forest Importance), this feature importance can serve as a criterion for feature 

selection. 

Some of the well-established filter-based methods are the Chi-Squared test, the Fisher 

score, the correlation coefficient and others. The Chi-Squared (𝑥2) test measures the 

dependence between the feature and the output by assessing if there is a significant 

association between these variables in a contingency table, where the chi-squared statistic is 

calculated as:  

𝜒2 = ∑
(𝑂𝑖𝑗 − 𝐸𝑖𝑗)

2

𝐸𝑖𝑗
 

(4.3) 

Where 𝑂𝑖𝑗 is the observed frequency of in cell (i,j) in the contingency table and 𝐸𝑖𝑗 is the 

expected frequency in this cell, calculated based on the total frequencies and the row and 

column totals in the contingency table as:  
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𝐸𝑖𝑗 =
( Total for Row 𝑖) × ( Total for Column 𝑗)

 Grand Total 
 

(4.4) 

Next, the Fisher score is used to evaluate the discriminatory power of a feature with respect 

to the class labels. It calculates the Between-Class Variance (BCV) and the Within-Class 

Variance (WCV) for a feature and then finding the ratio of BCV/WCV 

𝐵𝐶𝑉(𝑗) =∑  

𝑘

𝑖=1

𝑛𝑖(𝜇𝑖𝑗 − 𝜇𝑗)
2
 (4.5) 

𝑊𝐶𝑉(𝑗) =∑  

𝑘

𝑖=1

∑  

𝑥∈𝐶𝑖

(𝑥𝑗 − 𝜇𝑖𝑗)
2
 (4.6) 

Where 𝑘 is the number of classes, 𝑛 the number of samples, 𝜇𝑖,𝑗 the mean of feature 𝑗 in 

class 𝑖 and 𝐶𝑖 the set of samples in class 𝑖. 

Finally, the correlation coefficient can be measured in a variety of ways, depending if the 

goal is to measure linear relationships (Pearson correlation) or non-parametric relationships 

(Spearman correlation). Pearson correlation, denoted as 𝑟, measures the linear association 

between two variables. 𝑟 = 1 indicates a perfect positive linear relationship, and 𝑟 = −1 

indicates a perfect negative linear relationship. It is calculated as: 

𝑟 =
∑(𝑋 − �̅�)(𝑌 − �̅�)

√∑(𝑋 − �̅�)2∑(𝑌 − �̅�)2
 

(4.7) 

Where 𝑋, 𝑌 the individual data points of two variables and �̅�, �̅� the means of them. On the 

other hand, Spearman correlation calculates the rank of both variables independently by 

arranging them from the smallest to the largest and then calculates the correlation as:  

𝜌 = 1 −
6∑𝑑2

𝑛(𝑛2 − 1)
 

(4.8) 

Where 𝑑 is the difference between the ranks of the values in the two variables and 𝑛 the 

number of data points. 

4.2.3. Training, Testing & Validation methodologies 

A machine learning algorithm is trained to correctly categorize unknown signals into 

classes. To validate the classifier's performance, a validation methodology is employed, 

classifying data with known labels. The classifier's performance is then estimated based on 

the correctly classified samples. In this section three common validation methodologies will 

be described, the train-test split, the k-fold validation and the Leave-One-Subject-Out 

(LOSO) validation. 

The train-test split is the simplest and computationally cheap methodology. It involves 

dividing the dataset into a train set (for example the 80% of the dataset) and a test set (the 

other 20%). The problem of this methodology is that it may lead to high variance in the 

evaluation metrics, as the test set's performance heavily depends on the specific data points 
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chosen for testing. Also, it is not suitable for too small datasets, because a significant portion 

of the data should be used for testing. 

The alternative solution that alleviates these issues is the k-fold validation methodology. 

This methodology iteratively uses a portion of the data as test set and the rest as training set. 

For example, k-fold validation with k=5 uses 20% of the data as test set, for 5 times. This 

way, every data point will eventually be used in the testing phase, and the average 

performance metrics are reported. The advantage of this method is that it provides a more 

robust estimate of a model’s performance, especially when working with limited datasets. 

However, in the case of epoched signals, such as EEG data, using k-fold validation can 

result in the same subject's epochs appearing in both the test set and the training set. This 

can lead to overly optimistic performance results, as the individual characteristics of the 

person's signal may influence the classifier training. To alleviate this issue, LOSO validation 

is employed. This method ensures that all the epochs of one subject are included in the test 

set while all the other epochs are in the training set. This is performed iteratively for each 

subject, until everyone has been used as test set. In cases of too many subjects, LOSO 

validation can be modified to use more than one subject at the same time as test set. In this 

doctoral research, every study that involved epoched data employed the LOSO validation. 

4.2.4. Evaluation Metrics 

To assess the performance of a classifier, different well-established evaluation metrics 

are extracted during the test phase. The assessment of machine learning models is crucial for 

understanding their performance and applicability. Various metrics have been established to 

evaluate different aspects of these models. All of these metrics make use of the confusion 

matrix, which is a matrix presenting the number of instances that were correctly or 

incorrectly classified, as shown in Figure 13. For example, let’s take a diseased or not 

diseased classification task. A True Positive (TP) is an instance that is diseased and was 

classified as diseased. A False Positive (FP) is an instance that is healthy but was incorrectly 

classified as diseased. A True Negative (TN) is a healthy instance that was correctly 

Figure 13 A confusion matrix for a 2-class problem. 
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classified as healthy and finally a False Positive (FP) instance is a healthy instance that was 

incorrectly classified as diseased. The key metrics that are employed are described here.  

 

(a) Accuracy 

Accuracy is one of the most intuitive performance measures. It is simply the ratio of correctly 

predicted observations to the total observations. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

(b) Sensitivity 

Sensitivity measures the proportion of actual positives correctly identified. It is crucial for 

models where missing positive cases (e.g., diseases in medical diagnostics) are costly. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(c) Specificity 

Specificity measures the proportion of actual negatives correctly identified and is important 

in ensuring the model is not raising false alarms. 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

(d) Precision 

Precision measures the proportion of positive identifications that were actually correct. It is 

a critical metric when the cost of a false positive is high. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(e) F1 score 

The F1 Score is the harmonic mean of Precision and Sensitivity. It is particularly useful 

when the class distribution is imbalanced. 

𝐹1 = 2 × 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
 

(f) Area Under Curve (AUC) 

AUC refers to the area under the ROC (Receiver Operating Characteristic) curve. It is used 

to measure the ability of a classifier to distinguish between classes and is useful for 
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imbalanced datasets. The ROC curve is a plot of Sensitivity against (1-Specificity) at various 

threshold settings. AUC ranges from 0 to 1, with higher values indicating better classification 

performance. 

4.3. Machine Learning 

Machine Learning algorithms are proving very useful in EEG research due to their ability 

to process massive amounts of data and make the screening process easier for the medical 

practitioners. An empirical categorization of the machine learning algorithms could be that 

of traditional, ensemble or deep learning methods. 

4.3.1. Traditional Classifiers 

"Traditional classifiers" in machine learning are a set of methods that are fundamental to 

the field and have been widely utilized and researched for many years. These classifiers are 

frequently compared to more sophisticated or modern methods, such deep learning and 

neural networks. Conventional classifiers are recognized for their straightforwardness, 

clarity, and effectiveness in managing organized data. They are especially preferred in 

situations with constrained computational resources or where a precise comprehension of 

the decision-making process is necessary. Traditional classifiers include: 

4.3.1.1. Decision Trees 

Decision Trees is a widely used and effective algorithm in machine learning and data 

mining for both classification and regression applications. They are recognized for their 

clarity and straightforwardness. A decision tree illustrates decisions and their potential 

outcomes, encompassing chance event results, resource expenses, and utility. A decision tree 

is a structured diagram where internal nodes represent tests on attributes, branches represent 

test outcomes, and leaf nodes represent class labels determined after evaluating all attributes. 

The topmost node in a tree is the root node. A leaf node represents a classification or 

decision. The paths from root to leaf represent classification rules. 

At each internal node, the tree splits based on a decision rule. This rule is derived from 

one of the features that best separate the classes. Different algorithms use different metrics 

for this, such as Gini impurity, Information Gain, or Chi-square. 

To avoid overfitting, techniques such as pruning are used. This is done by setting a 

maximum depth for the tree or removing sections of the tree that don’t meet a certain 

threshold on the decision rule. 

Although they are easy to understand and interpret, can handle both numerical and 

categorical data and requires little data preprocessing, they have severe limitations such as 

being prone to overfitting, especially with noisy data, or create biased trees if some classes 

dominate. 
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4.3.1.2. Naïve Bayes 

Naive Bayes classifiers are a set of effective probabilistic classifiers that utilize Bayes' 

theorem while assuming substantial independence between features. They are renowned for 

their efficacy and proficiency in handling extensive datasets and are commonly utilized in 

diverse applications like spam filtering, text classification, and medical diagnostics. Naive 

Bayes is based on Bayes' theorem, which calculates the likelihood of an event given prior 

knowledge of associated conditions. Mathematically, it is expressed as:  

𝑃( 𝐴 ∣ 𝐵 ) =
𝑃(𝐵 ∣ 𝐴 ) × 𝑃(𝐴)

𝑃(𝐵)
 (4.9) 

Where: 

• 𝑃(𝐴) is the prior probability of class 

• 𝑃(𝐵) is the prior probability of predictor 

• 𝑃( 𝐴 ∣ 𝐵 ) is the posterior probability of class A given predictor B 

• 𝑃(𝐵 ∣ 𝐴 ) is the likelihood which is the probability of predictor given class 

Naive Bayes classifiers assume that the effect of a particular feature in a class is 

independent of other features. This assumption is called class conditional independence. 

There are multiple types, including Gaussian (for normally distributed data), Multinomial 

(for text data where we consider word frequencies), and Bernoulli (for binary/boolean 

features). During training, the model calculates the probability of each class and the 

conditional probability of each feature given each class. Prediction involves applying Bayes' 

theorem to compute the conditional probability for each class and selecting the class with 

the highest probability. 

Naïve Bayes is not widely used because the strong feature independence assumption is 

often a downfall as it rarely holds true in real-world scenarios, and also suffers from the 

“zero frequency” pitfall in which if a categorical variable has a category in the test dataset, 

which was not observed in the training dataset, the model will assign it a 0 probability and 

will be unable to make a prediction. However, it can outperform more complex models and 

is particularly useful in text classification tasks like spam filtering, sentiment analysis, and 

document categorization. 

4.3.1.3. Logistic Regression 

Logistic Regression is a statistical method for analyzing a dataset in which there are one 

or more independent variables that determine an outcome. Despite its name, logistic 

regression is used for binary classification problems rather than regression problems. It 

predicts the probability that a given instance belongs to a particular class. Logistic regression 

is typically used for a binary outcome (e.g., pass/fail, win/lose, healthy/sick). The outcome 

is modeled with a binary variable where 1 represents the presence (success) and 0 represents 

the absence (failure) of a characteristic or outcome. The core of logistic regression is the 
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sigmoid function, which maps any real-valued number into a value between 0 and 1, making 

it suitable for modeling a probability. Sigmoid function is defined as  

𝜎(𝑧) =
1

1 + 𝑒−𝑧
, 𝑤ℎ𝑒𝑟𝑒 𝑧

=  𝑏0 + 𝑏1𝑥1 + 𝑏2𝑥2 +⋯+ 𝑏𝑛𝑥𝑛,   𝑏 𝑡ℎ𝑒 𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠 
(4.10) 

Logistic regression estimates the probability that a given input point belongs to a certain 

class. If the estimated probability is greater than 0.5, the model predicts that the instance 

belongs to the positive class (labeled as '1'); otherwise, it predicts that it belongs to the 

negative class (labeled as '0').   

The disadvantage of logistic regression is that it assumes a linear relationship between 

the independent variables and the logarithm of odds, is not suitable for complex relationships 

in data and can be vulnerable to overfitting if there are too many features. 

4.3.1.4. Support Vector Machines (SVM) 

Support Vector Machine (SVM) is a supervised machine learning algorithm primarily 

used for classification, but it can also be employed for regression tasks. SVM is well-known 

for its ability to handle high-dimensional data and its effectiveness in cases where the 

number of dimensions exceeds the number of samples. It's particularly popular in 

applications such as image recognition, text categorization, and bioinformatics. The core 

idea of SVM is to find a hyperplane in an N-dimensional space (N being the number of 

features) that distinctly classifies the data points. The best choice is the hyperplane that 

represents the largest separation, or margin, between two classes. 

Mathematically, SVM tries to solve an optimization problem to find this hyperplane. The 

equation of a hyperplane can be written as: 

𝑤 ⋅ 𝑥 + 𝑏 = 0 (4.11) 

 

where: 

• 𝑤  is the weight vector 

• 𝑥 represents the input features 

• 𝑏 is the bias term 

The decision function for classification is: 

𝑓(𝒙) = sign (𝒘 ⋅ 𝒙 + 𝒃) (4.12) 

In SVMs, we solve the following optimization problem: 

Minimize 
1

2
∥ 𝒘 ∥2, subject to 𝑦𝑖(𝒘 ⋅ 𝒙𝑖 + 𝑏) ≥ 1∀𝑖, 𝑦𝑖 the class labels 

In non-linear SVM, kernel functions are used to transform the input space into a higher-

dimensional space. Some common kernels include: 
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• Linear kernel, equivalent to no kernel 

• Polynomial kernel, 𝐾(𝑥𝑖, 𝑥𝑗) = (𝛾𝑥𝑖 ⋅ 𝑥𝑗 + 𝑟)
𝑑

 

• Radial Basis Function (RBF) or Gaussian Kernel, 𝐾(𝒙𝑖, 𝒙𝑗) = exp (−𝛾∥∥𝒙𝑖 − 𝒙𝑗∥∥
2
), 

𝛾 is a parameter that defines the spread of the Gaussian distribution 

• Sigmoid kernel, 𝐾(𝒙𝑖, 𝒙𝑗) = tanh (𝛾𝒙𝑖 ⋅ 𝒙𝑗 + 𝑟) 

When there is a kernel, the decision function becomes: 

𝑓(𝒙) = sign (∑  

𝑛

𝑖=1

𝛼𝑖𝑦𝑖𝐾(𝒙𝑖, 𝒙) + 𝑏) (4.13) 

4.3.1.5. k-Nearest Neighbors 

k-Nearest Neighbors (kNN) is a simple and intuitive, algorithm used in both 

classification and regression in machine learning. Unlike many learning algorithms, kNN 

does not involve a model training phase; rather, it makes predictions using the entire dataset 

in a way that relies on data proximity. In kNN, an input point is classified based on the 

majority class of its 'k' nearest neighbors. The algorithm calculates the distance between the 

input sample and every training instance, selects the nearest 'k' instances, and performs a 

majority vote for classification. 

The kNN algorithm calculates the distance between data points to identify the nearest 

neighbors. Common distance metrics include the Euclidean distance, the Manhattan distance 

or the Minkowski distance. 

The selection of the number of neighbors (k) is crucial, since a small k means higher 

sensitivity to noise while a big k may cause leaking from wrong classes. 

4.3.1.6. Linear Discriminant Analysis (LDA) 

Linear Discriminant Analysis (LDA) is a well-established statistical approach used both 

for classification and dimensionality reduction. It is particularly useful when the data 

exhibits gaussian-like distributions. LDA seeks to find a linear combination of features that 

best separate two or more classes of objects or events. LDA operates by projecting the data 

onto a lower-dimensional space with good class separability in order to avoid overfitting 

(“curse of dimensionality”). The core idea is to find a linear combination of variables that 

best separates the classes. LDA computes the directions (“linear discriminants”) that 

represent the axes that maximize the separation between multiple classes. 

One of its core limitations is that it assumes that the variables are normally distributed 

and assumes that there is equal covariance matrices for the different classes. 
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4.3.2. Ensemble Classifiers 

When discussing ensemble classifiers, we refer to architectures that use multiple weak 

classifiers to create a well-educated prediction. The idea behind ensemble methods is that by 

combining the predictions from multiple models, you can often produce better results than 

any single model alone. Most ensemble classifiers are tree based, but this is not always the 

case, since it is possible to combine conceptually different machine learning classifiers (for 

example Random Forests, SVM and Neural Network, as presented in [48]). The most 

common ensemble classifiers are described below. 

4.3.2.1. Random Forests 

Random Forests is the most common ensemble methodology. It operates by constructing 

a multitude of decision trees during training and outputting the class that is the mode of the 

classes (classification) or mean prediction (regression) of the individual trees. Random 

Forests combines the simplicity of decision trees with flexibility, resulting in a vast 

improvement in accuracy. 

Random Forests build upon the concept of bagging (bootstrap aggregating) and feature 

randomness when building each individual tree to try to create an uncorrelated forest of trees 

whose prediction by committee is more accurate than that of any individual tree. The key 

conceptual characteristics of the Random Forest are: 

Bagging: Each tree in a Random Forest is built from a sample drawn with replacement 

(i.e., a bootstrap sample) from the training set. This means that some samples will be used 

multiple times in a single tree. 

Feature Randomness: When splitting a node during the construction of the tree, the 

split that is chosen is no longer the best split among all features. Instead, the split that is 

picked is the best split among a random subset of the features. This results in diversity that 

ensures the individual trees to capture various aspects of the data. 

Random Forests has excellent predictive performance and can handle large datasets and 

higher dimensionality. However, it can become slow in large datasets and is less effective 

on very sparce data. 

4.3.2.2. Extra Trees 

Extra Trees, short for Extremely Randomized Trees, is an ensemble learning method, 

particularly used for classification and regression tasks. It is similar to Random Forests but 

introduces more randomness in the way the trees in the ensemble are constructed. The 

fundamental idea behind Extra Trees is to use the entire training dataset to build each tree 

and introduce randomness in the choice of the split points at each node of the tree, which 

adds extra diversity to the model. This randomness differentiates it from other tree-based 

ensemble methods, like Random Forests. 
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Unlike Random Forests, which uses a subset of data (bootstrap sample), Extra Trees uses 

the entire dataset to build each tree. At each node, instead of searching for the most 

discriminative thresholds (as in classical decision trees), thresholds are drawn at random for 

each candidate feature, and the best of these randomly generated thresholds is picked as the 

splitting rule. This randomness in selecting the thresholds can be mathematically 

represented, but it is more conceptual than formulaic. It's about selecting split points 

randomly and then choosing the best split among these.  

Their advantages lie on the reduced variance and robustness against overfitting, their fast 

training (in comparison with the Random Forests) and their limitations are the increased bias 

due to the randomness factor and the complexity of the model (which is common to all 

ensemble methods) 

4.3.2.3. Gradient Boosting 

Gradient boosting builds on the principle of boosting, where weak learners (typically 

decision trees) are sequentially added to correct the errors made by previous learners, with 

each new learner focusing on the errors of its predecessor. This method has gained immense 

popularity due to its effectiveness in a wide range of applications and competitions, with 

implementations like LightGBM [49] and XGBoost [50] being particularly renowned.  

Gradient Boosting involves three key elements: a loss function to be optimized, a weak 

learner to make predictions, and an additive model to add weak learners to minimize the loss 

function. Regarding the additive model, it is based on the concept of trees being added one 

at a time, and existing trees in the model are not changed. Each new tree helps in correcting 

errors made by the previously trained trees. The model’s predictions are made by summing 

the predictions of these weak learners. 

At each stage 𝑛, a tree ℎ𝑛(𝑥) is fit on the negative gradient of the loss function 

𝐿(𝑦, 𝐹(𝑥)), where y is the true value and 𝐹(𝑥) the prediction. The update formula is: 

𝐹𝑛+1(𝑥) = 𝐹𝑛(𝑥) + 𝛼𝑛ℎ𝑛(𝑥) (4.14) 

Where 𝛼𝑛 is the learning rate and ℎ𝑛(𝑥) the weak learner (individual tree). 

4.3.3. Deep Learning 

Deep Learning is a subset of machine learning that has revolutionized the field of 

artificial intelligence by providing a more complex and sophisticated approach to data 

analysis. At its core, deep learning involves the use of neural networks with several hidden 

layers (hence ‘deep’), to model complex and non-linear patterns and relationships in the data. 

Deep learning methodologies have been increasingly used during the last couple of decades 

due to the advancements in computational power and particularly in GPUs, making use of 

their ability to model such networks. It excels in handling unstructured data such as images, 

text, and audio. The multilayer structure of deep neural networks enables them to capture 

hierarchical patterns within data, making deep learning particularly adept at tasks like image 
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and speech recognition, natural language processing, and even playing complex games like 

Go and chess. 

Deep learning algorithms, designed in the likeness of the human brain, consist of neural 

networks comprising numerous interconnected artificial neurons. Just as the human brain is 

made up of millions of neurons that collaborate to learn and interpret information, deep 

learning neural networks employ layers of these artificial neurons to perform tasks within a 

computer. These artificial neurons, essentially software modules known as nodes, execute 

mathematical computations to handle data. Forming the core of deep learning algorithms, 

these networks of nodes leverage their collective computational power to tackle intricate 

problems. 

Deep Learning is used for more than classification and regression tasks. Other 

applications include Natural Language Processing, image and video recognition, Generative 

Models, Anomaly Detection, Speech recognition and generation, Recommendation systems, 

Autonomous systems and more. Some of the most worth-mentioning deep learning 

architectures are: 

4.3.3.1. Feed Forward Neural Networks (FFNs) 

Them being the most common neural network architecture, they are present in almost 

every other architecture. Feedforward Neural Networks, also known as Multilayer 

Perceptrons (MLPs), are the simplest type of artificial neural network architecture. In these 

networks, information moves in only one direction—forward—from the input nodes, 

through the hidden nodes (if any), and finally to the output nodes. There are no cycles or 

loops in the network, hence the name "feedforward." 

These networks are structured in layers, as seen in Figure 14. Each layer is constructed 

of neurons which are simple computational units that perform individual calculations. These 

neurons take multiple input values, apply a set of weights to them (which are learned during 

the training process), and then pass the weighted sum through an activation function. The 

output of this activation function, which introduces non-linearity into the model, serves as 

Figure 14 A typical Feed Forward Neural Network architecture 
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the input for the next layer in the network. This process allows the network to learn complex 

patterns and relationships within the input data. 

The input layers consist of that many input neurons as the number of features in the data. 

Then each hidden layer consists of one or more neurons which perform mathematical 

transformations on the data, and finally the output layer produces the final output of the data. 

For a binary class classification problem, one neuron in the output layer is enough. For a 

multiclass problem, usually the number of neurons in the output layer of a neural network 

should match the number of classes we are trying to predict. Each neuron in the output layer 

corresponds to a specific class, and the network is trained to output a probability distribution 

across these classes for each input. 

The operation of a neuron can be mathematically described as: 

𝑦 = 𝑓(𝑤 ⋅ 𝑥 + 𝑏), 𝑦 the output, 𝑓 the activation function, 𝑤 the vector of 

weights, 𝑥 the input vector, 𝑏 the bias 
(4.15) 

The activation function determines the output of a node given a set of inputs, by 

calculating a weighted sum of the inputs and adding bias. The most common types of 

activation functions are: 

 

Sigmoid: 𝜎(𝒙) =
1

1+𝑒−(𝒘⋅𝒙+𝑏)
 (4.16) 

  

ReLU: ReLU (𝒙) = 𝑚𝑎𝑥(0,𝒘 ⋅ 𝒙 + 𝒃) (4.17) 

  

Softmax: Softmax (𝒙)𝑖 =
𝑒(𝑤𝑖⋅𝑥+𝑏𝑖)

∑  𝑗 𝑒
(𝑤𝑗⋅𝑥+𝑏𝑗)

 (4.18) 

  

Tanh: Tanh (𝑥) =
𝑒(𝑤⋅𝑥+𝑏)−𝑒−(𝑤⋅𝑥+𝑏)

𝑒(𝑤−𝑥+𝑏)+𝑒−(𝑤⋅𝑥+𝑏)
  

Each activation function has its own benefits and is better suited for different data or 

problems.  

4.3.3.2.   Training Neural Networks: Backpropagation 

Training a neural network involves adjusting its weights and biases to minimize the 

difference between the predicted output and the actual output (the error). This is achieved 

through an algorithm known as backpropagation. The steps for the training are: 

1. Initialize weights and biases: Assign random initial values to the weights and biases 

of all neurons in the network. 

2. Forward pass for each training instance: For each input in the training dataset, 

perform the following steps: 

i. Calculate the weighted sum of the inputs for each neuron. 
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ii. Add the bias to the weighted sum. 

iii. Apply the activation function to the result. 

3. Calculate the loss: Evaluate the performance of the model using a loss function that 

measures the difference between the network's prediction and the actual target 

values. 

4. Backpropagation: Calculate the gradient of the loss function with respect to each 

weight and bias in the network. This involves: 

i. Compute the derivative of the loss function with respect to the output of the 

network. 

ii. Use the chain rule to recursively calculate the gradient for each layer, moving 

from the output layer back to the input layer. 

iii. Update the gradients of the weights and biases for each layer based on the 

derivative calculations. 

5. Update Weights and Biases: Adjust the weights and biases in the opposite direction 

of the gradient to minimize the loss. This is typically done using an optimization 

algorithm like Gradient Descent. The updates are usually scaled by a learning rate. 

𝒘 ← 𝒘− 𝜂 ⋅ ∇𝒘𝐿 

𝑏 ← 𝑏 − 𝜂 ⋅ ∇𝑏𝐿 

6. Repeat: Repeat steps 2-5 for a predefined number of iterations or until the loss 

converges to a minimum. 

7. Evaluate the Model: After training is complete, evaluate the performance of the 

model on a separate validation dataset not used during training to check for 

overfitting. 

8. Hyperparameter Tuning: Based on the performance on the validation set, you may 

need to go back and tweak the hyperparameters like the learning rate, number of 

epochs, or even the architecture of the network (number of layers, number of neurons 

per layer, etc.). 

9. Final Testing: Once satisfied with the model's performance on the validation set, 

perform a final test on a test set to ensure the model generalizes well to new, unseen 

data. 

4.3.3.3. Convolutional Neural Networks (CNNs) 

Convolutional Neural Networks (CNNs) are a specialized type of neural network, 

primarily used for processing data with a grid-like topology, such as images. CNNs have 

been instrumental in the field of computer vision, setting new performance benchmarks in 

tasks like image classification, object detection, and facial recognition.  

A number of powerful Convolutional architectures have been deployed, pretrained and 

are openly available for fine-tuning and individual usage. Such architectures are the 

AlexNet, the ResNet and others [51]. 

CNNs usually consist of 3 types of layers, which are: convolutional layer, pooling layer 

and fully connected layer. These layers are described below. 
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(a) Convolutional layer 

The convolutional layer serves as the foundational element of a CNN and is where the 

bulk of the calculations are executed. It utilizes several key components: the input data, a 

filter, and the resultant feature map. Let's consider our input as a color image comprised of 

a 3D matrix of pixels, signifying the image's height, width, and depth dimensions, 

corresponding to the RGB channels. 

Within this structure operates the feature detector, also termed as a kernel or filter. This 

entity traverses the image's receptive fields to identify the presence of specific features, a 

process known as convolution. 

Functionally, the feature detector is a matrix of weights, effectively a slice of the image, 

conventionally fashioned in a 3x3 grid, which dictates the receptive field's size. The filter 

aligns with a segment of the image and computes a dot product between the filter's weights 

and the input pixels. This computed value populates an output matrix. The filter then 

proceeds, moving by a certain stride to repeat the operation, sliding across the full expanse 

of the image. The collection of these dot products, derived from the interactions between the 

input and the filter, constitutes what is termed a feature map, activation map, or convolved 

feature. 

It's important to note that as the filter scans the image, its weights remain constant—a 

principle known as parameter sharing. While these weights are fine-tuned during training 

via backpropagation and gradient descent, there are also three pivotal hyperparameters that 

influence the output's volume size, and these must be pre-set prior to the neural network's 

training phase. These hyperparameters include: 

• The number of filters, affecting the depth of the output 

• The stride, being the distance or pixels that the kernel moves over the input 

matrix. 

• The padding, which dictates how the filters will behave when they do not fit the 

input image. There are 4 types of paddings: Zero-padding, Valid-padding, 

Same-padding and Full-padding. 

Multiple convolution layers may follow the initial convolution layer. As the 

convolutional process unfolds, the architecture of the CNN inherently develops a 

hierarchical nature, wherein the subsequent layers gain visibility into the pixels encompassed 

by the receptive fields of the preceding layers. 

(b) Pooling layer 

Pooling layers conduct dimensionality reduction, reducing the number of parameters in 

the input. It works similarly to the convolution layer by performing filter sweeps across the 

input, however it does not contains any weights, but instead it applies an aggregation 

function. There are two types of pooling: 
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In max pooling, the filter scans the input and transmits the largest pixel value in its view 

to the output array, a method more commonly utilized than average pooling. In contrast, 

average pooling computes and passes the mean pixel value within the receptive field to the 

output array as the filter traverses the input. 

(c) Fully connected layer 

This is nothing more than a Feed-Forward neural network attached to the end of the 

Convolutional Neural Network which ultimately performs the classification. 

4.3.3.4. Recurrent Neural Networks (RNNs) 

Recurrent Neural Networks (RNNs) are a class of neural networks designed to handle 

sequential data. Unlike feedforward neural networks, RNNs possess a form of memory that 

allows them to process sequences of inputs. This makes them ideal for tasks where the 

temporal dimension is crucial, such as time-series prediction, natural language processing, 

and speech recognition. The key concept of the RNNs is their internal state. At each time 

step, the hidden layer output is influenced both by the current input and the previous hidden 

layer’s output. An RNN can be mathematically described by: 

Hidden state update: 

𝒉𝑡 = 𝑓(𝑾ℎ ⋅ 𝒉𝑡−1 +𝑾𝑥 ⋅ 𝒙𝑡 + 𝒃ℎ) (4.19) 

Output: 

𝒚𝑡 = 𝑾𝑦 ⋅ 𝒉𝑡 + 𝒃𝑦 (4.20) 

Where  

• ℎ𝑡 the hidden state at time 𝑡 

Figure 15 A Convolution Neural Network architecture. 
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• 𝑥𝑡 the input at time 𝑡 

• 𝑊ℎ,𝑊𝑥,𝑊𝑦 the weight matrixes 

• 𝒃ℎ and 𝒃𝑦 the biases. 

• 𝑓 a non-linear activation function, typically a ReLU 

• 𝒚𝑡 the output at time 𝑡 

Training an RNN involves backpropagation through time. The basic limitations of the 

RNNs are the well-known Vanishing Gradient Problem and Exploding Gradient 

Problem. In the first one, gradients tend to vanish or explode as they propagate over many 

time steps. making it hard for RNNs to capture long-term dependencies. In the second one, 

gradients can also explode, leading to numerical instability. 

4.3.3.5. Long Short-Term Memory Networks (LSTMs) 

LSTMs are a subtype of RNNs that are specifically designed to overcome the limitations 

of them, particularly the aforementioned problems of Vanishing and Exploding gradient. 

Their key concept is that they use a unique memory cell which can maintain information for 

long periods and is regulated by structures called gates: the input gate, the output gate and 

the forget gate. These gates control the flow of information into and out of the cell, making 

LSTMs capable of learning which data in a sequence is important to keep or discard. Its 

architecture is described in Figure 16. 

(a) Forget gate 

It decides what information to discard from the cell state, by looking at ℎ𝑡−1 (the previous 

hidden state) and at 𝑥𝑡 and outputs a number between 0 and 1 for each number in the cell 

state 𝐶𝑡−1. 

𝒇𝑡 = 𝜎(𝑾𝑓 ⋅ [𝒉𝑡−1, 𝒙𝑡] + 𝒃𝑓) (4.21) 

(b) Input gate 

It decides what new information to store in the cell state, and also creates a vector of new 

candidate values �̃�𝑡 that could be added to the state. 

𝒊𝑡 = 𝜎(𝑾𝑖 ⋅ [𝒉𝑡−1, 𝒙𝑡] + 𝒃𝑖) (4.22) 

(c) Cell State update 

𝑪𝑡 = 𝒇𝑡 ∗ 𝑪𝑡−1 + 𝒊𝑡 ∗ �̃�𝑡 (4.23) 
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(d) Output gate 

It decides what the next hidden state should be. It is used for predictions and is also passed 

to the next time step. 

𝒐𝑡 = 𝜎(𝑾𝑜 ⋅ [𝒉𝑡−1, 𝒙𝑡] + 𝒃𝑜) (4.24) 

4.3.3.6. Transformers 

Transformers is a revolutionary neural network architecture, first introduced in the 

conference paper “Attention Is All You Need”[52]. It was first developed in Natural 

Language Processing (NLP) and has outperformed conventional models such as RNNs and 

LSTMs in NLP tasks. Their key innovation is achieved by incorporating self-attention 

mechanisms, enabling models to assess the significance of various sections of the input data 

without being constrained by the sequential processing constraints of RNNs.  

Transformers have expanded beyond NLP into other disciplines since they were 

introduced. They are becoming more commonly used in areas such as computer vision for 

tasks like image identification and segmentation, where their capability to manage global 

relationships in data is beneficial. Transformers are advancing in fields such as audio signal 

processing and genomics, where the sequential character of data is crucial. Transformers' 

ability to comprehend multiple tasks simultaneously and effectively manage complex 

relationships over great distances enhances their adaptability. They are versatile and can be 

used in a wide range of applications, going beyond their original use in NLP. Their 

increasing use in many areas demonstrates their adaptability and efficiency, establishing 

them as a major advancement in the field of deep learning. Transformer’s architecture 

fundamentally relies on self-attention mechanisms and a unique encoder-decoder structure. 

A detailed analysis of the mathematical background of the transformers is skipped and can 

be found in paragraph 5.1.4.1(c). 

Figure 16 The Long Short-Term Memory Network Architecture 
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4.3.4. Hyperparameter optimization 

In deep learning, hyperparameter optimization is a critical process that involves fine-

tuning the parameters that govern the training of neural network models. Unlike model 

parameters that are learned during training, hyperparameters are set before the learning 

process begins and have a significant impact on the performance of the model. 

Optimizing hyperparameters is essential because it directly influences the behavior of 

the training algorithm and the performance of the model. Properly tuned hyperparameters 

can lead to faster convergence during training, improved model accuracy, and prevention of 

issues like overfitting or underfitting. 

Key parameters that may be optimized in deep learning architectures are: 

1. Learning Rate: Arguably the most crucial hyperparameter, it determines the 

step size at each iteration while moving toward a minimum of the loss function. 

2. Number of Epochs: Refers to the number of times the entire training dataset is 

passed forward and backward through the neural network. 

3. Batch Size: The number of training samples used in one forward/backward pass. 

It affects the speed and stability of the learning process. 

4. Network Architecture Parameters: Including the number of layers, the number 

of neurons in each layer, and types of layers (e.g., convolutional, recurrent, etc.). 

5. Activation Functions: Choices like ReLU, Sigmoid, or Tanh that affect the non-

linear transformation applied to the input data. 

6. Regularization Techniques: Such as dropout and L2 regularization, which help 

prevent overfitting. 

7. Optimizer: Algorithms like SGD, Adam, RMSprop, each with their own 

strengths and weaknesses. 

Some techniques for hyperparameter optimization are:  

1. Grid Search: Systematically working through multiple combinations of 

parameter values. It's exhaustive and computationally expensive. 

2. Random Search: Randomly selecting combinations of hyperparameter 

values. It's less computationally intensive but might miss optimal values. 

3. Bayesian Optimization: Uses a probabilistic model to predict which 

hyperparameter values are most likely to yield good results. 

However, it should be noted that hyperparameter optimization in deep learning 

architectures can be time-consuming and resource intensive, the optimal set of parameters 

may vary from a dataset to another, and also suboptimal training results may come from 

hyperparameter optimization pipelines due to hitting to local minima and plateaus. 
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4.4. Clinical Applications 

Integrating machine learning into clinical practices, especially in EEG analysis, 

represents a major leap in medical technology. Machine learning is proving to be extremely 

effective in identifying neurological problems by analyzing complex, multi-dimensional 

EEG data. Deep learning models like Convolutional and Recurrent Neural Networks are 

highly proficient in identifying patterns in EEG signals. These models have been effectively 

utilized in crucial domains such as detecting and forecasting seizures, providing prompt 

therapies for patients with epilepsy. Moreover, they are crucial in sleep research by helping 

classify different sleep stages based on EEG measurements, thereby improving our 

comprehension of sleep disorders. 

In addition to diagnostic uses, these methods are leading advancements in Brain-

Computer Interfaces (BCIs), utilizing EEG signals to facilitate the operation of external 

devices based on cerebral activity. This innovation creates new opportunities for patient 

engagement and rehabilitation. Machine learning is used in the field of neurodegenerative 

illnesses such as Alzheimer's to identify early signs by analyzing small changes in EEG 

patterns. 

The incorporation of deep learning in EEG analysis offers the potential for individualized 

treatment strategies and real-time analysis, particularly important in intensive care and 

surgical environments. Nevertheless, this groundbreaking intersection faces several 

difficulties. Ensuring the confidentiality and protection of sensitive medical information, as 

well as improving the clarity of deep learning models in clinical decision-making, are critical 

priorities. Moreover, the diversity in EEG data collection techniques necessitates a cohesive 

strategy to standardize data for wider clinical application. The changing role of machine 

learning in EEG analysis is paving the way for a future in neurological healthcare that is 

more precise, efficient, and personalized. 

4.4.1. Challenges, Limitations and Problems 

While machine learning offers great potential for EEG analysis, it also pauses several 

challenges and limitations. The obstacles encompass technical and computational limitations 

as well as medical-specific issues that must be resolved. Possible constraints include: 

Absence of a Standard Protocol: A major obstacle in using machine learning with EEG 

data is the lack of a universally accepted procedure for collecting and analyzing the data. 

EEG data can change greatly because of variations in electrode location, recording 

technology, and patient conditions. This diversity hinders the development of models that 

can be applied universally across many environments and populations. 

Computational needs: Machine learning models, particularly deep learning structures 

such as CNNs and RNNs, need significant computer resources throughout the training 

process. The demand for high processing power can be problematic, especially in clinical 
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environments where these resources may not be easily accessible. Moreover, handling 

substantial amounts of EEG data can be time-intensive, affecting the practicality of 

conducting real-time analysis. 

Challenges related to the quality and accessibility of data: Acquiring extensive sets 

of top-notch, labeled EEG data for training machine learning models is difficult. Privacy and 

consent concerns in medical data add complexity to data gathering and sharing. 

Challenges with interpretability and reliability: The opaque nature of numerous 

machine learning models is a considerable obstacle in healthcare settings. Medical 

professionals frequently need clear and understandable explanations of model conclusions, 

which can be challenging with complicated models such as deep neural networks.  

Challenges with integrating into clinical workflows: Incorporating machine learning 

techniques into current therapeutic processes poses logistical difficulties. It is crucial for the 

successful adoption of these tools that they are user-friendly and cater to the needs and 

practices of medical practitioners 
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“My congratulations to you, sir. Your manuscript is both good and original; but the part that is good is not 

original, and the part that is original is not good.” 

-Samuel Johnson 

In Chapter 5, the original research that has been conducted and published in peer 

reviewed journals and international conferences will be analyzed. Specifically, 8 studies 

have been published in journals and 2 in conferences. The research can be divided into three 

research domains, namely Alzheimer and Dementia Research, Epilepsy Research, and BCI 

Research. This chapter will be organized accordingly. 

The papers, sorted by publication date are: 

1) Alzheimer’s disease and frontotemporal dementia: A robust classification method of 

EEG signals and a comparison of validation methods, published in Diagnostics 

MDPI, 2021. 

2) Classification of EEG signals from young adults with dyslexia combining a Brain 

Computer Interface device and an Interactive Linguistic Software Tool, published in 

Biomedical Signal Processing and Control Elsevier, 2021. 

3) An experimental protocol for exploration of stress in an immersive VR scenario with 

EEG, presented at SEEDA 2022 conference, held at Ioannina Greece. 

4) Assessing Electroencephalography as a Stress Indicator: A VR High-Altitude 

Scenario Monitored through EEG and ECG, published in Sensors MDPI, 2022. 

5) Evaluating the Window Size’s Role in Automatic EEG Epilepsy Detection, 

published in Sensors MDPI, 2022. 

6) Machine Learning Algorithms for Epilepsy Detection Based on Published EEG 

Databases: A Systematic Review, published in IEEE Access, 2022. 

7) A Dataset of Scalp EEG Recordings of Alzheimer’s Disease, Frontotemporal 

Dementia and Healthy Subjects from Routine EEG, published in Data MDPI, 2023, 

being the cover of the journal vol 8, issue 6, describing the dataset upload in 

OpenNeuro database with name:  A dataset of 88 EEG recordings from: Alzheimer’s 

disease, Frontotemporal dementia and Healthy subjects. 

8) Enhanced Alzheimer's disease and Frontotemporal Dementia EEG Detection: 

Combining lightGBM Gradient Boosting with Complexity Features, presented at 

CBMS 2023 conference, held at L’Aquila Italy. 

9) DICE-net: a novel convolution-transformer architecture for Alzheimer detection in 

EEG signals, published in IEEE Access, 2023. 

10) An Ensemble Method for EEG-based Texture Discrimination during Open-eyes 

Active Touch, published in Engineering, Technology & Applied Science Research, 

2024 

5.1. Alzheimer’s Disease and Dementia Research 

 Alzheimer’s disease (AD) is a progressive neurodegenerative condition, ranking among 

the most prevalent forms of dementia affecting the elderly. It manifests primarily through 
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cognitive decline and behavioral alterations, and its incidence is estimated to escalate due to 

the increase of the population age. It is currently holding the sixth position in the leading 

causes of mortality in the United States, and notably, it is the only cause within the top 10 

still experiencing a significant increase in prevalence. Over 50 million cases of dementia 

were reported in 2020, and it is estimated that the number of AD patients will reach 75 

million by 2030 and 131 million by 2050. The prevalence of AD remains consistent between 

genders, with a rate of 1.4% for individuals aged 65-70, reaching up to 24% for those over 

85. Symptomatically, AD's onset is characterized by difficulties in short-term memory recall, 

progressing into more complex challenges, including speech and orientation issues, mood 

fluctuations, self-care deficiencies, and behavioral changes. Ultimately, the disease leads to 

the deterioration of various bodily functions, culminating in the patient's demise. Currently, 

there does not exist a definitive cure for AD, and the available treatments merely offer 

limited relief from its symptoms. 

For the diagnosis of probable AD, patients must meet specific clinical criteria, often 

compelling postmortem confirmation of distinctive neuropathological changes characterized 

by the accumulation of neuritic plaques and neurofibrillary tangles containing 

hyperphosphorylated tau proteins. However, emphasis has been given to early diagnosis and 

intervention due to the rising number of individuals grappling with dementia. To align with 

the urgency of timely AD diagnosis, biomarkers such as structural MRI, molecular Positron 

Emission Tomography (PET) neuroimaging, and cerebrospinal fluid analyses have been 

used in clinical practice. Nonetheless, these imaging techniques are resource-intensive and 

time-consuming, resulting in diagnoses that often occur after significant neurodegeneration 

has taken place. Hence, there is urgent need for methodologies that achieve prediction of 

future AD onset, which could expedite the identification of high-risk individuals and help 

with treatment planning. Thus, other cheaper and faster biomarkers such as EEG should be 

explored. As explained in Chapter 2.3.2 EEG can be a reliable and effective biomarker for 

the detection and screening of AD, if proper Machine Learning methodologies are employed. 
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5.1.1. Alzheimer’s Disease and Frontotemporal Dementia: A 

Robust Classification Method of EEG Signals and a 

Comparison of Validation Methods 

Andreas Miltiadous1, Katerina D. Tzimourta2, Nikolaos Giannakeas1, Markos G. 

Tsipouras2, Theodora Afrantou3, Panagiotis Ioannidis3, Alexandros T. Tzallas1 

The first research [13] focusing on AD detection can be considered an explorative and 

preliminary research that laid the foundations for the future development of DICE-net. It 

was published in Diagnostics MDPI during August 2021. In this study, EEG recordings from 

28 participants were used, that were obtained from the 2nd Department of Neurology of 

AHEPA General University Hospital of Thessaloniki. Ten of them were from AD patients, 

ten from FTD patients, and eight were from healthy age-matched adults that formed the 

control group (CN). The mean ages were 70.5, 67.5, and 68.5 for the AD, FTD, and CN 

groups, respectively. The Mini Mental State Examination (MMSE) score was also acquired, 

which is used to measure the cognitive decline and functional performance of dementia 

patients. Furthermore, the Clinical Dementia Rating (CDR) and the duration of the disease 

were also acquired. All these statistical characteristics are presented in Table 1. 

 

 Gender 
(Male/Female) 

Age MMSE CDR 
Disease Duration in 

Months 

AD 6/4 70.5 (7.1) 19.7 (2.76) 1 (0.54) 24 (9.88) 
FTD 6/4 67.5 (4.5) 21.5 (1.83) 0.75 (0.26) 26 (9.24) 

CN 4/4 68.5 (7.2) 30 (0) - - 

 

Table 1. Statistical characteristics (values in brackets represent standard deviation) of the 

participants. 

 

The author list ordered as published was: Andreas Miltiadous, Katerina D. Tzimourta, Nikolaos 

Giannakeas, Markos G. Tsipouras, Theodora Afrantou, Panagiotis Ioannidis, Alexandros T. Tzallas 
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The EEG device used for the recording of the signals was the Nihon Kohden EEG 2100, 

using 19 scalp electrodes (Fp1, Fp2, F7, F3, Fz, F4, F8, T3, C3, Cz, C4, T4, T5, P3, Pz, P4, 

T6, O1, and O2) and 2 reference electrodes on the subjects earlobes (A1, A2), placed 

according to the 10–20 international system. Impedance value below 5 kΩ was ensured 

before and throughout the duration of the experiments. The recordings were obtained 

according to the clinical protocol, which was in a sitting position with eyes-closed. The 

online filter setting was 0.5-60 Hz and the sampling rate was 500 Hz with a resolution of 

10μV/mm. The mean duration of the EEG recordings for the dementia cases was 11-17 

minutes (mean 13), while the duration of the control trials was 20-23 minutes (mean 21).  

After manual removal of artifacts of severe electrode movement, signals were down-

sampled from 500 Hz to 250 Hz and a Butterworth band-pass filter 0.5–48 Hz was applied, 

removing power line noise interference at 50 Hz. The next step was the epoching, in which 

the signal was time-windowed to partitions of 5 seconds with 2.5 second overlap. Finally, 

time domain metrics, namely mean, variance, and IQR and frequency domain metrics (after 

a PSD transform), namely the energies of the five EEG rhythms (delta, theta, alpha, beta, 

gamma) were extracted. For the manual preprocessing, the EDFBrowser was used. For the 

feature extraction, the OpenViBE [53] suite was used. The OpenViBE pipeline that was used 

for the feature extraction can be examined in Figure 17. 

In this preliminary study, multiple classifiers were examined for their capability to 

classify the AD/CN, the FTD/CN and the AD/FTD problems, based on the extracted dataset 

Figure 17 OpenViBE xml diagram of feature 

extraction 



97 

 

of features. Performance results were acquired using the k-fold validation method, k=10 

(which, as discussed in paragraph 4.2.3 poses certain limitations due to the previous 

epoching of the data) and the LOSO validation (which alleviates these limitations). The 

performance results of the k-fold methodology are presented in Table 2, and the performance 

results of LOSO validation are presented in Table 3 and Table 4. 

Accuracy of Classification Problem Decision Trees Random Forests ΑΝΝ SVM Naïve Bayes kNN 

AD/CN 96% 99.1% 95% 96.2% 80% 96% 

FTD/CN 94.2% 98% 98% 97% 77% 97% 

AD/FTD 93.8% 97.7% 90% 91% 69% 95% 

Sensitivity of Classification 

Problem 
Decision Trees Random Forests ΑΝΝ SVM Naïve Bayes kNN 

AD/CN 96.6% 98.6% 96% 98% 94% 96% 

FTD/CN 94.1% 98% 98.5% 97% 98% 98% 

AD/FTD 95.6% 97.8% 91% 96% 80% 96% 

Specifity of Classification Problem Decision Trees Random Forests ΑΝΝ SVM Naïve Bayes kNN 

AD/CN 95% 99% 94% 94.4% 58% 96% 

FTD/CN 94.4% 98% 95% 97% 62% 99% 

AD/FTD 91.3% 97.5% 89.1% 86% 54% 94% 

 

Classification AD-CN FTD-CN AD-FTD 

Algorithm MEAN SD MEAN SD MEAN SD 

Decision Trees 78,50% 5,8 79,60% 11,2 73% 11 

Random Forests 77,07% 7,1 86,30% 7,1 64% 12,6 

ANN 73% 9,4 69,20% 14,1 61% 15,89 

SVM 68,00% 11,1 75% 12,6 68% 18 

Naïve Bayes 63% 14 73,80% 25 52% 21,3 

kNN 60% 11,3 67,30% 9,8 51% 18,2 

 

Table 2. Accuracy, Sensitivity and Specificity results of classification algorithms using the 10-

fold validation method. 

Table 3. Accuracy results with the LOSO validation 

Table 4. Sensitivity and Specificity of Decision Trees and Random Forest with LOSO 

validation 
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AD-CN FTD-CN 

  Sensitivity Specifity Sensitivity Specifity 

Decision Trees 82,40% 74% 82,20% 77,45% 

 Random Forests 78,70% 76% 87% 83% 

 

This study consists of two parts. Firstly, a robust method of classifying EEG signals of 

AD, FTD and CN participants with Decision Trees and Random Forests classification 

algorithms was presented and the results were validated using the most trustworthy leave-

one-patient-out cross validation strategy. Secondly, the trustworthiness of k-fold cross 

validation method was validated (which is vastly used in previous EEG classification 

studies) comparing it to the LOSO validation method. 

Previous studies have made observations regarding the comparison of k-fold validation 

and the LOSO validation on other medical engineering problems. For instance, Isler Y. in 

2015, observed that the employment of k-fold cross validation in congestive heart failure 

diagnosis falsely affected the results of the study by enhancing them. The LOSO validation 

method was, as observed, the more robust method [54]. In 2012, Hafner M. suggested that 

validation methods employing samples from the same participant for both the training and 

test sets could lead to inflated accuracy. This bias arises from the fact that the classifier is 

trained with samples highly resembling those it will be tested on. Hafner referred to the 

LOSO validation method as the most realistic approach, as it prevents classifier training 

using patches from the same subject. [55]. This was also the case in this study, where the 10-

fold validation performance results (accuracy, sensitivity and specificity) were above 90%, 

being significantly better than those of LOSO validation. This is happening due to the 

presence of epochs from the same subject in both the test and training sets. Consequently, 

the classifier was exposed to training and testing using epochs from the same subject, causing 

the classification to rely on individual characteristics rather than features that distinguish one 

class from another. 

Regarding LOSO validation, the best classifier for the AD/CN problem was found to be 

Decision Trees with accuracy 78.5 with the Random Forests being second best with 77% 

accuracy. Naïve Bayes and kNN had the worst accuracy with 63% and 60% respectively. 

The best performing classifier for the FTD/CN problem was Random Forests with 86.3% 

accuracy while the second best was Decision Tree with 79.6% accuracy. Worst accuracy 

was, in both cases, achieved by kNN algorithm at 60% and 69.7%, respectively. 

Finally, the best performing algorithm for the AD/FTD problem was again Decision 

Trees with 73% accuracy. However, all classifiers at this problem achieved low accuracies 

with high SD’s. Also, all algorithms misclassified most FTD cases as AD, so further 

examination, bigger dataset, or other performance metrics such as F1 score are required to 

be explored. 
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It should be noted that the small participant number of this dataset is a limitation that 

may affect the performance of the classifiers. However, this limitation is partially alleviated 

in the following research, where more subjects were recruited. 

Regarding previous research that has explored EEG detection of AD or FTD using 

machine learning, a variety of characteristics have been extracted, such as the time-domain 

and frequency domain features extracted in this study or other time-frequency domain, 

spatial reconstruction characteristics extracted from sLORETA [56], or other features that 

focus capturing deceleration, reduced complexity, reduced synchronization and 

neuromodulatory deficit. Also, a number of studies chooses to further divide the basic EEG 

rhythms and thus the rhythm alpha is found as α1 (8 - 10 Hz) and α2 (10 - 12 Hz)[57] and 

the rhythm beta which has the largest amplitude is divided into β1 (12.5 - 18 Hz), β2 (18.5 - 

21 Hz) and β3 (21.5 - 30 Hz). An overview of the literature review of such studies, as found 

during the writing of this paper during 2021 can be found in Table 5. 

Writers Year 
Sample (AD-

FTD-CN) 
Methodology 

Classification 

Problem 

Results 

ACC SENS SPEC 

Lindau et al.[58]  
2003 16 – 19 – 0 

Power spectrum of EEG 

rhythms, cohesion, 

dominant rhythm 

AD/FTD 93,30 - - 

Nishida et al. 

[59] 
2011 19 – 19 – 22 

EEG rhythms energy, 

sLORETTA, kNN 

FTD/CN 

AD/CN 

FTD/AD 

85,80 

92,80 

89,80 

55,00 

74,00 

74,00 

84,00 

73,00 

63,00 

Caso et al. [60] 2012 39 – 39 – 39 

Relative power of EEG 

rhythms, sLORETTA, 

ANOVA analysis 

AD+FTD/CN 

AD/FTD 

- 

- 

44.87     

48.72 

85 

85 

Dottori et al. 

[61] 

2017 13 – 13 – 25 
Connectivity features, 

SVM 

AD+FTD/CN 

AD/FTD 

AD/CN 

54,00 

73,00 

73,00 

- 

- 

- 

- 

- 

- 

Proposed 

Methodology 
2021 10 – 10 – 8 

Energy, Mean, Variance, 

IQR, Random Forests, 

Decision Trees 

AD/CN 

FTD/CN 

78.5 

86.3 

82.4 

87 

74 

83 

 

The results of this preliminary research are promising in the context of distinguishing 

most common forms of dementia using quantitative EEG. However, more elaborate 

methodologies should be created in order to capture higher order relationships between the 

signals (such methodologies can be Deep Learning methodologies) and bigger participant 

pool should be considered in order to validate the robustness of the results. Thus, to the 

extent of the dementia research in this doctoral study, ways to alleviate these limitations will 

be considered. 

Table 5. Related research of AD/FTD/CN classification studies, as found at 2021. 
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Furthermore, regarding future work that can be done, but has not taken place during this 

doctoral research, is the study whether other dementia types such as vascular dementia and 

Lewy body dementia [41] can also be classified with machine learning approaches. Also, 

due t to the fact that Alzheimer’s disease initially affects a certain part of the brain and then 

progresses to lesions throughout the cerebral cortex, detailed focus on specific parts of the 

brain should also be considered. 

So, in conclusion, an easy to implement method for dementia detection using machine 

learning in EEG signals was introduced and evaluated in this study. The advantages and 

disadvantages of both k-fold and LOSO validation were examined and multiple features 

were evaluated. The promising results of over 78.5% accuracy for the AD/CN problem and 

86.3% accuracy for the FTD/CN problem made the further development of such automatic 

methodologies necessary, leading to the next 3 studies on this chapter. 
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5.1.2. Enhanced Alzheimer’s disease and Frontotemporal 

Dementia EEG Detection: Combining lightGBM Gradient 

Boosting with Complexity Features 

The next research was presented in the CBMS 2023 conference in L’Aquila, Italy at June 

2023. In this study, the same dataset was used again, but more elaborate machine learning 

approaches were tested. The basic goals for this study were the incorporation of the widest 

possible range of features for the classifier, as well as the employment, fine-tuning and 

monitoring of a well-established and highly accurate classifier that has been popular the last 

5 years, being the lightGBM, a gradient boosting algorithm proposed by Microsoft Research 

team [49]. Moreover, the preprocessing step has been refined, incorporating sophisticated 

methodologies for artifact detection and rejection, such as ICA. The purpose of this work, 

was to maximize the discrimination capabilities for the AD/CN and FTD/CN problem, 

showcase our work in the research community and introduce the final part of the dementia 

research, which was the DICE-net and the published dataset. An overview of the 

methodology of this study can be found in Figure 18. 

 

Regarding the dataset used, 4 more patients were introduced, making the total number 

of subjects 32. Again, a detailed description of the participants statistics can be found in 

Table 6. The recording settings and the configuration of the clinical EEG device is the same 

and can be examined in the previous study.  

 

 

Figure 18 Flowchart of the methodology as described in the study. 

 

The author list ordered as published was: Andreas Miltiadous, Katerina D. Tzimourta, Vasileios 

Aspiotis, Theodora Afrantou, Markos G. Tsipouras, Nikolaos Giannakeas, Euripidis Glavas, 

Alexandros T. Tzallas 
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 Gender (Male/Female) Age MMSE CDR Disease Duration in Months 

AD 8/6 70.5 (7.1) 19.7 (2.76) 1 (0.54) 24 (9.88) 

FTD 6/4 67.5 (4.5) 21.5 (1.83) 0.75 (0.26) 26 (9.24) 

CN 4/4 68.5 (7.2) 30 (0) - - 

 

5.1.2.1. Preprocessing 

For the preprocessing, the EEG signals were first re-referenced to the A1, A2 electrodes 

which are located on the earlobes. A 4th order Butterworth filter was then applied to ensure 

that no frequency information below 0.4 or over 47 Hz was included, nor power line noise 

at 50 Hz. Then, the ICA decomposition, which is a robust methodology for artifact rejection 

in neurophysiological datasets was performed using the runICA algorithm in the EEGLAB 

[62] Matlab environment. The assumption which ICA functionality is based on is that the 

electric dipoles in the cortex can be modelled as independent sources [63]. In that sense, 

artifacts are classified as components based on the special properties. For example, all eye 

blinking artifacts are transformed into one component and thus, removing this component 

from the signal also removes the eye blinking artifacts. This labeling of the components as 

artifacts or as brain components can be done in a manual or in an automated manner. When 

Table 6. Statistical characteristics (values in brackets represent standard deviation) of the 

participants 

Figure 19 Different EEG ICA components, based on their origin. Adapted from 

“EEG artifact elimination by extraction of ICA-component features using image 

processing algorithms”, by T. Radüntz et al., 2015. 
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aiming for a manual inspection, components are inspected based on their waveform or based 

on their PSD scalp heatmap representation, as presented in Figure 19[64]. 

However, in this study, a pretrained automatic methodology for ICA component 

classification was employed, namely the ICLabel [65], which is pre-build in the EEGLAB 

environment and classifies the components as brain, eye artifacts, muscle artifacts and 

others. The components that were classified as artifacts with a probability >0.9 were marked 

and automatically rejected. Even though the setting was eyes closed, still eye movement 

artifacts can be found, since patients with cognitive impairment have difficulties keeping 

their eye movement minimal. Thus, the ICA preprocessing stage is crucial to make sure that 

the high classification accuracy is not achieved due to the underlying eye artifacts but rather 

due to the brain activity. 

5.1.2.2. Feature Extraction 

For the feature extraction step, the MNE Python library [66], which is an EEG focused 

library, was used. First, the EEG signals were epoched in 4 second windows with 50% 

overlap. Then frequency domain, time domain, entropy and fractal dimension features were 

calculated for each epoch. For the frequency domain characteristics, the PSD was estimated 

(by eq. 5.1) by the Welch method that segments the signal in non-rectangular Hamming 

windows. 

𝑃𝑥𝑚,𝑀(ω𝑘) =
1

𝑀
|𝐹𝐹𝑇𝑁,𝑘(𝑥𝑚)|

2
≜
1

𝑀
|∑ 𝑥𝑚(𝑛)𝑒

−𝑗2π𝑛𝑘/𝑁

𝑁−1

𝑛=0

|

2

 (5.1) 

Then, the relative band power of the 5 frequency bands of interest was calculated for each 

epoch and each electrode. 

Furthermore, to complete the feature matrix, the time domain characteristics, namely 

mean, standard deviation, skewness and kurtosis, the entropy characteristics, namely 

Permutation, Spectral, Singular Value Decomposition, Approximate and Sample entropy, 

the Hjorth features namely Mobility and Complexity and the fractal dimension 

characteristics namely Petrosyan, Katz, Higuchi fractal dimensions and Detrended 

Fluctuation were extracted. The entropy and fractal dimension characteristics were extracted 

using the well-established python library AntroPy. In total, 380 features were extracted, 20 

(5 frequency domain + 4 time domain + 7 entropy + 4 fractal dimension) * 19 electrodes. 

Although all these features have been used in the EEG automated analysis, their combination 

is not common. 

5.1.2.3. Classification 

The classification pipeline consists of feature selection, hyperparameter optimization, 

training of the classifier and validation using the LOSO validation technique. The problems 

addressed are the AD/CN, FTD/CN and AD+FTD/CN. 
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(a) Classification Algorithm 

The classifier employed was the LightGBM, which is a Gradient Boosting Decision Tree 

implemented by Microsoft Research team. In a Gradient Boosting Decision Tree model, 

each decision tree is sequentially trained, utilizing the residual errors (negative gradients) 

from the actual value (in the case of regression) or from the logarithm of the class probability, 

along with the pseudo-residuals generated by all previously constructed decision trees. This 

process continues throughout the training sequence of the model. Given a regression 

problem, and 𝐹(𝑥) the target approximation function, where  𝐷 = {𝑥𝑖, 𝑦𝑖}1
𝑁 the training 

dataset, gradient boosting goal is to minimize a loss function 𝐿(𝑦, 𝐹(𝑥)). 𝐹(𝑥) is an iterative 

weighted sum. 

𝐹𝑚(𝒙) = 𝐹𝑚−1(𝒙) + 𝜌𝑚ℎ𝑚(𝒙) (5.2) 

Where 𝜌𝑚 is defined as the weight of the mth ℎ(𝑥). The approximation of the first function 

is normally the average of the training classes values. Each next approximation is trained on 

a new dataset 𝐷 = {𝑥𝑖, 𝑟𝑚𝑖}𝑖=1
𝑁 where 𝑟𝑚𝑖 are the pseudo residuals of the step m calculated 

as: 

𝑟𝑚𝑖 = [
∂𝐿(𝑦𝑖 , 𝐹(𝑥))

∂𝐹(𝑥)
]
𝐹(𝑥)=𝐹𝑚−1(𝑥)

 
(5.3) 

The lightGBM implementation has an innovative solution for ranking the absolute values 

of the training instances residual errors and discard the least informative ones, which is called 

Gradient based One-Side Sampling (GOSS). Furthermore, it also introduces an effective 

method for reducing the number of features called Exclusive Feature Bundling [49]. 

(b) Feature Selection 

The total number of features (380) is too large to achieve good classification 

performance, given the size of the dataset. Thus, a feature selection step is required. To 

perform this step, a wrapper method named SelectFromModel, which is implemented in the 

scikit-learn python package and selects the best features based on the feature importance of 

a selected classifier (in this case lightGBM) was used. All the features that did not exceed 

1.5* mean feature importance were discarded, significantly reducing the dimensionality of 

the dataset to 78 for the AD/CN problem, 50 for the FTD/CN problem and 56 for the 

AD+FTD/CN problem. The feature importance, as obtained by the feature selection step is 

presented in Figure 20. 

(c) Hyperparameter Optimization 

To optimize the hyperparameters of the classifier, a Bayesian optimization with Gaussian 

processes was used, which is implemented by the scikit optimize library (gp_minimize). The 

gp_minimize function represents an advanced technique in hyperparameter optimization, 

leveraging the principles of Gaussian Process within a Bayesian optimization framework. At 

its core, Gaussian Processes are utilized as surrogate models to probabilistically predict the 

performance of various hyperparameter configurations. This method is useful in scenarios 
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where direct evaluation of the performance function is computationally expensive or time-

consuming. The Gaussian Process model, offers a prediction of performance for a given set 

of hyperparameters and quantifies the uncertainty of these predictions.   

The selection of the next set of hyperparameters for assessment is dependent on an 

acquisition function in the operational mechanics of gp_minimize. This function balances 

the investigation of new hyperparameter spaces (to probe less understood areas) with the 

exploitation of previously found promising locations. By iteratively refining the Gaussian 

Process model with fresh data points, this balance provides efficient convergence to the ideal 

set of hyperparameters. Because of its iterative nature, gp_minimize may effectively 

navigate huge and complex hyperparameter spaces, typically outperforming traditional 

approaches such as grid or random search by lowering the number of required evaluations. 

This makes gp_minimize an invaluable tool for fine-tuning machine learning models, 

especially where hyperparameter selection precision is critical for model performance. 

performance. 

Figure 20 Feature Importance as calculated by the lightGBM algorithm. 
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5.1.2.4. Results 

The performance of the classifier was evaluated using the LOSO validation technique. 

The results are presented in Table 7. The ROC curves of the three problems, are presented 

in Figure 21. 

Problem ACC SENS SPEC F1 AOC 

AD / CN 79.64% 83.52% 73.88% 83.06% 0.863 

FTD / CN 82.67% 75.23% 89.56% 80.67% 0.925 

AD+FTD/CN 89.72% 95.34% 72.75% 92.27% 0.941 

 

This classification approach achieved similar results to the previously published 

performance. This indicated the need for more sophisticated extracted features that have 

been previously explored in the literature and found to be effective in Alzheimer’s disease 

detection. LightGBM was selected because multiple studies have highlighted the 

effectiveness of ensemble tree-based algorithms like Random Forests, on Alzheimer’s 

recognition [13], [67] (along with SVM). Also, comparative analysis has shown that 

lightGBM is the fastest gradient boosting algorithm [68]. Therefore, this implementation 

was the best pick amongst all other tree ensemble classifiers for this study. However, 

different approaches such as deep learning Neural Networks should also be explored in order 

to examine any potential increase in the performance metrics. Finally, this study also had the 

same small dataset limitation as the previous one. This limitation was addressed in the next 

studies. 

  

Table 7. Classification Results of the lightGBM algorithm 

Figure 21. ROC curves of the three classification problems for the lightGBM 

implementation 
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5.1.3. A dataset of scalp EEG recordings of Alzheimer’s 

disease, Frontotemporal Dementia and Healthy subjects 

from routine EEG 

This paper was published in the Data MDPI journal, during May 2023, to accompany 

and describe the published dataset named “A dataset of 88 EEG recordings from: 

Alzheimer’s disease, Frontotemporal dementia and Healthy subjects” which was uploaded 

on OpenNeuro. The significant popularity that this dataset gained during the month of its 

publication (and later), led to being the cover of its issue.  

  

 

The author list ordered as published was: Andreas Miltiadous, Katerina D. Tzimourta, Theodora 

Afrantou, Panagiotis Ioannidis, Nikolaos Grigoriadis, Dimitrios G. Tsalikakis, Pantelis Angelidis, 

Markos G. Tsipouras, Euripidis Glavas, Nikolaos Giannakeas, Alexandros T. Tzallas  
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Figure 22 The cover of the issue in which the data descriptor paper was published. It 

features our study as the highlight study of the issue. 
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Alzheimer's disease and Frontotemporal Dementia are diagnosed using a mix of clinical 

evaluation, neurological testing, and cognitive testing. Imaging techniques such as PET-scan 

or MRI can also be used to diagnose certain illnesses. Both Frontotemporal Dementia and 

Alzheimer's disease can have moderate early symptoms that overlap with other 

neurodegenerative disorders or mental issues, making a diagnosis challenging in both 

situations. Improved detection tools are consequently required to aid in the early detection 

of these disorders. A quick diagnosis is critical because early treatment can help delay the 

appearance of symptoms that worsen and improve quality of life. A neurodegenerative 

disorder can be difficult to live with, but early detection allows for the implementation of 

safety precautions, legal and financial preparation, and emotional support services that can 

assist people and their families in managing. As a result, there is an urgent need for 

innovative detection methods that can aid in the early detection of Frontotemporal Dementia 

and Alzheimer's disease, ultimately leading to better outcomes for patients suffering from 

these conditions. 

EEG is a promising biomarker for dementia detection, as established from the previous 

studies. A publicly accessible database could significantly amplify the research efforts in 

this domain, allowing the development and validation of new detection algorithms and 

facilitate a deeper understanding of the EEG patterns associated with dementia. Also, it could 

enable a broad spectrum of researchers to engage in innovative analysis of the subject and 

propose their findings. The insights that can be gained from such a dataset are invaluable, 

with the potential to lead to more accurate diagnostic tools and better patient outcomes in 

the fight against Alzheimer's and related dementia disorders. 

During the years of this doctoral research, the previously established collaborations with 

the 2nd Department of Neurology at AHEPA University Hospital were leveraged to obtain 

approval for the data collection of EEG recordings. These recordings, clinically conducted 

in accordance with the established protocol, were authorized by the Scientific and Ethics 

Committee of AHEPA University Hospital, Aristotle University of Thessaloniki, under 

protocol number 142/12-04-2023. The investigations were carried out according to the rules 

of the Declaration of Helsinki of 1975, revised in 2008. The recordings were gathered, 

preprocessed and published as a publicly available dataset in the OpenNeuro database, 

named “A dataset of EEG recordings from: Alzheimer's disease, Frontotemporal dementia 

and Healthy subjects” with DOI: doi:10.18112/openneuro.ds004504.v1.0.6 (dataset and 

DOI version subject to change). 

5.1.3.1. Dataset description 

This dataset is consisted of the EEG resting state with closed eyes recordings from 88 

participants in total. Out of them, 36 were diagnosed with Alzheimer's disease (AD group), 

23 with Frontotemporal Dementia (FTD group) and 29 were healthy and made the Control 

group (CN). Evaluation of the cognitive state was performed by by the international Mini-

Mental State Examination (MMSE) [69]. MMSE score ranges from 0 to 30, with lower 

MMSE indicating more severe cognitive decline. 
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Recordings were taken from 19 scalp electrodes (Fp1, Fp2, F7, F3, Fz, F4, F8, T3, C3, 

Cz, C4, T4, T5, P3, Pz, P4, T6, O1, O2) and 2 reference electrodes on the earlobes, namely 

A1 and A2, placed according to the 10-20 international system. The sampling rate was 

500Hz with a resolution of 10uV/mm. The duration of the EEG recordings was 

approximately 13.5 minutes for AD group (min=5.1, max=21.3), 12 minutes for FTD group 

(min=7.9, max=16.9) and 13.8 for CN group (min=12.5, max=16.5). In total, 485.5 minutes 

of AD, 276.5 minutes of FTD and 402 minutes of CN recordings were included in the 

dataset. 

The recordings were performed during a period of 10 years, with the standard clinical 

protocol. The duration of the disease measured in months was 25 (median) with IQR range 

(Q1-Q3) being 24-28.5 months. No dementia related comorbidities were reported, regarding 

the dementia groups. For the initial diagnosis of the AD and FTD patients, the criteria 

provided by the Diagnostic and Statistical Manual, 3rd ed., revised (DSM-IIIR), DSM IV, 

ICD-10 [70] and the National Institute of Neurological, Communicative Disorders and 

Stroke – Alzheimer’s Disease and Related Disorders Association (NINCDS – ADRDA) [71] 

were followed. Regarding the MMSE score, the average for the AD group was 17.75 

(sd=4.5), for the FTD group 22.17 (sd=8.22) and for the CN group 30. The mean age of the 

AD group was 66.4 (sd=7.9), for the FTD group was 63.6 (sd=8.2), and for the CN group 

was 67.9 (sd=5.4). The description of each participant as provided in the data descriptor 

paper can be found in Table 8. All the participants were anonymized, and personal 

information has not been disclosed, due to GDPR restrictions. 

 

 

participant_id Gender Age Group MMSE 

sub-001 F 57 A 16 

sub-002 F 78 A 22 

sub-003 M 70 A 14 

sub-004 F 67 A 20 

sub-005 M 70 A 22 

sub-006 F 61 A 14 

sub-007 F 79 A 20 

sub-008 M 62 A 16 

sub-009 F 77 A 23 

sub-010 M 69 A 20 

sub-011 M 71 A 22 

sub-012 M 63 A 18 

sub-013 F 64 A 20 

participant_id Gender Age Group MMSE 

sub-014 M 77 A 14 

sub-015 M 61 A 18 

sub-016 F 68 A 14 

sub-017 F 61 A 6 

sub-018 F 73 A 23 

sub-019 F 62 A 14 

sub-020 M 71 A 4 

sub-021 M 79 A 22 

sub-022 F 68 A 20 

sub-023 M 60 A 16 

sub-024 F 69 A 20 

sub-025 F 79 A 20 

sub-026 F 61 A 18 

Table 8 Participants Description. A indicates AD patient, F indicates FTD patient and C 

indicates a healthy subject. F indicates female and M indicates male. 
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participant_id Gender Age Group MMSE 

sub-027 F 67 A 16 

sub-028 M 49 A 20 

sub-029 F 53 A 16 

sub-030 F 56 A 20 

sub-031 F 67 A 22 

sub-032 F 59 A 20 

sub-033 F 72 A 20 

sub-034 F 75 A 18 

sub-035 F 57 A 22 

sub-036 F 58 A 9 

sub-037 M 57 C 30 

sub-038 M 62 C 30 

sub-039 M 70 C 30 

sub-040 M 61 C 30 

sub-041 F 77 C 30 

sub-042 M 74 C 30 

sub-043 M 72 C 30 

sub-044 F 64 C 30 

sub-045 F 70 C 30 

sub-046 M 63 C 30 

sub-047 F 70 C 30 

sub-048 M 65 C 30 

sub-049 F 62 C 30 

sub-050 M 68 C 30 

sub-051 F 75 C 30 

sub-052 F 73 C 30 

sub-053 M 70 C 30 

sub-054 M 78 C 30 

sub-055 M 67 C 30 

sub-056 F 64 C 30 

sub-057 M 64 C 30 

participant_id Gender Age Group MMSE 

sub-058 M 62 C 30 

sub-059 M 77 C 30 

sub-060 F 71 C 30 

sub-061 F 63 C 30 

sub-062 M 67 C 30 

sub-063 M 66 C 30 

sub-064 M 66 C 30 

sub-065 F 71 C 30 

sub-066 M 73 F 20 

sub-067 M 66 F 24 

sub-068 M 78 F 25 

sub-069 M 70 F 22 

sub-070 F 67 F 22 

sub-071 M 62 F 20 

sub-072 M 65 F 18 

sub-073 F 57 F 22 

sub-074 F 53 F 20 

sub-075 F 71 F 22 

sub-076 M 44 F 24 

sub-077 M 61 F 22 

sub-078 M 62 F 22 

sub-079 F 60 F 18 

sub-080 F 71 F 20 

sub-081 F 61 F 18 

sub-082 M 63 F 27 

sub-083 F 68 F 20 

sub-084 F 71 F 24 

sub-085 M 64 F 26 

sub-086 M 49 F 26 

sub-087 M 73 F 24 

sub-088 M 55 F 24 

5.1.3.2. Dataset structure 

The dataset was converted and uploaded in the BIDS format, a widely recognized 

standard in neuroimaging. BIDS, short for Brain Imaging Data Structure that offers a 

uniform and clear structure for organizing brain imaging data, including EEG recordings. 

This format enhances the dataset's compatibility with various analysis tools such as 

EEGLAB, promoting easier sharing and research collaboration. Adopting BIDS also aids 

in research reproducibility, as it clearly outlines data and metadata organization. 

The dataset is consisted of: 1) the dataset_description.json file, which contains all the 

necessary information about the authors of the dataset, the acknowledgements, the DOI, 

the BIDS version, the publication license and the ethics approval statement. 2) The 
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participants.json file, which contains information about each participant of the dataset, 

and most importantly their class, as found in Table 8, and can be accessed and used by 

third party software such as EEGLAB to automatically label them in a study. 3) Just like 

participants.json, the participants.tsv file also contains participant information in tabular 

separated value format. 4) a series of folders, each labeled as sub-0XX, corresponding to 

a unique participant ID from the participants' table. Inside every folder are three key files: 

The sub-0XX-task_eyesclosed_eeg.json file contains essential EEG recording details, 

including the electrode placement scheme (10-20), reference (A1 A2), device and 

amplifier model, channel count, sampling frequency, recording duration, and more. The 

sub-0XX_task-eyesclosed_channels.tsv file provides specifics about electrode placement. 

The sub-0XX_task-eyesclosed_eeg.set file holds the EEG recordings for the participant 

in .set format, which is recognized as one of the four EEG formats permitted by BIDS (the 

others being .edf, .vhdr or .eeg, and .bdf). Two important points to note are: Firstly, the 

.set files contain all necessary recording data, making them accessible even outside a 

BIDS framework. Secondly, the sub-0XX_task-eyesclosed_channels.tsv and sub-0XX-

task_eyesclosed_eeg.json files are identical for each participant, barring recording 

duration, due to the uniform recording setup used. Therefore, it's unnecessary for users to 

review these files for every participant. 5) Finally, a 'derivatives' folder containing 

subfolders with similar structure, except that the EEG recordings here are preprocessed, 

as described in the next section. Figure 23 is a screenshot of the structure of the dataset, 

as found in OpenNeuro. 

Figure 23 The dataset structured in the BIDS format, as uploaded in 

OpenNeuro 



113 

 

5.1.3.3. Preprocessing 

As mentioned above, along with the original, unprocessed recordings, a folder named 

derivatives which contained (in BIDS format as well) the preprocessed version of the 

signals. Regarding these signals, the preprocessing pipeline was as follows. First, the 

signals were re-referenced to A1-A2 electrodes and a Butterworth band pass filter was 

applied, allowing only frequency content of 0.5-45 Hz. Then, the ASR routine was 

performed to eliminate persistent or large amplitude artifacts, removing bad data periods 

what exceeded the maximum acceptable 0.5 second window standard deviation of 17 (this 

number is considered a rather conservative value). Next, the ICA methodology was 

applied using the runICA algorithm, as described in previous sections, and the automatic 

component classification routine ICLabel was employed to label the components as brain 

signal or eye, muscle or other artifact. Then, the components that were labeled as artifacts 

with a possibility greater than 90% were automatically excluded and the signal was re-

compiled cleared from artifacts. Figure 24 represents the difference between an 

unprocessed and a cleared signal. 

 

 

5.1.3.4. Benchmark experiments 

The next step was to benchmark this dataset based on the classification performance 

of some baseline classifiers, in order to provide some baseline to future researchers 

proposing a classification scheme. To do so, the most commonly extracted features for 

EEG classification tasks, being the Relative Band Power of the 5 rhythms of interest, were 

extracted. These rhythms were defined as:  

Figure 24 A snapshot of an unprocessed signal, and the same signal after preprocessing 
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• Delta: 0.5 – 4 Hz 

• Theta: 4 – 8 Hz 

• Alpha: 8 – 13 Hz 

• Beta: 13-25 Hz 

• Gamma: 25-45 Hz 

These features were extracted after epoching the signal into 4 second overlapping 

epochs (50% overlap). Each row in the feature matrix was labeled as AD, FTD or CN. To 

obtain the RBP, the PSD was calculated using the Welch method. This method splits the 

signal into overlapping segments and calculates for each one the squared magnitude of the 

DFT, creating a final estimate by averaging the values. Scalp heatmaps of the 5 rhythms 

for each group are presented in Figure 25. 

Some well-established machine learning algorithms were examined for the 

classification of AD-CN and FTD-CN for benchmarking the dataset. The validation was 

performed using the LOSO validation methodology. The performance metrics that were 

calculated were Accuracy (ACC), sensitivity (SENS), specificity (SPEC) and F1 score 

(F1). The classifiers were LightGBM (with Hyperopt [72] hyperparameter optimization), 

Multilayer Perceptron (MLP) with 1 hidden layer of 3 neurons, Random Forests, Support 

Vector Machines (SVM) with polynomial kernel, and k-Nearest Neighbours (kNN), k=3. 

The performance of the classifiers is presented in Table 9 for the AD-CN problem and 

Table 10 for the FTD-CN problem. 

Figure 25 Scalp heatmaps of the Power Spectral Density for the 5 rhythms, 

averaged across the 3 different groups. 
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AD/CN ACC SENS SPEC F1 

LightGBM 76.43%  76.01%  76.16%  76.12%  

SVM 73.14%  71.89%  75.98%  73.74%  

kNN 71.23%  69.67%  74.19%  72.81%  

MLP 73.12%  73.00%  74.63%  74.82%  

Random 

Forests 77.01% 78.32% 80.94% 75.31% 

 

FTD/CN ACC SENS SPEC F1 

LightGBM 72.43%  61.13%  80.74%  67.32%  

SVM 70.14%  62.41%  75.98%  68.32%  

kNN 67.34%  59.67%  76.13%  70.81%  

MLP 73.12%  63.00%  78.63%  72.82%  

Random 

Forests 72.01% 72.32% 80.94% 66.31% 

 

Thus, in both problems the lightGBM algorithm seems to be the best performing one, 

so its performance metrics can be considered as the baseline for this dataset. So, the 

expected performance of an algorithm using this dataset with LOSO validation is expected 

to be greater than 76.43% accuracy and 76.12% F1 score for the AD/CN problem and 

72.43% accuracy and 67.32% F1 score for the FTD/CN problem. 

 

Table 9 Classification performance metrics of LOSO validation for AD-CN problem. 

Table 10 Classification performance metrics of LOSO validation for FTD-CN problem. 
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5.1.4. DICE-net: A Novel Convolution-Transformer 

Architecture for Alzheimer Detection in EEG Signals 

Andreas Miltiadous1, Emmanouil Gionanidis2, Katerina D. Tzimourta1, Nikolaos 

Giannakeas1, Alexandros T. Tzallas1 

This article presents the peak performance algorithm for Alzheimer's disease 

detection, that has been proposed during doctoral research. It was published in the open 

access journal IEEE Access, during July 2023. The author list was: It is a robust 

methodology that incorporates the artifact rejection techniques that have been mentioned 

in previous paragraphs, namely ICA and ASR, and employs the transformers neural 

networks, a deep learning architecture that has been introduced by Google research during 

2017 [52]. Special acknowledgement is due to Emmanouil Gionanidis 

The importance and necessity of using EEG for training automated machine learning 

methodologies for dementia detection or severity assessment has been previously 

discussed. The relative band power of the 5 rhythms has been widely used as a feature and 

proven to be effective in the classification of different EEG related problems. However, 

there is also another way of analyzing the EEG signal that is increasing in popularity, that 

being the coherence analysis and graph theory methods, as they have powerful capabilities 

of investigating the organization and functional connectivity of the brain. Coherence 

analysis measures the degree to which different brain regions synchronize at specific 

frequency bands, providing information about the strength and patterns of functional 

connectivity. Research has shown that coherence analysis can be used as an effective 

biomarker for Alzheimer’s disease [73]. Thus, in this study both coherence analysis and 

relative band power were used as biomarkers for the creation of the feature set and training 

of the algorithm. 

Regarding the classifier, deep learning architectures have been widely used in EEG 

classification tasks and have proven to be effective in capturing the temporal relationships 

of the EEG data. Such deep learning models that have been used are CNNs [74], RNNs 

[14], and ARs [38]. These models have exhibit promising performance. However, a 

novel architecture for Natural Language Processing, namely the Transformer Neural 

Network have gained significant interest in various subject areas beyond their original 

domain, demonstrating superior performance compared to their counterparts in image 

classification, speech recognition and other tasks. Transformers effectiveness lies in 

their capacity for handling data sequences of varying lengths and scaling efficiently with 

large datasets. This made them a promising tool for evaluation in fields like biomedical 

signal processing. For instance, in the realm of EEG-based emotion recognition, Guo et 

 

The author list ordered as published was: Andreas Miltiadous, Emmanouil Gionanidis, Katerina D. 

Tzimourta, Nikolaos Giannakeas, Alexandros T. Tzallas 
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al. [75] implemented a Transformer-based model for classifying emotional states from 

EEG data. Their approach achieved an accuracy of 83.03% in a three-class problem, 

surpassing most existing methods on the same database. Similarly, in the context of 

motor-imagery EEG classification, Xie et al. [76] demonstrated the effectiveness of a 

Transformer model on raw signals, achieving accuracies of 83.31%, 74.44%, and 

64.22% in two, three, and four class problems, respectively, often outperforming 

alternative methods on the same dataset. These studies underscore the need for 

incorporating transformer encoders in EEG applications and underscore the importance 

of investigating their use in classifying neurodegenerative EEG data, particularly for AD 

and other forms of dementia. 

The basic part of the Transformer architecture is the self-attention mechanism, which 

allows the model to attend to different parts of an input sequence and create a modified 

output sequence by computing a weighted sum of the input, based on the similarity 

between the elements in the sequence. The philosophy is that the self-attention 

mechanism enables the model to give more attention to the more relevant parts of an 

input sequence. A Transformer architecture is consisted of an encoder and a decoder 

block, and each of them is consisted of multiple self-attention layers and Feed Forward 

Neural Network layers, residual connections and layer normalizations. 

The advancements in the Transformer research made it able to solve other problems 

such as image or text classification. Some of the most notable architectures that led to 

the revolution in transformers are the Bidirectional Encoder Representations from 

Transformers (BERT) [77] and the Vision Transformer (ViT) [78]. These approaches 

employ the Transformer Encoder along with the Class Token embedding, an additional 

sequence integrated into the input sequence. This Class Token serves as a sequence-

level representation for the classification task, designed to encapsulate a contextualized 

representation of the entire sequence. The encoder's output, or just the CLS token, is 

forward into a Neural Network architecture for classification. Adaptations of these 

techniques have expanded the application of Transformers to classification tasks across 

multiple fields, extending beyond the realms of NLP and Computer Vision to include 

areas like speech recognition [79], protein classification [80], and time-series analysis 

[81]. 

In this study, a novel convolution – transformer hybrid architecture was fed with 

Spectral Coherence Connectivity (SCC) and Relative Band Power (RBP) features and 

achieved noteworthy performance in both AD/CN and FTD/CN problems. RBP and 

SCC are two of the most promising biomarkers for AD detection, as literature has shown 

increase in Theta/Delta ratio [82] and decrease in synchronization likelihood [83] in AD 

patients. These features were expressed in image-like representations (3d matrixes) and 

were fed into 2 parallel convolution blocks, which reduced the dimensionality of the 

input by extracting useful information and then the outputs were fed into 2 parallel 

Transformer Encoder blocks which conseptualize the sequence content by using a CLS 

token. Finally, a Feed-Forward Neural Network performed the final stage of the 
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classification. This methodology has also been evaluated for the FTD/CN problem, 

however it has been optimized for the AD/CN problem.  

5.1.4.1. Methodology 

The recordings of the published dataset that has been described in the previous 

chapter have been used for the evaluation of the proposed methodology. In total, 88 

recordings from 36 AD, 23 FTD and 29 CN subjects were used. Their 

neurophysiological and cognitive state was evaluated by the MMSE score, the results of 

which are described in the previous chapter. The study was conducted with the approval 

of the Scientific and Ethics committee of AHEPA University Hospital, Aristotle 

University of Thessaloniki, under protocol number 142/12-04-2023, and in accordance 

with the rules of the Declaration of Helsinki. The recording settings are also described 

in the previous section. 

(a) Preprocessing 

For the preprocessing of the signals, a Butterworth bandpass filter of 0.5-45 Hz was 

first applied, then the signals were re-referenced to A1-A2 electrodes. Then, the 

automatic artifact rejection methodologies ICA and ASR were applied as described in 

the previous section. 

(b) Feature Extraction 

For the feature extraction, the signals were first divided into 30-second time 

windows with 50% overlap to create the EEG signals set that will be used for training 

and testing. Then, each 30 second window was further divided into 1-second epochs, 

and the RBP and SCC features were extracted for each epoch (T=30), for each channel 

(C=19), for each of the bands of interest (B=5). Thus, in total 2 3-dimensional arrays of 

size [T,B,C] were extracted for each 30-second window. The bounds of the frequency 

bands were set as: 

• Delta: 0.5 – 4 Hz 

• Theta: 4 – 8 Hz 

• Alpha: 8 – 13 Hz 

• Beta: 13-25 Hz 

• Gamma: 25-45 Hz 

To calculate the RBP, the PSD for each 1-second window was obtained with the 

Welch method, which is analyzed in chapter 3.2.2.1. The PSD of each frequency band 

was obtained and then the ratio of each band was extracted as the RBP of this band. 

Regarding the SCC feature, it was used to quantify the synchronization of the brain 

signals. It is calculated by measuring the spectral coherence between each pair of signals 

(the measure of similarity of the frequency content between 2 signals), and then 

averaging the values electrode-wise. It is calculated as: 
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𝑆𝐶𝐶𝑥 = 
1
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∑

|𝑆𝑥𝑦|
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𝐶

𝑦=1

 

(5.1) 

Where 𝑆𝑥𝑥 is the PSD of 𝑥(𝑡) signal and 𝑆𝑦𝑦 the PSD of the 𝑦(𝑡) signal, and 𝑆𝑥𝑦(𝑓) =

lim
𝑇→∞

1

𝑇
[𝑥𝑇
∗̂ (𝑓)𝑦�̂�(𝑓)] by the Parserval’s theorem. In this case, the PSD of the signals was 

calculated by exploiting the Morlet Wavelet Transform which was calculated as: 
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1
4
)) × (𝑒(𝑖∗𝜔∗𝑡) − 𝑒(−

1
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∗𝜔02)) × 𝑒

(−
𝑡2

2
)
, 𝜔 ∈  {2,6,10,18,35} 

(5.2) 

And then the Wavelet Transform was calculated as the convolution of 𝑤(𝜔, 𝑡) and x(t) 

as: 

𝐶(𝜔, τ) = ⟨𝑥,w𝜔,t⟩ = ∫𝑥(𝑡)ψ𝜔,τ
∗ (𝑡)𝑑

R

𝑡 
(5.3) 

Again, the SCC was calculated ∀ t ∈ T, ∀ channel ∈ C, ∀ band ∈ B, resulting in a 3-

dimensional matrix [T,B,C], similar to the RBP matrix. 

(c) DICE-net architecture 
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For the model architecture, two parallel blocks that receive input 𝑋𝑖 ∈

 ℝ𝐵𝑎 × 𝑇 × 𝐵 × 𝐶, where 𝐵𝑎 is the batch size of the Neural Network were introduced, that 

got the RBP and SCC features as input. These blocks consisted of a depthwise 

convolution layer, a positional embedding layer a CLS token embedding and a 

Figure 26 DICE-net Architecture 
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transformer encoder. After that, the parallel blocks are concatenated with a 

concatenation layer and a Feed-Forward Neural Network is used to classify and 

determine the class of the input. The complete architecture is described in Figure 26.  

To avoid overfitting, early stopping is performed to determine the optimal number 

of epochs for the model. When referring to epochs in Neural Networks, we talk about 

the number of times that the same input will be used to fed the network and modify its 

weights. Dataset was splitted into test, train and validation set, and the performance of 

the classifier in the validation set is evaluated after each epoch. At the 20 th epoch of not 

improved performance in terms of accuracy, the training is stopped and the best model 

so far is kept. The validation set was created by iteratively leaving out 6 subjects. The 

number of epochs with the best overall performance (calculated by averaging) was then 

set as the number of epochs parameter. Then, the LOSO validation method was 

employed to calculate the performance of the model. 

For maximizing the performance of the model, besides the optimization of the epoch 

parameter with early stopping, ablation experiments were conducted and will be 

mentioned in a next paragraph. It should be noted that every ablation experiment was 

taken place considering the performance on the AD/CN problem and not the FTD/CN 

problem. The FTD/CN classification was not the goal, but rather a comparison tool on 

how this methodology performs in a different type of dementia. 

 

Convolution Layer 

Given the dimensions of the input being 2 × [30,5,19] the total number of values in 

the input matrix is prohibitive for training the neural network, thus a depthwise 

convolution layer was installed to reduce the dimensionality. A depthwise convolution 

layer is a convolution layer that allows data independence at a given dimension. The 

dimension of choice was the channel (electrode) dimension, so that the information of 

each channel remains independent. The depthwise convolution layer consists of C 

convolution kernels of size 5×5, instead of 1 kernel that is found in the canonical 

convolution layer. Each kernel strides in a tensor of size [T,B], with stride step = 1. No 

padding (zero) is added to the convolution input, thus the spatial dimensions of the 

convolution layer output are calculated as 𝑂𝑢𝑡(𝑥, 𝑦)  = (𝑊_𝑖𝑛(𝑥, 𝑦) − 𝑘(𝑥, 𝑦) +

2𝑃)/𝑠𝑡𝑟𝑖𝑑𝑒 + 1. So, the size of the output of each layer is [T-k+1,B-k+1,C]=[26,1,19] 

(flattened to [26,19]), k=kernel size. The kernel weights are trained with 

backpropagation using a Gaussian Error Linear Units (GELU) function, which is 

calculated as  

𝐺𝐸𝐿𝑈(𝑥) = 0.5 ×  𝑥 × (1 +  𝑇𝑎𝑛ℎ(√
2

𝜋
 × (𝑥 + 0.044715 ×  𝑥3)) (5.4) 

Positional Encoding Layer 

In contrast to the CNN or RNN architecture, a Transformer Encoder is not aware of the 

positional information of the input, and this positional information needs to be modeled 

beforehand. To do so, a positional encoding layer is employed, which provides spatial 
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information about the data’s absolute or relative position. This layer usually precedes 

the transformer encoder in most transformer related architectures for NLP or computer 

vision. 

For sequentially ordered data across the T axis 𝑋 ∈  ℝ𝑇 × 𝐶, the Positional Encodings 

(PE) are calculated as:  

Where 𝑘 ∈  {0,1, . . . , 𝐶 − 1} and 𝑖 ∈  {0,1, . . , 𝑇/2}. According to the study that it was 

first proposed [52], it was suggested that positional encodings enable the model to 

understand relative positions, as any given offset Pk+off can be expressed as a linear 

function of Pk. The Positional Encoding Layer is designed without any trainable 

parameters, which means it does not require gradient computation during back-

propagation. As a result, its weights remain unaltered throughout the training process. 

Class Token Embedding 

The class token or CLS token is a special token embedded to the input sequence. Its 

purpose is to capture the overall meaning of the sequence, to be a representation for the 

entire sequence for image classification or object detection tasks. It is attached to the 

input and attends to important information from anywhere in the sequence, during the 

training of the transformer. Then, all the other input is discarded, keeping only the CLS 

token for further classification. In this implementation, the CLS token was appended as 

an extra column of size [T,1] on each of the two tensors, resulting in tensors with 

dimensions [T,C+1]. The initialization of the CLS token was randomized from a 

canonical distribution. 

Transformer Encoder Layer 

The transformer architecture was first introduced in the NLP domain and has 

applications in text and image classification. The encoder is a block of the transformer 

architecture which reconstructs a collection of n items to another collection of n items,  

f𝜃: ℝ
𝑛 × 𝑑  →  ℝ𝑛 × 𝑑, encoding the relational structure of the input as data in the 

reconstructed output. These items are sequences, yet the encoder is oblivious of the 

sequational relationships, and this is the reason why the Positional Encoding Layer is 

employed beforehand. 

A Transformer Encoder layer may be comprised of one or more stacked Transformer 

Encoders, each one serving as the input for the next. Each Transformer Encoder is 

consisted of a Multi-Head Self-Attention (MSA) layer with residual connection around 

it and a FFN with residual connection. Likewise, the MSA layer is consisted of several 

Self-Attention heads, which calculate the relationships between different parts of an 

input sequence in a sentence, and in this case of the C input channels, capturing each 

channels individual importance in relation to the others.  

A Self-Attention layer is functioning as explained in this paragraph. First, the input 

sequence is linearly projected to the query (Q), key (K), value (V). 

𝑄(ℎ)(𝑥𝑖) = 𝑊ℎ,𝑞
𝑇 𝑥𝑖 ,  𝐾(ℎ)(𝑥𝑖) = 𝑊ℎ,𝑘

𝑇 𝑥𝑖 ,  𝑉(ℎ)(𝑥𝑖) = 𝑊ℎ,𝑣
𝑇 𝑥𝑖  (5.6) 

Then, the attention of each channel is determined by a score matrix calculated as: 

𝑝𝑘,2𝑖 = sin (
𝑘

100002𝑖/𝑑
) , 𝑝𝑘,2𝑖+1 = cos (

𝑘

100002𝑖/𝑑
)  (5.5) 
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α𝑖,𝑗
(ℎ) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥𝑗 (

⟨𝑄(ℎ)(𝑥𝑖),𝐾
(ℎ)(𝑥𝑗)⟩

√𝑘
) , k the dimension of Q and K (5.7) 

And the MSA is calculated as: 

𝑀𝑆𝐴(𝒙𝒊) = ∑𝑊0

𝐻

ℎ=1

∑𝛼𝑖,𝑗
(ℎ)𝑉(ℎ)(𝒙𝒊)

𝐶

𝑖=1

 (5.8) 

C= input channels, H=number of self-attention heads and 𝑊0 the trainable weights for 

each head. Finally, the MSA output is passed through an FFN with ReLU activation 

function and a dropout layer with dropout probability of 0.1. It should be noted that the 

input and the output of the Transformer Encoder have the same dimensions. 

Feed Forward Network 

The final stage of the model is an FFN. Assume that the dimensions of the 

Transformer Encoder outputs are [T,C+1], all channels except from the CLS token that 

was previously introduced were discarded and the 2 CLS tokens of T values were 

concatenated in an array of size 2× T which was then normalized and fed into an FFN 

of 1 input layer (52 neurons), 1 hidden layer of 24 neurons and an output layer.  Before 

each layer, a dropout with probability of 0.2 was added. After each layer a Batch 

Normalization layer was added. The activation function for the hidden layer of the FFN 

was ReLU.  

A complete overview of the hyperparameters and the architecture of the model can 

be found in Table 11. 

Layer Type Input Parameters Output 

A1, 

A2 

Input 
  

[B,30,5,19] 

C1 Conv2d A1 kernel=[5,5], 

stride=[1,1], 

groups=19 

[B,26,19] 

Gelu C1 
 

P1 PositionalEncoding1D C1 channels=19 

CLS1 Parameter(Randn) __ 
 

[1,26,1] 

torch.expand CLS1 (expand to batch size) [B,26,1] 

TR1 torch.concat CLS1 

P1 

dim=2 [B,26,20] 

TransformerEncoderLayer TR1 num_layers=1, 

dmodel=2, nhead=2 

drop channels TR1 [:,:,0] (only CLS1) [B,26] 

C2 Conv2d A2 kernel=[5,5], 

stride=[1,1], 

groups=19 

[B,26,19] 

Gelu C2 
 

P2 PositionalEncoding1D CG2 channels=19 

CLS2 Parameter (Randn) __ 
 

[1,26,1] 

torch.expand CLS2 (expand to batch size) [B,26,1] 

Table 11 The architecture and hyperparameters of DICE-net model. 
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TR2 torch.concat CLS2 

P2 

dim=2 [B,26,20] 

TransformerEncoderLayer TR2 num_layers=1, 

dmodel=2, nhead=2 

drop channels TR2 [:,:,0] (keep only 

CLS2) 

[B,26] 

FFN torch.concat TR1 

TR2 

dim=1 [B,52] 

LayerNorm FFN normalized_shape=52 

Dropout prob=0.2 

Linear in_features=52, 

out_features=24 

[B,24] 

BatchNorm1d 
 

ReLU 
 

Dropout prob=0.2 

Linear 
 

[B,1] 

Sigmoid 
  

Loss  BCEWithLogitsLoss 
   

 

Ablation Experiments 

In order to achieve the best possible performance for the model, different 

configurations were explored and different combinations of hyperparameters were 

tested. The different ablation experiments that were explored and are worth mentioning 

are: 

1. NO-TRANS: Removed Transformer Encoder and Positional Embeddings. 

The results of CNN were directly fed to FFN. 

2. E-DICE: Early concatenation. The concatenation of the inputs has taken 

place exactly after the CNN layers. Only one CLS token was generated. 

3. 2-DICE: Two stacked encoder layers. 

4. M-CLS: The CLS token is not randomly initialized but rather initialized by 

the mean values of each row. 

5. ALL-DICE: No channels are removed. Instead, the values of all channels are 

fed to the FFN. 

6. ALL-E-DICE: Early concatenation, no channels removed prior to FFN. 

7. Some of these different ablation configurations are presented in Figure 27. 

 

Comparison Algorithms 

To evaluate the performance of the model, multiple well-established algorithms were 

trained and evaluated for benchmarking. These algorithms were: 1) k-Nearest Neighbors 

with Principal Component Analysis (PCA-kNN), 2) XGBoost, 3) LightGBM, 4) 

CatBoost, 5) Support Vector Machines with PCA (PCA-SVM), 6) Multilayer Perceptron 

(MLP). All gradient boosting algorithms have been hyperparameter optimized with 
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Hyperopt [84], which is a python package for machine learning hyperparameter 

optimization. The architecture for the MLP was 190-96-1. 

The feature extraction process for these algorithms was quite different, since they do 

not support 3-dimensional matrix input. Thus, the same features were extracted, but 

instead of 30-second time windows, 15-second alternatives were splitted and the same 

features were extracted in a 2-dimensional, traditional manner. 

Besides these algorithms, state-of-the-art deep learning architectures specifically 

designed for EEG raw signal classification were also examined. These architectures 

were EEGNet [85], EEGNetSSVEP [86], DeepConvNet, ShallowConvNet [87]. 

 

Validation Methodology 

All the performance metrics, for every algorithm were calculated using the LOSO 

validation method. 

 

Experimental Setup 

The preprocessing of the signals has taken place in the EEGLAB Matlab [62] (2021) 

environment. The feature extraction along with the frequency and time-frequency 

transformations has taken place in python 3.10 using the MNE library, version 1.2 [66]. 

The deep learning model was implemented in Python 3.8 with the PyTorch library, 

version 1.13 [88]. The rest of the algorithms were implemented using the Scikit-Learn 

library. The processor that was used for the training of the algorithms was a GPU RTX 

3060 Ti with CUDA 11.7. 

Computational Complexity 

The computational complexity of the DICE-net and the ablation experiments in 

terms of GFlops and parameter numbers can be found in Table 12. 
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Model N_params(M) FLOPs(G) 

DICE-net 170.5 137.4 

ALL-DICE 368.6 140.6 

NO-TRANS 18.8 1.42 

2-DICE 338.7 274 

E-DICE 163.5 133.9 

M-CLS 170.5 137.4 

ALL-E-DICE 357.6 130 

Figure 27 Different ablation configurations that were employed during DICE-net testing. 

Table 12 Computational complexity of DICE-net and of its ablation experiments. 
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5.1.4.2. Results 

Firstly, the importance of the extracted features was evaluated by visualizing it 

across each group. The importance of the RBP feature is presented in Figure 28. In the 

left image, the PSD of 3 subjects across all electrodes is presented. It can be observed 

that the healthy participant exhibits increased alpha activity (top plot), whereas, as the 

disease progresses, the alpha activity decreases (middle and bottom plot). Furthermore, 

in the right image significant changes between the brain activity regarding the PSD can 

be observed as averaged across the different groups. All the colormaps have the same 

range equal to 7 uV2/Hz. Examining the heatmaps, AD-CN discrimination seems much 

easier than FTD-CN discrimination. 

 Regarding the SCC feature, the spectral coherence of every electrode X with every 

electrode Y for each frequency band is calculated and is presented in Figure 29(a). 

Changes in spectral coherence between electrodes are observable, especially in the Delta 

and Theta bands. Similarly, in Figure 29(b) the SCC feature averaged across the 

electrodes is presented. Each row represents the average SCC of one electrode with all 

the other electrodes, and each column represents the different frequency bands. Again, 

significant differences can be  

  

Figure 28 a) (left) PSD of a severe AD case (bottom), a mild AD case (middle) and a healthy 

subject (top). b) (right) scalp heatmaps of PSD across 5 frequency bands, averaged across 

groups AD, CN, FTD. 
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 observed in the Theta band. These findings are supported by the existing literature 

[89] and further signify the importance of using the SCC as feature.  

Regarding the size of the dataset in terms of sets of 3-dimensional matrixes, the AD 

group consisted of 953, the FTD of 541 and the CN of 788. 

A series of ablation studies were carried out and various hyperparameters assessed 

to identify the most effective methodology. The effectiveness of different ablation 

experiments was compared based on the LOSO accuracy. Additionally, to determine the 

optimal number of epochs for each experiment, a train-validation split was used in 

conjunction with LOSO validation. Specifically, the dataset was iteratively divided into 

2 groups of participants, one group having recordings of P participants, P being an 

integer so that it approximates the 1/6th of the dataset. These P participants served as the 

validation set, while the remaining 5/6 of the dataset were assessed using LOSO. Early 

stopping was implemented to prevent overfitting; For the statistical validation of the 

performance metrics, each model was trained 10 times. The performance of the proposed 

DICE-net demonstrated a statistically significant improvement (independent samples t-

test, p-value < 0.05) compared to other methods across most metrics. In Table 13,Table 

14,Table 15, a star symbol (*) denotes a statistically significant difference (independent 

samples t-test, p-value < 0.05) in a given metric relative to DICE-net. 

AD/CN ACC SENS SPEC PREC F1 

NO-TRANS 79.12% * 79.87% 78.29% * 80.46% * 80.17% * 

E-DICE 80.75% * 76.49% * 85.91% 86.78%  81.31% * 

2-DICE 80.41% * 74.39% * 87.69% 87.35% 80.61% * 

M-CLS 80.70% * 82.58% 78.42% * 82.23% * 82.40% * 

ALL-DICE 78.00% * 79.32% 76.39% * 80.25% * 79.78% * 

ALL-E-

DICE 78.84% * 80.14% 77.25% * 81.01% * 80.22% * 

DICE-net 83.28% 79.81% 87.94% 88.94% 84.12% 

 

AD/CN ACC SENS SPEC PREC F1 

LightGBM 76.28% * 76.08% * 76.52% * 79.67% * 77.83% * 

XGBoost 75.53% * 76.08% * 74.87% * 78.55% * 77.29% * 

CatBoost 75.39% * 75.50% * 75.25% * 76.68% * 77.05% * 

SVM+PCA 73.75% * 71.51% * 76.46% * 78.60% * 74.89% * 

PCA-kNN 72.52% * 70.30% * 75.19% * 77.41% * 73.69% * 

Table 13 Performance of the DICE-net methodology and the ablation studies for the AD-CN 

problem. 

Table 14 Performance of the DICE-net methodology and the comparison algorithms for the 

AD-CN problem. 
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MLP 73.69% * 72.98% * 74.81% * 77.80% * 75.31% * 

DICE-net 83.28% 79.81% 87.94% 88.94% 84.12% 

 

FTD/CN ACC SENS SPEC PREC F1 

LightGBM 69.13% * 51.57% * 81.54% 65.72% 57.79% * 

XGBoost 69.22% * 52.02% * 81.73% 65.71% 57.44% * 

CatBoost 68.66% * 47.41% * 83.25% 66.02% 55.19% * 

SVM+PCA 70.93% * 45.85% * 86.21% 75.26% 56.98% * 

PCA-kNN 67.80% * 41.50% * 85.85% 66.82% 51.20% * 

MLP 69.98% * 53.60% * 81.22% 66.21% 59.24% * 

DICE-net 74.96% 60.62% 78.63% 64.01% 62.27% 

 Furthermore, the ROC curves and the Area Under Curve (AOC) of the DICE-net 

and the comparison algorithms is presented in Figure 30. Also, Figure 31 is a 

visualization of the classification performance in regard to the individual predictions of 

the classifiers. Each dot represents the accuracy for one subject, while the color of the 

dot represents the class of the subject. A larger area on the upper part of the graph is 

observed for the DICE-net, in comparison to the other algorithms, and the misclassified 

subjects are less, supporting the superiority of this methodology. 

Table 15 Performance of the DICE-net methodology and the comparison algorithms for the 

FTD-CN problem. 
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Figure 29 a) (left) Spectral Coherence Correlation (SCC) heatmaps for frequency band of each 

group (AD, CN, FTD). Each cell (X,Y) represents the spectral correlation of electrode X with 

electrode Y, averaged across each group. b) (right) SCC averaged across electrodes 

Figure 30 ROC curves of DICE-net and of the rest of the comparison algorithms for the AD-CN and 

FTD-CN problems 
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Except from these comparison algorithms, other state-of-the-art deep learning 

architectures that were specifically designed for EEG signal classification were also 

employed, as mentioned previously. All these models take as input the raw EEG signal 

and do not require a feature vector. To train those, 4 second epochs with 2 second 

overlap were used and the sampling rate was set to 128 Hz. The smaller window length 

was chosen, since these algorithms input being raw signal leads to considerably larger 

size. Even though more than 200 epochs (in the concept of neural network epochs, 

meaning times that the same input is fed to the network) was used and the training 

accuracy was over 95%, none of these algorithms manage to classify these instances 

correctly in neither problem. The performance metrics of the algorithms are presented 

in Table 16 

AD/CN ACC SENS SPEC PREC F1 

EEGNet 41% 47.20% 37.67% 37.89% 42.04% 

EEGNetSSVEP 51.46% 56.78% 45.39% 47.65% 51.82% 

DeepConvNet 54.21% 45.43% 57.59% 48.71% 47.01% 

ShallowConvNet 42.18% 46.50% 41.11% 49.74% 48.07% 

FTD/CN ACC SENS SPEC PREC F1 

EEGNet 46% 42.20% 57.46% 45.21% 43.65% 

EEGNetSSVEP 61.46% 53.51% 75.00% 51.40% 52.43% 

DeepConvNet 64.21% 62.41% 37.05% 58.14% 60.20% 

ShallowConvNet 46.38% 42.58% 53.21% 42.37% 42.47% 

Table 16 Performance metrics of the state-of-the-art EEG based deep learning methodologies 

on the AD/CN and FTD/CN problems. 

Figure 31 Violin plots representing the distribution of the accuracies for each individual 

prediction. The width of the plot indicates the density of the scores at each value, while 

individual dots represent a single classification performance for one subject. 
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Furthermore, this study was further elaborated by exploring which channels, and 

thus which brain areas were most significant for the discrimination of AD-CN and FTD-

CN. In order to do so, the magnitude of the absolute value of the convolution layer 

weights was examined, under the assumption that larger absolute kernel weights 

represent higher importance in the classification, due to the increased attention given to 

them during the backpropagation process. To examine this, 2-dimensional heatmaps of 

the scalps were created, in which the color indicates the absolute magnitude of the 

weights. Hotter colors indicate higher absolute magnitude and thus higher importance 

for the classification. Values are normalized in the 0-1 range, and blue represents 0 while 

1 represents red. It should be noted that blue does not represent lack of importance in 

the classification, it just represents that this value is at the lower end of the importance 

spectrum. It is easily observed that the RBP feature is more important than the SCC 

feature, in both classification problems. Also, regarding the AD-CN classification, the 

most important electrodes seem to be the T5, O1, O2, T4, F8, mainly on the temporal 

and occipital lobe. Respectively, for the FTD-CN classification the Fp1, Fp2, T3, T4 

electrodes on the frontal and temporal lobe were given the most attention from the 

model. Both of these observations regarding the model's focus on different brain areas 

are in alignment with the established knowledge from the literature, further validating 

that the model indeed concentrates on the correct information. These scalp heatmaps are 

presented in Figure 32. 

 

5.1.4.3. Discussion 

There have been multiple studies that address the problem of detection of different 

types of dementia in EEG signal using machine learning and deep learning 

Figure 32 Normalized Absolute Magnitude of Convolution layer weights. (top): AD-CN. 

(bottom): FTD-CN classification. 
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methodologies. The most advanced of them usually propose a Deep Learning scheme 

that gets as input time-frequency data through a transform like the Wavelet Transform 

[90] and then employ a Convolution layer for dimensionality reduction and extraction 

of the useful information, or they use Neural Network architectures such as autoencoders 

[91]. The novelty of this study is that it used a Transformer Network, which is 

exceptionally good in dealing with long-range dependencies and recognize patterns in 

sequenced data. EEG signals are often highly correlated over long time intervals, and 

capturing these correlations is important for high classification performance, thus 

Transformers possess a significant advantage over traditional CNNs. However, until the 

publication of this study, only one study has proposed a transformer encoder on a Raw-

EEG framework for Mild Cognitive Impairment (which is the prodromic state of AD) 

detection [92]. Other than this, a combination of Convolution-Transformer architecture 

in EEG data has been proposed in an emotion recognition task with promising results 

[75].  

Transformers offer several advantages over previously used deep learning 

architectures, like CNNs or RNNs, the main one being the attention mechanism, which 

permits the model to dynamically attend to the most relevant part of the data. 

Furthermore, Transformers have been found to outperform their counterparts given a 

large enough dataset, thus regarding EEG in the medical domain where accurate 

predictions are important, transformer architectures could be a solution, since they can 

take advantage of huge datasets. Additionally, the rationale behind choosing a 

transformer architecture for EEG-based Alzheimer's detection lies on two main 

considerations: first, the lack of existing methodologies that leverage transformers for 

EEG detection, presenting an untapped opportunity for groundbreaking advancements; 

and second, the intrinsic capability of transformers to proficiently handle long-range 

dependencies, a feature that is particularly suited for the complex temporal relationships 

found in EEG signals. 

To take advantage of the Transformer Encoder’s abilities, a correct form of 

transformation of the EEG signal should have been made, so that it is similar to detecting 

dependencies of different sequences of words in a sentence, just like in Natural 

Language Processing. Already, modifications such as the Vision Transformer (ViT), 

that propose such transformations have been made for image classification tasks. In the 

vision transformer the image is split into patches, and a positional encoding layer adds 

sequence information and a CLS token is appended to learn the semantics of all the other 

“words” that represent the image. In the same concept, we attempted to create a 3-

dimensional like input like an RGB image, instead of using the conventional “1 row – 1 

sample” features. Finally, we took advantage of the abilities of a convolution layer to 

reduce the dimensionality of the input and transform it into a vector that looks like an 

NLP fed sequence of words. 

Regarding the evaluation of the convolution weights to find out which brain areas 

were most important for the classification, we noticed that the RBP feature was more 

important than the SCC, and this might be the case since the lack of synchronization in 
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the brain is a finding only in late stages of dementia, while alpha-theta alterations are 

more easily detectable. Literature states that AD primarily affects the hippocampus, 

amygdala, and neocortex regions [93], and the focus of the model was primarily located 

on the occipital, temporal and frontal regions of the brain. However, the exact location 

of the altered brain activity is not easily detectable in EEG, even with source localization 

techniques. Further and different type of analysis should take place in order to determine 

source localization specifics. 

Regarding the studying of previous work on AD detection with EEG signals, most 

studies perform their own signal acquisition and a minority of them uses published 

databases. Moreover, some use a different approach, not examining resting state 

recordings but rather Event Related Potentials (ERPs) or stimuli-based setups [94]. The 

reported accuracy of such studies lies between 70-85%. However, on FTD detection, 

even less studies have been published, with no one of them (except our first published 

study [13]) relying only on EEG signals (all used a biomarker combination such as 

EEG+MRI). Thus, the comparison of related works can be found in Table 17. 

Study Year Cohorts Stimuli Methodology Performance 

Safi et al. [95] 2021 30 AD 

 35 CN 

N/A Entropy, Hjorth Parameters, SVM ACC=81%, SENS=69.8%, 

SPEC=83.5% 

Khatun et al. [94] 2019 8 MCI  

15 CN 

Auditory ERP, SVM ACC=87.9%, SENS=84.8%, 

SPEC=95% 

Dogan et al. [96] 2022 12 AD   

11 CN 

Resting State Graph-Based Feature extraction, Tunable Q-

Wavelet Transform, kNN 

ACC=92.01%, SENS=97.75%, 

SPEC= 84.03% 

Miltiadous et 

al.[13] 

2021 10 AD 

8 CN 

Resting State Spectral & Temporal & Nonlinear Features, 

Random Forests 

ACC=78.85%, SENS=82.4%, 

SPEC=74% 

Ruiz-Gomez et al. 

[97] 

2018 74 (AD + 

MCI) 

37 CN  

Resting State Spectral & Nonlinear features, MLP ACC=78.43%, SENS=82.35%, 

SPEC=70.59% 

Araujo et al. [98] 2022 11 AD 

8 MCI  

11 CN 

Resting State Nonlinear features, SVM AD-CN ACC=81%,  

MCI-CN ACC=79%  

Lopes et al. [74] 2023 34 AD 

20 CN 

Resting State Modulation Spectrum, CNN, SVM ACC=87.3% 

F1=84.6% 

This work 2023 36 AD 

29 CN 

Resting State RBP, SCC, Dual-Input-Convolutional-

Encoder 

ACC= 83.28%, SENS=78.81, 

SPEC=87.94%, F1=84.12% 

 

Briefly mentioning the limitations of this research, the most significant one is the 

size of the dataset. A larger dataset size could allow more stacked encoders to be 

employed and more complex input signal representations to be learned from the 

classifier, by creating a hierarchy of representations. Each unique encoder could attend 

to a different level of abstraction. However, with the present dataset size, increasing the 

number of encoders could worsen generalization and robustness and make the classifier 

prone to overfitting. 

Another limitation that could be addressed in a future version is the significance of 

the SCC feature. It is found to be less important than the RBP feature, and even though 

this is not inherently negative, further and more elaborate investigation regarding 

Table 17 Comparison of related works, as performed in DICE-net publication. 



135 

 

different connectivity measures that better capture AD desynchronization characteristics 

could be examined. 

Furthermore, all the recordings were obtained from a single medical center, yet for 

the model to be truly applicable in medical practice in would require broader and more 

rigorous validation, adhering to the CLAIM criteria [99] (Credibility, Legality, 

Affordability, Interpretability, Maintainability) that emphasize the need for external 

validation using larger datasets from multiple medical centers. 

Summarizing, this study was the highlight of the dementia related research in the 

years of this doctorate. Its novelty lies in the idea of incorporating a Convolution-

Transformer combination for EEG classification and was the first study to be examining 

our publicly available dataset. The achieved performance metrics, with an accuracy of 

83.28% and an F1 score of 84.12%, indicate that the DICE-net model is proficient in 

detecting spectral and spatial patterns in EEG-derived feature vectors and in extracting 

relevant dependencies for classification tasks.  
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5.2. Epilepsy Detection with EEG based Machine 

Learning Research 

Epilepsy is a neurological dysfunction that affects more than 70 million people 

worldwide. Its cause is abnormal electrical activity in cortical neurons known as 

seizures. Epileptic patients are usually treated with anti-epileptic drugs that reduce 

and/or prevent seizure occurrences. Although multiple imaging techniques such as MRI, 

fMRI and PET scans have been employed for epilepsy detection, the EEG still stands 

out as the primary diagnostic tool for identifying epileptiform discharges. Nevertheless, 

manually examining EEG data is a laborious procedure that requires skilled and 

experienced medical personnel. While the clinical symptoms of seizures are often 

distinct, neurologists face challenges in making differential diagnoses to avert 

misdiagnosis and improper treatment, such as in cases resembling narcolepsy. 

Since 80’s, research studies are published that focus on automatically detecting 

epilepsy on EEG through Machine Learning, yet an exponential growth of the number 

of published documents have been observed during the last decade. Although epilepsy 

detection through EEG is generally less complex than Alzheimer's detection, and 

significant strides have been made in this area, it is not entirely a solved challenge. There 

is a continual influx of research focused on automatic epilepsy detection, each study 

aiming to contribute further to the existing body of knowledge. This sustained interest 

stems from the ongoing need to refine detection methodologies, improve diagnostic 

accuracy, and adapt these techniques to a wide range of clinical scenarios. The distinct 

patterns of epileptic seizures in EEG data, while more identifiable compared to the subtle 

complexities in Alzheimer's, still present challenges in terms of variability among 

individuals and seizure types. Consequently, researchers remain engaged in exploring 

new techniques, enhancing algorithmic precision, and seeking even marginal 

advancements that can enrich the field and offer more robust solutions in epilepsy 

diagnostics. 

The proliferation of publicly available EEG databases has been a driving force 

behind the increasing number of studies aimed at identifying epilepsy. These databases 

provide researchers with accessible data and drive advances in methodology and 

algorithm development. However, these databases, including well-known ones like the 

Bonn database, come with their own limitations. For instance, the Bonn database, 

despite its diversity, poses challenges due to its inclusion of data from both intracranial 

and scalp electrodes, leading to significant discrepancies in signal characteristics (Z, O, 

N, F, S). Moreover, other databases such as CHB-MIT, although comprehensive, can 

face problems related to variability in recording conditions and limited representation 

of seizure types. These issues highlight the need for critical evaluation of existing 

databases. Therefore, the systematic review we published fills this gap by carefully 

analyzing different EEG databases and exploring their strengths and limitations. This 

comprehensive review aims to help researchers select the best dataset for their studies 

and ensure a more informed and effective approach to EEG-based epilepsy research. 
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Furthermore, the need for systematic organization of the existing literature is further 

supported by the vast number of studies in this area that render the proposition of an 

unconventional methodology difficult as it would require extensive literature 

exploration. 

During this doctorate research, 2 studies have been published regarding EEG 

epilepsy detection. In the first study, with the role of the second author, the objective 

was to identify the optimal length of time-window division for training classifiers in 

automatic seizure detection. In the second study, with the role of the first author, the 

objective was to organize all the published literature of epilepsy automated detection 

methodologies with EEG during the last 5 years, in a systematic review, in order to 

facilitate as a starting point for future researchers. The focus of the review was both 

technical, keeping track of the different frequency transformations, feature extraction 

and machine learning employed from the studies, and also database-oriented, focusing 

on the analysis of the used databases. 
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5.2.1. Evaluating the Window Size’s Role in Automatic 

EEG Epilepsy Detection 

Vasileios Christou1, Andreas Miltiadous1, Ioannis Tsoulos1, Evaggelos Karvounis1, 

Katerina D. Tzimourta2, Markos G. Tsipouras2, Nikolaos Anastasopoulos3, Alexandros T. 

Tzallas1, Nikolaos Giannakeas1. 

A huge number of studies have been proposed to automatically diagnose epilepsy 

from EEG recordings. Almost every of these studies splits the signals using an epoching 

mechanism to increase the population of the dataset. The length of these splits is usually 

not elaborately determined but rather arbitrary selected or selected through trial of 2-3 

different window sizes. The goal of this study was to determine the optimal time-

window length for epilepsy detection, so, all the integer window lengths between 1 

second and 24 second were evaluated using 4 algorithms, to determine which window 

size performs the best. This study was published in the open access journal Sensors 

MDPI, during November 2022. 

The algorithms used was a single-layer neural network with 10 hidden nodes, trained 

using 3 different approaches, and the k-NN classifier. The approaches for the training 

of the neural network were the Broyden-Flecher-Goldfarb-Shanno (BFGS) algorithm 

[100], the multistart algorithm [101], and a modified genetic algorithm [102]. 

5.2.2. Methodology 

This research examined the impact of window size on classifying short-term 

epileptic EEG signals, focusing on the four machine learning methods that were 

mentioned before. The University of Bonn was used for the training and evaluation, 

since it is the most commonly used EEG database. This database consists of 5 groups of 

EEG recordings, namely Z, O, N, F, S. Each group has a different setting or condition. 

The Z and O groups are closed and open eyes recordings of non-epileptic, healthy 

participants. The N, F, S groups are intracranial EEG recordings from five epileptic 

patients during presurgical examination. Particularly, the N is interictal recordings 

originating from the opposite hemisphere of the epileptic zone, while F is from the 

epileptic zone. Finally, the S consists of 100 intracranial EEG’s during epileptic activity. 

Each group consisted of 100 single channel recordings, each being 23.6 seconds in 

duration. 

For the classification, all groups were used for a 5-class problem. Prior to the 

experiment, the signals were low pass FIR filtered to 40 Hz, and then epoched to all the 

different window lengths examined in this study. The Relative Band Power of each 
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frequency band was calculated through a Fast Fourier Transform. The bands were 

defined as: 

1. Alpha: 8-12 Hz 

2. Beta: 12-25 Hz 

3. Gamma: 25-40 Hz  

4. Delta: 1–4 Hz 

5. Theta: 4-8 Hz 

5.2.2.1. The BFGS method 

The BFGS method is a quasi-Newton approach that is used to solve unconstrained 

optimization problems. In an unconstrained optimization problem, the objective is the 

minimization of a target function 𝑓(𝑥), 𝑥 ∈ ℝ𝑛 , ℝ𝑛 denoting a n-dimensional Euclidean 

space, while: 𝑓: ℝ𝑛 → ℝ, is twice differentiable. The update formula is defined as: 

𝑠𝑘 =
 def 

𝑥𝑘+1 − 𝑥𝑘
𝑦𝑘 = 𝑔𝑘+1 − 𝑔𝑘

 (5.9) 

Where 𝑠𝑘 and 𝑦𝑘 are the step vectors, and 𝑔 the gradient for minimizing 𝑓(𝑥). 

The update formula takes the form: 

𝐵𝑘+1 = 𝐵𝑘 +
𝑦𝑘𝑦𝑘

𝑇

𝑦𝑘
𝑇𝑠𝑘

−
𝐵𝑘𝑠𝑘𝑠𝑘

𝑇𝐵𝑘

𝑠𝑘
𝑇𝐵𝑘𝑠𝑘

 (5.10) 

Where 𝐵𝑘 denotes the Hessian approximation at a point 𝑥𝑘, and the matrix 𝐵𝑘+1 is 

generated so as to satisfy the following secant formula: 

𝐵𝑘+1𝑠𝑘 = 𝑦𝑘 (5.11) 

 

To determine the 𝑓 value, the quasi-Newton methods can be defined using the equation: 

𝑑𝑘 = −𝐵𝑘
−1𝑔𝑘 (5.12) 

The algorithm of the BFGS is defined as: 

Algorithm: The BFGS Algorithm 

1. Having a starting point 𝑥0 and 𝐵0 = 𝐼𝑛. Set the values for 𝑠, 𝛽, 𝜎. 

2. End when ∥∥𝑔(𝑥𝑘+1)∥∥ < 10
−6 

3. Find the search direction using eq. 5.12 

4. Calculate the difference 𝑠𝑘 = 𝑥𝑘+1 − 𝑥𝑘 and 𝑦𝑘 = 𝑔𝑘+1 − 𝑔𝑘 

5. Update 𝐵𝑘 by eq. 5.10 in order to obtain 𝐵𝑘+1 

6. 𝑘 = 𝑘 + 1 

7. Return to step 2 
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5.2.2.2. The multistart method 

Genetic Algorithms are optimization methodologies that are based on Charles 

Darwin’s evolution theory. They mimic natural selection, by beginning with a set of 

candidate solutions which are equivalent to the chromosomes of biological organisms. 

These chromosomes are changed evolutionarily in an iterative process using genetic 

operations such as selection, crossover and mutation. This is continued iteratively until 

a certain termination criterion is met, or an optimal or suboptimal solution to the problem 

has been found. 

The Genetic Algorithm is defined as: 

Algorithm: Genetic Algorithm 

1. Create N random points in 𝛺 from the uniform distribution, being set 𝑆 

2.  𝑖𝑡𝑒𝑟 = 0 

3. Evaluate each chromosome by the evaluation function 

4. If termination criterion is achieved, stop 

5. Select 𝑚 ≤ 𝑁 parents from 𝑆 

6. Create 𝑚 offspring using the parent chromosomes 

7. Replace parents with offsprings 

8. Create a trial point �̃�. If 𝑓(�̃�) ≤ 𝑓(𝑥ℎ) where 𝑥ℎis the current worst point in 

𝑆, and replace 𝑥ℎ with �̃�. 

9. 𝑖𝑡𝑒𝑟 = 𝑖𝑡𝑒𝑟 + 1 

10. Go to step 3 

The difference of the multistart as proposed in [102] with the normal Genetic Algorithm 

is that it includes a new stopping rule, a new mutation operator and a local search 

procedure. 
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The flowchart of the proposed methodology can be examined in Figure 33. 

 

5.2.3. Results 

All the experiments for each window size were repeated 30 times, and the accuracy 

results that are presented are the average classification accuracy obtained from the 30 

repeats. The performance results in terms of accuracy of the different algorithms are 

presented in Table 18. The performance results in terms of area under ROC, area under 

PRC and k-statistic are presented in Table 19. 

Epoch (s) BFGS Multistart GA K-NN 

1s 56.86% 57.68% 56.91% 68.9% 

2 s 65.06% 65.56% 65.06% 75.14% 

3 s 69.7% 69.57% 69.01% 76.66% 

4 s 72.62% 70.53% 70.06% 76.99% 

5 s 75.69% 73.46% 71.96% 77.89% 

6 s 74.63% 76.37% 75.44% 79.53% 

7 s 74.76% 75.84% 74.43% 79.1% 

Figure 33 The flowchart of the proposed methodology in “Evaluating the Window Size’s Role 

in Automatic EEG Epilepsy Detection” 

Table 18 Performance results in terms of accuracy for the 4 comparison algorithms, in epoch 

length 1-24 second 
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8 s 76.06% 75.55% 74.95% 78.41% 

9 s 76.25% 77.64% 76.5% 79.88% 

10 s 76.96% 77.12% 76.38% 80.05% 

11 s 76.42% 79.01% 77.2% 79.08% 

12 s 76.55% 78.26% 77.06% 79.84% 

13 s 77.04% 78.04% 76.05% 78.56% 

14 s 77.81% 78.26% 77.13% 79.01% 

15 s 79.75% 78.98% 78.41% 78.68% 

16 s 77.35% 80.98% 78.59% 79.52% 

17 s 77.7% 78.05% 77.82% 79.92% 

18 s 78.5% 79.24% 78.10% 79.92% 

19 s 80.7% 79.71% 78.47% 79.49% 

20 s 80.92% 81.59% 80.78% 80.00% 

21 s 80.92% 81.23% 81.06% 79.25% 

22 s 80.04% 80.88% 81.00% 81.17% 

23 s 80.69% 80.88% 80.89% 78.88% 

24 s 80.25% 80.43% 79.98% 79.04% 

 

Epoch (s) AOC PRC k-Stat 

1 S 78.91% 48.6% 62.21% 

2 s 79.89% 50.2% 68.74% 

3 S 80.68% 50.1% 75.23% 

4s 86.44% 53.3% 71.95% 

5 s 85.92% 56.8% 74.62% 

6 s 85.45% 54.0% 76.38% 

7 s 83.21% 58.1% 77.55% 

8s 87.21% 60.9% 77.19% 

9 s 87.17% 61.8% 80.02% 

10 S 86.57% 64.3% 78.84% 

11 S 90.89% 64.2% 83.40% 

12 S 90.49% 64.8% 82.32% 

13 S 89.04% 68.1% 82.14% 

14 S 88.88% 68.3% 82.85% 

15 S 86.22% 70.4% 79.94% 

16 S 85.45% 70.1% 80.15% 

17 S 85.92% 73.6% 82.15% 

18 S 84.70% 73.0% 84.29% 

19 S 86.07% 74.7% 85.42% 

20 S 92.22% 78.5% 85.49% 

21 S 92.51% 76.5% 83.26% 

22 S 88.70% 77.3% 82.44% 

Table 19 Performance results in terms of Area under RO, area under PRC and k-statistic for 

the 4 comparison algorithms, in epoch length 1-24 second 
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23 S 82.28% 75.7% 83.51% 

24 S 88.37% 73.7% 80.00% 

 

As observed from the previous tables, the window size in epilepsy detection 

significantly impacts the classification performance. Larger window sizes, between 20-

21 seconds are found to provide the best performance results. Selecting the right window 

length is essential for machine learning approaches dealing with signal data, like EEG. 

Time windows that are too brief might not adequately capture the distinct signal 

characteristics of each condition. For instance, in epilepsy detection, an excessively 

small time-window could miss encompassing the entire seizure waveform. Conversely, 

overly large time windows might encompass characteristics of two distinct states (like 

ictal and interictal states), which could adversely impact classification accuracy. This 

study's findings are valuable for future research proposing classification schemes in 

EEG-based epilepsy detection, providing insights into optimal window length selection. 
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5.2.4. Machine Learning Algorithms for Epilepsy Detection 

based on published EEG databases: A Systematic 

Review 

This article was published in the open access journal IEEE Access, during January 

2023.  

Epilepsy is the condition with the most published studies regarding EEG detection, 

since the examination of prolonged timeseries of EEG data for visual detection of 

epileptic waveforms is a laborious endeavor. Thus, researchers are applying signal 

processing and machine learning algorithms attempting to detect abnormal spikes, spike 

waves and spike wave complexes in the interictal EEG recordings. Other than this, 

research efforts are being made into detecting early signs of seizure to predict future 

onset of seizures. Most of these studies gather EEG recordings from both epileptic and 

healthy individuals. They introduce methodologies that utilize a variety of signal 

processing and feature extraction techniques, combined with either traditional machine 

learning algorithms or more innovative ones. The goal is to develop a system capable of 

automatically determining whether an EEG time window is indicative of epilepsy. 

Research teams focused on processing, algorithmic, or computing problems have found 

it difficult to contribute to the field by themselves, as clinical records are required and 

thus the need to collaborate with healthcare institutions. Consequently, several epilepsy 

EEG databases have been made available online, aiding the creation of automated 

seizure detection protocols. Therefore, it is common for most experimental research to 

depend on these publicly accessible databases rather than conducting independent data 

collection. Thus, there was an imminent need for a systematic exploration of the 

published studies focusing both on the methodologies employed and the published 

database that is used for the validation of it. 

Thousands of studies analyzing this topic have been published during the last 

decades, so the analysis of all of these would be difficult and out of scope and purpose. 

Thus, the systematic review that was published was focused only on the bibliographic 

data published on the last 5 years. The goal of this study was to summarize the EEG 

epilepsy detection research and provide guidance for future researchers regarding the 

selection of the database and the proposed machine learning pipeline. 

5.2.4.1. Methodology 

The entire methodology follows in detail the guidelines of the PRISMA protocol 

[103]. Also, it is registered on the PROSPERO and can be accessed via its PROSPERO 

id which is CRD42022365313. The search was limited to studies focusing exclusively 
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on machine learning methodologies for automatic epilepsy detection using EEG from 

published databases. The studies were collected from the most well-known electronic 

libraries/search engines, them being Elsevier’s Scopus, IEEE Xplore, Elsevier’s 

ScienceDirect and MEDLINE PubMed. For the literature review, the keywords that 

were used for inclusion were “EEG” and “epilepsy” or “seizure” and “detection” in the 

title or the summary or the keywords of the article were searched, while excluding 

studies that included the keywords “animal” or “mouse” or “mice” in their title or 

summary or keywords. The retrieval of the studies was carried out on the 1st of May 

2022 and in total 3975 studies (including duplicates) were found from all 4 search 

engines. 1006 of them were conference papers so they were removed. From these 

studies, 1454 duplicates were found and 1272 papers and 43 theoretical studies were 

excluded using the Rayyan software, after appropriateness evaluation. At last, 190 

studies published in the last 5 years were found fitting the review criteria and included 

in the systematic review. 

The rejection criteria used during the appropriateness evaluation by 3 independent 

researchers, as mentioned in the published paper were: 

1. Studies that study epilepsy in animals and were not excluded from the query 

in the first research (rats, pigs, dogs, sheep, mammals)  

2. Studies that study epilepsy at a microscopic level 

(chromosomes/genes/proteins)  

3. Studies that do not analyze merely EEG data (e.g. EEG, TMS-EEG, MEG, 

Positron emission tomography, MRI/CT scan, Electromyography, video-

EEG)  

4. Studies that study epilepsy as an association with other diseases or 

neurological conditions (e.g. encephalitis, schizophrenia, dementia, Autism 

Spectrum Disorder, brain disorders, trauma, bleeding, tumors, multiple 

sclerosis, psychogenic non epileptic seizures, heart conditions etc.)  

5. Pharmacological studies that study the effect of antiepileptic drugs on EEG  

6. Surgical treatment of epileptic seizures studies  

7. Studies that study the implementation of devices and systems for the 

detection of seizures  

8. Studies for seizure prediction 

9. Case studies  

10. Epilepsy studies on newborns and children 

11. Studies that do not apply machine learning algorithms to EEG data (Socio-

cultural aspects of epilepsy, differences between types of epilepsy, 

therapeutic approaches, keto diet, neurostimulation, quality of life and 

behavior-psychology assessment studies)  

12. EEG analysis studies not in resting state (patients in a coma, 

hyperventilation, visual stimulus, sleep studies)  

13. Studies that study the removal of noise/interferences from EEG  
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14. Inaccessible studies (invalid Digital Object Identifier, inability to find and/or 

obtain the study) 

15. High Frequency Oscillations (HFO) analysis studies  

16. Patient specific for seizure detection studies 

17. Studies for source localization of seizures without performing detection  

18. Studies on non-real clinical data (Surrogate/synthetic data)  

19. Studies for EEG montage or sampling frequency in epilepsy  

20. Studies for neuron connectivity in epilepsy 

21. Studies that don’t propose a certain methodology but focus on the 

comparison of existing algorithms 

In order to perform the evaluation of the appropriateness of the studies, the Title, 

Abstract, Methodology and in some cases Discussion was examined by 3 different 

researchers that performed independently. If one of the mentioned criteria applied, the 

reviewer marked the study to be rejected. After the end of the evaluation of all studies, 

conflicts between the reviewers were marked automatically in the Rayyan suite and were 

resolved by having the reviewers come to an agreement. 

When the exclusion process was finished, the 190 studies that were left to be 

included were extracted in .RIS format and transferred to the Mendeley Reference 

Manager environment. They were splitted into folders based on the published database 

that they were using, with the folders being: “Bonn Database”, “CHB-MIT Database”, 

“Freiburg Database”, “Other Database”, “Multiple Databases”. Finally, the main aspects 

of each paper were reported in a data extraction sheet. These aspects were:  

1. database used, 

2. signal processing methodology, 

3. feature extraction methodology, 

4. classification methodology, 

5. specific problem addressed (for example ictal-interictal), 

6. performance metrics as reported in the study. 

Next, the data synthesis of the systematic review was performed. For this step, the 

following metrics were extracted from the sum of the studies: 

1. Popularity of each database 

2. Popularity of type of signal transform (Frequency, Time-Frequency (TF), Time-

domain, Non-Linear, Raw Signal) 

3. Regarding only the Time-Frequency studies: Popularity of the specific TF 

decomposition. 

4. Popularity of classification algorithm 

5. Accuracy comparison for each classification problem 

6. Comparison of the methodologies used in the first half of the 5 years and in the 

second half. 
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The flowchart of the study selection and elimination process, regarding the identification, 

screening, eligibility and inclusion evaluation can be observed in Figure 33.  

5.2.4.2. Results 

The creation of methodologies that differentiate the activity associated with epileptic 

seizures is made possible due to the availability of the several milestone databases that 

are publicly available.  

(a) Bonn Database 

The most well-known database (DB) is the Bonn DB [104], which contains short-

term scalp and intracranial EEG recordings. The database consists of five subsets of 

EEGs which are distinguished by the capital letters A, B, C, D, E, referring to the signals 

starting with the letters Z, O, N, F, S. In this document, the Z, O, N, F, S annotations 

will be used. In this database, a total of 5 healthy subjects and 5 epileptic patients were 

recruited. Each group is comprised of 100 single-channel recordings, each lasting 23.6 

seconds with a signal length of 4096 samples. The data has a sampling frequency of 

Figure 34 Flowchart of the study selection and elimination process for the systematic 

review. 
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173.61 Hz. Interferences such as muscle activity or eye movements were identified and 

eliminated by the database owners through visual inspection. 

As already mentioned in a previous chapter, sets Z and O consist of scalp EEG from 

healthy volunteers, in a closed and open setting respectively. N, F and S consisted of 

intracranial EEG from epileptic patients during presurgical examination. Specifically, 

the N recordings were from interictal recordings from the opposite hemisphere of the 

epileptic zone, the F were from the same hemisphere and the S were during the epileptic 

activity.  

Some crucial limitations of the Bonn database, that limits its appropriateness are the 

extremely limited size of it (3,5 hours in total), the limited number of electrodes and 

most importantly the existence of both scalp and intracranial recordings. Without a 

shadow of a doubt, the electrical activity of the brain captured from scalp recordings 

differs significantly from that recorded directly from exposed brain regions. Training 

algorithms on such varied data can lead to significant errors in the quality of the machine 

learning model and subsequently affect the development of the system.  

(b) Children’s Hospital of Boston Base – Massachusetts 

Institute of Technology (CHB-MIT) 

The CHB-MIT database is the second most used EEG database [105]. It includes 

long continuous recordings from the scalp of 24 people with drug resistant seizures. 

Each participant has 9-42 consecutive .edf files with recorded interval of seizures. The 

sampling rate was 256 Hz with a 16-bit analog-to-digital converter. Totally, this 

database consists of 664 files of 140 EEG recordings and 198 seizures, and the 

demographic characteristics of the patients.  

An issue that needs to be considered or regarded as a limitation is the fact that the 

database consists mostly of pediatric cases of many different age groups. It is known 

that epilepsy has different brain patterns during adulthood and during childhood, thus it 

could pose the risk of including significant bias towards performance of a classifier 

evaluated on these recordings. 

(c) Epilepsy Center of University of Freiburg 

This database includes continuous long-term EEG recordings from 21 patients (8 

men, 13 women) with drug resistant focal epilepsy. Six intracranial channels are used 

for the recordings, 3 being focal and 3 non-focal, with a sampling rate of 256 Hz. The 

recordings are consisted of ictal, preictal and interictal activity, with at least a full day 

(24 hours) of continuous signal being recorded for each patient. Each patient may exhibit 

2-5 seizures, making a total of 88 seizure events, 509 hours of non-seizure interictal 

activity and 199 hours of preictal or ictal activity. It is worth noticing that a clear 

distinction is made between ictal (including preictal) and interictal recordings by 

including at least 50 minutes of preictal activity before each seizure. The Freiburg 

Database is considered one of the most complete and accessible EEG databases and it 
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has been used extensively by researchers worldwide. However, it is not currently 

available, but it can be accessed through the EPILEPSIAE project [106]. 

(d) Other Databases 

Except those 3 popular databases, there are many more epileptic EEG databases, 

either openly accessible, such as Bern-Barcelona, Temple and other databases, or not 

published datasets that are used in other studies.  

The Bern-Barcelona database was published in 2012 partially by the same team of 

researchers that published Bonn database and is consisted of 7500 intracranial 

recordings from 5 subjects with drug-resistant temporal epilepsy. Each recording is 20 

second long and is originated from 2 electrodes sampled at 512 Hz. 

Another database is the Temple University Hospital database (TUH-EEG) [107], 

which is actively renewed since now and contains the most long-time recordings of 

pathological EEG, thus being the most suitable for deep learning methodologies. In total, 

16.986 recordings from 10.874 subjects (epileptic and non epileptic) are in the database. 

All the signals are taken from 19 electrodes with 256 Hz sampling rate. Since the number 

of subjects in the database is subject to change, it is worth mentioning that during 2018, 

315 patients with 10 different types of epileptic seizures were included in the database. 

Other, not so popular databases worth mentioning are: 

• Neurology and Sleep Center, New Delhi (NCS)  

• Peking University People’s Hospital (PUPH) 

• Institute of Neuroscience, Ramaiah Memorial Hospital, India (RMCH) 

• Department of Neurology, Epilepsy Center, Zhejiang University (INeuro) 

• KU Leuven dataset 

• All India Institutes of Medical Sciences (AIIMS) 

• Department of Clinical Neurophysiology, Maastricht (MUMC) 

• Karunya Institute of Technology and Sciences (KITS) 

• pone_pat dataset 

• European Epilepsy DB (EPILEPSIAE) 

In summary, the NCS database includes EEG signals from 10 epileptic subjects, 

recorded using a 16-electrode system at a 200 Hz sampling rate, categorized into ictal, 

interictal, and preictal states. The PUPH database contains EEG recordings from 7 

epileptic subjects at a 256 Hz sampling rate. The KU Leuven database features EEG 

data from 22 subjects with 22 electrodes, covering ictal, interictal, and preictal phases. 

AIIMS database comprises 20-minute EEG recordings from 13 epilepsy patients using 

a 32-channel system at 256 Hz. MUMC database includes 40 routine EEG recordings 

from an intensive care unit, utilizing a 19-electrode setup at 250 Hz. KITS database 

features 258 EEG signals of normal, generalized, and focal epilepsy, recorded with a 

16-channel system at 256 Hz. Pone_pat database offers EEG and ECG data from 15 

epileptic patients, recorded at a 512 Hz sampling rate. Lastly, the EPILEPSIAE database 
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holds scalp EEG recordings from 217 patients and intracranial EEG from 58 patients, 

collected from three epilepsy centers during long-term presurgical monitoring. 

(e) Database Combination 

Several studies examined their proposed methodology with more than one database, 

to validate its robustness and ensure that the methodology is not prone to bias due to 

specific recording properties. Usually, the methodologies that examine a combination 

of databases do examine two of the three most known databases (Bonn, CHB-MIT, 

Freiburg), along with the NSC database. Other than that, researchers may examine their 

proposed methodology to a combination of one or more published databases and a 

custom database (from their own clinical environment). 

A detailed analysis of each study can be found in the published document [9]. 

However, the tables below contain all the examined studies along with the categorization 

analysis that has been performed for the systematic review. Specifically, each paper is 

analyzed by its publication year, its signal transform methodology, its feature extraction 

methodology, and the classification methodology. Furthermore, the classification 

problem examined along with the performance metrics achieved are mentioned. The 

studies are divided in tables based on their database of usage and based on the date of 

publication (2017-2019 or 2020-2022). Specifically, Table 20 and Table 21 contain the 

Bonn database studies from 2017-2019 and 2020-2022 respectively. Table 23 and Table 

22 contain the CHB-MIT studies. Table 24 contains the studies that used other databases 

and Table 25 contains the studies that used a combination of databases. 

Author Year Signal Transform Feature Extraction Classification 
Classification 

Problem 
Results 

Akut et al.[108] 2019 Time-Frequency DWT CNN ZO-NF-S 

ACC=99.4%, 

SENS=98.5%, 

SPEC=99.45% 

Alzami et al.[109] 2019 Time-Frequency DWT 
Adaptive Hybrid Feature 

Sel.-Based Classifier 
ZO-NF-S 

ACC=96%, 

SENS=96.53%, 

SPEC=98.93% 

Attia et al.[110] 2019 Non-Linear 
Autoregressive Model, 

Firefly optimazation 
SVM 

Z-N  

Z-F  

O-N 

ACC=96%, 

ACC=95%,  

ACC=94% 

Bandil and Wadhwani 

[111] 
2019 Time-Frequency DWT, Entropy features ANN Z-F-S ACC=99% 

Chen et al. [112] 2019 Time-Frequency DWT, Entropy features LS-SVM F-S 

ACC=99.5%, 

SENS=100%, 

SPEC=99.4% 

Chiang et al. [113] 2019 Time-Frequency DWT, Fuzzy entropy Petri-Net ZO-NFS ACC=93.8% 

Gupta and Pachori [114] 2019 Frequency DFT, Renyi entropy LS-SVM 
ZONF-S  

Z-N-S 

ACC=98.6%,  

ACC=97.3% 

Hussein et al. [115] 2019 Raw Signal   LSTM Z-O-N-F-S ACC=100% 

Li et al. [116] 2019 Time-Frequency 
STFT spectogram, 

scalogram 
SVM ZO-NF-S 

ACC=99.6%, 

SENS=99.33%, 

SPEC=100% 

Table 20 Studies that used Bonn database published in 2017-2019 
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Mahjoub et al. [117] 2019 Time-Frequency EMD SVM ZONF-S 

ACC=97%, 

SENS=90.62%, 

SPEC=98.59% 

Zhao et al. [118] 2019 Time-Frequency 
Stationary WT, Entropy 

features 
Back-Propagation NN ZO-NF-S 

ACC=93.3%, 

SENS=96.67%, 

SPEC=96.67% 

Singh et al. [119] 2019 Time-Frequency EMD 

Ensemble classifier with 

grasshopper 

optimization 

ZO-NF-S ACC=99.2% 

Tsipouras et al. [120] 2019 Time-Frequency DWT, Entropy features Random Forests 
Z-O-N-F-S  

ZO-NF-S 

ACC=91.2%,  

ACC=98.8% 

Wang  et al. [121] 2019 Time-Frequency DWT 
Gradient Boosting with 

Grid Search optimizer 

ZONF-S  

ZO-NF-S 

ACC=98.4%,  

ACC=96.5% 

Yang et al. [122] 2019 Time-Frequency 
Intrinsic Time-scale  

Decomposition 
ANN 

ZO-NF-S  

Z-N-S 

ACC=99.5%,  

ACC=99.67% 

Bose et al. [123] 2018 Non-Linear 
multifractal detrended 

fluctuation analysis 
SVM ZO-NF 

ACC=96.25%, 

SENS=95.44%, 

SPEC=97.06% 

Choubey et al. [124] 2018 Frequency FFT KNN ZF-S 

ACC=97%, 

SENS=98%, 

SPEC=97% 

Kabir et al. [125] 2018 Time domain 
K-means clustering, 

statistical features 
SVM 

Z-S, 

O-S 

ACC=98.13%,  

ACC=97.75% 

Lahmiri et al. [126] 2018 Non-Linear 

multifractal detrended 

fluctuation analysis, 

Hurst exponent 

KNN NF-S ACC=100% 

Li et al. [127] 2018 Non-Linear 
Fuzzy entropy, 

Dispersion Entropy 

Quadratic Discriminant 

Classifier 
ZONF-S 

ACC=92.8%, 

SENS=90.67%, 

SPEC=96% 

Mert and Akan [128]  Time-Frequency EMD Not reported 

Z-S, 

F-S,  

O-S 

ACC=97.89%, 

ACC=93%, 

ACC=83.68% 

Saini et al. [129] 2018 Time domain 
Statistical and Entropy 

Features 
ANN Z-F-S 

ACC=99.3%, 

SENS=99.02%, 

SPEC=99.34% 

Sharaf et al. [130] 2018 Time-Frequency TQWT, chaotic features 
Firefly optimization, 

Random Forest 
ZO-NF-S 

ACC=99%, 

SENS=98%, 

SPEC=97% 

Sharma et al. [131] 2018 Time-Frequency EMD, Entropy Random Forests ZO-NF-S 

ACC=98%, 

SENS=97.8%, 

SPEC=99% 

Sharmila and Geethanjali 

[132] 
2018 Time Domain 

Slope sign changes and 

Statistical features 
SVM ZONF-S 

ACC=95.15%, 

SENS=81.23%, 

SPEC=96.6% 

Acharya et al. [133] 2017 Time Domain Z-score normalization CNN O-F-S 

ACC=88.67%, 

SENS=95%, 

SPEC=90% 

Amorim et al. [134] 2017 Time-Frequency 
DWT, Shearlet & 

Contourlet transforms 
Random Forests 

Z-O-N-F-S, 

Z-S 

ACC=88.67%,  

ACC=100% 

Biju et al. [135] 2017 Time-Frequency EMD 
Adaptive Neuro-Fuzzy 

Neural Network 
ZO-S ACC=100% 

Chatterjee et al. [136], 

[137] 
2017 Time-Frequency Stockwell Trasform SVM, kNN 

Z-S,  

F-S 

ACC=100%,  

ACC=99.25% 

Jaiswal et al. [137] 2017 Time Domain GModPCA SVM 

ZO-S 

NF-S 

ZONF-S 

ACC=99.66%,  

ACC=95.8%,  

ACC=97.17% 

Jaiswal et al. [138] 2018 Time Domain SubXPCA SVM 

Z-N-F,  

ZO-NF-S,  

Z-O-N-F-S 

ACC=97.2%,  

ACC=97.43%, 

ACC=94.6% 

Liu et al. [139] 2017 Time-Frequency 
WPD, energy, entropy, 

kurtosis 
ELM 

Z-S, 

Z-F-S 

ACC=97.7%,  

ACC=96.5% 

Li et al. [140] 2017 Frequency 
PSD, Autoregressive 

Model 
SVM NF-S 

ACC=98.73%, 

SENS=98%, 

SPEC=99.1% 
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Mohammadpoory et al. 

[141] 
2017 Non-Linear 

Weighted Visibility 

Graph Entropy 
Decision Trees Z-F-S ACC=97% 

Sharma et al. [142] 2017 Time-Frequency TQWT LS-SVM 

ZO-S,  

ZO-NF,  

ZONF-S 

ACC=99.67% 

ACC=98.5% 

ACC=99.6% 

Sharmila et al. [143] 2018 Time-Frequency DWT, shannon entropy SVM 
ZONF-S,  

NF-S 

ACC=78%, 

ACC=88% 

Sharmila et al. [144] 2017 Time-Frequency DWT kNN Z-S ACC=100% 

Authors Year Signal Transform Feature Extraction Classification 
Classification 

Problem 
Results 

Al-Hadeethi et al. [145] 2020 Time domain Statistical Features adaboost LS-SVM All combinations ACC=99% 

Aliyu et al. [146] 2021 Time-Frequency DWT LSTM ZONF-S ACC=99% 

Amin et al. [147] 2020 Time-Frequency DWT + Arithmetic Coding SVM, KNN, MLP 
Z-S,  

ZONF-S 
ACC=100% 

Anuragi et al. [148] 2022 Time-Frequency EWT Extra Trees 
Z-N-S,  

ZO-NF-S 

ACC=99.33%, 

ACC=97.8%,  

Arı et al. [149] 2020 Time-Frequency WPD + dispersion entropy SVM Z-O-N-F-S ACC=99,53% 

Ashokkumar et al. [150] 2021 Time-Frequency 
DWT, Fractional  

S-transform, Entropy 
Deep CNN NF-S 

ACC= 99.7% , SENS 

= 97.71%, SPEC= 

98.7% 

Ashokkumar et al. [151] 2020 Time-Frequency 

Optimal equilateral wavelet 

filter bank, Fuzzy, Renyi 

and Kraskov entropy 

Gaussian SVM 
ZONF-S  

NF-S 

ACC=99.4% 

ACC=98.6% 

Ashokkumar et al. [152] 2020 Time-Frequency 

Q-Tuned Wavelet 

Transform,  

Approximate entropy 

Extreme learning 

adaptive neuro-

Fuzzy Inference 

System  

ZO-NF-S ACC=99.72% 

Bari et al. [153] 2020 Time-Frequency 
EMD with normalized 

Intristic Mode Function 

Quadratic 

discriminant analysis 

(QDA) 

NF-S 

ACC=99%, 

SENS=98.5%, 

SPEC=100% 

Baykara et al. [154] 2021 Time-Frequency 

Stockwell Transform, 

entropies and Perservals 

energy 

ELM ZO-NF-S 

ACC=90%, 

SENS=95%, 

SPEC=82% 

Brari et al. [155] 2021 Non-Linear  Higuchi Fractal Dimension KNN ZO-NF-S ACC=97.28% 

De La O Serna et al. [156] 2020 Frequency domain 
Taylor-Fourier Filter Bank 

with O-Splines 
SVM ZO-NF-S ACC=94.88% 

Eltrass et al. [157] 2021 Time domain Energy of signal 
Quantized Kernel 

Least Mean Square 
Z-O-N-F-S 

ACC=97.88%, 

SENS=98.8%, 

SPEC=97.65% 

Gao et al. [158] 2020 Non-Linear  

Approximate Entropy, 

Recurrence  

Quantification Analysis 

CNN ZO-NFS 

ACC=99.26%, 

SENS=98.84%, 

SPEC=99.26% 

Goshvarpour  et al. [159] 2020 Non-Linear  Lagged Poincare Plot KNN Z-F-S 

ACC=96%, 

SPEC=99.48%, 

SENS=95.19% 

Gu et al. [160] 2021 Raw Signal - 

Hierarchical 

discriminative sparse 

representation 

classifier 

Z-O-N-F-S ACC=98.8% 

Hassan et al. [161] 2020 Time-Frequency 
Complete Ensemble EMD 

with adaptive noise 
AdaBoost ZO-NF-S  ZONF-S 

ACC=97.6%  

ACC=99.2% 

Jana et al. [162] 2021 Time-Frequency STFT SVM ZONF-S 

ACC=97.63%, 

SENS=98.38%, 

SPEC=94.67% 

Jang et al. [163] 2020 Time-Frequency 
DWT and Phase-Space 

Reconstruction 

Neural Network with 

weighted fuzzy 
Z-S 

ACC=97.5%, 

SENS=95%, 

SPEC=100% 

Table 21 Studies that used Bonn database, published in 2020-2022 
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membership 

(NEWFM) 

Jiang et al. [164] 2020 Time-Frequency 

Scattering Transform, 

Fuzzy entropy,  

Log Energy entropy 

SVM ZO-NF-S ACC=99.87% 

Lee et al. [165] 2020 Time-Frequency DWT 
Hidden Markov 

Model 
ZONF-S 

ACC=99.54%, 

SENS=99.51% 

SPEC = 98.6% 

Li et al. [166] 2021 Time-Frequency STFT, WPD, KPCA TSK fuzzy system ZO-NFS ACC=98.67% 

Lian et al. [167] 2020 Raw Signal _ CNN Z-S 

ACC= 99.84%, 

SENS= 99.5%, 

SPEC=99.6% 

Ma et al. [168] 2021 Raw Signal _ CNN + RCNN  
ACC=100%, 

SPEC=100%, SENS 

100% 

Mandhouj et al. [169] 2021 Time-Frequency STFT spectogram CNN ZO-S 

ACC: 98.88%, SENS 

98.33%, 

SPEC=100% 

Mardini et al. [170] 2020 Time-Frequency DWT Naïve Bayes ZONF-S ACC=99.3% 

Mathur et al. [171] 2021 Frequency domain 

Ramanujan periodic 

subspace (RPS), energy of 

the projection 

SVM 

Z-S 

O-S 

N-S 

F-S 

ACC= 99.5%, ACC= 

98.6%, ACC= 98% 

ACC= 97.5% 

Molla et al. [172] 2020 Time-Frequency 
DWT, Graph Eigen  

Decomposition (GED) 
Feed-Forward NN ZONF-S ACC=99.39% 

Na et al. [173] 2021 Frequency domain DFT KNN ZONF-S ACC=99.4% 

Nogay et al. [174] 2021 Time-Frequency STFT spectogram CNN + ALEXNET ZO-NF-S ACC=100% 

Oinam et al. [175] 2020 Time-Frequency DWT 
MLP trained with 

hybrid PSO, GSA 

ZF-S  

F-S 

ACC=95.33%  

ACC=93% 

Omidvar et al. [176] 2021 Time-Frequency DWT, entropy 

SVM, MLP with GA 

for feature  

selection 

ZO-NF-S 

ACC=98.7% 

SENS=97.5%, 

SPEC=100% 

Pal et al. [177] 2021 Frequency domain FFT, Bubble entropy KNN Z-N-S ACC=99.73% 

Polat et al. [178] 2020 
Frequency domain + 

Time domain 
FFT + time features SVM Z-O-N-F-S ACC=82.5% 

Radman et al. [179] 2021 Time-Frequency DWT + FFT + time features Random Forest ZO-NF-S 

ACC= 99.33%, Sens 

= 98.33%, 

SPEC=98.88% 

Shekokar et al. [180] 2022 Raw Signal - LSTM Z-S ACC=99.5% 

Singh et al. [181] 2021 Time-Frequency 

Complete Ensemble EMD, 

dispersion  

entropy 

MLP ZO-NF-S ACC=98.7% 

Sujatha et al. [182] 2020 Time-Frequency 

DWT, Approximate  

entropy, Statistical  

features 

SVM ZONF-S ACC=96.5% 

Sukriti et al. [183] 2021 Time-Frequency 
Variational Mode 

Decomposition (VMD) 
Random Forest ZO-NF-S 

ACC=98.2%, 

SENS=99.7%, 

SPEC=98.7% 

Wang et al. [8] 2020 Frequency domain FFT weighted kNN Z-F-S ACC=99% 

Woodbright et al. [184] 2021 Raw Signal  CNN ZONF-S 

ACC= 98.65%, 

SENS=96.29%, 

SPEC=99.25% 

Yildiz et al. [185] 2021 Time-Frequency 
STFT spectogram, 

scalogram 

CNN, alexnet, 

resnet-18, googlenet 
ZO-NF-S ACC=100% 

Zeng et al. [186] 2021 Time domain Gray Recurrence Plot DenseNet NN ZONF-S ACC=100% 

Zeng et al. [187] 2020 Time-Frequency 
Intrinsic Time-Scale 

Decomposition, DWT, PSR 
MLP Z-O-N-F-S ACC=94% 

Zhang et al. [188] 2020 Raw Signal  CNN with Multi-Scale 

Non-Local Layer 
Z-O-N-F-S 

ACC=94.01%, 

F1=89.46% 

Zhang et al. [189] 2021 
Time-Frequency, Non 

Linear 

Frequency slice WT 

(FSWT), Fuzzy entropy, 

Higuchi FD 

t-distributed stochastic  

neighbor  

embedding (t-SNE) 

Z-O-N-F-S ACC=93.62% 
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Zhao et al. [190] 2020 Raw Signal  CNN 
ZO-NF-S  

Z-O-N-F-S 

ACC=96.73% 

ACC=93.55% 

Zhou et al. [191] 2020 Time-Frequency DWT, entropy features RBF NN 
ZO-NFS 

Z-O-N-F-S 

ACC=96.3%  

ACC=78.4% 

Zhou et al. [192] 2021 Time-Frequency WPD Graph-Based ELM ZONF-S ACC=94.8% 

Zubair et al. [193] 2021 Time-Frequency 

DWT, Spike  

Rhythmicity, Relative Spike 

Amplitude,  

Spectral entropy 

CatBoost ZONF-S ACC=97% 

Dehuri et al. [194] 2022 Time-Frequency DWT SVD-ELM Z-O-N-F-S ACC=95% 

Author Year Signal Transform Feature Extraction Classification 
Classification 

Problem 
Results 

Cao et al.[195] 2019 Time-Frequency STFT CNN, ELM 
a) seizure/non-seizure,  

b) preictal/ ictal/ interictal 

a) ACC=99.33%, b) 

ACC=98.62% 

Harpale et al.[196] 2018 Time-Frequency 

Time domain features+ 

FFT features + Pattern 

Adapted WT 

Fuzzy classifier ictal-interictal 
ACC=96.02% 

SPEC=94.5% 

Mansouri et al.[197] 2019 Frequency FFT, band power 
Assosiation  

Network 
seizure/non-seizure SENS=83% 

Tian et al.[198] 2019 Time-Frequency WPD, FFT TSK fuzzy system seizure/non-seizure 

ACC=98.3%, 

SENS=96.7%, 

SPEC=99.1% 

Birjandtalab et 

al.[199] 
2017 Frequency FFT, band power kNN seizure/non-seizure 

SENS=80.87%, F-

score=56.23% 

Ibrahim et al.[200] 2017 Time-Frequency DWT, Shannon entropy kNN seizure/non-seizure 
SENS=94.5%, 

FDR=1.14/h 

Author Year Signal Transform Feature Extraction Classification 
Classification 

Problem 
Results 

Gabr et al.[201] 2020 Time-Frequency 
STFT spectogram, 

scalogram 
CNN ictal-preictal-interictal ACC=97% 

Mouleesh-

uwarapprabu et 

al.[202] 

2020 Time-Frequency DWT 
Nonlinear Vector 

Decomposed NN 
ictal-interictal 

ACC=95.6%, 

SENS=94.7%, 

SPEC=94.1%, 

Recall=89.3%, 

Precision=78.1% 

Zhang et al.[203] 2020 Frequency Domain DFT, band energies 
Attention Network 

AttVGGNet 
ictal-interictal 

ACC=95.6%, 

SENS=94.7%, 

SPEC=94.1%, 

Recall=89.3%, 

Precision=78.1% 

Table 22 Studies that used CHB-MIT database, published in 2017-2019 

Table 23 Studies that used CHB-MIT database, published in 2020-2022 
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Khan et al.[204] 2020 Time-Frequency DWT LDA ictal-interictal 
ACC=99.6%, 

SENS=99.8% 

Akbarian et al.[205] 2020 Frequency Domain 
DFT, effective brain 

connectivity 
Autoencoder NN ictal-interictal 

ACC=97.91% 

SENS=97.65%, 

SPEC=98.06% 

Zeng et al.[206] 2021 Time-Frequency EWT + DWT kNN ictal-interictal 

ACC=99.77%, 

SENS=99.88%, 

SPEC=99.88 

Zhao et al.[207] 2021 Raw Signal Pearson Correlation 

Linear graph 

Convolution 

Network 

ictal-interictal 

ACC=99.3%, 

SENS=99.43%, 

SPEC=98.82%, 

F1=98.73% 

Nasiri et al.[208] 2021 Time-Frequency STFT CNN ictal-interictal 

ACC=91.71%, 

SENS=91.09%, 

SPEC=94.73% 

Zhang et al.[209] 2020 Time-Frequency STFT deep CNN, ImageNet ictal-interictal 

ACC= 97.75% 

Recall=98.44%, 

Precision=97.47% 

Hu et al.[210] 2020 Time Domain 
Local Mean 

Decomposition 
Bidirectional LSTM ictal-interictal 

G-mean 92.66% 

SENS=93.61%, 

SPEC=91.85% 

Slimen et al.[211] 2020 Time-Frequency 

EMD, DWT, dual-tree 

complete WT 

(DTCWT) 

LDA ictal-interictal ACC=100% 

Quintero-Rincón et 

al.[212] 
2020 Time Domain R-square value, RMS Random Forests ictal-interictal 

ACC=94.1%, TPR=92% 

TNR=96% 

Siddiqui et al.[213] 2020 
Time Domain + Non 

Linear 

Statistical + Entropy 

Features 

Random  

Forests,  
ictal-interictal 

ACC=66%, Recall= 

83.01% 

Bhandari et al. [214] 2022 Time-Frequency STFT+DWT 

Modified  

Tunicate Swarm, 

LSTM  

ictal-interictal 

ACC= 96.87%, 

SENS=98.7%, 

PREC=97.98% 

Authors Database Date 
Category of  

Features 
Feature Extraction Classification 

Classification 

Problem 
Results 

Zeng et al.[215] PUPH 2017 Non-Linear Permutation Entropy QDA 
ictal-preictal-

interictal 
ACC=90.3% 

Gao et al. [216] 
Bern- 

Barcelona 
2018 Time-Domain Statistical Features 

Autoregressive 

Linear Model 

Seizure-Non 

seizure 
F1= 93.75% 

Zhang & Yang et 

al. [217] 
TUH 2018 

Frequency,  

Non-Linear 

FFT, Statistical Features, Fractal 

Dimension 
SVM ictal-interictal ACC=99.4% 

Sriraam et al. 

[218] 
RMH 2018 Non-Linear Teager Energy MLP ictal-interictal 

SENS=94.38%, 

SPEC=98.25%,  

Ma et al. [219] Freiburg 2019 Time-Frequency DWT 
Dictionary 

Learning 
ictal-interictal 

ACC=98.5%, 

SENS=93.39%, 

SPEC=98.51% 

Mahmoodian et 

al.[220] 
Freiburg 2019 

Frequency, Non-

Linear 

FFT, Cross-bispectrum  

Analysis 
SVM 

seizure- non 

seizure 

ACC=96.8%, 

SENS=95.8%, 

SPEC=96.7% 

Alhussein et 

al.[221] 
TUH 2019 Raw Signal - 

CNN, Transfer 

Learning 
ictal-interictal ACC=87.96% 

Zhang et al.[222] TUH 2020 Time-Frequency DWT CNN ictal-interictal 
SENS=70.98%, 

SPEC=73.17% 

Sharma et al. [223] TUH 2020 Time-Frequency 

DWT, minimized orthogonal 

wavelet filter bank, Fuzzy  

entropy, Fractal Dimension  

SVM ictal-interictal ACC=79.34% 

Iešmantas et al. 

[224] 
TUH 2020 

Frequency 

Domain 
Phase-Locking Value CNN ictal-interictal ACC=74% 

Table 24 Studies that used other databases 
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Zhan et al. [225] Freiburg 2020 Time-Frequency 
DWT, Fourier Transform, 

Convolution Block  

Fuzzy C-means 

(FCM) 
ictal-interictal 

ACC=89.75%, 

SENS=85.52% 

Tuncer et al. [226] TUH 2021 Time-Frequency 

WPD, Chaotic one- 

dimensional local binary  

pattern (CLBP) 

SVM ictal-interictal 

ACC=96.23%, 

PREC=96.92%, 

Recall=95.01%, 

F1=95.93% 

Priyasad et al. 

[227] 
TUH 2021 Raw-Signal Attentive Feature Fusion deep CNN ictal-interictal F1 score=96.7% 

Lu et al. [228] 
Bern- 

Barcelona 
2021 Non-Linear 

Sample Entropy, Higuchi Fractal 

Dimension 
SVM ictal-interictal 

PREC 88%,  

Recall 79%,  

F1= 81%  

Mu et al. [229] Freiburg 2021 Time-Frequency 

DWT + Graph-regularized non-

negative matrix factorization 

(GNMF)  

Bayesian linear 

discriminant 

analysis (BLDA) 

ictal-interictal 

ACC=98.16%, 

SENS=93.2%, 

SPEC=98.16% 

Hadiyoso et al. 

[230] 
NSC 2021 Non-Linear 

Spectral Entropy, Katz & Sevcik 

Fractal Dimension 
Naïve Bayes 

Ictal- Preictal- 

Interictal  

ACC= 85.3%, 

SPEC= 92.7% 

SENS=85.3% 

 

Author Year Databases 

Chen et al.[231] 2017 Bonn, PUPH 

Solaija et al.[232] 2018 CHB-MIT, KU Leuven 

Raghu et al. [233] 2018 Temple, RMCH 

Kumar et al. [234] 2019 Bonn, Bern 

Jiang et al. [235] 2019 Temple, Bonn 

Raghu et al. [236] 2019 Bonn, RMCH, CHB-MIT 

Al Ghayab et al.[237] 2019 Bonn, Bern 

Bilal et al. [238] 2019 Bonn, NSC 

Pandey et al. [239] 2019 CHB-MIT, MIH Arrythmia 

Wu et al. [240] 2019 CHB-MIT, INeuro 

Truong et al. [241] 2019 CHB-MIT, Freiburg,  

EPILEPSIAE 

Gómez et al. [242] 2020 CHB-MIT, EPILEPSIAE 

Sameer et al. [243] 2020 Bonn, NSC 

Lian et al. [244] 2020 Bonn, Freiburg 

Zhou et al. [245] 2020 Bonn, NSC 

Ansari et al. [246] 2020 CHB-MIT, Bonn, AIIMS 

Raghu et al. [247] 2020 CHB-MIT, Bonn, TUH, 

MUMC 

Abiyev et al. [248] 2020 CHB-MIT, Bonn 

Ayodele et al. [249] 2020 CHB, Temple 

George et al. [250] 2020 KITS, Temple 

Li et al. [251] 2020 Bonn, CHB, Freiburg 

Li et al. [252] 2020 CHB-MIT, Bonn, Temple 

Rout et al. [253] 2020 Bonn, NSC 

Wu et al. [254] 2020 CHB-MIT, Bonn 

Kiranmayi et al. [255] 2020 Bonn, custom 

Zhang et al. [256] 2020 Bonn, NSC 

Dash et al. [257] 2020 CHB-MIT, AIIMS, 

Custom 

Author Year Databases 

Jiang et al. [258] 2020 CHB-MIT, Bonn 

Liu et al. [259] 2020 Temple, EPILEPSIAE 

Lyu et al. [260] 2021 CHB-MIT, Custom 

Anuragi et al. [261] 2021 CHB-MIT, Bonn 

Supriya et al. [262] 2021 Bern, Bonn 

Panda et al. [263] 2021 Bonn, NSC 

Xiong et al. [264] 2021 CHB-MIT, Bonn 

Shankar et al. [265] 2021 CHB-MIT, Bonn 

Shariat et al. [266] 2021 CHB-MIT, Custom 

He et al. [267] 2021 CHB-MIT, Bonn, 

Pone_pat 

Liu et al. [268] 2021 CHB-MIT, Bonn 

Jiang et al. [269] 2021 CHB-MIT, Bonn 

Glory et al. [270] 2021 CHB-MIT, Bonn 

Wang et al. [271]  2021 Bonn, NSC 

Hu et al. [272] 2021 CHB-MIT, INeuro 

Praveena et al. [273] 2021 Bern, Bonn, Temple 

Peng et al. [274] 2021 CHB-MIT, Bonn, NSC 

Aayesha et al. [275] 2021 CHB-MIT, Bonn 

Hu et al. [276] 2021 CHB-MIT, INeuro 

Li et al. [277] 2021 CHB-MIT, Bonn 

Zarei et al. [278] 2021 CHB-MIT, Bonn, NSC 

Sahani et al. [279] 2021 CHB-MIT, Bonn 

Rafiammal et al. [280] 2021 CHB-MIT, Bern, Bonn 

Cao et al. [281] 2021 CHB-MIT, INeuro 

Huang et al. [282] 2021 Bonn, CHB-MIT 

Chen et al. [231] 2017 Bonn, CHB-MIT 

Jiang et al. [283] 2019 Bonn, CHB-MIT 

Table 25 Studies that used multiple databases 
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Author Year Databases 

Wang et al. [284] 2017 Bonn, CHB-MIT 

Yuan et al. [285] 2018 Bonn, CHB-MIT 

Lu et al. [286] 2018 Bonn, CHB-MIT 

Hussain et al. [287] 2019 Bonn, CHB-MIT 

Zhang et al. [288] 2019 Bonn, CHB-MIT 

Abdelhameed et al. [289] 2019 Bonn, CHB-MIT 

Author Year Databases 

Zhou et al. [290] 2018 CHB, Freiburg 

Yu et al. [291] 2019 CHB, Freiburg 

Sun et al. [292] 2019 Bonn, CHB-MIT, Freiburg 

Fu et al. [293] 2019 Bonn, PUPH 

 

 

 

Figure 36 summarizes the categorization of the experimental studies. 

5.2.4.3. Discussion and Statistics 

While various methodological approaches are presented, the most of them follow a 

basic structure as depicted in Figure 35. Initially, a preprocessing phase is conducted (or 

is pre-completed in the database recordings), involving filtering of the EEG signals and 

application of one or more artifact rejection methodology. During this phase, the 

frequency content is restricted, typically allowing frequencies in the [0.5-45] Hz range, 

which are of scientific relevance for EEG interpretation. Additionally, in many studies, 

the recordings are segmented into fixed-length time windows, determined either by 

assessing the optimal window length or through arbitrary selection. Subsequently, a signal 

transformation step may occur, utilizing established methods like FFT or DWT, and the 

Figure 36 Separation of the experimental studies based on the database used. 

Figure 35 The basic structure of a methodology that utilizes Machine Learning for the EEG 

epilepsy detection. 
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signal is often categorized into the five EEG rhythms: Alpha, Beta, Gamma, Theta, Delta 

(or another division specific to the study). Then comes the feature extraction stage, where 

the feature vector is formed, potentially incorporating elements from multiple domains 

(Time, Frequency, TF, or Non-Linear). Some studies even apply multiple TF 

transformations (like DWT combined with STFT) and conduct feature extraction on each. 

Following this, a feature selection process is undertaken to refine the feature vector to its 

most critical attributes for classification, or it is transformed using a method such as PCA. 

Finally, the chosen Machine Learning algorithm is trained to tackle one or more 

classification tasks. The study concludes with the reporting of performance results 

obtained through validation techniques like k-fold cross-validation or leave-one-patient-

out validation. 

The goal of this study is to present a comprehensive overview of the methodologies 

and databases utilized in epilepsy detection research over the past five years, serving as a 

reference for researchers looking to develop new detection methods. Following, the 

selected signal transformations and classifiers are discussed, and their popularity is 

quantified. Additionally, regarding the studies that employ multiple databases, insights 

about which databases are most commonly used together are provided. Concluding this 

review, there will be a comparative analysis with other related systematic reviews in the 

field of epilepsy, and a discussion on the limitations of the current methodology. 

Firstly, regarding the Signal Transformation step, it is evident that Time-Frequency 

methodologies are the most popular, with 59.84% of the studies employing one. As 

mentioned by Morales et al. [294], these transformations offer better interpretability over 

other EEG transformations because they provide the most direct information about the 

neurophysiological mechanisms of the EEG data. Furthermore, the fact that most Time-

Frequency methodologies produce an image output (for example STFT spectrogram), 

make them suitable for usage with CNN implementations. The most used Time-Frequency 

transform is the DWT (43.8% of them), with second being the EMD (13.7%) followed by 

STFT (12.3%). A noticeable trend is seen in the use of combined Time-Frequency (TF) 

methods in studies. While from 2017 to 2019, only 7.1% of studies using TF methods 

combined different TF techniques, this percentage increased significantly to 17.8% 

between 2020 and 2022. This shows that researchers are increasingly trying out more 

complex methods to improve epilepsy detection. Last but not least, another simple but 

important trend to note is the increase in studies using Raw-Signal methodologies. In the 

earlier period from 2017 to 2019, only 4.1% of studies (2 studies) used Raw-Signal 

approaches. However, this number grew to 8.9% (9 studies) in the later period from 2020 

to 2022. This increase is largely due to the enhanced computing power of modern systems, 

particularly in GPU performance. These advancements allow for the use of complex 

Convolutional Neural Networks that can process Raw-Signal data using 1-D 

convolutional layers. Figure 37 provides an overview of the popularity of each signal 

transformation. 
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Moreover, concerning the classifiers employed by the reviewed studies, 50% of them 

were traditional classifiers (like kNN, SVM or Naïve Bayes), the other 10% were 

ensemble methods (like Random Forests or Gradient Boosting), and the rest 40% were 

Neural Networks and deep learning architectures, with CNN being by far the most used 

scheme. Furthermore, a notable insight can be obtained from the comparison of the 

popularity of the type of the classifier used in the studies during the 2017-2019 and 2020-

2022 periods, as depicted in Figure 39. A significant increase in the popularity of the Deep 

Figure 37 Machine Learning methodologies that are applied in the studies of the review. 

Figure 38 Signal processing techniques and Transformations that are applied in 

the studies of the review. 
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Learning implementations can be observed, increasing 25% in popularity (25% to 50%). 

This is partially due to the fact that the computational power of the systems has increased. 

Yet more increase in their popularity is expected during the next years, due to the 

significant surge in the use of transformer networks, which are rapidly becoming a 

dominant force in various areas of machine learning and data analysis. 

 

Although a direct comparison of the performance of different classifiers would be 

useful in choosing a classification methodology for future research, it poses several 

limitations which make it impossible. Such limitations are: 

a) Not every study uses the same dataset. Even though there are studies conducted 

on the same database, the selection of EEG signals or subjects differs.  

b) Each study performs a different classification problem (i.e., studies on the 

Bonn DB evaluate any combination of Z-O-N-F-S). There is a huge number 

of different combinations of database used and problem addressed. 

c) Expanding the previous limitation, there is a deficiency in the number of 

studies using a standardized classifier, database, and problem definition, which 

hinders the ability to conduct a thorough statistical analysis of variations in 

classifier performance. 

d) Some studies might have methodological shortcomings, like overfitting, 

leading to artificially inflated performance scores. 

Figure 39 Comparison of Machine Learning methodologies used in the 2017-2019 and the 

2020-2022 period. 
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Having established these limitations, a visualization of the performance of different 

classifiers on the same database is presented in Figure 40. The Bonn database studies were 

divided into the three problems, namely Healthy-Ictal-Interictal, seizure detection, 

Healthy-Interictal, while for CHB-MIT and Other databases, only the seizure detection 

problem has been explored. Furthermore, the CNNs are considered a different category 

than the rest of the Neural Networks, due to their popularity. It is observed that CNN along 

with the other Neural Network architectures achieved the greatest performance in all the 

problems. 

Moving forward to the comparison of the popularity of the existing public databases, 

it is notable that the Bonn database is the most utilized one with almost half of the studies 

(46.8%) utilizing it alone. Not only that, but 72.31% of the multiple database studies make 

use of the Bonn recordings, despite the important limitations of the Bonn database that 

were discussed earlier. The CHB -MIT database is the second most used, while the 

Figure 40 Average accuracy of the different classifiers reported in the studies for each database. 

Studies on the Bonn database are divided into 3 categories namely Healthy-Ictal-Interictal, 

Seizure Detection and Healthy-Interictal.  In this figure CNNs are considered a different category 

from Neural Networks due to their increased importance. 
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Freiburg database, although once popular, is no longer preferred, due to not being freely 

available anymore. To illustrate the popularity of each database, as well as the 

employment of each database on the studies with multiple databases, Figure 41 is created. 

In this left side the popularity of each database, and on the right side the popularity 

regarding only the multiple databases studies is illustrated. 

Furthermore, an intriguing aspect of the systematic review involved evaluating the 

relationships between databases, particularly in terms of their coexistence in studies that 

utilized multiple databases. A chord diagram is created, which models the connection of 

two databases with a chord, the width of which demonstrates the importance of the 

connection. The strong connection between the Bonn and the CHB-MIT database can be 

observed, since 47.7% of the multiple database studies employ the combination of these 

two. The second most important combination is that of Bonn and Neurology Sleep Center 

databases, coexisting on 13.8%of the studies. Another notable connection is that of CHB-

MIT and Freiburg databases, which exists at the 9.2% of the multiple database studies. 

The quantification of these connections can be found in Table 26 while the chord diagram 

visualization can be found in Figure 42. 
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CHB-MIT 47.7% -- -- -- -- -- -- 

Freiburg 4.6% 9.2% -- -- -- -- -- 

Table 26 Each cell represents the percentage of studies that used axis x & axis y combination 

of databases, from the total of multiple database studies. 

Figure 41 Popularity of each database on the reviewed studies. The barchart on the right is 

concerning the Multiple Databases section, in which each bar represents the percentage of the 

studies that examine a certain database. 
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INEURO   5.9%   -- -- -- -- 

PUPH 3.1%     -- -- -- -- 

Bern 7.8% 1.5%   -- -- -- -- 

Temple 6.2% 4.6%   1.5% -- -- -- 

NSC 13.8% 3.1%       -- -- 

KU Leuven   1.5%       -- -- 

RMCH 1.5% 1.5%     1.5% -- -- 

MIH Arr.   1.5%       -- -- 

Mayo Clinic   1.5% 1.5%     1.5% -- 

EPILEPSIAE   3.1% 1.5%   1.5%   -- 

AIIMS 1.5% 3.1%         -- 

Maastricht 1.5% 1.5%     1.5%   -- 

KITS         1.5%   -- 

Pone_pat 1.5% 1.5%         -- 

5.2.4.4. Related work comparison 

Numerous extensive review papers have been published in 2021-2022, focusing on 

Machine Learning in EEG Epilepsy detection and the latest developments in this area. 

These studies are concisely summarized in Table 8. However, none of these reviews 

Figure 42 Chord diagram modeling the connection of databases co-existing in studies 

that employ multiple databases. 
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adopted a PRISMA-based methodology for a systematic evaluation of EEG-based 

epilepsy detection studies. Our review offers a distinct advantage over other recent related 

reviews by methodically collecting, analyzing, and evaluating experimental studies in line 

with the PRISMA statement. This approach provides valuable insights at each stage of 

developing an EEG-based epilepsy detection methodology. Specifically, we offer an in-

depth comparison of public databases in terms of their characteristics, frequency of use in 

other studies, and their inter-combinations. Additionally, we conduct a thorough 

assessment of the Signal Transformation and Feature Extraction phases, analyzing 

prevalent trends and their evolution post-2020. Similarly, we scrutinize the Classification 

Step, highlighting the rising popularity of Neural Networks in recent years through 

detailed descriptions and visual aids. 

It is, however, crucial to acknowledge the limitations of this review. Firstly, the 

extensive scope of our study, covering 190 studies, precluded an individualized evaluation 

of each implementation. Instead, we opted for a broader analysis of distinct steps, as 

outlined in Tables 1-5. Moreover, a systematic comparison of classifier performances was 

not feasible due to various previously mentioned challenges, making the accuracy score 

comparisons in our study indicative rather than definitive guides for selecting the best 

methodology. Lastly, the vast volume of research in EEG epilepsy detection necessitated 

a focus on studies from a specific timeframe (2017-2022), which limited our ability to 

track methodological trends over a longer period. Table 27 presents a concise analysis of 

review studies with related analysis. 

Author Year Search Methodology Years of Coverage Inclusion Criteria / Focus 

Saminu et al. [295] 2022 Not Reported 2016-2021 Computed Aided Devices, EEG or MRI, 

Ahmad et al. [296] 2022 Not Reported Not Reported EEG, Epilepsy, Deep Learning/ Machine Learning,  

Further inclusion or exclusion criteria are not reported 

Praveena et al. [297] 2021 Not Reported Not Reported EEG, Epilepsy, Deep Learning  

Supriya et al. [298] 2021 Not Reported Not Reported Graph Theory, EEG, Epilepsy 

Rasheed et al. [299] 2020 Not Reported 1970-2019 EEG, Epilepsy, Deep Learning/ Machine Learning, prediction, Focus 

on discussion of Machine Learning pitfalls 

This study 2022 PRISMA 2017-2022 EEG, Epilepsy, Detection, Machine Learning, Published DB 

Focused 

 

  

Table 27 Related review papers comparison, regarding EEG-based epilepsy detection. 
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5.3. Brain-Computer Interfaces for analyzing cognitive 

states  

The last section of the doctoral research contains studies that employ a Human-

Computer Interaction protocol along with EEG recording to analyze a cognitive state or a 

learning disability. Specifically, three papers were published, one regarding the study of 

high-altitude stress through a Virtual Reality environment and EEG + electrocardiogram 

(ECG) combination, one regarding the evaluation of dyslexia through machine learning 

on EEG derived from an Interactive Linguistic Language tool specifically designed for 

this research, and one about exploring the haptic perception during active touch on 

different surfaces with open eyes. 

5.3.1. Assessing Electroencephalography as a Stress 

Indicator: A VR High-Altitude Scenario monitored 

through EEG and ECG 

This article was published in the open access journal MDPI Sensors, during August 

2022. Humans experience stress as a fundamental part of their daily lives. When faced 

with stress, individuals often enter a state of hyperarousal, experiencing involuntary 

changes like fluctuations in respiratory rate, muscle tone, or heart rate, alongside 

subconscious neuroendocrine adaptations [300]. In the short term, activating the stress 

system can positively impact motivation, attention, and goal-oriented behavior. However, 

long-term stress is associated with negative effects on physical and mental health, 

including impairing memory and contributing to mood disorders [301]. Over the past 

decades, the academic world has delved into the concept of stress, focusing on its 

neurophysiological processes, and examining its two main components: the 'stressors' 

(causes of stress) and the 'stress response' (the body's reaction) [300]. Stress is classified 

into three types according to the literature: acute, associated with short, intense exposures; 

episodic, tied to repeated occurrences over limited periods; and chronic, linked to ongoing, 

long-lasting stressors [302]. 

 

Research into stress, employing diverse approaches, investigates various biomarkers 

like cortisol levels, heart rate metrics, galvanic skin response, pupil diameter, and others, 

following the induction of a specific stressor. Designing these experimental frameworks 

is challenging, particularly considering the individual variations in stress responses, 

coping mechanisms, and personal perceptions. Stress responses are complex, manifesting 

 

The author list ordered as published was: Vasileios Aspiotis, Andreas Miltiadous, Konstantinos 

Kalafatakis, Katerina D. Tzimourta, Nikolaos Giannakeas, Markos G. Tsipouras, Dimitrios Peschos, 

Euripidis Glavas, Alexandros T. Tzallas. The first two authors shared first co-authorship of the article. 
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in behavioral, cognitive, psychological, or neurophysiological patterns, which must be 

carefully considered from the research perspective. The selection of assessment methods 

and stress-inducing stimuli is critical for generating results that are reliable, measurable, 

and replicable. A range of methods to induce stress have been used in studies, including 

performance-based, psychological, or social tests like the Trier Social Stress Test [303] 

and the Maastricht Acute Stress Test [304]. These varying approaches adopted by 

researchers come with their own sets of pros and cons, differing in elements such as 

unpredictability, controllability, consistency across different ages and demographics, and 

factors like cost and equipment availability. 

Recent advancements in Virtual Reality (VR) and Head Mounted Displays (HMDs) 

are being leveraged by researchers to explore specific stressors and trigger particular stress 

responses. HMDs provide a unique combination of feasibility, repeatability, and control, 

while also paving the way for creative and tangible innovations. Highly immersive virtual 

environments, capable of replicating real-life scenarios or creating entirely fantastical 

ones, allow for significant levels of interaction and immersion. Research involving stress 

induction using VR HMDs has led to innovative adaptations of traditional stress tests like 

the Trial Social Stress Test or the Maastricht Acute Stress Test, yielding promising 

outcomes. Additionally, VR enables the creation of novel scenarios that would be too 

costly, risky, or impractical to execute in real life, such as train or roller coaster 

simulations, horror-themed experiences, escape from perilous situations, emergency 

response scenarios, and more [305]. Another method for inducing physiological stress is 

exposure to high altitudes. Based on utilizing specific phobias as stressors and the well-

established connection between fear and the activation of the stress system, this approach 

has been effectively used as a research tool to elicit physiological stress responses [306]. 

Given that the human brain plays a pivotal role in the stress response system [307], 

utilizing electroencephalography (EEG) to monitor its activity can reveal aspects of acute 

stress responses and lead to the discovery of novel detection methods. EEG analysis has 

been widely applied in the study of neurodegenerative diseases [308], cognitive disorders, 

and Brain-Computer Interface (BCI) applications. Despite its extensive use in these areas, 

EEG measurements have not been as thoroughly explored in stress research, in contrast 

to other types of neurophysiological data. In stress-related EEG studies, common 

approaches include analyzing brain activity and conducting automatic classification. 

Brain activity analysis often involves investigating functional and effective connectivity, 

with the former examining time-related coherence among neural activities. While these 

studies have yielded intriguing results using various analysis techniques, there is a lack of 

specific guidelines regarding the selection of EEG features and their integration. 

In this context, assessing brain region asymmetry is frequently utilized as a measure 

of functional connectivity. Research indicates that functional lateralization in the frontal 

cortex is linked to affective processing and may specifically serve as an indicator of 

physiological stress [309]. Frontal Alpha Asymmetry (FAA), in particular, is a metric used 

in numerous protocols to assess mental stress. FAA is derived from the logarithmic 

difference between two symmetrical frontal EEG electrodes (commonly F3-F4 or F7-F8). 
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A dominance in the right frontal area is associated with negative emotion regulation and 

tendencies towards social withdrawal, whereas left side dominance correlates with 

positive emotions, greater emotional adaptability, and more effective emotion regulation. 

Nonetheless, the use of FAA has predominantly been confined to experiments involving 

cognitive stress, such as mental stress induction, mathematical problem-solving, or 

computational tasks. Other measures of brain asymmetry have also been subjects of study, 

including Occipital Alpha Asymmetry (OAA), which has been linked to low 

responsiveness to antidepressants [310], and anxiety related to physical performance. 

However, these findings have not been consistently replicated in larger, multicenter 

studies [311]. 

In the past five years, there have been notable advancements in evaluating stress 

through Virtual Reality (VR) environments. Yet, only a few studies have incorporated 

multiple biomarkers, including EEG, for stress assessment [312]. Stolz et al. employed a 

VR environment featuring avatars with varying facial expressions and sounds in a threat-

conditioned context, using EEG's Event Related Potentials (ERP) to study cortical 

processing [313]. Fadeev et al. conducted a small-scale, custom study using various VR 

scenarios to observe changes in EEG, respiration rate, and heart rate as indicators of stress 

[314]. Wang et al. utilized the VR Richie’s Plank Experience for EEG data collection and 

classified subjects based on their self-reported fear of heights, analyzing the EEG signals 

[315]. However, to our knowledge, there are only a few studies that explore the 

relationship between EEG and ECG-established bioindicators like BPM within immersive 

VR settings [316], [317]. 

In our study, we seek to investigate the correlation between brain neurodynamics and 

a recognized cardiovascular biomarker for stress, utilizing VR HMDs to simulate a 

hazardous-type stressor. Our focus is on whether different brain regions activate in 

response to a VR high altitude scenario and how this relates to stress, using BPM as a 

verifying measure. Specifically, an increase in heart rate under these conditions would 

indicate stress, as the participants are not subjected to any physical exertion or 

environmental changes like temperature variations during the experiment, other than 

virtual high-altitude exposure. The rise in heart rate is a well-established marker of mental 

stress, as confirmed by various studies [318], [319], [320], [321]. Additionally, we aim to 

determine if frontal and occipital asymmetry is significantly impacted by this stressor and 

to explore potential correlations between brain area energy variations, FAA, OAA, and 

BPM. By dividing participants into two groups of interest and comparing EEG biomarkers 

between them, we seek to uncover how high-altitude stress may manifest differently 

among individuals. These insights could further our understanding of the brain's role in 

stress response and aid in developing VR Exposure Therapy methods, affective computing 

techniques, and diagnostics for stress-related disorders. 
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5.3.1.1. Methodology 

The experimental protocol, the EEG and ECG data processing, the feature extraction 

and the statistical analysis is explained in this section. A flowchart of the experiment is 

presented in Figure 43.  

(a) Subjects 

For this experiment, we selected twenty-one participants aged between 20 and 27 

years, comprising 8 females and 13 males, all with normal or corrected-to-normal vision. 

None had prior familiarity with the VR scenario utilized (Richie's Plank Experience steam 

game, reference), and their experience with HMDs was minimal to none. While 

participants were aware that the experiment involved a VR experience, they were not 

informed about its specific nature or the research goal of assessing stress. Out of the 21 

recordings obtained, only 18 were considered suitable for inclusion in the study. 

(b) Experimental protocol 

For the VR stimulus in this experiment, a Meta Quest 2 VR device was used, while 

EEG recordings were captured using a DSI-24 wearable EEG device, equipped with 21 

electrodes. The Quest 2 VR headset provides a resolution of 1920x3664 with 773 PPI and 

offers a frame rate ranging from 60 to 120 Hz. It features a virtual grid created by inside-

out tracking, delineating the user's movement boundaries. The DSI-24, manufactured by 

Wearable Sensing in San Diego, CA, USA, is a wireless EEG headset with dry electrodes. 

Electrodes Fz, F3, F4, Cz, C3, C4, T7, T8, Pz, P3, P4, P7, P8, O1, O2, A1, and A2 were 

Figure 43 Flowchart of the experiment. 
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positioned as per the 10-20 international standard. However, four electrodes originally 

intended for F7, F8, Fp1, and Fp2 were moved upwards to accommodate both the VR and 

EEG headsets comfortably, leading to their exclusion from this study. Additionally, two 

electrodes placed under the heart on the sternum recorded ECG activity. These ECG 

electrodes, included in the DSI-24 bundle, connect directly to the headset, eliminating the 

need for EEG and ECG signal synchronization. The sampling rate was set at 300 Hz, and 

electrode impedances were maintained below 5KΩ throughout the study. The Cz electrode 

was used as the ground for the EEG recordings. 

The Richie's Plank Experience steam game is a VR simulation that transports players 

to the top of a skyscraper, challenging them to walk and ultimately jump off a plank 

protruding from the building. In our experiment, a real wooden plank, matching the 

dimensions of the virtual one, was placed on the floor for participants to physically walk 

on. Initially, participants were equipped with the EEG, ECG, and HMD devices and given 

time to acclimate to the equipment. They were then asked to stand with their eyes closed 

for 1-2 minutes, during which a resting state EEG recording was taken. Subsequently, 

they were instructed to open their eyes, finding themselves in a virtual elevator at the 

ground floor of a building. Participants were encouraged to explore their surroundings 

from within the elevator, while the EEG and ECG devices continued recording. They then 

pressed a button inside the elevator, which took them to the top floor, where the door 

opened to reveal the plank. At this moment, they realized the existence of the actual plank 

in front of them. Participants were instructed to walk across the plank and then jump off. 

This sequence – elevator ascent, plank walk, and jump – constituted the stress-inducing 

part of the experiment. Post-experiment, participants were informed about the study's 

focus on stress assessment through VR HMD and were asked to complete the Perceived 

Stress Scale questionnaire. An overview of the experimental setup is presented in Figure 

44. 

Figure 44 Experimental design of the EEG+VR stress protocol. 
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(c) Preprocessing 

For preprocessing, the EEGLAB Matlab Toolbox was utilized. The EEG recordings 

were re-referenced to the A1 and A2 electrodes positioned on the mastoids. Frequencies 

between 0.4-48Hz were isolated using a 4th order Butterworth band-pass filter. The EEG 

data were divided into three separate files: resting state, calm state, and stress state. 

Artifact rejection involved the use of both ASR and the ICA) method across all signals, 

employing the FastICA algorithm. A conservative threshold of 17 was selected for ASR 

as the maximum acceptable standard deviation in a 0.5-second window. In ICA, 

components identified as eye or muscle artifacts with a probability of 0.9 or higher were 

automatically excluded. Figure 3 illustrates four distinct Independent Components 

identified by the “ICLabel” automatic classification routine in EEGLAB. The first two 

components, identified as eye artifacts, and the third component, identified as a muscle 

artifact, were removed. The fourth scalp heatmap, representing a brain component, was 

not removed. 

Following this, the signal was segmented into 4-second epochs, and the PSD for each 

frequency band at every electrode was computed using the Welch method. The frequency 

bands were categorized as follows: 

• Delta: 0.5 – 4 Hz 

• Theta: 4 – 8 Hz 

• Alpha 8 – 13 Hz 

• Beta: 13 – 25 Hz 

• Gamma 25 – 45 Hz 

In the end, each frequency band was averaged across each brain region. 

The preprocessing of the ECG signal involved several steps. Initially, a FIR filter was 

applied to the signal. This was followed by the use of a peak enhancement function, which 

normalized the amplitude and accentuated the R-peak amplitude relative to other parts of 

the signal. For R-peak detection, an adaptive peak detection threshold was employed. 

Once the peaks were identified, a 6-second sliding window technique was used to 

calculate the Beats Per Minute (BPM) at each time point. Subsequently, the BPM signal 

underwent a smoothing process using 3-second averaging windows. The ECG signal was 

also divided into three segments: resting state, calm state, and stress state. The average 

BPM was calculated for each of these segments. 

(d) Feature extraction 

In this section, we present the computed EEG and ECG metrics for each participant. 

Concerning the EEG, the power of each band, calculated for every 4-second time window, 

was averaged across the three distinct states. Subsequently, the average power for each 

band was determined for specific brain regions. These brain regions are defined as: 

• Occipital= {O1,O2} 
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• Temporal= {T3, T5, T6, T4} 

• Parietal= {C3, Cz, C4, P3, Pz, P4} 

• Frontal= { F7, F3, F4, F8} 

The difference of band power across each region and each band was calculated as the 

band power at the stress state, minus the stress state at the calm state. In each state, the 

PSD for each band is calculated over distinct 4-second windows and subsequently 

averaged. The Welch method, used for estimating the PSD, segments the signal into non-

rectangular windows utilizing the Hamming method. Finally, for L time windows, we 

define the periodogram for each window as: 

𝑌i(ω) =
1
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And the average energy of each window 𝑄 is calculated as: 

𝑄 =
1
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 (5.14) 

 

(e) Asymmetry Measures 

The FAA and OAA were calculated. FAA is a widely employed metric to express the 

asymmetry of the frontal cortex and is calculated as [309]: 

𝐹𝐴𝐴 = 𝑙𝑜𝑔(𝐹4) − 𝑙𝑜𝑔(𝐹3) 

or 

𝐹𝐴𝐴 = 𝑙𝑜𝑔(𝐹8) − 𝑙𝑜𝑔(𝐹7) 

(5.15) 

 

A positive FAA signifies increased Alpha power on the right side. Studies indicate 

that right-sided Alpha power correlates with heightened activation of the left hemisphere 

of the brain, and conversely for the left side [23]. Therefore, a positive FAA value is 

indicative of left-hemispheric activation. In this research, the asymmetry score is 

determined using the F4-F3 electrode combination. Following the calculation of the PSD 

for each time window, the FAA score is computed. 

Like the FAA, the OAA metric was calculated as:  

𝑂𝐴𝐴 =  𝑙𝑜𝑔(𝑂2) − 𝑙𝑜𝑔(𝑂1) (5.16) 
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5.3.1.2. Results 

The dissimilarities of the different states presented through a statistical approach 

through the different EEG, ECG and questionnaire metrics were the quantifiable results 

of this study. First of all, an indicative BPM diagram throughout the experiment was 

presented to illustrate the different stages of it as well as the alterations on the heart rate 

caused due to stress. Figure 45 presents this BPM diagram. This observation reveals that 

the participant experienced heightened heart activity during the stressful state (indicated 

by the light blue area), confirming that being on the top floor of the skyscraper was indeed 

a stressful experience. 

This study conducted a comparative analysis of Alpha, Beta, and Gamma band powers 

across calm and stress states in all brain regions. Figure 46 showcases a comparison of 

BPM across subjects between the calm state (ground floor of the elevator) and the stress 

state (top floor). It also presents the analysis of Alpha, Beta, and Gamma bands in each 

brain region. Notably, the occipital area exhibited significantly higher engagement than 

other regions during the stress condition. To assess the significance of changes in ECG 

and EEG biomarkers, statistical analyses were carried out on various parameters: Alpha, 

Beta, and Gamma power in the Frontal, Parietal, Temporal, and Occipital regions, along 

with OAA, FAA, and BPM. Initially, a Kolmogorov-Smirnov test confirmed the normal 

distribution of each marker. Subsequently, a paired T-test was used to determine the 

statistical significance of changes between calm and stress states for each marker. The 

paired T-test results, detailed in Table 28, indicated statistically significant changes in the 

Alpha, Beta, and Gamma bands of the Parietal, Temporal, and Occipital regions, as well 

as in BPM, with two-sided p-values of the paired T-test being less than 0.05. Changes in 

the Alpha and Beta bands in the Frontal region were not statistically significant, although 

one-sided p-values for Frontal Alpha and Beta were less than 0.05. As anticipated, BPM 

Figure 45 BPM of a participant throughout the experiment. 
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changes were statistically significant. However, changes in FAA and OAA did not yield 

statistical significance. 

 

Calm-Stress  t One-Sided p Two-Sided p 

Frontal 

Alpha -

2.036 

0.030* 0.060 

Beta -

1.890 

0.039* 0.078 

Table 28 Paired T-tests regarding the alteration of each measure between the states calm and 

stressed. The * symbol indicates statistical significance with p value < 0.05 

Figure 46 Calm and Stress state comparison of BPM and Alpha, Beta and 

Gamma Bands. 
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Gamma -

1.239 

0.117 0.234 

Parietal 

Alpha -

3.620 

0.001* 0.003* 

Beta -

4.265 

0.000* 0.001* 

Gamma -

4.359 

0.000* 0.001* 

Temporal 

Alpha -

3.807 

0.001* 0.002* 

Beta -

3.315 

0.002* 0.005* 

Gamma -

3.039 

0.004* 0.008* 

Occipital 

Alpha -

2.701 

0.008* 0.016* 

Beta -

3.823 

0.001* 0.002* 

Gamma -

4.506 

0.000* 0.000* 

 

BPM -

4.327 

0.000* 0.001* 

FAA -

0.599 

0.279 0.557 

OAA 1.008 0.164 0.328 

The significant variance in occipital activation highlighted in Figure 5 necessitated an 

investigation into whether this activation was associated with stress induced by visual 

stimuli. To explore this, we divided participants into two groups. The first group 

comprised individuals with a normal baseline heart rate (BPM<100) that did not increase 

by more than 13 BPM under stress. The second group included those with a normal 

baseline heart rate but experienced an increase exceeding 13 BPM during stress; this 13 

BPM (0.22 Hz) threshold was established based on a review of relevant literature [322]. 

An increase in BPM beyond 13 was deemed significant, whereas an increase less than 13 

was considered insignificant. Group 1 consisted of 7 participants, while Group 2 had 9. 

Two participants were excluded due to a high baseline BPM. Figure 47 presents a scalp 

heatmap contrasting brain activity between a member of Group 1 and one from Group 2, 

with color coding reflecting deviations from the average Power Spectral Density for each 

band, measured in 10*log10(μV2/Hz), ranging from -8 (deep blue) to +8 (deep red). 

Figure 48 showcases a comparison of occipital activity, OAA and FAA change between 
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the two groups, suggesting that occipital activity could serve as an indicator of stress 

system activation in response to visual stimuli. 

A paired T-test was performed in the entire participant pool to examine if the change 

in the OAA and FAA scores was statistically significant. Then, the same paired T-tests 

Figure 48 Alterations in Occipital activity, OAA and FAA between the 2 groups 

(calm group, stressed group) 

Figure 47 Comparison of brain heatmaps between subjects from the two groups, 

focusing on the Theta, Alpha, Beta, and Gamma energy bands. 
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were performed for each group separately. The results of the tests can be found in Table 

29. As observed, no statistically important alterations were found for the group 1. 

However, group 2 has shown statistically significant changes in OAA. 

 

 

OAA calm-Stress FAA calm-Stress 

 

t One-Sided p Two-Sided p t One-Sided p Two-Sided p 

Group 2 2.733 0.015* 0.029* 
-

0.203 0.422 0.845 

Group 1 

-
1.971 0.072 0.143 

-
1.269 0.147 0.294 

The next step was to examine whether the alteration of each power band was correlated 

to the alteration of the BPM between the calm and stress states, using a Spearman 

Correlation test. Interesting observations were made, as presented in Table 30 

Frontal 

Delta Theta Alpha Beta Gamma 

0.16 0.18 0.37 0.23 0.24 

Temporal 

Delta Theta Alpha Beta Gamma 

0 0.26 0.47 0.32 0.31 

Parietal 

Delta Theta Alpha Beta Gamma 

0.17 0.079 0.44 0.31 0.22 

Occipital 

Delta Theta Alpha Beta Gamma 

0.64* 0.5* 0.55* 0.44 0.43 

5.3.1.3. Discussion 

This research delved into the EEG characteristics of the human brain under stress, 

particularly at high altitudes, simulated within a VR setting. Heart rate measurements were 

utilized as a corroborative indicator of stress presence. The study focused on the power of 

each brain region's band and brain activation asymmetries in relation to EEG data. 

In recent years, VR environments have been increasingly employed to elicit emotional 

responses in studies [314], [323]. Common measures for assessing stress in VR research 

Table 29 Paired T-test in asymmetry scores for groups. The symbol * indicates statistical 

significance with p value <0.05 

Table 30 Spearman Correlation of the alteration of each power band with the alteration of 

BPM 
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include eye tracking [324], questionnaires [325], respiration signals, and ECG [326], 

while the use of EEG has been less frequent [48]. One major challenge has been 

integrating EEG with VR headsets due to practical difficulties. For instance, Hu et al. 

conducted a study using Richie's Plank Experience software to categorize participant fear 

levels through EEG [327]. Similarly, Fadeev et al. analyzed the impact of different VR 

scenarios on subjects with intense emotional responses due to health conditions [314]. 

However, our study stands out by combining two crucial elements: 1) a well-documented 

biomarker for verifying stress, and 2) continuous EEG recording during the experiment, 

not just at fixed intervals. 

Several studies have utilized EEG signals for mental stress assessment, as outlined by 

Katmah et al. [328]. Techniques like connectivity methods, spectral analysis, and 

asymmetry characteristics have been investigated as stress markers. Frontal Alpha 

Asymmetry and Frontal power have also been explored as indicators of stress [329], [330]. 

However, these studies often involved mathematical or social challenges as stressors 

[331], whereas our research associates stress with visual stimuli, anticipating increased 

occipital activity. We introduce an uncommon measure, occipital Alpha asymmetry, to 

explore its connection with stress. 

Frontal Alpha EEG asymmetry, indicative of relatively stronger neural activity in the 

left frontal cortex compared to the right, is recognized in psychological research as a key 

marker in affective processing. It's often considered either a predictor or an outcome 

variable linked to motivation, emotion regulation, and psychopathology. However, its 

relation to complex neural dynamics and psychological mechanisms means that its 

replicability across different experimental setups and study populations is inconsistent. 

The connection between FAA and stress system mobilization remains a subject of ongoing 

research. Current evidence does not establish a link between FAA and other stress 

induction markers [332], [333], and resting FAA has not been consistently identified as a 

reliable marker for post-traumatic stress disorder. In line with these findings, our study 

did not observe a significant presence of FAA during the stress-inducing segment of the 

experiment. 

In this study, we noted the occurrence of occipital Alpha EEG asymmetry during the 

experiment's stressful phases. The significance of this finding remains uncertain, calling 

for additional research, as there are limited sources discussing the physiological or 

psychological implications of OAA. OAA, however, has been associated with the 

activation of the behavior inhibition system (BIS) - a neuropsychological system that 

influences an individual's reaction to anxiety-inducing stimuli in their environment [334]. 

We speculate that the BIS may have been engaged during the experiment's high-stress 

moments, particularly when participants were walking on the narrow plank and facing the 

challenge of jumping from a great height. 

Recent meta-analyses suggest that heart rate variability (HRV) in the context of stress 

may indicate the extent of integration between higher-level cortical systems and the 

brainstem nuclei regulating the heart [335]. Stress-induced variations in HRV could 

mirror the neural processing differences in response to stress. Accordingly, we divided 
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our study participants based on their stress-induced heart rate changes to examine if EEG 

markers varied between these groups. Our data, highlighting strong correlations between 

occipital EEG rhythms and heart rate and differences in occipital EEG activity and OAA 

between groups, further endorse the notion that these EEG changes are stress-related and 

possibly associated with inherent traits. 

However, there are limitations to this study. The integration of the EEG device with 

the VR headset was complex, leading to the exclusion of the four frontal electrodes to 

ensure proper fitting for all participants. Additionally, individuals with a head 

circumference smaller than 54 cm were not included due to device size constraints. Time 

limitations also restricted the size of our participant pool. Other potential stress indicators, 

like HRV features, were not analyzed at this stage. Also, some collected data, such as the 

Perceived Stress Scale questionnaire responses, were not included in the experimental 

protocol. 

Looking ahead, our research plans include further exploration of EEG as a stress 

indicator. We aim to integrate HRV features into our methodology to uncover potential 

correlations between EEG attributes and stress mechanisms. We also plan to develop a 

method for real-time, automatic stress detection from EEG signals using advanced 

Machine Learning techniques. This approach may incorporate Perceived Stress Scale 

questionnaire scores to predict stress levels accurately. Finally, we are looking to expand 

our study to include more virtual environment stressors to examine various stress 

manifestations. 
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5.3.2. Classification of EEG signals from Young Dyslexic 

Adults combining a Brain Computer Interface device 

and an Interactive Linguistic Software Tool 

This article was published in the journal Elsevier Biomedical Signal Processing and 

Control, during March 2022. The hypothesis of a magnocellular pathway deficit as a 

potential cause of dyslexia offers an alternate explanation for auditory and visual 

processing challenges. Numerous studies have leveraged machine learning techniques 

with anatomical brain imaging to categorize these deficits, proving EEG graph measures 

to be both robust and dependable. This study aims to classify university students with and 

without dyslexia using a Brain Computer Interface (BCI) Device and an Interactive 

Linguistic Software Tool, to confirm the effectiveness of such technology in identifying 

dyslexia within a higher education setting. We recorded EEG signals from 12 university 

students diagnosed with dyslexia and 14 typically developed, age-matched peers using a 

wearable, sensory EEG recording device. The participants were tested under three 

experimental conditions: a) auditory discrimination, b) visual recognition, and c) visual 

recognition with background music. Spectral features from each EEG rhythm (δ, θ, α1, 

α2, β1, β2, γ) were utilized to train a Random Forests classifier, with the goal of 

pinpointing EEG features that distinctly mark dyslexia across various brain regions. The 

results demonstrated high accuracy, sensitivity, and specificity (exceeding 95%) 

throughout the brain, particularly in the left and right hemispheres. The most notable 

discrimination efficacy was observed in the third experimental condition, involving 

background music. Each experimental setup yielded high classification accuracy, 

effectively distinguishing between higher education students with and without dyslexia. 

Dyslexia, a prevalent specific developmental learning disorder, affects an estimated 

5–15% of students, though this figure varies widely due to differing criteria in reading 

assessment scales and diverse theoretical perspectives on dyslexia. Characterized as a 

specific deficit in reading acquisition not attributable to low IQ, inadequate education, or 

clear sensory or neurological impairments, dyslexia has been the subject of numerous 

theories, including the phonological and cerebral deficit hypotheses. 

Despite most dyslexia research focusing on children and its continuation into 

adolescence and adulthood, there remains a significant gap in literature regarding the 

persistence of reading difficulties into later life, with adult studies constituting only about 

6% of all dyslexia research. Notably, studies integrating neuroimaging techniques, 

particularly EEG, in adult dyslexia research are rare, suggesting that neurocognitive 

deficits, including connectivity issues, continue into adulthood. EEG, a non-invasive brain 

function measure, has been extensively used to explore brain behavior and offers further 
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understanding of cortical lateralization models. The application of Machine Learning 

Classifiers to identify dyslexia-specific brain patterns has been explored, and the role of 

musical elements perception in this context, though under-researched, could aid in 

differentiating individuals with and without dyslexia. 

This study focuses on classifying university students with and without dyslexia. We 

analyze EEG recordings from both dyslexic students and age-matched, typically 

developed peers, utilizing a Brain Computer Interface Device to ascertain its efficacy in 

detecting dyslexia within a higher education setting. Time domain features are extracted 

to form a feature vector, which is then used to train classifiers for nine different brain 

Regions of Interest (RoI). The accuracy levels of these classifiers were assessed across 

three different experimental conditions detailed in the methodology section. To our 

knowledge, this is the first comprehensive study of university students with dyslexia that 

examines a broad range of features across various experimental settings, achieving such 

high classification accuracy. 

5.3.3. Methodology 

The methodology consists of two parts. First, the EEG signal recording and acquisition 

protocol is described, where a wearable device is used to capture EEG signals from 26 

participants while using an interactive linguistic software, and then spectral features are 

extracted and used as features to train a Random Forest classifier for dyslexia detection. 

(a) Participant description 

This research involved 26 right-handed students from the University of Ioannina, 

Greece, who participated in an experiment assessing performance through a novel 

interactive application. This application measured audiovisual recognition and 

discrimination of words under three experimental conditions. The participants were 

divided into two groups based on the presence or absence of learning difficulties. The 

study included 12 students (6 females and 6 males) diagnosed with dyslexia, and a control 

group of 14 individuals (10 females and 4 males). All dyslexic participants had received 

early intervention, and no comorbidities related to dyslexia were reported. The age range 

was similar across both groups, with the dyslexia group averaging 21.58 years old and the 

control group 20.93 years old. Education levels were uniform across participants, as all 

were university students. Written informed consent was obtained from all participants 

before the commencement of the study. 

(b) Linguistic software tool description 

The application evaluates participants' responses across three experimental setups: (a) 

audio recognition, (b) visual discrimination, and (c) visual discrimination with 

background music. The tasks in these conditions were designed based on typical dyslexia-

related errors in the Greek language, particularly those involving visually similar letters 

(κ, γ, χ) or acoustically similar sounds (f, v, θ, ð). In each scenario, participants had to 
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identify the correct word from a set of three options (one real Greek word and two 

pseudowords), with an average response time of 8.5 seconds. 

In the audio recognition condition, participants differentiated between verbally 

presented words with similar sounds (e.g., fo΄vame, fo΄δame, fo΄θame). They viewed 

three numbered boxes on the screen and selected the number corresponding to the correct 

word. The visual discrimination condition required subjects to read words displayed on 

the screen, paying close attention to choose the correct one. The incorrect options included 

common dyslexic errors like sequential (fridge - frigde), insertion (computer – compluter), 

omission (bicycle - bicyle), or substitution (dog – tog). The final condition paralleled the 

visual discrimination task, with the added element of background music. For this part of 

the experiment, Mozart's Sonata for Two Pianos in D major, K. 448, was played, providing 

an auditory backdrop to the visual task. 

(c) Data acquisition and EEG processing 

EEG recordings were conducted in a room designed to minimize sound and light, 

capturing data while each participant engaged in the evaluation test. During the test and 

EEG recording, subjects remained seated in an upright position, relaxed and in a restful 

state with their eyes open. The length of each EEG recording varied from 21 to 38 minutes, 

averaging 28 minutes, and was dependent on the time each subject took to complete the 

test. Recordings were stopped immediately if any participant experienced discomfort with 

the device or procedure. In total, 5 hours and 51 minutes of EEG data were collected from 

dyslexic subjects, and 5 hours and 47 minutes from non-dyslexic subjects, accumulating 

approximately 11.5 hours of recordings. 

The Emotiv EPOC+, a popular commercial wearable EEG device, was employed for 

these recordings. This device features 14 sensors with corresponding felt pads positioned 

on the scalp following the International 10-20 System (AF3, F3, F7, FC5, T7, P7, O1, 

AF4, F4, F8, FC6, T8, P8, and O2). Two additional rubber electrodes were placed on the 

mastoids, serving as reference channels. With a sampling frequency of 128 Hz, electrode-

scalp connectivity was maintained using a saline solution applied to the sensor pads. The 

setup was carried out as per EmotivPRO Software guidelines, with regular checks for 

connectivity quality both at the start and during the recording. 

For EEG signal preprocessing, recordings were made using the linked mastoids 

montage. Post-recording, the EEG data was exported in “.edf” format and processed using 

MATLAB and the EEGLAB toolbox. A Butterworth notch filter was applied to eliminate 

50 Hz power line noise oscillations, and a high-pass FIR digital filter at 0.5 Hz was used 

to remove low-frequency oscillations. Subsequently, seven equiripple FIR filters were 

designed to isolate specific frequency ranges corresponding to the 5 EEG rhythms, thereby 

enabling extraction of spectral features from each frequency sub-band. The EEG 

recordings were then segmented into 10-second non-overlapping epochs for feature 

extraction.  
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(d) Feature extraction and Classification 

Energy for every band of interest from the FFT transformation and Shannon Entropy 

from the entire spectrum were extracted (for each 10 second epoch) to create the feature 

vector that was then used for the training of the classifier. 

For the classification, a Random Forests classifier was employed, and the evaluation 

is performed on the binary classification problem Control versus Dyslectic. Furthermore, 

other well-established classifiers namely Naïve Bayes, kNN, Decision Trees, SVM and 

MLP are examined for a performance comparison. To evaluate the effectiveness of each 

brain region on the total classification task, a separate classification is performed using 

only the electrodes of each unique brain region. Thus, in total, 9 classification tasks are 

performed from the respective RoIs, namely: 

• Entire brain (AF3, F3, FC5, T7, P7, O1, AF4, F4, FC6, T8, P8 and O2)  

• Left hemisphere (AF3, F3, FC5, T7, P7, O1)  

• Right hemisphere (AF4, F4, FC6, T8, P8 and O2)  

• Left frontal (AF3, F3) 

• Left temporal (T7, FC5)  

• Left occipital (O1, P7)  

• Right frontal (AF4, F4)  

• Right temporal (T8, FC6)  

• Right occipital (O2, P8) 
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5.3.3.2. Results 

The performance results were reported in terms of Accuracy, Sensitivity and 

Specificity. The performance metrics in terms of ACC are presented in Figure 49. 

Moreover, the comparison of the accuracies for every RoI are presented in Figure 51. A 

ROC curve analysis has taken place for every RoI and for every condition and the results 

of it are reported in Figure 51. The last figure in this study presents an overview of all the 

performance metrics for all RoIs and all conditions. The numeric results of the Random 

Forest classifier for each RoI are separated in 3 tables based on the condition and are 

presented in Table 31, Table 32 and Table 33. 

 

  

Figure 49 Accuracy scores of each classifier for the Dyslexia-Control problem. 

Figure 50 Accuracy, Sensitivity, Specificity scores for every RoI in every condition 
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RoI ACC (%)  SENS (%) SPEC (%) 

Entire brain 96.24 (1.66) 96.34 (1.67) 96.1 (2) 

Left hemisphere 93.02 (2.7) 93.37 (2.71) 92.58 (2.82) 

Right hemisphere 92.00 (2.7) 90.40 (2.73) 94.74 (3.44) 

Left frontal  86.98 (3.14) 89.12 (3.14) 84.49 (3.25) 

Left temporal 82.98 (3.35) 81.36 (3.36) 85.19 (3) 

Left occipital 81.07 (3.6) 81.02 (3.63) 81.14 (3.71) 

Right frontal  84.48 (3.27) 84.85 (3.28) 83.87 (3.78) 

Right temporal 83.22 (3.79) 81.44 (3.79) 85.87 (4.09) 

Right occipital 85.25 (3.58) 82.89 (3.59) 88.84 (3.89) 

Table 31 Classification results for each Region of Interest for the 1st condition 

Figure 51 ROC curves in different brain regions 

Figure 52 Comparison of the Accuracy scores for the different RoIs 
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RoI ACC (%) SENS (%) SPEC (%) 

Entire brain  95.12 (1.92) 97.34 (1.92) 93.08 (1.91) 

Left hemisphere 93.22 (2.17) 97.04 (2.18) 89.94 (2.17) 

Right hemisphere 87.25 (3.15) 86.51 (3.16) 88.02 (3.17) 

Left frontal  86.36 (3.69) 87.81 (2.94) 85.00 (2.94) 

Left temporal 81.34 (3.69) 80.58 (3.7) 82.05 (3.64) 

Left occipital 79.46 (2.88) 81.00 (2.89) 78.24 (3) 

Right frontal  83.10 (3) 81.36 (3) 85.07 (3.03) 

Right temporal 81.86 (3.47) 82.82 (3.47) 80.99 (3.47) 

Right occipital 83.58 (3.31) 82.19 (3.32) 85.05 (3.3) 

RoI ACC (%) SENS (%) SPEC (%) 

Entire brain 98.01 (1.53) 98.73 (1.53) 97.39 (1.62) 

Left hemisphere 95.37 (2.18) 97.41 (2.18) 93.39 (2.14) 

Right hemisphere 91.00 (2.81) 90.75 (2.81) 91.23 (2.84) 

Left frontal  86.02 (3.54) 89.77 (3.54) 82.68 (3.46) 

Left temporal 84.35 (3.26) 85.27 (3.26) 83.40 (3.25) 

Left occipital 88.19 (2.87) 90.38 (2.88) 86.07 (2.9) 

Right frontal  82.83 (3.39) 82.49 (3.4) 83.12 (3.53) 

Right temporal 85.02 (3.4) 87.17 (3.4) 82.91 (3.37) 

Right occipital 87.41 (2.88) 87.90 (2.89) 86.88 (2.89) 

 

5.3.3.3. Discussion 

In this study, we developed a methodology to identify EEG patterns associated with 

dyslexia across different brain regions. We analyzed EEG data from 12 dyslexic 

individuals and 14 non-dyslexic subjects during active tasks. Spectral features extracted 

from electrode pairs and clusters formed the basis of a feature vector used to train a 

Random Forests classifier, distinguishing between dyslexic and control groups. 

Our EEG-based approach yielded notable results in identifying the dyslexic group. 

The highest classification accuracy, sensitivity, and specificity were observed across the 

entire brain, followed by the left and right hemispheres, particularly in the left frontal 

region. Additionally, the most effective classification occurred during the third condition, 

where participants visually discriminated word groups with background music. 

This study also evaluated the Emotiv EPOC+, a commercial EEG wearable device, 

which demonstrated effective discrimination capabilities. This research highlights the 

Table 32 Classification results for each Region of Interest for the 2nd condition 

Table 33 Classification results for each Region of Interest for the 3rd condition 
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potential of lifestyle EEG devices to capture brain dynamic differences between healthy 

young adults and age-matched individuals with learning disorders, marking a pioneering 

use of lightweight wearable technology for dyslexia analysis. 

Despite yielding several statistically significant findings with high accuracy in 

classifying the two subject groups, there are notable limitations to this study. Firstly, the 

sample size, comprising 12 dyslexic students and 14 controls, may seem small. Secondly, 

the study's group categorization was based on previous formal diagnoses of reading and 

writing difficulties. It's important to note that university students with dyslexia generally 

have more extensive training in language and cognitive skills than other young dyslexic 

individuals. Nonetheless, the classification in this study effectively identified dyslexia 

patterns, underscoring the persistence of their learning challenges. Last but not least, the 

lack of Leave One Subject Out validation almost certainly overestimates the performance 

of the classifier. 

A significant practical issue encountered was the detachment of electrodes during 

recordings. Despite regular connectivity checks, we had to limit spatial information. Yet, 

the classification performance remained satisfactory. The results indicate that dyslexia can 

be detected with about 70% accuracy, even with a limited number of channels from the 

occipital/parietal region. 
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5.3.4. An ensemble method for EEG-based texture 

discrimination during open eyes active touch 

This article was published in the open access journal Engineering, Technology & 

Applied Science Research, during January 2024. Touch is a crucial sensory modality 

enabling humans to comprehend and interact with their surroundings. Often, touch relies 

on visual input to consolidate and verify sensory information. Discerning various 

materials and surfaces through touch involves intricate neurophysiological processes. To 

explore these processes, neuroimaging and neurophysiological tools are used, with EEG 

being the most prevalent. In this study, we aim to differentiate brain responses to touching 

diverse natural textures (smooth, rough, and liquid). Data were gathered using a 

commercially available EEG wearable device. We extracted time and frequency-based 

features, processed them with PCA decomposition, and utilized them to train a composite 

classifier comprising Random Forests, Support Vector Machine, and Neural Network. We 

achieved high accuracy rates of 79.64% for a four-class problem and 89.34% for a three-

class problem (Null-Rough-Water). These results demonstrate the effectiveness of our 

methodology in classifying distinct brain states elicited by various haptic stimuli. 

5.3.4.1. Introduction 

Touch is a fundamental human sense, critical for interacting with the environment and 

understanding material properties like shape, size, texture, and temperature. The sense of 

touch involves complex neurophysiological processes, where mechanoreceptors in the 

skin convert physical contact into nerve signals that reach the brain for interpretation. 

Haptic perception, integrating touch with proprioceptive and thermal information, allows 

for both discriminative and affective understanding of surroundings. 

Haptic perception encompasses both active and passive touch, with ongoing research 

investigating the neural and perceptual differences between these forms. Its importance 

extends beyond basic material distinction, contributing to emotional, social, and cognitive 

understanding. This growing research area has significant applications in medical, 

industrial, and technological fields, ranging from rehabilitation and assistive robotics to 

affective product design and haptic interfaces. 

Non-invasive methods like fMRI and EEG are key in studying the brain's response to 

touch. EEG's portability and high temporal resolution facilitate novel experimental 

scenarios in haptic research, employing techniques like PSD and ERP’s. Machine 

Learning advancements aid in classifying brain states under various haptic stimuli, 

examining aspects like roughness recognition and tactile pleasantness. 
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This study aims to explore the multisensory nature of haptic perception by 

distinguishing brain responses to different materials during active touch with constant 

visual contact. We propose a methodology using EEG signal classification to discriminate 

between natural material textures. Our experimental protocol includes EEG acquisition 

and preprocessing, feature extraction, PCA, and the use of multiple classification 

algorithms. An ensemble classification method, combining various algorithms, 

demonstrates superior performance in classifying EEG signals under diverse haptic 

stimuli. 

5.3.4.2. Methodology 

A brief description of the proposed methodology can be extracted from the flowchart 

in Figure 53.  

Figure 53 Flowchart of the methodology presented in the active touch classification 

study. 

 

The author list ordered as published was: Andreas Miltiadous, Vasileios Aspiotis, Dimitrios Peschos, 

Katerina D. Tzimourta, Al Husein Sami Abosaleh, Nikolaos Giannakeas, Alexandros T. Tzallas 
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(a) Dataset 

The experiment was conducted in a quiet, clinical setting. Participants, seated 

comfortably, were briefed on the procedure and allowed time to acclimatize to the device. 

Their dominant hand (confirmed via the Edinburgh Handedness Inventory [336]) was 

placed on an ergonomic arm support. They were instructed to gently rub different textures 

with their fingertips for one minute each, in a circular clockwise motion, maintaining 

visual contact with the materials. To ensure consistent movement and pressure, 

participants' arms were secured to the support with a rubber band, positioned at a height 

parallel to the surfaces. An experienced researcher supervised the entire process. The 

protocol involved: 

1. 1-minute eyes-open resting-state recording 

2. 1-minute recording during active texture rubbing smooth surface 

3. 1-minute rest 

4. 1-minute recording during active texture rubbing rough surface 

5. 1-minute rest 

6. 1-minute recording during active texture touching liquid surface 

In total, 12 subjects participated, of whom 7 were males and 5 females, with ages 

between 25-27 and no history of neurological or psychiatric disorders. Two materials of 

different roughness and a liquid surface were used as the surfaces. For the smooth 

material, a satin polished stainless steel was used with Roughness average Ra < 0.5 μm. 

For the rough material, 120 Grit sandpaper was used (estimated Ra equivalent = 1.32 μm). 

Finally, for the liquid surface, room temperature water was used. 

The device used was an Emotiv EPOC Flex wearable device with 32 gel Ag/AgCl 

sensors and sampling rate of 1024 Hz. The electrodes were positioned in the 10-20 

International Reference System locations namely Cz, Fz, Fp1, F7, F3, Fc1, C3, Fc5, T9, 

T7, Tp9, Cp5, Cp1, P3, P7, O1, PZ, OZ, O2, P8, P4, Cp2, Cp6, Tp10, T8, Fp10, Fc6, C4, 

Fc2, F4, F8, Fp2, and on the earlobes A1 and A2. The impedance value was ensured to be 

Figure 54 The materials used and the experimental position. 



190 

 

under 20 kΩ for the duration of the recordings. The materials and the experimental 

position are depicted in Figure 54. 

(b) Data Preprocessing and Feature Extraction 

The EEG recordings were re-referenced to A1 A2, downsampled to 128 Hz and 

filtered using a high-pass 4th order Butterworth filter at 0.4 Hz. Low pass filtering was 

not necessary, due to the pre-installed high pass filter of the Emotiv EPOC Flex firmware 

at 45 Hz. Finally, time periods with artifacts of electrode movement were manually 

removed. 

Next, epoching of the EEG was performed, creating 1 second epochs with 50% 

overlap. The Time domain metrics Mean, Variance, Range, Median, Interquartile Range, 

30% Percentiles, along with the Frequency domain features Relative Band Power of each 

of the 5 frequency bands were extracted. In total, 352 features were extracted (6 time 

domain and 5 spectral domain features for each of the 32 electrodes).  

Obviously, this is a large number of features in regards to the size of the dataset, thus 

the PCA methodology was employed to reduce the dimensionality of the dataset. After 

keeping the features that account for 95% of the variance in the dataset, the initial dataset 

of 352 features was transformed to a linear projection of 75 features. This procedure is 

depicted in Figure 55. 

(c) Classification 

For the classification stage, Random Forests, k-NN, MLP, C4.5 Decision Trees, LDA, 

and SVM were employed. The three best performing were then combined in an ensemble 

method for optimized performance. The performance results that were extracted were 

Accuracy, Sensitivity and Specificity and were extracted using a 10-fold validation 

Figure 55 The PCA decomposition in the feature vector. 
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method. It should be noted that, in this particular case, k-fold validation does not pose a 

problem (so a LOSO validation is not required), since every participant performed every 

experiment, thus there are no subject specific issues that could arise. 

The 4 classes were:  

1. Resting state or Null (N) 

2. Rough (R) 

3. Smooth (S) 

4. Water (W) 

 

The classification problems examined were: 

1. N-R-S-W 

2. N-S-W 

3. N-R-W 

4. N-R-S 

The algorithms that were ultimately used for the ensemble method were MLP, Random 

Forest and SVM, using a probability voting. 

5.3.4.3. Results 

The results for each of the classification tasks are presented in the Table 34,Table 

35,Table 36,Table 37. An overall representation of the performance of every classifier in 

every problem can be found in 

Classification 

Algorithm Accuracy Sd Sensitivity Specificity 

Voting System 79.64% 2.19 77.30% 92.40% 

Random 

Forests 70.86% 2.32 70.80% 90.20% 

Decision Trees 47.14% 2.83 47.10% 82.30% 

KNN 64.90% 2.52 67.00% 89.00% 

LDA 67.80% 2.35 67.80% 89.20% 

SVM 76.50% 2.21 76.40% 92.10% 

MLP 77.06% 2.33 77.00% 92.30% 

 

Table 34 Performance results for the N-R-S-W problem 

Table 35 Performance results for the N-S-W problem 
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Classification 

Algorithm Accuracy Sd Sensitivity Specificity 

Decision Tree 55.64% 3.64 57.10% 78.50% 

Random 

Forests 79.30% 2.51 79.60% 89.80% 

KNN 71.22% 2.94 72.20% 86.00% 

MLP 84.70% 2.34 84.80% 92.40% 

LDA 81.10% 2.39 81.10% 90.50% 

SVM 84.50% 2.26 84.50% 92.20% 

Voting System 87.67% 2.00 85.90% 93.00% 

 

Classification 

Algorithm Accuracy Sd Sensitivity Specificity 

Decision Tree 60.10% 3.55 60.00% 80.00% 

Random 

Forests 82.56% 2.56 82.50% 91.20% 

KNN 74.31% 3.37 77.10% 88.50% 

MLP 86.50% 2.36 86.40% 92.00% 

LDA 82.25% 2.22 82.10% 91.00% 

SVM 86.30% 1.99 86.30% 92.10% 

Voting 

System 89.34% 1.42 85.90% 93.00% 

 

Classification 

Algorithm Accuracy Sd Sensitivity Specificity 

Decision Tree 54.27% 3.48 56.00% 78.00% 

Random 

Forests 75.00% 2.67 75.00% 87.40% 

Table 36 Performance results for the N-R-W problem 

Table 37 Performance results for the N-R-S problem 
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KNN 70.06% 3.27 71.40% 85.70% 

MLP 78.33% 2.89 78.10% 89.00% 

LDA 70.62% 2.74 70.60% 85.30% 

SVM 79.13% 2.62 79.20% 89.60% 

Voting System 82.10% 2.33 79.80% 89.90% 

 

Next, to evaluate the contribution of each individual classifier in the ensemble 

methodology, the in-between correlation of errors, as well as the correlation of errors 

between each classifier and the ensemble method was investigated. In theory, a low 

correlation among individual classifiers combined with a higher correlation between the 

Ensemble Method and each individual classifier suggests that the classifiers are not 

making the same misclassifications. This implies an advantage in utilizing a combination 

of these classifiers, as evidenced by the comparative performance results. The Mathiews 

Correlation of them is presented in Table 38. 

Mathiews 

Correlation 

SVM MLP RF Voting System 

SVM --- 0.33 0.4 0.75 

MLP 0.33 --- 0.3 0.564 

RF 0.4 0.3 --- 0.59 

 

Table 38 Correlation of errors between the weak classifiers and the voting system 

Figure 56 Overview of performance results for the Active Touch experiment. 
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5.3.4.4. Discussion 

This study demonstrates that PCA feature reduction not only shortens training and 

testing times but also enhances overall accuracy. Specifically, the training time for the 

voting system in the 4-class classification problem was cut down to 42 seconds with PCA, 

a significant reduction from the 887 seconds required without PCA. This time efficiency 

was observed across all classification problems. 

The aim of this research was to classify various active touch states during a specific 

hand movement while maintaining visual contact with the texture. While other studies 

have explored distinct brain responses to different haptic stimuli, there is no standard 

protocol for experimental procedures during signal acquisition. Unlike most studies where 

hand movement is tightly controlled or participants' eyes are kept closed, our study 

allowed for more natural hand movements and visual contact. 

However, this methodology has its limitations. Extending EEG recording duration 

could lead to more accurate and generalizable results. Analyzing brain activity during the 

experiment might provide deeper insights into the interaction between specific brain 

regions, potentially enhancing feature extraction. The individual variability in finger 

movement, such as speed, strength, and muscle movement, could impact the classification 

due to the varying activation of joint and muscle mechanoreceptors. The non-randomized 

experimental protocol also poses a potential limitation, as the trial order might influence 

classification accuracy due to factors like mental fatigue. Randomizing trial order could 

introduce other issues, like non-repeatability or altered EEG signals due to moisture from 

prior water trials. Despite these considerations, we chose a non-randomized protocol as 

the most suitable approach for this study. 

To summarize, we developed a method to classify EEG signals during active touch, 

achieving significant accuracy across various categorization scenarios. By effectively 

combining SVM, MLP, and Random Forests in an ensemble method and utilizing PCA 

for feature reduction, we attained high accuracies: 79.64% in the N-R-S-W problem, 

87.67% for N-S-W, 89.34% for N-R-W, and 82.1% for N-R-S. This feature reduction not 

only expedited computations but also enhanced the accuracy and reliability of our 

classifications. Our method's time-independent nature underlines its durability for 

prolonged use, making it suitable for broader applications in fields like prosthetics, 

robotics, and communication restoration, as well as enriching our comprehension of EEG-

based tactile discrimination due to its demonstrated stability and precision. 
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Conclusions 
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“It's the job that's never started as takes longest to finish, as my old gaffer used to say.” 

-Samwise Gamgee 

EEG stands as a pivotal tool in the realm of neurology and clinical neuroscience. Its 

versatility and non-invasive nature make it an invaluable asset in diagnosing and 

understanding a myriad of neurological conditions. Notably, EEG's role in epilepsy 

management, from seizure detection to intervention strategies, highlights its clinical 

significance. Furthermore, its applications extend beyond epilepsy to sleep disorder 

analysis, brain-computer interface development, and monitoring cognitive health, 

illustrating its broad utility in medical practice. 

The integration of advanced EEG processing techniques with automated machine 

learning and deep learning pipelines has marked a significant stride forward in medical 

diagnostics and research. This fusion of technology and neuroscience paves the way for 

more sophisticated, automated methodologies that significantly enhance clinical practices. 

By leveraging the power of machine learning, particularly deep learning, the analysis of 

EEG data has become more accurate, efficient, and insightful. This progression not only 

aids in the early detection of neurological anomalies but also contributes to personalized 

medicine, tailoring treatments to individual patient profiles. 

Deep learning, and notably the advent of transformer models, has profoundly 

transformed EEG data analysis and interpretation. The unique strength of transformers in 

handling sequential data, coupled with their capacity to discern intricate patterns and 

relationships in large datasets, has significantly advanced our understanding of brain 

function and dysfunction. In the context of EEG analysis, the implementation of 

transformer architectures has been instrumental in developing more robust and precise 

diagnostic models, enhancing predictive analytics, and driving innovative research in 

neurology. These advancements are particularly vital in areas where conventional data 

processing methods prove inadequate, underscoring the transformative impact of deep 

learning, especially transformers, in the realm of neurological study and diagnostics. 

Throughout this research journey, significant contributions have been made to the 

field, evidenced by the publication of 8 journal articles and 2 conference papers. A notable 

achievement is the development of a novel deep learning transformer architecture, DICE-

net, specifically tailored for Alzheimer's disease research. This innovation represents a 

substantial advancement in the early detection and study of Alzheimer's disease using 

EEG data. Additionally, the creation and release of the first open-access EEG database 

for Alzheimer's patients stand as a testament to our commitment to collaborative research 

and open science. This database has already had a substantial impact on the scientific 

community, fostering further research and innovation in the field. 

The culmination of this PhD journey reflects a significant endeavor in pushing the 

frontiers of EEG research and its application in medical science. The hope is that the 

contributions made will serve as valuable assets in the ongoing quest to understand and 

treat neurological conditions more effectively. The journey has been a testament to the 

power of interdisciplinary collaboration, blending advanced computational techniques 
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with clinical insights. As we celebrate these achievements, the vision for the future is one 

of continued innovation and exploration, with the ultimate goal of enhancing patient care 

and advancing our understanding of the human brain.  

Regarding Future Insights 

The research field of automatic EEG analysis, whether in a medical or commercial 

context, is far from reaching a plateau. The innovative approaches of deep learning, 

especially those involving transformer neural networks, promise significant 

advancements in the field, with highly effective methodologies on the horizon. There is 

no doubt that EEG's role in the medical area, particularly for screening various conditions, 

will be significantly enhanced. Moreover, we should anticipate a surge in commercial 

products leveraging EEG technology for wellness, gaming, or other applications. 

One pressing challenge that future research must address is the need for more robust 

and generalizable models capable of handling the inherent variability in EEG data across 

different individuals. This variability can stem from physiological differences, electrode 

placement, or even the recording environment. Developing algorithms that can adapt to 

or normalize these differences is crucial for both clinical and commercial applications. 

Furthermore, the integration of multimodal data, combining EEG with other physiological 

signals, could offer a more holistic understanding of the brain's activity and its 

implications for health and behavior. Researchers are encouraged to explore novel 

architectures and training paradigms, such as few-shot learning or domain adaptation 

techniques, to tackle these challenges effectively. 

Additionally, as EEG technology becomes increasingly integrated into everyday 

devices, ethical considerations and societal impacts must be carefully evaluated. The 

potential for continuous monitoring raises privacy concerns and questions about data 

ownership and consent. Future work should also consider the accessibility of EEG-based 

applications, ensuring that the benefits of such technologies are widely available and do 

not exacerbate existing inequalities. Collaborative efforts between engineers, ethicists, 

policymakers, and user communities are essential to navigate these issues thoughtfully. 

By addressing these ethical and practical challenges head-on, the field can move towards 

responsible and equitable advancements that harness the full potential of EEG technology 

for society's benefit. 
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ERD/ERS Event Related Desynchronization/ Synchronization 

ERP Event-Related Potential 

FAA Frontal Alpha Asymmetry 

FFN Feed Forward Network 

FFT Fast Fourier Transform 

FIR Finite Impulse Response 

fMRI functional-MRI 

FN False Negative 

FP False Positive 

FT Fourier Transform 

FTD FrontoTemporal Dementia 
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GOSS Gradient based One-Side Sampling 

GPU Graphic Processing Unit 

HHT Hilbert-Huang Transform 

HMD Head Mounted Display 

HRV Heart Rate Variability 

ICA Independent Component Analysis 

IIR Infinite Impulse Response 

KITS Karunya Institute of Technology and Sciences  

k-NN k-Nearest Neighbors 

LDA Linear Discriminant Analysis 

LORETA Low-Resolution Electromagnetic Tomography  

LOSO Leave-One-Subject-Out 

LSTM Long Short-Term Memory 

ML Machine Learning 

MLP MultiLayer Perceptron 

MMSE Mini Mental State Examination 

MRI Magnetic Resonance Imaging 

MSA Multi-Head Self-Attention 

MUMC Department of Clinical Neurophysiology, Maastricht  

NCS Neurology and Sleep Center 

NLP Natural Language Processing 

OAA Occipital Alpha Asymmetry 

PCA Principal Component Analysis 

PET Positron Emission Tomography 

PLV Phase Locking Value 

PPI Pixels per Inch 

PRISMA 

Preferred Reporting Items for Systematic Reviews and Meta-

Analyses 

PSD Power Spectral Density 

PUPH Peking Universily People's Hospital 

RBP Relative Band Power 

REM Rapid Eye Movement  

RGB Red Green Blue 

RMCH Institute of Neuroscience, Ramaiah Memorial Hospital 

RNN Recurrent Neural Network 

ROC Receiver Operating Characteristic 

RoI Region of Interest 

SCC Spectral Coherence Connectivity 

SNR Signal to Noise ratio 

SSVEP Steady-State Visual Evoked Potential 

STFT Short-Time Fourier Transform 

SVM Support Vector Machines 

TF Time-Frequency 

TN True Negative 

TP True Positive 

TUH-EEG Temple University Hospital EEG database 
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ViT Vision Transformer 

VR Virtual Reality 

WCV Within-Class Variance 

 


