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Abstract

The CMS experiment is being prepared for the Phase-2 era, when the High-Luminosity
LHC (HL-LHC) will start its operations delivering more than 7 times the nominal
LHC Luminosity. The aim of the CMS upgrade is both to maintain but also improve
the detector performance, in order to extend the discovery reach of the detector. The
amount and density of data produced by HL-LHC demands new detector systems,
replacement of the majority of the on-detector electronics, and complete replacement
of the Trigger system. The work of this thesis is part of the CMS Level-1 Trigger
upgrade.The first part of the work was devoted to the development of an optical link
protocol, operating at 25 Gbps and targeting FPGAs produced by Xilinx. The proto-
col will be the standard Phase-2 protocol, used by the Level-1 Trigger processors for
their internal data exchange. A detailed description of its firmware implementation,
as well as results of extended testing are presented. Moreover, the work here includes
firmware developments that target the Barrel Muon Trigger Layer-1 subsystem, re-
sponsible for the generation of track segments of muons that cross the barrel region
of CMS. An ATCA card based on a VU13P FPGA was designed to instrument this
system. The design of certain modules of this card, as well as the development of its
firmware infrastructure and the slice tests that demonstrated its performance using
data from proton-proton collisions are presented in the second part of this thesis.






Extetopevn Ilepiindmn

Kadiepwpévo IIpétuno Xtolyetwdny Xwpatt dlwy

O avoxahOdelg mou emtedyUnxay 0TOV TOUEN TNG CWHATIOMMNS QUOLIXAS TOUS TEQA-
OUEVOUS OUWVES €Y0UV WG amoTéheoua TNy dnuovpyia tou Koabicpwuévou Ipotimou
OV GTOYEWDOWY cwpotdiny (Standard Model). Ye autd eunepiéyeton T0 GUVOAO TG
YVOONG MO CHUERR OYETXE UE TOUS Bopxolg Aiboug Tng UANG Tou GUUTOVTOSC XAl TKV
OAANAETBEACEWY TOU TEaryaToTol0UVToL UETAC) Toug. AUTEC amoTeholy TNV oucia Tic
OLVAEELS TG PUOTS, OL OTolES, OTWS TIC YVKEIloUUE orjucpa, etvar ot €AC: 1) NAEXTEO-
MOy YNTXTY UE POREX TO PWTOVIO, 1) ACVEVAC TURNVIXY| UE QOPEX Tl W %o Z, 1 LoyLen
TUENVIXT| HE QPOREN TO YAOLUOVIO Xoi 1) BapuTix], 0 Qopéac TNe omolag exdleTon Twe Elval
10 Boputovio. To adubpeta cwyatidio tou amaptilouv TNV VAN YOpw pag yweilovto
o€ dVo Pacinéc xatnyopleg, o Aemtovia xon To koudpks. o xdde xatnyopla uTdpyouv
€L owpotidl, ta omola emlong ywplCovtar oe Teelg yeviés. 'Etol, wg xoudpx €youue
ovopdoet to: up (u) xou down (d), charm (¢) xou strange (s), top () xou bottom (b).
To nhextpixd toug @optio cuvavtdton elte oty Twh 2/3 ¥ -1/3 xou n udlo toug and
uepwd MeV €wc exatovtadeg GeV. Ta xoudpx dwodétouy enlong To @optio Tng Loyuehc
OUVOUTNG, TO AVAPELOUEVO WG YPOUA, TO 0Tolo umopel v elvol UTTAE, TEAGIVO 1| XOXXIVO.
Or evaoeig TV xoudpx QTIdyVoUV VEX COUATIOW, Ta AdEOVIAL X0t TO UECOVLY, TO. OTO-
foe ebvon dypwpa. H dedtepn xotnyopla cwupatdlony, ta AETTOVIN, AnoTEAOOVTAL oTd TO
NAEXTEOVIO (€) %ot To VETPIVO Tou NAEXTROVIOU (1), To Wiévio (1) %ot To VETEIVO Tou
woviou (v,) xou To 4o (7) e 10 vetpivo tou tdo (V). To niextpd poptio Tou Mhe-
xTpeoviou, woviou xot Tdo etvan -1 xon Twv avtioToywy vetpiveoy 0. H pdla twv meohtov
wupabveton améd exatovtddee KeV péypol uepd GeV, eved autr twv vetplvev elvon amel-
poehdytoTn. e xdle eva amd auTtd ToL CLUTIO avTioTolEl TO avTIoWATIOWw Tou, Tou
€YEL TOPOUOLES WOLOTNTES EXTOC amd To popTio, To omolo €yel (Bl oA avtidetn Ty H
tehevtaior tpocdrixn oto Kadiepwuévo Ilpdtumno eivar auty| tou cwuatdiov Higgs (H),
10 omolo avaxoApinxe 6o CERN xan avoxcovainxe 1o xahoxaipl Tou 2012. To Higgs
etvor umolovio e spin 0 xon pdla mepinouv 125 GeV. Eivon 1o cwuatidio gopéag tou
avticToryou medlov Higgs, ue to onolo ahhnhemdpolv tor cwuatidi UANG %ot Talpvouy
™) uala Toug.

O Meydhog Enmtayuvirc Adpoviny

O Meydhog Emtoyuvtic Adpoviwyv (LHC) amotehel tov yeyohltepo xon toyUeOTERO
ETUTOYLVTH CLUATIOWY ohucpa, o onolog Aettoupyel otov Eupwmoixd Opyovioud TTu-
envixédv Epeuvdyv (CERN) oty Teveldn e EBetioc. ITpdxetton yior vy xuxind



eTToLVTH Ue axtiva Tepimou 27 YAy, anoteAolUEVo and 800 GWANVES XEVOU PEcU GTO
omolo XWOUVTAL OUADES TEMTOVIWY GE ToyUTNTES TOAY XOVTE OE AUTY| TOU PWTOC. YE TEC-
oepa. onuela TN oxtivog Tou xUXAhoL oL BUo cwhveg dlacyiCouv o €vag Tov dAho €Tot
Oote To emteLyYolv ouyxpoloele YeTald Twv cwuotdlwy. H uéyiotn evépyeio Tou
#x€v1pou Yalag Twv ouyxpeoloewy eivor 14 TeV xou 1 ovouao T TWH TS POTEVOTNTUS
glvar L = 10** em™2s7 L O Boaonde ox0TOG TNG AKATUOKEUTS TOU ETUTOYLVTH HToV 1)
onuovpyia xan aviyvevon tou cwuatdiou Tou Higgs. O oxomdg autdc emtebydnne xotd
NG TEWTN @don Tne Aettovpyiag, amd to 2010 we Tic apyéc Tou 2013. H avaxdiudn tou
cwuatdiou €yve ota Vo peydha Tewpduota Yevixol oxomol, To ATLAS xu to CMS.
Amé t6te, 0 emiToyuvTHC ouveyilel TNV AslToupyia TOU UE OXOTO TNV TEPAUTERL PENETT
Tou unyaviopon Higgs, xaodg xon TNy AeTTOUERY| HEAETT) TWV DLUPORKY AAANNAETLOPICERY
Tou Kahepwuévou Ipotimou. Emmiéov, n avalftnon o Tidlel GE ovamdvTnTo QT
o Tne Puoinic ota omola 1) avaxdAUP OTOLUBHTOTE VEOU GLHATIOOU Vo GUVELTQEREL
Tor peytoto. Mepund amd autd elvon 1) TpOEAELOT TNG OXOTEWTG UANG, 1) douUUETElA UANG
X VTLOANG 070 GOUTOY, %o GARAL.

H emtdyuvon mpwtoviwy yivetow oe ouddeg, ol omoleg diépyovtar amd Ui oELpd amd
UIXEOTEPOUC ETUTAYLVTES UEYPL VoL pTdcouY TNy eVEpYELd TwV 450 GeV. 'Encita eioépyo-
vTon 6T 600 dory TUABLa Tou Meydhou Emtoyuvts) Adpoviovy. Exel emtoydvovion yéoo
NAEXTEXWY TEdIWY Tou AgtToLEYOUY GTNY cuyvoTNnTa Twv 400.78 MHz xau Siatnpody Ty
XOUUTUAOTNTA TOUGC UEOK LOYUPWY UTERAYWYIIWY dayvntov. To 800 dayTuhidia €youv
YWeNToOTNTA 3564 0pddwy To xoéva, ahhd 0 TEAXOS aprludg Tou utoc TneileTon etvar
xovtd oTic 2808.

H hertoupyla Tou emitoyuvtr mporydotonoleltar o€ gdoel, ol onoleg mepLhapfdvouy
XATOLOL YEOVLAL GUYXPOVCEMY XL XYUTOLXL YEOVLA TAVOTG AUTWY, ETOL MOOTE TOL UMY AVAUATO
va suvtnenYoLy H/xa vo avaPBaduotolv. H mpdtn @dorn Eexivnoe pe v mpwtn nepiodo
ouvhhoytic amé to 2010 €wg o 2013. Axoholinoce nadon peyet To 2016, 6tay o Eexivnoe
1 deutepn meplodog cuAloyhg uéyet to 2018. H deltepn madorn Oufexnoce oyedov 3
Ypovia wonou Eextvnoe 1) Tpitn tepiodoc cuALOYYC BEBOPEVKY, TNV oTola X0 BLoVOOUUE
(2023). Me 1o téhoc tne Teitng mMEPLOBOL GUANOYNC BEBOUEVMV TENELDVEL XoL 1) TEWTN
pdon Aertovpylag Tou emtayuvth. H deutepr| Tou @domn mpoypapuatiletar vo Eexviioel
10 2029, €nelta amd Vol XEVO TELOV YPOVKY, 6Tay xar Yo emeAUT peydhn avaBdduion
TOU ETUTOUVTH X TwV TEWaUdToY Tou. H véa unyovy, enovoupalouevn wg Meydhog
Emtoyuvtic Adpoviwv Tdhnirc Pwtewvoémrac (HL-LHC), da Siatneroet ) péyiot
evépyela Aettoupyiog Tou uTdpyovtog aAhd Ju etvan o Véom vo tpoxoAécel ueYahdTeQO
aprdud cuYxpoLoEWY avd dldoylon ouddwy. H gwtevodtnta Tou véou Yu etvar oe Yo
vor ptdoet T L = 7.5 x 10** em ™25 xatd tny mAhpn Aertoupyla tne.

To neipapo CMS

To nelpopa CMS (Buunayhic winvoetdr) Mioviov) etvon éva omd tar 500 peydho Tetpduo-
Toe tou hettouvpyolyv otov LHC. Tpdxetton yia €vay aviyveuty| yevixol oxomnou, Pacixdg
0TOY0¢ TOL omofou HTay 1 avoxdiudn Tou cwuatdiou Higgs. O ueténeita €peuvég Tou
ouumintouy pe autéc Tou LHC xau ecnidlovian ot nepantépw perétn tou Kadepwuévou
Ipotinou xou Ty avalAtnorn oTolyeinvy mou unopel TepEyouy [yvn QUoIXG TR and
awt6. Ot cLYXEOVUCELS TEWTOVIKY Aopfdvouy Y®Eo 0To XEVTPO TOou aviyVELTY xdde 25
ns. O éyxog dedopévwy mou mopdyeton elvon adUVaTo Vo amoUnxeutel dUECH, ETOPEVKC
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enelepydleton i TOTOL and TO AeYOUEVO GUG TN LXAVOUAIOUOY, PéyeL Vo petwiel oe
enineda mou emiTpénouy TNV anovfxeucy| Tou ot dioxouc. Koatd to téhog tng me®Ing
@pdone tou LHC, pépoc twv aviyveutixwy cuctnudtwy tou CMS, n mietodnelo tov
NAEXTEOVIXWY TAVG OGTOV OVl VELTH, a0 %ot 1) OAOTNTA TOU GUCTAUNTOS 2IXUVOUAL-
opol mpoxerton v avixatactodoly. To avofoduiouevo melpaua Yo etvan o Yéon va
avtomedédel otic auénuéveg anoutrioelg Tou HL-LHC ahhd xon vor au&rioer tnv anote-
AEOUATIXOTNTE TOU.

O aviyveuthc €xel xUAVOEIXG oyfua xou Ywelleton oTny Teploy ) Tou Bopehon, xa
NV TEpLoy Y| TV BV xammawy. H dour tou, Eexviviag and to x€vtpo 6mou houBdvouy
Y@PA 0L GUYXPOVOELS XUl TEOYWEMVTAUS TEog Ta €€w, €yel we e&hg: Ihio xovtd otny
neptoyn ouyxpoloeny Beloxetar o Tracker (Kotoypagéac Teoyidv). To cbotnua g
TEOTNG Qdong TedxelTon vo avTixatao tadel amd eviehds véo, To onofo Yo TapEyel me-
PLOCOTEPA XAl UXEOTERY Xovahar avdyvwong. H dour| tou Paciletar o otpwoelg amd
acUnTARES TLELTIOV, 0TOUC OTOIOUC YOPTIoUEVA CwLHATIOLL aPhivouy NAexTed (yvoc. H
TANPOPOELOL AUTY| YENOUIOTOLELTAL GTNYV AVUXATAOXEUT] TV TEOYUOY POPTIOUEVLY COUO-
Twiwv. Elw ané tnv Tracker eivon Tomodetnuéva tor xahopyletpa Tou aviyveuty. To
xouudtt Tou Bapehiol anoteleiton and V0 SLUPOPETOUC TETOLOUS oV VELTES. Apyind,
0 Hhextpopoyvnuixd Kohopiuetpo (ECAL) eivar xataoxevoouévo and pdfdouc Bol-
ppouxol uohiBdouv (PbWO, ) xou amoppo@d NAEXTEOVIO X0t (PLTOVIN TOU ToEdyOVToL
otic ouyxpovoelc. ‘Emncita Bploxeton 1o Adpovind Kahopipetpo (HCAL) to onoio o-
TOPOQS TaL ADEOVIAL TUEAY YA TWY CUYXEOLCEWY. Elvor xutaoxeuaouévo amd eninedeg
TAGXES ATOEEOPTTIXOU OPELYUAXOU EVUAAACGOUEVES OO TAAXES TAUG T0) oTVINELO TH.
To 800 xahoplueTEo ATOPEOPOVLY TNV EVEQYELX TWV CWUATIOIWY TOU To BLATERVOLY X0l
TOEEYOUY UETENOELC OYETIXG ME TNV V€om xan TNV EVERYELX TV COUATIOIWY autey. Ot
aviyveuTtég Tou Bapehiol Yo mapoueivouy g €xel TNy OelTERN QACT TOU TEWRAUATOS
oAAG To avTioToL o XoAORHIETEO TwV Xammawy arotelel Eva €€ ohoxhripou vEo cUoTN-
uo. Ovopdletan Kohopipetpo Ydminc Aentopépeiag (HGCAL) xon anotekeltar and 52
OTPOOELS OVLYVEUTOVY TURLTIOU OVAUECO GE GTRMOELS UTOREOPNTIXOL UALXOV.

To oviyVEUTIXG GUOTAUAT TOU AVUPEQUTNHAY EWC TWEO TNV TEQLOYT TOU Bapehlol
elvon EYXATECTNUEVA HEGA OTOV GYXO EVOC UEYAAOL GWANVOELDOUE tnviou. To mnvio autd
amoTeAEl vay WBLETEPA LoYLEG Uy VATY, To Tedio Tou omoiou mpooeyyilel ta 4 Tesla.
Amotehel Pooind xouudtt TG AELToupYiag TOU TEWRUUATOC, XAUUTUAMYOVTOS TIC TPOYIES
TWY QPOPTIOUEVRY CWUATOIWY. Me Tov Tp0T0 auTd EMTUYYAVETOL O EUUECOS UTOAOYLOUOC
NG OPUNC TWV POPTIOUEVRY COUTIOIWY, xoME X O BLOY WELCUOS TOUS UE AUTH TOU OEV
xouBodve goptio. To uéva cwuatidi Tou Qedyouy €€w amd TOV Py VTN Xl UTOoEoLY
voL vty veutoly omd Tov CMS etvan tor mioviae. o tov Adyo autod, ot aviyveuté uovieny
Beloxovton €€w amd 10 CWANVOEWES. LNV TEEOY T Tou Bapehlol UTEEYOUY TEGOERLS
otpwoelc and Yohduoug Drift Tube (DT) xou otny mepioyn twv xamaxidv avtioToryes
otpwoelg and Yoduoue Cathode Strip Chamber (CSC). H Aettoupyior xou twv 600
Baotleton Ny ahANheTidpaoT TV Woviny ue To aépto péoa oToug VaAduous, 1 onola
TOEAYEL NAEXTEOVIAL TA OTOL GUAAEYOVTOL, UTOONAWYOVTOS OTL £VOL CwPATIOW dgnoe To
fyvog tou. Xuvdudlovtog tyvn amd Toug oTarduols Twv Yahduwy YIVETOL 1 aVaXATACHELT
TWY TEOYLWOY TOUG XAl O TROGOLOPLOUOS TNG Opuric Toug. Mo oynuatixy| anetxévion Tou
aviyveutr) CMS gatvetar oty Ewdva 1.

111



Superconduzfing Solenoid,

Silicon Tracker

Very-forward Pixel Detector

Calorimeter

Electromagnetic

Calorimeter
Detectors

Compact Muon Solenoid

Yy 1: Yynuatikn arneixévion tov aviyvevry CMS.

Teyvoloyia Tou Yvuotiuatog Xxavdaiiopol Eninédou-1 tng deltepng
pdong tou CMS

To Eninedo-1 tou Yuctipatog Lxavdahiouol tou CMS eivon xatooxeuaouévo and xde-
TEC NAEXTEOVIXGY OYEBIAOUEVES UTO TIG DLAPORES OUADES Tou TElpduaTog. Ol xdpTeg Tou
mpoopilovton yioo TN BelTteE pdom Aertoupyluc Bacilovtan 6To gpyacTnplaxd TEOTUTO
ATCA (Advanced Telecommunications and Computing Architecture). Autd xodo-
oilel Tic axpiBeic Sl TACEIC TV XUETOY oL oToleg Aettoupyoly Uéca O Eva xiBWTIo,
eniong xodopiopevo. To oo autd mapeyer v Tpogodocia xdlde xdptag, Buoixd
orjdartor SLadtxTUOU Xou dAAa orjuarta Tou opilovton and Toug yerotee. Kde xdpta, emo-
UEVGC, TEETEL Vo efval ouPBATY UE AUTES TIC TEODLAYQUPES.

To Boacind yopoxTNELoTIXG TKVY XUETOY ToL Lxovdahiopgol Emmédou-1 etvar 1 enelep-
yootio xou yeTopopd BedoUEvey o€ ToAD UPnAéC TaryOTNTEC. AUTO ETUYYAVETOL UE TNV
Yenion cuoTolyiewy emitomia TEoYEUUUATI OPEVLY TUAGY, To Aeyoueva FPGA. To olo-
HANEWHEVAL AUTE XUXADUATA ATOTEAOUVTOL UTtO TIG BAOIXES BOPES TTOU YENOLLOTOLOLYTOL
Y10 TNV XATACHELT| PPLOrGY XUUADUATWY, OTWS Eivol 0L AOYIXES TUAES, OL XATAY WENTEC,
oL UViUeS, Ta pohbyta, xan dhha. ‘Eva FPGA eunepiéyet ueydho aprdud and tétola ool
yela, cUVOEBEUEVL HETAEY TOUG UE ETAVATPOY PUUUATICOUEVES BlacuvdEaels. Me autd Tov
TPOTO 0 YPNHOTNG UTOPEL VoL TYEBLAGEL X0 VoL EPUOUOTEL YNPLOXE XUXAWDUATA TNG ETLAOYTS
T0U. O OYEBLAOUOS TOUG TTEAYHATOTOLE(TOL UE TNV YEYVON YAWCCKOY TERPLYRUPHE UAXOD,
onwg ebvon 1 yYhwooo VHDL. H meprypagy| twv cuvdeécewy xat Tng Asttovpylag evog
HUXAOUOTOC TOU OTOTUTIMVETAL JECK TWV YAWOOWY AUTOV PETAPEACETOL Amd XATIAANAA
hoyioud otic TeEMxég cuvdéoelg péoa oto FPGA. Ot cuvdéoeic autée xatahryouy va
eXTEAODY 1) AELTOLEYIX TTOU TOUC OPLOE O YPNOTNG, £YOVTUC TO TAEOVEXTNUO TOU EUXO-
hou enavanpoypoppatiopol. To FPGA nou enpdxeito va ypnowonoinoldy oto telpoua
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xotaoxevdlovton and Ty etonpio Xilinx.

To xoppdtt TG PETAPOEAS BEBOUEVKDY BIEEAYETOL UE TNV YPNOT OTTIXWY VWYV, €T0L
OoTe v emTeELY VoV oL ueYahiTERES BuvaTéS ToyUTNTeS peTddoone. H petagopd mpory-
HOTOTIOLELTAL OO TG CUOAEVES TTOUTOOEX TV (transceivers) ot onoleg anotehoy O TOLYE-
fo twv FPGA. O mounodéxteg autol yetatpémouy Pngroxés hEEel mapdning Lop@nic
oe axoloudieg oeplaxev cudorny. To celplaxd orua GUVOEETOL GE GUOAEVESG PETAEOO-
ong ot omoieg Bploxovtal Tdvew oTNY (AETAU XAl UETATEETOLY TO NAEXTEIXG G OE OTTIXO,
OOTE Vo PETADOVE! PEGK TV OTTIXGY VOV, AUO TETOIEC GUOXEVEC TIOU Y PNOLLOTOLO-
Ovton oTo melpapor etvon tar Aeyopeva QSFP xan o avtiotorya Firefly.

To YVotnua Xxavdailiopol tng deltepng pdong Touv CMS

To Xootnua Xxavookiopot tou CMS oamoteieiton and to Eninedo-1 xan tov Mxovoohi-
oué Tdmrot Emnédou. To npdto Eninedo AaufBdver mhnpogopia and xdide clyxpouon,
Vv omolo enelepydleTon Yiol Vo amoQocioel €4V Tar Topdywyo Tou Xde YEYOVOTOC €-
umeptEYouy yeriowo uhixd. H mAnpogopio auty| o€ TOAES TEQIMTOOELS OEV OTEAVETOL
oTN UEYIO TN avdAuon TS AOY® TEoX TGV Teploplowy. Ta mArjern dedopéva dume ma-
EaUEVOLY amoUNXEVUEVYL OE PViUES Ewg 6Tou To Eninedo-1 Adfel xdmoa amdgaor. Edv
ATOPAGIOEL TG TO CUYXEXQUEVO YEYOVOC Elvol YEHOLO, GTERVEL Eva Oud amod0Y G
(Accept) oTic UVAUES OOTE Vo JETAPEEOLY TNV TANEoYopia oTov Lxavdahiopd Tdmhoo
Emunédou. H ypovixr Sudpxelo péoa otnv onola mpénet vo naplel andgoon etvon 12.5 g
naL €YEL OXOTO VoL PELWOEL Tov puduo Twv dedouévey and 40 MHz ota 750 KHz. To
oV TNUA TOU UETAUPEREL TaL ATOBEXTY YEYOVOTA Oovopdleton cVoTnua Andxtnong Acdo-
uévov (DAQ).

To oyeddypopua Tou Mxoavdahiogol Emnédou-1 gaiveton oto Myfua 2. T xdde
aviyveutr) Tou CMS umdpyet xou to avticTolyo UToc)oTNUA UXAVOUALGUOL TO OTolo €-
nelepydletar Ty avtiotouyn mhnpogopia. Koatd autd tov Tpdmo undpyouv: To povomdTt
v tar xohopipetpo (Calorimeter Datapath), to povomdtt yia to Midvior (Muon Datap-
ath)xou o povondtt yio Tov xataypapéa teoylwy (Tracker Datapath). Ou €€obot avtav
TOV CUOTNUATWY PETUPEROUY OVEESOTNTO GOUATIOW (NAEXTEOVLA, PWTOVLOL, oBEGVLAL, WL-
ovia) xan tpoyLéc oto heybuevo Particle Flow xau otov Iepind Exavdahioth (Global
Trigger). To cuotnua Particle Flow tpéyet tov opudvupo ahyderduo wote vo ovaxato-
OXEVAOEL ®GVE YEYOVOS XL VoL AVary VORIGEL GAN Tal COUATIOL TOU TEOERPYOVTOL OO TNV
AeyOuevT oy xopuy| TN olyxpeouong. H €€0d6¢ Tou eniong xatakryel otov I'evind
Yxovdaho T, o omolog houfdvel TV Tehxr| amdgoon anodoyhc 1 andppubne xdie ye-
YOVOTOC.

Ta dedopéva mou amodeEyeTon T0 TewTo Eninedo Mxavdolouol aroctehhoviol 6To
enduevo eninedo enclepyaoiac yéow tne xdetac DTH. Ye authv otéhvel to amodextd
dedopéva To xde urocloTnua Lxavdohopol. Toukdyiotov wa Tétoln xdpTta elvon €-
yxoteotnuévn oe xdie xBotio ATCA xau oxomdg tne etvon vor AdPel tor Sedouévar xan
vo Tot amooTethel otov Xxavdaiioud Tnhod Emnédou. Emmiéov, elvar unediuvn va
Otoveler onuovTnd ofjuata EAEyyou ota omolo Bactleton 1 Aettoupyla Tou TELRAUATOC
xaL OAWV TV xapTeV Tou. [o tapdderyua, To ofjua Atodoyrc uetadideTal uéow auThg,
xa¢ xou T0 PoAOL Tou emiTayUVTA, To Aeybuevo LHC clock.
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Yy 2: Yynuatiké didypaupa tng apy1tekTovikig tov Xuotiuatos YkavoaAiojol
Emmédov-1.

To YOotnua Xxavdalicwod Mioviwy tou Bapgeiiol

To cbotnua Lxavoahiopod Muoviey tou Bopgeiiod elval auTd TOU ovVoXATACHEVALEL [UL-
ovia Tor omola StaoyiCouv to Bapéht tou CMS. H Srabixacta Eexvdel and tny Teploy | Twv
OVLY VEUTWY, a6 OToL oL xdpTeg Tou ebvan Totovetnuéveg excel daBdlouv xon n@lomotody
TOV YPOVO TNg BLEAELoTC €VOC Uioviou péoa and Tov xdie Ydhapo DT. O xdpteg autée
ovoudlovtar OBDT xow 6téhvouv Bedopéva amd Tov aviyVELUTH UECW UEYIAWY OTTIXWY
VOV 0To dwudTio onou Beloxetar To Xotnuo Xxavookopol Emmédou-1. H xdpta
oty elvor aviexTixr) oty axTvoBoAia TwV cUYXEOUCEWY, TO (Bl XuL TO OTTIXO TEW-
TOx0M\0 amocToM ¢ dedopévwy. To mp®to otddlo enclepyaoiauc mpoyUoTonoleltal omd
0 alotnua Lxoavdohopot Miovioy tou Bogehod Emnédou-1 (BMTL1). To cbotnua
outo enedepydleton dedouéva and xdie Vdhauo DT Eeymplotd xou aveldptnta. 1xonog
TOU elvol VoL TUPBEEL XOUUATLO TEOY LMY, 1) GTAUTES, Tal OTtola UTOBNAWMYOUY TNV ToToVesia
oo 6mou MEPAoE Eva owpaTidlo atov Bdhapo xon TV ywvia oteédne tou. To cbotnua
BMTLI teéyer o xdptec mou ovoudlovian BMTL1 ATCA. Eivou Bocioyévec oe eva
oroxhnpwuévo VUI3P FPGA, peydho apriud eioddwv yio var AauBdver ontixég Slaouv-
O£0EIC A6 TOV ALY VEUTH Xall xeoTeRO aptdud €680V oL 0Toleg GTEAVOLUY GTAUTES OTO
emopevo oo tnua eneéepyaciac. Auto eivar to Aeyouevo GMT (Global Muon Trigger).
Yx01H¢ aUTOV TOU UTOCUG THUTOS EIVOL VO GUYXEVTPMOEL ULOVLXL ATtd OAO TOV GVLY VEUTH
X0l VO TOL GTEAVEL OTAL ETOUEVO UTOGUC THUOTA Tou Lxavdolopo. Eminhéoy, teéyel Tov
alyoprduo o omolog emelepydleTan To XOUUATLO TPOY DY TOU BOOEAOU X0l OVOXATUCKEU-
alet Tpoyiéc umodmeiny woviey. To clotnuo autd Teéyet oTig xdpteg X20, Twv omolny
1 ene€epyactiny povdda civan eniong éva VU13P FPGA.

vi



YAxoAOYLOULXO UTOBOWUNS

To vAwoloyiouxd vrnodourc anotehel xopudtior x@wowo VHDL 1o onola efvor xowd
0TOUC EMELERYUCTEC LXAVOUALOUOU %ol TUREYOUV TIC amapalTnTeg Aettovpyieg wote Ui
xdpTar vo ebvon o VEom va hertoupyel oto melpopa. Evo and o ulixohoyiouxd tEtotou
TUTou etvan To Aeyouevo EMP Framework. To Baowd xuxhoporta to onolo teptéyet bvon
o &g, To Aeyouevo TTC block to omolo houfBdver xan dravéuel dha T Baoind oriuoTa
TOU TELRGUUTOC, 6TwS To ofpa ATodoyhic xou To LHC clock. To IPbus block, to onofo
uhoTolel TO OUOYULUO TEWTOXOALO TIOU YENOWOTOLEITOL YOl TOV EAEY YO TWV XUPTOV UECEK
Aoylouxol vhnhol emnédou. To Datapath block mou viomolel ta TpwtdXOAAAL ETXOL-
voviag ontixey vov péoa oto FPGA o mopéyel pviueg 6mou 6edouévo umopolv va
Yeapolv xat vou SlBacTolv yia Soxydac Tixolg oxonols. Téhog, To heyouevo Algorithm
block etvar autd Yé€ca 6To omolo vVAomowUVTL oL ahyderiuol Tou xdle cucTApaToC. )¢
TETOLO, 1) AVATTUET XOOIXA OE oUTO eXTEAELTAL amd TIC OUUOES TTOU YPNOWOTOOUY TNV
xde ndpTaL.

Trdpyouy 500 xATNYORIEG OTTIXWY TEWTOXOAAWY TIOL YENCWOTOL0VOVTAL GTO TElpoAL.
AuTd TOU EMXOVWYOLY UE TOV VLY VEUTT] Xall AELTOURYOUY oYY eova e To poA6L Tou LHC
X0 AUTE UE ToL oTtola amOGTENAETOL TATPOPORIN HETUED TWVY EMEEEQYATTMV LXUVOUMGHUOD
xan Aertoupyolv acUyyeova o€ oyéon ue o pordl Tou LHC. To cuyypovo mpwtéxoiro
mou Yo yenoworoindel otny 6eltepn @dor Tou Tewpduatog Aéyeton IpGBT. Ytn dwdpour
OO TNV AVLYVEUTY| TPOG TOV GUCTNHO LXAVOUALOUOU 1) Tary UTNTA HETUPORAS Tou efvan glte
5.12 Gbps A 10.24 Gbps. Xtnv avtidetn dwdpour| etvar 2.56 Gbps. Ta dedouéva mou
ATOGTENNOVTAL UE OUTO XOOLXOTIOLOUVTOL UE TEOTO OTE XUTA TNV ATOXWOLXOTONGY| TOUg
vo ebvan egixth 1) SLopdwon Aoty mou €youv TeoxOpEL Xt T BLEEXEL TNG UETAUPORAC.

Eva aclyypovo mpwtoxolho mou avantdyvnxe yia yerion oto EMP Framework
elvon T0 Aeyouevo Hermes. To Hermes Aeitoupyel o taybtnteg twv 16 Gbps A tov
25 Gbps. 'Eyet wxer xoduotépnorn xa eivar ebxolo mpog ot yenorn. AmocTtéllet 500
T0moug héZewv twv 64 bit, o Aedopéva (Data) xou tic Méeig eréyyou (Control words).
o va Loy wpeloet Tig 800 petad Toug yenotdomolel To cloTNU xwdxonolnong 64b /67D,
T0 omolo ya xdde AN Twv 64 bit otélvel xan pla emxeqouiido Twv 3 bit. H aclyypovn
Aettovpyla emTUYYAVETHL YeNnoyomounmvTag dvo Eeyweiotég Véoeg uviune FIFO, uia
oToV TouTo xat diot otov 6éxTr). Amé TN piot Toug YEELd aUTEC AEITOLUPYOUY UE TO POMOL
tou LHC xou and v dAAn pe 1o pohdl tou moumodéxtn. o va eoxpiBmoel 6Tt dev
€)0UV UTEREEL AAAOUWOOELS TWYV DEDOPEVLY XaTd TNV UeTapopd, To Hermes eqopuolet tnv
teyvixh) twv CRC (Cyclic Redundancy Check), pe tv onola eivon oe 9€om vor xatahdBet
€dv €youv umdpdn Addn xatd TV petapopd. To oynuaTXd BIdyEUUUN TOU TEWTOXOANOU
pofveton 6TO Lyfuo 3.

To ontixd mpwtdéxoAio CSP

To CSP (CMS Standard trigger link Protocol) elvoar to onuxéd mpwtéxolho mou Yo
yenowornoinlel otny delTeRn Pdom AelToLpYIdg TOU TELRGUATOS ombd GAOUC TOU ETECEQ-
Yoo ég Uxavooiopol. Opilel Toug xavoveg anocTohfg xou Adng dedopévey Uéoa and
omtixég fveg oty TayUTNTa Twv 25.78125 Gbps. H avdmtuéy tou eivon to anotéieopa
NG EVOOTNS 000 TEWTOXOAMGY ToU avamTUYInxay 6oy TEOTIoES and 000 BLUPOPETL-

Vil
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Yxnue 3: Yynuatiké owdypaupia tov mpwtokdAlov Hermes.

%€¢ ouddeg Tou TEpdpatog. To éva amd autd ebvan To Hermes, 6mwg meptypdgnxe oto
TeonxoLpevo xegdioto. H tehixd exdoyr| Tou mpwtoxdAlou Xxavdaiiouol, tou CSP,
uto¥eTel T ONUAVTIXOTERA YOEAXTNEWOTIXG TwV dLo ot éva. H xatdinin oe éva xowod
TEWTOXOMAO YLl TO GUG TN ATOY ATUQULTNTY), WA XAl OAEC OL XUPTEC TOU TELOUUATOG
Yo mpénel va ebvon o J€om var ETXOVWVACOUY UE OAES TIC UTOAOLTES.

To CSP, émwe xou to Hermes, ioyeplleton 600 eidn Aé&ewv, tor Aedopéva xon Tig
MeCewe Eléyyou. Emmiéov, eivon Baciopévo otny achypovn apyltextovixy 1 omola u-
hormotettan e v yeron FIFO. H apyitextovinr auty doyweilel to diadéoito ebpog
Covng oe d0o péen: to pépoc Twv Acdopévwy xou 1o IIhnpwtind uépoc. To uépoc
TV AcOOUEVGDY YPNOUOTOLETOL ATOXAELTTIXG Yol TNV AmOCTOAT AEEEWY TOU TERLEYOLY
mAneogopior Tou aviyveuth. To IIinpwtind elpog Lwvng a&lomoleiton yioo THY amocTo-
A TAnpogoplag eAéyyou, omwe elvon ol Aé€ewg eréyyou Aadov CRC, 1 etixéta TpoyLde
X0 BLAPOPES TANPOPORIEC TNG TAVTOTNTOS TNS EXACTOTE dlacVvdeons. H amootohr Towv
TOEUTEVE TANPOPORLDY TEOYUATOTOLELTAL PEGW TNE YPHONS DLUPORETINGY AECewy EAEy-
you. Autéc dloywpilovton Yetald Toug amd éva medlo Tecodpwy bit. To medlo auto,
omwe xou 1) Etiéta twv 3 bit mou anoctéhheton pe xdde AEEN, x0OWOTOLOUYTOL GE XOOL-
xeg Sopdwone hadov. Autd cuufaivel wote va anogeuydel o hadeuévog SLarywelouog
TV AEEWY TOL TANEWTIX0V VpoUC LOVNE UE AEEELC TOU avixouy 6To EVPOg LWVNE TWV
OEDOUEVWLV.

To xOxhwyo tou CSP anotehelton amd Tol YOVOTATIA TOU AMOGTOAEN XU TOU TO-
cormtn. To oynuotixd Sudypauuo Tou anoctoréa gaiveton oto Xyrua 4. Ilpw ta
oedouéva etloEhouy 6To TEdD POAOYLOU TOU TOUTOU, BLEEYOVTOL ANtd TO XUXAWUA TOU
CRC wote va mapoydel n avtiotoryn AEEn eréyyou hadov. ‘Eneita, péow tne pviung FI-
FIO, petafaivouy oo nedio tou mounol, omou o ytiloviar ot Aéewg CSP, egapudlovtog
TOUC XAVOVES Tou TpwToxohhou. Kotd tnyv €€0066 Toug amd To UoVOTdTL ToU amoc ToAEx
YedpovTar oTIC aVTICTOLYEG TOPTEC TNG CUCGKELY|C TTOUTOOEXTY (OTE VO UETATEATOUV OF
OELRLOXO GY|UOL XAl VO UTOG TOAODY.
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Exfua 4: Yynuatiké Sidypaupa tov kKukAdpatos arootodéa tov CSP.

H »xdpta enelepyaciac BMTL1

H xdpta eneepyasiagc BMTL1 ATCA enpdxeito va yenowonoindel 6to unociotnua
BMTLI. 'Eyet oyedwotel xan xotaoxevao el xatd x0po Aéyo amd tnv opddo tou Ilo-
vemotnuiou Iwavvivewy ot 1 meotn xdeto Tou mopdydnxe mapokfpinxe tov Anplio
Tou 2022. H xdpta @aivetar oto Lyfua 5. Agol oloxhneddnxay ol TpdTeg doxylEc,
ot omoleg emPBefalooy GTL GAX To XUXAGUATE UAIXOU TEVL TNG AELToupYolv 0pid, axo-
hovinoay doxéc we v yenon tou VUI3P FPGA, 1o omnolo amotelel tnv xevtpxr
Hovdda enelepyaotag Tne.

Yy 5: H kdpta BMTL1 ATCA e ontikég daourdéoe.
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Booixd x0oUUdTL TV 80XV QUTOY OTOTEAECE 1) AP TLV AEYOUEVLY Blory pUUUATOY
potio0, Tor onofa enaAndebouy TNV ActToupyior TOGO TWV POAOYLMY AVAPORAS TOU UTAQ-
YOUV OTNY XUOTA, OG0 X TWV OTTIXWY OLUCUVOECEMY OTAV 1) UETAPOES YIVETOL UECH U0
ontxég ivec. To amoteréopata TV potiov yior T 40 xovdAlor Tou AEITOURYOUY OTNY
Toy Ot Tv 25 Gbps gatvoviar oto XNyfua 6. Amo To dvoryud TNg UTAE TEPLOYS
TWY DLy PUUUATEY CUUTERUEVOUUE TS TO NAEXTEIXO GTUO TV GELOLAXMY BEBOUEVWY TOU
ELOEQYOVTAL GTO AVOAOYIXO UEQOC TOU TOUTOBEXTY eivol eEouPETIXG TOLOTIXO.

| {Il lll {Il 088 8
886 e
L) {IL 2080

L E ) EI] (L8 K )
L JF L)L)

ExApna 6:  Awypdupata patiod twy onTikody 01a0UVOEoEWY TOU A€ITOUPYOUY OTHY
tayvtnta twv 25 Gbps.

Me v 0AoxAARmOT TV AELTOLEYIXMY BOXUOY TN XUPTOC, KA 0POU ATOPIVUT LS
AELTOURYEL OTIWG ATOY AVAUEVOUEVO, avamTOYUNXE TO UAXOAOYIOUXSO UTOBOUNC TNG X3ip-
Toc. Auto Baoiletar oto Hom undpyov EMP Framework, 6to onolo mporypatomoridnxay
ONEC oL amaPAlTNTES TPOTOTONOELS HOTE Vo Umopel var Aettovpyel otny xdpta BMTLI.
Meténetta, eworjydel oTto LAXOAOYLOUXOG TNG XdpTog 0 ahyopriuoc Analytical Method.
O olybprduog autoc etvar utebuvog yia TNV eTedepyacior TV GEBOUEVKY TOU €0y OVTaL
am6 toug Yordpoug Drift Tube twv aviyveutov woviey tou Poagelot. To anotéreoua
¢ enedepyaoiaug TOug €yEL TNV LORPQT Ly VwY amd cuuatidl tou dlaoylovy toug Ya-
Adpoug. ATooTéAAETAL UE TNV YPNOT OTTIXGY DlacLVBETEWY TwV 25 Gbps oTo enduevo
otddto enelepyaoiog, mou elvar to Aeyduevo Global Muon Trigger. ¥to unoclotnua
AUTO T OEBOHEVAL YENOLLOTOLOUVTAL YLl TNV OVOXATUACOKELT| TV TEOYLOV ULOVIwY.

Aoxlpég e VAXO TOoL cuoThatog Axaviaiicwold Moviey tou Bapge-
AoV

To clotnua Xxavoohiopot Muoviny tou Bapehol tng dedtepne @dong tou melpduo-
TOC BOXWACTNXE OTNY TEPLoy | EVowUdtwone twv Drift Tube, xodog xow und cuvirixeg



oAnhvedv ouyxEoUcENY. Apyixd, Soxyéc €yvay o OAN TNV ahucido LAX0U, Tou amo-
teheiton and odndvé Drift Tube (DT) chamber, pla xdota OBDT, tnv xdpto BMTL1
ATCA xou v xdpta OCEAN Tou cuctipatoc GMT. O ddhapoc DT, eyxateotnuévoc
OTNV ETUPAVELD TOU TEWIUATOS, TOENYUYE OEQOUEVA a6 XOOULXS LdVIaL Tou BLécyLlay
Vv empdverd tou. To dedouéva autd amoctéroviav otny xdpta OBDT, 1 onola o
uetétpene oe mAnpogopio TDC xou tar éotedve oty xdptoo BMTLI. Exei, enclepya-
Covtouocay and tov oiyoprduo Analytical Method pe oxond v mopaywyr oTaunody
woviwy, to onola xan amootéhovtay otny xdptoe OCEAN ue v ypron ontxody ov.
H xdptor auth) xatéypope o dedopéva mou eEAGUPBVE, UE GXOTO TNV UETENEITA ETECEQYO-
olo Touc.

‘Eneito amd Ty emTLy ) EXTEAECT]) TWV TOQITAVE DOXUYIWY GTNY ETUPAVELN TOU TEL-
eduotog, To cloTnua xatélnxe xdtw, oty aidouca eréyyou tou CMS. Exel eyxo-
TaoThONHE Cavd xar cuvdédnxe pe 13 OBDT xdpteg, ou omoleg Ppioxovton oe évav
amb TOUg TOUEC Woviwy Tou TElpduatoc. AuTEC Yenoylomotinxay yio TNV omoGTOMN
0edOUEVLY Tou oy Inoay and ahndvéc cUYXEOVOEIC TEWTOVIWY GTO XEVTPO TOU oVL-
yveutt|. To dedouéva autd Agdnxay arno tnv xdpta BMTLI, n onola ta ene€epydotnne
xou €otethe o amoteréopato oty OCEAN yio v xatorypogy| Toug. Atorypdupato ond
Tor amoUnueLUEVaL auTd dedouéva paivovtar oto Nyfua 7. To Sidypouua méve aptoTepd
amexoviel Ty Véom Ty woviwy, xadog diéoytoay évay amd Toug Yahduous Tou ToUEd.
Hopoatneolue 6Tt 1 xatavouy| Toug otny empdvelo Tou YoAduou ebvan entinedr, omng Yo
neplueve xavelg Aoyw tng TuyaotnTag otny Yeéon mou mapdyovton to wovia. To médve
0e€Ld Bidrypapuuar ametxovilel TNV Yovio 0TEEPNS TwV Poviwy O OYECT| UE TO XEVTPO TOU
YoAdpov. Ilupatnpolue 6tL 1 xotovouy| ebvar cUUUETELY YUPW amd TNV XEVIPIXY T,
10 omolo elvar avoevouevo. Emiong, ot 600 xopugéc amoteholy to 000 QopTial TWV Uto-
viwy, xadog autd oteiBouv oe avtideteg xateudivoelg Adyw Tou poryvnTixol TEdoL Tou
VLY VEUTH.
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Chapter 1

Introduction

The urge of discovery can be considered as a fundamental characteristic of human
beings. It can be traced back to millennia and is one of the main drive forces that leads
our evolution through space and time. The discovery domains can contain anything
from new lands and unknown territories of our planet, to laws and society systems
that assist the existence of humans in large groups. One domain where discovery
is of crucial importance is the study of the universe and its physical phenomena, as
conducted by the field of Physics. Physics tries to give a scientific explanation to the
structure and behaviour of the world around us, from the very small (micro) up to
the very large (macro). The first theories, as we know, that relate to the microcosm
have been expressed about 2,500 years ago, when Democritus introduced the concept
of indivisible matter that he called atom. Since then, and especially during the last
200 years, physicists are constantly in search of the "truly indivisible" building blocks
of the universe, as well as the interactions between them. This process has led to the
creation of the Standard Model of Particle Physics, the model that describes our best
knowledge of the elementary particles and their fundamental forces, up to day.

1.1 The Standard Model of Particle Physics

The Standard Model (SM) is being developed since the early 1970s, as the result of
discoveries of all the more elementary particles. Today, it represents the core of our
understanding in the particle physics field, describing the properties of elementary
particles and their interactions. SM provides a consistent theoretical description for
three out of the four known fundamental forces of the universe: electromagnetic, weak
and strong. The fourth force is gravity, which has not been incorporated within the
SM context yet. However, the effects of gravity are far weaker than those of the other
three interactions and can be neglected. The predictions of SM at energy scales that
are accessible by our technology today are remarkably successful, even though it lacks
of explanation for a plethora of phenomena, such as the neutrino masses, the dark
matter origin, the hierarchy problem, etc.

The Standard Model of Elementary Particles is shown in Figure 1.1. It contains
two main categories of particles: matter particles and force carriers. The matter
particles are further subdivided into two basic types: leptons and quarks. Particles
and carriers (which are also particles) are considered as indivisible, or elementary,



since their internal structure cannot be accessed by the energy scales achieved by
today’s largest collider. Leptons and quarks are fermions with spin equal to 1/2. As
shown in the Figure below, they are arranged in three families, or generations. There
are six types (flavors) of quarks, pairs of two from every generation: up (u) and down
(d), charm (c¢) and strange (s), top (¢) and bottom (b). The electric charge of u, ¢
and t is 2/3 and that of d, s and b is -1/3. Their mass varies from about 2.2 MeV
(natural unit system c=1) the mass of up quark to about 173.1 GeV the mass of top
quark. An additional quantum property of quarks is the colour (green, blue, red),
which is the charge of the strong interaction. Baryons and mesons are formed by
quarks arranged in colorless combinations. Similar to quarks, there are six leptons
that are categorized in generations. They consist of the electron (e) and the electron
neutrino (v.) , muon () and the muon neutrino (v,) and tau (7) and the tau neutrino
(v;). The electric charge of electron, muon and tau is -1 and that of their neutrinos
is 0. The mass of the former three ranges from 511 of KeV to 1.77 GeV, while that
of neutrinos is very, very small. For each one of the leptons and quarks there is a
corresponding anti-lepton and anti-quark, respectively, that has identical mass and
opposite charge sign.

Standard Model of Elementary Particles

three generations of matter interactions / force carriers
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Figure 1.1: The Standard Model of elementary particle physics.

The SM theory views the interactions between particles as exchange of the force
mediators, which are bosons with spin 1. In particular, each fundamental force has
its own boson or bosons. The electromagnetic force is mediated by the massless and



electrically neutral photon (7). The weak force is mediated by the electrically charged
W+# and the neutral Z° bosons, with masses around 80 GeV and 91 GeV respectively.
Finally, there are eight mediator particles for the strong force, the gluons, that are
massless and electrically neutral. Just like quarks, they carry color charge that allows
them to interact with themselves. Among the three forces, electromagnetic is the only
long-rage force, exhibiting infinite range. On the other hand, the weak force and the
strong nuclear force have short-range of around 107 the former and around 10~1°
the latter. The latest insertion to the SM is the Higgs boson, the discovery of which
was announced at 2012 [1]. The Higgs boson has spin 0 and mass around 125 GeV. Its
existence was predicted about 50 years ago, as it represents an essential component
of the Standard Model. The Higgs field, mediator of which is the Higgs particle, is
the field to which the W, Z bosons and the fermions are interacting to obtain their
masses.

1.2 Discovery beyond Standard Model

The Standard Model predicts successfully the interaction of particles in our accelera-
tors so far. However, there are many aspects not yet understood, as well as problems
that this theory cannot provide an answer. Some notable examples are the origin
of dark matter, the matter-antimatter asymmetry we observe in the universe, the
hierarchy problem and the Higg’s mass, and others. These kinds of questions cannot
be answered by the SM theory. In addition, new particles that could provide us with
insights regarding physics beyond the Standard Model have not been discovered yet
by today’s experiments.

A theory that tries to address these issues is Supersymmetry (SUSY). SUSY is
a framework that extends the SM by adding new particles, the super-symmetric
particles. It foresees that for every SM fermion exists a twin boson particle, and also,
for every SM boson there is a SUSY fermion. This way, the theory predicts a number
of new particles that can fill the gap of many unresolved areas. For example, the
lightest stable and electrically neutral supersymmetric particle is a promising dark
matter candidate. However, many of the particles predicted by SUSY should exist in
a mass range that is already accessible by colliders. The fact that none of them has
been discovered so far raises questions about the validity of this theory.

The largest particle factory today is the Large Hadron Collider (LHC). The dis-
covery of the Higgs boson was done by the experiments operating at LHC. However,
no other clue of new physics has been observed so far. For this reason, an extension
of its operation has been decided, leading to an upgrade of the current machine. The
new collider, called HL-LHC, will not increase the center-of-mass energy, but is going
to deliver much higher number of collisions, as described in the next Chapter.

Targeting towards the long term future of high energy physics and the possibility
for searches at high energy scales, the construction of a new collider is under consid-
eration, which is foreseen to take place at CERN. The new machine, called Future
Circular Collider (FCC), will extend the center-of-mass energy to 100 TeV (7 times
the LHC), in search of new particles beyond Standard Model. Its construction is
set to start towards the end of LHC operations (2041) and will have two phases. A
positron-electron (e*e™) machine in 2045 and a hadron-hadron machine in 2065.



Chapter 2

Large Hadron Collider

The Large Hadron Collider (LHC) is the most powerful particle accelerator and col-
lider that has ever been built. It is located at the European Organization for Nuclear
Physics (CERN) at Geneva, Switzerland. The construction of LHC started at 2001
inside the 26.7 Km long underground tunnel that already existed and hosted the Large
Electron-Positron (LEP) accelerator [2]. LHC accelerates bunches of protons in op-
posite directions inside two vacuum circular pipes. The maximum energy a particle
can reach inside each ring is 7 TeV, resulting to maximum center-of-mass collision
energy at 14 TeV. The collisions take place at four Interaction Points (IP) where the
two beams cross each other. The highest luminosity is delivered in two of these IPs
and the nominal LHC value is L = 103* em~2s~!. LHC also performs special runs
where heavy (Pb) ions are accelerated to energy of 2.8 TeV.

The main goal of constructing the LHC was the production and discovery of
the theory-predicted Higgs boson, as well as the search for signatures from theories
beyond the Standard Model. Its basic goal was achieved during the first run of
operations and the results of the Higgs discovery were announced on the 4th of July
2012 [1]. Since then, LHC continues its operation with a rich physics program which,
apart from the further study of the properties of Higgs production, involves searches
for physics beyond standard model (BSM). These include indications of the nature of
dark matter, answers to why matter dominated over antimatter on the early universe,
signs of super symmetric particles, or any other anomaly that cannot be explained
by Standard Model.

LHC started its inaugural beam tests at 2008, achieving beam energy of 1.18
TeV. The first physics program started at 2010 and lasted up to early 2013 (Run
1), delivering proton-proton collisions with center of mass energy at 7 TeV. The two
years followed by the so called Long Shutdown 1 (LS1). During this period, LHC was
shut down in order to get upgraded to achieve collisions at the nominal energy of 14
TeV. The next run took place the years from 2015 to 2018 (Run 2) with operating
collisions energy at 13 TeV. At that time the delivered luminosity reached the value
of L = 2 x 10 em~2s7!, surpassing by two times the nominal luminosity of the
machine. After the next Long Shutdown (LS2) the years 2018-2022, LHC restarted
operations at 2022 and will continue until 2025, when Run 3 will end along with the
first Phase of LHC’s operation (Phase-1). The total integrated luminosity delivered
by the LHC up to 2023, as recorded by CMS experiment, versus time (in years) for
Run 1 & 2 & 3, is shown in Figure 2.1.
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Figure 2.1: The total integrated luminosity delivered by the LHC and recorded by
the CMS experiment during Run 1, Run 2 and the beginning of Run 3.

2.1 Injection chain and bunch structure

The proton bunches accelerated at LHC are produced and prepared by CERN’s ac-
celerator complex. As shown in Figure 2.2, a number of smaller machines exists that
gradually accelerate proton beams up to the energy of 450 GeV, when bunches are
able to be injected inside the two LHC pipes. These accelerators are older exper-
iments and today, apart from accelerating protons for LHC, they are also used to
deliver beams of lower energy to other experiments operating at CERN.

The source of proton beams at the LHC complex used to be Linear Accelerator 2
(LINAC2) but after 2020 it has been replaced by LINAC4 [3]. LINAC4 is 76 meters
long and accelerates negative hydrogen ions (consisting of one additional electron) to
160 MeV energy (LINAC2 used to boost protons up to 50 MeV). LINAC4 includes
transfer and measurement lines where ions are stripped off the electrons and the
remaining protons are injected to the Proton Synchrotron Booster (PSB) [4]. Inside
the four superimposed synchrotron rings of PSB, protons reach the energy of 2 GeV
and are then injected to Proton Synchrotron (PS). PS accelerates trains that include
72 proton bunches. A nominal bunch consists of about 1.15 x 10! protons. These
trains are accelerated up to 25 GeV energy and are then injected inside CERN’s
second largest machine, the Super Proton Synchrotron (SPS). The number of trains
that can be injected to SPS are 3 or 4. These batches are accelerated to 450 GeV
energy before they are ready to be injected inside the LHC machine.

LHC captures and accelerates the SPS proton bunches using 400.8 MHz super-
conducting Radio Frequency (RF) cavities. In total, 16 such cavities instrument the
LHC RF system, 8 for each of the two rings. To restrain the beams inside the circular
vacuum tubes, LHC uses superconducting magnets. Their operation temperature is
below 2 K and the produced magnetic field reaches 8 T.

The proton bunches existing inside the rings every moment form an LHC orbit.
The frequency of an orbit is defined as the time it takes one bunch to complete a full
circle. This frequency is 11.2455 KHz. The available number of bunches in every orbit
is 3564, with a frequency of 40.078 MHz (or 25 ns period), defined by the frequency
of the RF systems. However, not all bunch places are filled and their structure is
defined by the previous accelerator machines and the injection characteristics. The
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Figure 2.2: Schematic view of the accelerator complexr at CERN. The protons used
by LHC originate from LICACY and are gradually accelerated by the Booster (PSB),
the PS and SPS. They are injected to LHC at 450 GeV energy. Beams from the

accelerator complex are also used by other experiments operating at CERN.

structure of a standard LHC orbit consists of 2808 bunches and can be seen in Figure
2.3. This structure defines as the start of an orbit the first bunch inside of it, called
Bunch Crossing 0 (BC0). Furthermore, a gap with 119 mussing bunches exists at the
end of every orbit.

2.2 Luminosity

The two LHC rings cross each other at four interaction points. Prior to the crossing
points, the beams are squeezed by superconducting quadruple magnets. This opera-
tion increases their intensity as much as possible in order to increase the possibility
of achieving hard proton-proton collisions. The search of rare physics events requires
high number of collisions per bunch crossing and one of the most important param-
eters to measure the ability of a collider to produce such events is Luminosity. The
number of events per second N, that are generated in LHC collisions is given by:
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Figure 2.3: The bunch structure of a nominal LHC fill. The total number bunches
fitting in an orbit is 3564. A typical orbit consists of about 2808 proton bunches,

arranged as shown in the image.

Nevent = Lo—event

where gpens 1S the cross section of the interaction in study and L the machine
luminosity. The machine luminosity depends only on the beam parameters and for a
Gaussian beam distribution it can be written as:

_ sznbfrev’y'r
4me, B*

where N, is the number of particles per bunch, n, the number of bunches per beam,
frev the revolution frequency, 7, the relativistic gamma factor, €, the normalized
transverse beam emittance, $* the beta function at the collision point and F the
geometric luminosity reduction factor due to the crossing angle at the interaction
point:

L

1
1+ (52)?

F =

where 6, is the full crossing angle at the IP |, o, the RMS bunch length and o,
the transverse RMS beam size at the IP. Hence, in order to achieve high number of
collisions, the LHC beam energy and beam intensity must be as high as possible.

The four IPs of LHC serve proton-proton and heavy ion collisions to correspond-
ing experiments. At two of them, luminosity reaches its peak nominal value of
L = 10** em=2s7!. ATLAS and CMS are the experiments located in these points.
The other two locations operate lower luminosity experiments. ALICE aims at a
peak luminosity of L = 1032 em~2s7! and it mainly targets heavy ion runs. At
the fourth 1P, where the LHCb experiment is installed, the peak luminosity reaches
L=10* em™2s7%.

The instantaneous luminosity is useful to quantify the density of a beam at one
instant of time. Another very useful quantity is integrated luminosity, which depicts
the accumulation of luminosity over a specific period of time:
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2.3 Experiments

e ALICE (A Large Ion Collider Experiment) [5]:

is a general-purpose, heavy ion detector located at one of LHC’s four interaction
points. Its goal is to exploit the heavy nuclei runs that LHC produces (Pb-Pb
collisions) in order to study the strong interaction sector of the Standard Model
(QCD). When heavy nuclei collide inside ALICE, the extreme energy density
and temperature produced forces protons and neutrons to "melt" into their ele-
mentary constituents, quarks and gluons, forming the quark-gluon plasma. This
primordial state of matter, where quarks and gluons are freed, is considered as
dominant in the universe during the first millionths of a second after the Big
Bang. The hot reaction zone rapidly expands and cools and then the ordinary
matter particles are formed. Therefore, recreating this primordial state of mat-
ter in the laboratory and tracking precisely its evolution, helps in addressing
questions about how matter is organized, the color confinement mechanism of
QCD etc. ALICE’s overall dimensions are 16216226m? and it weights 10000
t. It was build by physicists and engineers from over 100 institutes from 30
countries.

e ATLAS (A Toroidal LHC ApparatuS) [6]:

is one of the two high-luminosity general purpose detectors of LHC designed to
exploit the full discovery potential of pp collisions at LHC. The physics program
of ATLAS experiment is quite extend, ranging from precise measurements of
Standard Model parameters to searches for new physics phenomena. After the
completion of one of the most important goals for the ATLAS and CMS experi-
ments, the discovery of the Higgs boson on 2012 [35], further studies are ongoing
to investigate its properties, interactions with other SM particles, the produc-
tion and decay mechanisms etc. Besides Higgs physics, the electroweak sector
of the SM (e.g accurate measurement W-mass) and flavor physics (e.g t-quark
properties, B and D-mesons) are also thoroughly investigated. Additionally,
searches for new particles involve those predicted from theories Beyond Stan-
dard Model to address open physics questions such as the matter-antimatter
asymmetry, the existence of extra dimensions, the nature of dark matter, and
others. ATLAS detector is 46 m long, 25 m high, 25 m wide and 7000 t heavy
and more than 5500 scientists are members of the ATLAS experiment (as of
2023).

e CMS (Compact Muon Solenoid) [7]:

is the second large general-purpose detector that operates at LHC and investi-
gates phenomena produced by pp collisions and also heavy ion runs. Its physics
program is similar to that of ALTAS, that is a mix of measuring and further
studying Standard Model parameters and mechanisms on the one hand, and
on the other studies for physics beyond Standard Model. The key differences
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between CMS and ATLAS are found in the overall conceptual design of the
detector systems, that is the tracking, calorimeter and muon systems, as well
as the magnetic fields and the triggering systems of the two. CMS detector has
a length of 21.6 m, diameter of 14.6 m and weights 12500 t. Further description
of the CMS experiment is given in the following chapters.

FASER (ForwArd Search ExpeRiment) [8]:

is a new and rather small experimental facility installed during LS2 (2019-
2021) targeting to operate during LHC Run 3 (2022-2025). FASER is located
480 m downstream of the ATLAS experiment and is aligned with its collision
point axis. The purpose of the location is to take advantage of light, weakly-
interacting particles that are produced from pp collisions in the forward direction
at ATLAS’s interaction point and escape through the holes of the beam line.
The targeted particles are long-lived particles that travel hundreds of meters
before decaying into known states of matter. FASER aims to the detection of
particles that will decay inside its detector systems, about 5 meters long.

LHCb (Large Hadron Collider beauty) [9]:

is the fourth experiment that is located in one of LHC’s lower luminosity inter-
action points. LHCb’s primary goal is to provide insight regarding the matter-
antimatter asymmetry that we observe in the universe today. To achieve this
it focuses on studying heavy flavor physics at LHC, and more specifically it
searches for indirect evidence of new physics in CP violation and rare decays
of beauty and charm hadrons. A new source of CP violation beyond standard
model could explain the amount of matter in universe. For this reason, LHCb
takes advantage of the high number of B mesons produced at LHC but in us-
ing different method than that of closed detectors, such as CMS and LHC. It
consists of a series of sub-detectors designed to mainly detect particles in the
forward region. In total, the detector is 21 m long, 10 m high and 13m wide
weighting 5600 t.

LHCf (Large Hadron Collider forward) [10]:

is an experiment that aims to collect data from an environment that simulates
cosmic ray particles but inside a laboratory. The reason is to provide calibration
that is needed in Monte Carlo of the hadron interaction models that are used
for the description of ultra-high-energy cosmic ray collisions with the earth’s
atmosphere. Such information cannot be extracted from any other source in
the Earth and LHC is the appropriate machine for this. LHCf consist of two
small detectors that are placed symmetrically and 140 m away from ATLAS’s
two sides, exactly at zero degrees from the collision axis. High energy particles
that are thrown away by forward collisions at ALTAS simulate high energy
cosmic ray particles. Each of the two detectors weighs only 40 kilograms and
measures 30 cm long by 80 cm high and 10 cm wide.

MoEDAL (Monopole and Exotics Detector at the LHC) [11]:

is solely dedicated to extend the search for exotic particles at LHC. More specifi-
cally, MoEDAL’s prime motivation is to directly search for magnetic monopoles
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and other ionizing Stable (or pseudo-stable) Massive Particles (SMPs), pre-
dicted by theories Beyond the Standard Model (BSM). The MoEDAL detector
is deployed around the intersection region of LHCb experiment and acts as gi-
ant camera sensitive only to new physics, as well as a trap for potential BSM
particles.

e TOTEM (TOTal cross section, Elastic scattering and diffraction Measurement
at the LHC) [12]:

aims the precise measurement of the total proton-proton cross section as well
as to explore the structure of proton. It does so by measuring protons emerging
from the collision point in the region very close the particles beam (forward
region), which is inaccessible by other LHC experiments. It is located at the
two sides of CMS, where two tracking telescopes, T1 and T2, are installed on
each side in the pseudorapidity region 3.1 < n < 6.5. Furthermore, Roman Pot
detector stations are placed at distances of 147 m and 4+220 m from CMS’s
interaction point.

2.4 High Luminosity LHC

The Large Hadron Collider started to operate in 2008, marching a new era for High
Energy Physics. The production and discovery of Higgs boson at the first Run of the
machine marked a major milestone of both the theoretical and experimental physics
world. This achievement, however, would not be possible without the cooperation
and expertise of many scientific and engineering disciplines of people and institutes
around the globe. At the time of writing this thesis (2023), LHC is in the phase of
Run 3, as shown in Figure 2.4. This run will last until the end of 2025 and will be
the last run of the first phase of LHC’s operation, the Phase-1. During this period,
thousands of physicists have worked for LHC’s experiments and contributed to the
record and analysis of the huge amount of collision’s data produced by the machine.
This effort will not stop at the end of Phase-1 but will continue to push the boundaries
of scientific progress with the second phase of LHC, the Phase-2.

LHC is and will remain the highest energy accelerator in the world for at least the
next two decades. However, in order to maintain and extend its discovery potential, a
major upgrade has been decided to be implemented after the end of Run 3. Result of
this upgrade will be the so called High Luminosity LHC (HL-LHC), or HiLumi-LHC
[13]. The aim of the upgrade is double. On the one hand, after operating for one
and a half decades, LHC requires upgrades in order to maintain its operability by
another decade or more. On the other hand, most important goal is the increase of
instantaneous luminosity and thus, increase in the amount of collided particles per
bunch crossing. More specifically, the new machine is expected to deliver more than
five times higher luminosity and a tenfold increase of the integrated luminosity with
respect to LHC’s nominal design values. Figure 2.4 illustrates the overall schedule
of LHC and HL-LHC since its first run and up to the end of Phase-2. According
to the current plan, Run 3 will stop at the end of 2025 and be followed by Long
Shutdown 3 (LS3), lasting for the next three years. During LS3, the decommission
of LHC and commission of HiLumi-LHC will take place, as well as the commission
of the detectors. The first Run of the Phase-2 era, Run 4, will begin the year 2029.
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Figure 2.4: The LHC and HL-LHC timeline plan, as of 2023.

In total, Phase-2 is scheduled to operate three periods of collision runs, Run 4, Run
5 and Run 6, and have two periods of stops, LS4 and LS5, extending the lifetime of
the accelerator up to the year 2041.

Since the maximum energy of the accelerator depends on the circumference of the
machine and the field strength of the magnets, which will not change, the key point
of the upgrade is the increased number of proton-proton collisions per bunch crossing.
However, all new magnetic circuits have been designed with a 8-10 percent margin
with respect to the peak 7 TeV energy value, providing the possibility of reaching
‘ultimate’ beam energy at 7.5 TeV. The aim for peak luminosity at the upgraded
machine is L = 7.5 x 103* em 257!, targeting a maximum of 200 collisions per bunch
crossing inside the CMS and ATLAS detectors. This level of luminosity should be
able to deliver 300 to 400 fb~! per year, meaning that the ultimate performance is
able to deliver up to 4000 fbo~! of total integrated luminosity.

The Phase-2 upgrades do not involve only the LHC machine, but also the ac-
celerator complex and the two detectors that operate at LHC’s interaction points.
The upgrade of the accelerator chain is subject of the LHC Injectors Upgrade (LIU)
project of CERN. Its purpose is the implementation of all necessary improvements
of the injection complex that are required for the increased luminosity of HL-LHC.
The activities of LIU have already started during LS2. LINAC4, which will also be
used at Phase-2, is such an example, along with upgrades to the SPB, PS and SPS.
Furthermore, ATLAS and CMS experiments are already working on the design and
production of their upgraded detector systems. A description of the upgraded version
of CMS experiment is given in the next Chapter.
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Chapter 3

The CMS Detector

3.1 Introduction

Compact Muon Solenoid (CMS) is one of the two general-purpose experiments oper-
ating at LHC [7]. It is installed at Interaction Point 5 (P5) about 100 meters below
surface. Proton-proton collisions take place at the center of the detector at LHC’s
nominal luminosity, resulting to thousands of secondary particles being generated
and distributed all around the interaction point. The number of inelastic collisions
achieved per bunch crossing (every 25 ns) during Run 3 is around 60 (pile up). For
every such event, the CMS detector systems identify the position and momentum of
every secondary particle in order to re-create the event and run the corresponding
physics program. The initial purpose of CMS was the discovery of Higgs boson. This
milestone was achieved during the first run of LHC and was announced at July 4
2012, alongside with the discovery at the ATLAS experiment. Since then, CMS fo-
cuses on a broad range of physical phenomena, with the most notable of them being
the following. Further study of the Higgs mechanism and its interaction with matter,
precise measurements of the Standard Model, searches for new physics, involving new
particles that could provide insights regarding the current unanswered questions of
physics.

A drawing of the CMS detector is illustrated in Figure 3.1. Key element of the
design is the superconducting solenoid magnet that operates at 4 T. The choice of
using such a strong magnetic field is driven by the desire to measure the momentum
of muons at high precision, using the bending of energetic charged particles inside a
strong magnetic field. Starting from the innermost region and moving outwards, first
detector system is the Tracker, placed as close as possible to the interaction point.
The next layer is covered by the Electromagnetic Calorimeter (ECAL), absorbing
and measuring photons and electrons. The Hadronic Calorimeter is installed exactly
behind ECAL to absorb and measure hadron particles. In the next layer is where
the solenoid magnet is located, in a way that all sub-detectors mention above are
installed inside its volume. With this configuration, the only traceable secondary
particles escaping the solenoid are muons. The detection of muons is performed using
four muon stations and by reconstructing the track segments they leave when passing
through the detectors. The information produced on every event is processed online
by the CMS Trigger system. The collision rate of 40 MHz produce a huge amount of
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events that are impossible to be stored directly. For this reason, the Trigger system
performs an online event selection and reduction in order to only store potentially
interesting events. This action is performed in two sequential stages, the Level-1
Trigger and the High Level Trigger. The accepted events are read-out in their full
resolution by the Data and Acquisition (DAQ) system and are stored in disks for
detailed offline analysis.

Superconduquing Solenoid.

Silicon Tracker

Very-forward Pixel Detector

Calorimeter

Compact Muon Solenoid

Figure 3.1: Schematic view of the CMS detector.

CMS is installed 100 meters below the ground at the interaction point 5 of LHC
(P5). The detector subsystems were fabricated at CERN and in academic institutes
and factories all around the world. They were transferred at the surface area of
P5 in the constructions building called SX5. At SX5, CMS was pre-assembled in
slices that where moved underground through a large hole that connects SX5 with
the experimental cavern. The experimental area room is called UXC (Underground
eXperiment Cavern). It is the place where high energy collisions occur and hence, the
radiation levels are above normal. For this reason, all electronic equipment installed
at UXC is radiation hard. The information that is produced at the detectors of
CMS is captured, amplified and digitized by on-detector electronics. This region of
the experiment is called front-end. From the front-end, information is transmitted
to a service room that is located next to UXC, called USC (Underground Service
Cavern). Between the two there is a 7-meter concrete wall to bring radiation down
to normal levels. Thus, electronics installed at USC can be standard, commercial
and not radiation hard components. From the front-end information is transmitted
using 90-meter long optical fibers to the so called back-end. The back-end boards
are used both to receive data from the sub-detectors but also to configure the front-
end electronics by transmitting fast and slow commands, clock, and other important
signals. In most cases, back-end boards that interface the detector are the Layer-1
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boards of the Level-1 Trigger system (see next chapter).

3.1.1 CMS coordinate system

The coordinate system used by CMS is defined by the interaction point at the center
of the detector. Asillustrated in the left of Figure 3.2, y-axis points vertically upwards
and x-axis points at the center of LHC. The z-axis points along the bream direction
and towards the Jura mountains. The x-y plane, also called transverse view, is where
the azimuthal angle ¢ is measured. The polar angle 6 is measured from the z-axis.
Apart from the Cartesian and cylindrical coordinates, CMS uses a quantity that
remains invariant to Lorentz boosts along the beam axis (z-axis.) This coordinate is
called pseudorapidity, 1, and is defined as:

6
n=—In tan(g)

Thus, to determine the exact location of a secondary particle that hit a specific
detector sub-system, the coordinates that need to be extracted are n and ¢. The
relation of pseudorapidity with the polar angle 6 can be seen at the right of Figure
3.2. Lastly, the momentum and energy of detected particles is measured on the
transverse plane and are denoted as pr and Er, respectively. An also very important
measurement at CMS is that of energy imbalance over the total energy measured in
the geometry of the detector and is called missing Er, or EIss

LHCbh n=2.43

ATLAS 6 =0"—> 11 = +0C

T ALICI

Figure 3.2: Left: The CMS detector coordinate system. Right: The relation between
the pseudorapidity, n, with the polar angle 6.

3.2 Superconducting Solenoid

The Solenoid magnet of CMS, illustrated in Figure 3.3, is the largest of its kind that
has been used in high energy experiments. Its nominal magnetic field is designed to
reach 4 Tesla. The usage of such a strong field has been chosen in order to maximize
the physics performance of CMS. More specifically, one of the CMS design goals was
a muon system that measures muon momenta with very high resolution (1 % at 200
GeV). On this scope, the 4 T field benefits substantially the muon tracking both inside
and outside the solenoid. Furthermore, the resolution of the trajectory measurements
of all energetic charged particles heavily benefits from this choice.
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The magnet of CMS detector is the central element of the experiment. Due to its
size and structure, it is used as the principal support for the sub-detector systems.
The four muon stations are located outside the solenoid and inside are placed the
barrel part of the Hadronic and Electromagnetic Calorimeter and the Tracker. It
has a diameter of 6 m and length of 12.5 m and is capable of storing 2.6 GJ of
energy at full current. The flux of the solenoid’s magnetic field is returned through
a 10,000 tons iron return yoke, installed in layers outside the solenoid. In order to
produce such high magnetic field, superconducting elements are used to cope with the
extreme current flux. The superconducting coil is made of a 4-layer winding made

from stabilised reinforced NbTi conductor. The nominal current of the coil is 19.14
kA.

Figure 3.3: Left: Artistic view of the CMS solenoid magnet. Right: The magnet
during the construction of CMS at UXC. The red iron layers outside the coil are the

return yokes.

The magnet was initially deployed and tested at the surface area of CMS (SX5)
during 2006. It then moved 90 meters underground to be installed at its final position
inside the experimental cavern. First time it cooled down and ramped up to its

nominal field was in November 2008. Its operation will continue as is for the Phase-2
era of CMS.

3.3 Tracker System

The Tracker system of a detector is the system that reconstructs tracks of charged
particles, or, in other words, provides the optical view of how the secondary parti-
cles spread in space around the interaction point. This operation is mandatory as it
enables the separation between charged and neutral particles, as well as the recon-
struction of the primary vertex of the hard interaction in every bunch crossing. For
this reason, the Tracking system has to be installed as close as possible to the beam
pipe, has high granularity and low sampling time.

At CMS, the Tracker system is designed to provide high precision and efficient
measurement of the trajectories of particles produced by proton-proton collisions of
LHC. This means that every 25 ns the Tracker must identify trajectories of more
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than 1000 particles, products of the inelastic pp collisions. To achieve this and also
allocate them to the correct bunch crossing, the detector technology features high
granularity and fast time response. This task, however, is quite challenging since
the location of the Tracker imposes many limitations and difficulties. First of all,
the amount of material used in the detector must be as low as possible in order to
reduce phenomena such as multiple scattering, bremsstrahlung, photon conversion
and nuclear interactions. Furthermore, the region around the interaction is where
particle flux is the most intense, causing continuous radiation damage to the tracking
system during the years of operation of the detector. To overcome these challenges,
CMS tracker is made entirely from silicon sensors.

3.3.1 Phase-1 Tracker

The Tracker system of CMS for Phase-1, shown in Figure 3.4, is 5.8 m wide and has
a diameter of 2.5 m. The innermost part is a Pixel detector, arranged in three layers
at the barrel and three disks per endcap. It is made of 66 million pixel cells that have
a size of 100 x 150 um?. Outside the Pixel, a Silicon strip tracker has been installed,
consisting of ten layers in the barrel and twelve disks in the endcap regions. It consists
of 9.3 million strip sensors. The pseudorapidity area coverage is —2.5 < n < 2.5.

Figure 3.4: The CMS Phase-1 Tracker.

3.3.2 Phase-2 Tracker

At the end of Run 3 the current Tracker system will reach the end of its lifetime and
be completely replaced by a new tracking system. The Tracker system for Phase-2
[14] has to be able to cope with the increased HL-LHC particle flux. Comparing to
Phase-1 Tracker, it will provide increased forward acceptance and radiation hardness,
as well as higher granularity. A very important new feature will be the delivery of
tracks to the Level-1 Trigger system, contrary to the current architecture where tracks
are only used by the High Lever Trigger. Phase-2 Tracker will be composed by the
Inner Tracker and the Outer Tracker.

21



Inner Tracker

The Inner tracker is designed not only to cope with the radiation levels and pile up of
HL-LHC (up to 4000 fb~1) but also to improve the tracking and vertexing capabilities
of the current detector. The silicon sensors (thin planar n-in-p) will have a thickness
of 100-150 pum and be segmented into pixels. Their final size is not yet decided, but
will be either 25 x 100um? or 50 x 50um?, providing even higher detector resolution
(factor of 6 reduced area with respect to Phase-1) . The pseudorapidity coverage will
also be extended up to |n| ~ 4.

A perspective view of one quarter of the Inner tracker is shown in Figure 3.5.
The detector is divided in three parts. The barrel part, called Tracker Barrel Pixel
Detector (TBPX) contains four layers of sensor modules arranged in ladders so that
they overlap in » — ¢. Further along in both sides of z is the Tracker Forward Pixel
Detector (TFPD), made of eight small double-discs per side. Finally, Tracker Endcap
Pixel Detector (TEPD) is the last sub-detector and in both sides it consists of four
large double-discs. The total active area covered by Inner tracker is 4.9 m?. The
detector is designed in a way to allow the replacement of large parts over an Extended
Technical Stop.

TEPX

Figure 3.5: View of one quarter of the CMS Phase-2 Inner Tracker detector.

The basic unit that Inner Tracker is called pixel module. It consists of a pixel
sensor, several Pixel ReadOut Chips (PROCs), a flex circuit and a mechanical sup-
port. Apart from the sensor’s operation, other functions involve shipping the data out
to back-end electronics, provide clock, trigger and control signals, as well as power
distribution. The pixel module will be constructed in several types in order to match
the requirements of each sub-detector.
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Outer Tracker

A representation of one quarter of the Outer Tracker can be seen in Figure 3.6. In
total, it provides a coverage between r = 21 cm and r = 112 c¢m in the x-y plane
and covers the region of |z|< 270 cm. Outer Tracker is divided in three sub-systems
depending on the location and the tracker module used in each case. These are:
the Tracker Barrel with PS modules (TBPS), the Tracker Barrel with 2S modules
(TB2S) and the Tracker Endcap Double-Discs (TEDD). The barrel region of the Outer
Tracker consists of six cylindrical layers extending up to |z|< 120 cm. The endcap
region will be instrumented with five double-disc layers, covering 120 < z < 270 cm.
The arrangement of the layers provides that at least six module layers are crossed by
particles coming from the luminous region |z|< 70 at |n|< 2.4.
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Figure 3.6: The r-z view of one quarter of the CMS Phase-2 Outer Tracker.

The basic unit will be the so called pr module. It comes in two flavors, the PS
(Pixel-Strip) and 2S (2-Strip) modules, shown on the right and left of Figure 3.7,
respectively. The modules are instrumented with sensors on both of their sides. The
2S module consists of strips of size 5 cm x 90 pm and covers total active area of
2 x 90 cm?. The PS module is half the 2S, covering an area of 2 x 45 cm?. It
consists of both strips with size 2.4 cm x 100 pum and macro-pixels with size 1.5
mm X 100 pm. The modules are mounted in a service board called hybrid, where
the two single-sided sensors are closely-spaced in both sides. The hybrid provides
all mechanical aspects necessary for the construction of the detector, as well as the
circuitry needed for the read out and control of the sensors. The CMS Binary Chips
(CBCs) are used for reading out the strips. Eight of them exist on 2S hybrids and
one Concentrator Integrated Circuit serves as the interface between all CBCs and
the readout link. The PS front-end hybrid uses eight Short Strip ASICS (SSAs) to
read out the strip sensor and one CIC, similarly to the 2S module. Transferring
data between the detector front-end chips and the back-end processors is performed
using the low-power Gigabit Transceiver (IpGBT) chip [15]. The communication is
performed optically with a specific link module called Versatile Link Plus (VL+) [16].

The most impressive feature of the new Tracker is that it will deliver tracking
information of the Outer Tracker to the Level-1 Trigger system. The current imple-
mentation only transmits track data to the High Level Trigger. Further description
of the Track Trigger is given in section 5.1.3.
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Figure 3.7: CMS Phase-2 Outer Tracker hybrids. Left: The 25 module. Right: The
PS module, having half the size of 25.

3.4 Calorimeters

The calorimeter detectors at the barrel region of CMS are installed right after the
Tracker system and are defined within the volume of the Solenoid magnet. The
barrel systems are supplemented with the corresponding endcap detectors at the two
sides of CMS. The Phase-1 architecture is based on two calorimeters. Moving from
the interaction point and outwards the first detector system is the Electromagnetic
Calorimeter (ECAL), followed by the Hadronic Calorimeter (HCAL). Both of them
are divided in two parts of similar architecture. There is the ECAL Barrel (EB) and
Endcap ECAL (EE), as well as the HCAL Barrel (HB) and HCAL Endcap (HE).
Both barrel detectors will remain as is for Phase-2, but the endcap calorimeters will
be completely replaced by a new detector.

3.4.1 Electromagnetic Calorimeter Barrel

The Electromagnetic Calorimeter (ECAL) [7] is a homogeneous crystal calorimeter
and provides high precision measurements of photons, electrons and positrons. In
the barrel region, it consists of 61,200 lead tungstate crystals (PbWO,) and covers
the pseudorapidity range |n|< 1.479. An image of ECAL can be seen at the right of
Figure 3.9. When electromagnetic particles pass through the crystals they decay and
decelerate, converting their kinetic energy into radiation. The choice of PbWOQy fits
to the requirements of LHC. Their high density (8.28 g/cm?), short radiation length
(X, = 0.89 cm) and small Moliere radius () = 2.2 cm) create a compact calorimeter
with high granularity. The length of the crystals is 23 cm, which corresponds to total
radiation length 25.8 X,. On the front they cover an area of 22 x 22 mm? and on the
back 26 x 26 mm?2. The light produced in the crystals is detected using Avalanche
Photodiodes (APDs). Two are used per crystal. The performance of both the crystals
and the APD highly depends on the temperature. For this reason, a cooling system
based on water is used in order to maintain stable temperature at 18 °C (9 °C during
Phase-2).

The descriptions so far refer to the legacy ECAL Barrel detector, which will remain
as is for HL-LHC as well. In order to cope with Phase-2 requirements, all front-end
electronics and the data processing and transmission methods will be upgraded [17].
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The function of APD’s pulse amplification, shaping and digitization will be performed
by the new Very Front End (VFE) card. This new card will provide better timing
resolution and noise filtering. The digital signal from 5 VFE boards is passed to the
Front End (FE) card. FE card performs the control of VFE chips, buffering and
transmission of data to the back end electronics. The transmission is executed by the
IpGBT ASIC using the VL-+ optical link.

1

New VFE card New FE card

10 GB/s
Data

Master [pGBT ASIC Feature extraction DAQ

4
Control (2.5Gbps) Trigger primitive
Readout (10Gb e —_—
eadout ( ps) form a.t'm
3 x Readout IpGBT Suppress isolated
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Figure 3.8: Schematic of the front-end electronics architecture for Phase-2. Left:
The connections between ECAL crystals, the APDs, the new VFE card and the new
FE card. Right: The architecture of data path between the new FE card and the Level-
1 Trigger and DAQ systems.

Contrary to Phase-1, where ECAL trigger primitives (TPs) are formed by FE
boards on the detector, in Phase-2 the generation of TPs will be performed off-
detector, at CMS counting room. Main advantage of this topology is the usage of
commercial electronics, since radiation levels at USC are normal. At the Level-1
Trigger processors, analysis of incoming data will be performed, including rejection
of spikes and basic clustering of localized energy. A pre-processed set of TPs will be
transmitted to the next layer of the Level-1 Trigger system. The subsystem responsi-
ble for this operation, called Barrel Calorimeter Trigger, is discussed at section 5.1.1.

3.4.2 Hadronic Calorimeter Barrel

The Hadronic Calorimeter (HCAL) [7] at the barrel region of CMS (HB) is placed
right after the ECAL in the available space inside the volume of the solenoid magnet.
More specifically, it is installed at radii 1.77 < R < 2.95 covering pseudorapidity
range |n|< 1.3. Due to lack of available space, the amount of absorber material at
HB is not the optimum that is needed to absorb the hadronic shower. For this reason,
a complementary outer calorimeter (HO) has been installed right outside the solenoid
magnet.

The HB, shown at the left of Figure 3.9, is a sampling calorimeter made of al-
ternating layers of flat brass absorber plates and tiles of plastic scintillator. It is
divided into 36 identical azimuthal wedges forming two half-barrels, HB+ and HB-
(18 wedges each). The absorber consists of 14 layers of brass-plates sandwiched be-
tween two steel plates. The first steel plate is 40 mm thick, the next brass plates
50.5 mm thick, six brass plates have 56.6 mm thickens and the last steel plate is 75

25



mm thick. The total absorber thickness at 90° is 5.82 interaction lengths (A7) and at
In|< 1.31s 10.6 A\;. The active material used at HB is scintillator tiles and wavelength
shifting fiber. The number of tiles installed is about 70,000, grouped into scintillator
tray units depending on their ¢ position. The first scintillator layer is installed in
front of the first steel plate. It is made of Bicron BC408 material and has thickness
of 9 mm. The next 15 layers are made of Kuraray SCSN81 and are 3.7 mm thick.
The last layer has the same Kuraray material but is 9 mm thick in order to correct
for late developing showers leaking out of the HB. At the longitudinal view HB is
divided in 16 7 sectors, resulting in a segmentation (An, A¢) = (0.087,0.087). The
scintillator light is collected by a 0.94 mm thick green doubled-cladded wavelength-
shifting (WLS) fiber.

Figure 3.9: Left: The Hadronic Calorimeter at the surface assembly area of CMS.
Right: The Electromagnetic Calorimeter installed inside the HCAL.

Studies have shown that the total degradation of HB (scintillator and absorber
units) until the end of HL-LHC will be lower than that of Endcap HCAL (made out
of the same material) at the end of Phase-1 [17]. However, the Hybrid PhotoDiodes
(HPD) that are currently used to read-out the light from WLS fibers need to be
replaced. The new read-out chips will be Silicon PhotoMultipliers (SiMPs), installed
during LS2.

3.4.3 High Granularity Calorimeter

The endcap calorimeter detectors of CMS during Phase-1 are homogeneous calorime-
ters based on PbWO, (ECAL) and plastic scintillator (HCAL). They were designed
for an integrated luminosity of 500 fb!. Beyond that, their performance degradation
is so high that sets them unable to be used during the HL-LHC era. As a result, both
calorimeters on the two endcap sides of CMS are going to be replaced the by High
Granularity Calorimeter (HGCAL) [18]. HGCAL is a sampling calorimeter aiming
to provide unprecedented transverse and longitudinal segmentation at pseudorapidity
range 1.5 < n < 3.0. It is divided in two compartments, the electromagnetic (CE-E)
and the hadronic (CE-H). They are both made of layers of sampling sensors, followed
by absorber material. Silicon (Si) sensors will be used at CE-E and the absorber ma-
terial will be copper and lead. The CE-H will use both silicon sensors and scintillator
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tiles at larger radii. Its absorber material is going to be steel. The layout of one half
of HGCAL is shown in Figure 3.10.
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Figure 3.10: Layout of one half of the HGCAL detector.

CE-E consists of 28 sampling Si layers with a total thickness of 34 cm. Its depth
is approximately 26 X, and 1.7 A\. The so called silicon modules use silicon as the
active detector element sandwiched between a 1.4 mm thick copper lead material
(WCu) and the printed circuit board that hosts the front-end electronics. The silicon
sensors come from 8 inch wafers and have a hexagonal shape, in order to exploit
the maximum wafer area. There are three different module flavors depending on the
radii each of them will be installed. At radii close to the beam axis (r < 70 cm)
sensors with thickness of 120 um and size of 0.5 cm? will be used. This choice arises
from the much higher fluence experienced in the forward region and the sensitivity
requirements due to higher number of particle showers. The silicon modules in this
area consist of 400 individual cells in total. At higher than 70 cm radii the thickness
increases to 200 and 300 um and the cell size to about 1 cm?, creating silicon modules
of about 200 individual cells. The layout of hexagonal modules shaping Layer-9 of
CE-E can be seen on the left of Figure 3.11.

The hadronic compartment of HGCAL is composed by both silicon and scintillator
sensors. Steel will be used as its absorber material. The region of |n|< 2.4 is exposed
to high particle fluence and will be covered exclusively by silicon sensors. In region
of |n|> 2.4 where the integrated dose and fluence are low-enough, scintillator sensors
can be used as the active material. In total, CE-H will be made of 24 layers. The
layout of Layer 22 is shown in left of Figure 3.11. Small scintillator tiles are arranged
in an r, ¢ grid with cells of increasing size. In the region near the beam axis the size
of cells starts from 4 cm? to reach that of 32 cm? at the outer edge. The produced
light is read by out by Silicon Photo-multipliers (SiMP) chips. The absorber material
will be stainless steel.

The read-out of both the silicon and SiMP information is performed by the ded-
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Figure 3.11: Left: Drawing of Layer-9 of CE-E, made of HGCAL hexagonal sensors.
Right: Layout of layer 24 of CE-H, made of both silicon and scintillator sensors.

icated radiation hard ASIC called HGCROC (HGCal Read Out Chip). It comes in
two variants that serve each sensor separately, with the only difference being an adap-
tation to the first amplifier stage of the SIMP version with respect to the Si version.
The operation of HGCROC is to measure and digitize the energy deposition of the
sensor cells, as well as to record the time of arrival of the pulses. The digital informa-
tion follows two different paths, the DAQ and the trigger path. On the DAQ path,
raw information is written in circular buffers waiting for the Level-1 accept signal.
Upon reception, it is sent to the ECON-D (DAQ) ASIC which then transmits it via
the IpGBT chip and VL+ to the DAQ readout. For the trigger path, HGCROC com-
putes sums of energy for neighboring cells and transmits them to back-end processors.
Data transmission is performed by the ECON-T (Trigger) and via IpGBT and VL-+
as well. The back-end system that uses this information to form the HGCAL trigger
primitives and reconstruct electromagnetic and hadronic objects is described in sec-
tion 5.1.1.

3.5 Muon System

Many signatures of interesting processes that originate both from the Standard Model
and the Higgs mechanism, and also from new physics, decay eventually to high energy
muons. For this reason, the design of the CMS experiment was based on the efficient
measurement of muon particles. The detector systems are separated into those located
at the barrel region and those at the two endcaps. In addition, a specific detector
system that specializes in the precise measurement of time is installed in both regions.
All detector systems are based on gaseous ionizing chambers that are read out by fast
front-end electronics [7].

Studies have shown that chambers of all muon detectors are able to operate during
HL-LHC [19]. The majority of the front-end electronics, however, will have to be
replaced by new ones, capable of handling the increased radiation dosage, higher data
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rates, longer trigger latency, etc. Moreover, new detectors are going to be installed at
the very forward region of the endcaps to provide coverage at higher pseudorapidity
range and also to provide increased measurement efficiency. Figure 3.12 illustrates the
r-z view of one quarter of the CMS detector. The muon subsystems are represented
by the colored layers, or stations, located outside the magnet coil.
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Figure 3.12: A quadrant of the muon system.

3.5.1 Drift Tube system

The Drift Tube (DT) system is responsible for the detection of muons crossing the
barrel region of CMS. It is located outside the Solenoid magnet, hence, the only
traceable secondary particles crossing the DT system are muons. The system consists
of layers of stations interchanged with the iron return-yoke. The yoke is used to
provide homogeneity to the magnetic field produced by the Solenoid coil. On the
longitudinal view the DT system is divided in five wheels, wheel -2, -1, 0, 1 and 2.
On the transverse view every wheel is made of 12 Sectors, hence, the total number of
Sectors is 60. The sectors can also be grouped in 12 wedges with each wedge consisting
of 5 Sectors in the z-axis. A schematic of the DT system showing one wheel in the r-¢
view is illustrated in Figure 3.13. In every Sector there are 4 DT stations, forming
concentric circles around the beam axis. At the top and bottom Sectors the number
of stations is 5 since the outer layer consists of two instead of one. Thus, the total
number of DT stations, or chambers, is 250.

The basic unit of the system is a drift tube chamber cell, depicted at the right of
Figure 3.14. The size of a cell is 42 x 13 mm? on the transverse view. At the center of
each cell there is a gold-plated stainless steel anode wire and on the sides of the cell
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Figure 3.13: Layout of the CMS barrel muon DT chambers and sectors in one of
the 5 wheels.

walls are the cathodes. They extend to a length of 2 meters. High voltage current
flows in both of them (+3600 V on the anode and -1200 V on the cathode), producing
high density electric field which is assisted by field forming strip electrodes on the
top and bottom cell walls. The ionizing gas used is a mixture of 85 % Ar and 15
% CO,, providing a maximum drift velocity of about 54 pum/ns and a corresponding
maximum drift time of about 390 ns. The DT cells are grouped in four half-staggered
layers which form one Super Layer (SL). The crossing of a muon inside a SL can
be reconstructed and the position and direction of a particle crossing the SL can be
obtained. In every DT station there are 2 SLs with their anode wires oriented parallel
to the beam axis in order to measure the r-¢ view. In addition, 1 SL, placed vertically
to the beam axis, exists in the 3 inner stations to provide the 6 measurement. The
structure of a DT Chamber with the SLs and the DT cells is illustrated on the left of
Figure 3.14. In total, the barrel muon system consists of 172,000 DT cells covering
In|< 1.2.

The current muon detector of the barrel is expected to provide very good per-
formance during the whole operation of HL-LHC. However, the front end electronics
have to be replaced with new ones that are able to cope with the increase in particle
flux and data rate. A detailed description of the Phase-2 Barrel Muon system is given
in Chapter 6.

3.5.2 Cathode Strip Chambers

Muon detection at the endcap regions of CMS is performed by Cathode Strip Chamber
(CSC) detectors. High particle flux of the forward region combined with the non-
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Figure 3.14: Left: Structure of a DT Chamber consisting of three Super Layers.
FEach SL is made of four layers of DT cells, two oriented parallel to z-axis and one
vertically to it. Right: View of a Drift Tube cell.

uniform magnetic filed set the usage of CSC the most suitable choice. The system
is made of trapezoidal chambers installed in four disk layers at each endcap side
and perpendicular to the beam axis. There are four layers, as shown in Figure 3.12
(illustrated in green), and in total 540 cathode strip chambers. In each side, the first
layer consists of three rings and 108 chambers and the remaining three layers have
two rings and 54 chambers. The overall size of the chambers depends on the radial
location. Their length varies from 160 cm to 340 cm. The top and bottom widths
(trapezoidal shape) are between the ranges 61-153 cm and 31-90 cm, respectively.
The thickens of the chambers is fixed at 25 cm except from those of the first ring in
the first station where the thickness is 15 cm. Each chamber covers azimuthal angle
of 10? or 20°. The total pseudorapidity coverage of the CSC system is 0.9 < n < 2.4,
having an overlap with the DT system at 0.9 < n < 1.2. The second station of the
CSC detector (ME2) is illustrated in Figure 3.15.

The CSCs are multiwire proportional chambers made of 6 anode wire planes,
running azimuthically to define the track’s radial coordinate, interleaved among 7
cathode panels. The panels are milled with strips that run radially with constant
azimuthal width d¢. The gaps created between the cathode panels are filled with a
mixture of gas which is made of 40% Ar + 50% CO4y + 10% CF,. The precise position
of a muon is defined by interpolating charges induced on strips, produced by the gas
ionization.

3.5.3 Resistive Plate Chamber system

The Resistive Plate Chambers (RPC) are gaseous detectors that have been installed
at CMS to provide additional, more precise time measurement to the muon system
[7]. They are capable of tagging events with resolution of 2 ns, setting them able
to identify unambiguously the Bunch Crossing number of the ionizing particle, i.e.
muons that are crossing the detectors. This functionality is very important to the
muon system where tagging particles to the correct BX is of high importance. RPCs
can also operate in an environment where high particle rate is present, making them
ideal to be used at the forward region of the CMS endcaps as well. Moreover, apart
from excellent time resolution, they also provide a good enough spatial resolution.
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Figure 3.15: The ME2 station of CSCs.

The RPC system is installed both at the barrel and endcap region covering pseu-
dorapidity range of |n|< 1.9. At the barrel region their placement is similar to that
of the DT stations. They form 6 coaxial cylinders around the collision axis and are
attached either in the inner or outer side of DT chambers, or at both sides. In the
first 2 stations there are 2 RPC chambers in each station placed in both sides of the
DT chambers. In the 2 outer stations there are again two layers of RPCs but at the
inner side of the corresponding DT station. The total number of the barrel RPC
chambers is 480. At the two endcaps RPC chambers have trapezoidal shapes and
are arranged in four concentric disks around the beam axis. There are in total 576
chambers at both endcap sides. The arrangement of the RPC layers at the barrel and
endcap region can be seen in blue color at Figure 3.12.

3.5.4 Improved RPC

The current pseudorapidity coverage of the legacy RPC system does not cover the
very forward region of CMS, a region very challenging in terms of backgrounds and
momentum resolution. To overcome this absence, the CMS collaboration decided to
install two additional layers of detectors that will cover the region 1.8 < n < 2.4. The
new system will consist of improved RPC chambers (iRPC) installed at disks RE3/1
and RE4/1, as depicted with purple at Figure 3.12. The new chambers are going
to have thicker electrodes and gas gap than the previous ones (1.4 mm) resulting
to reduced numbers of electrons generated. These can be absorbed faster by the
electrodes leading to increased sensitivity and rate capability of the detector. The
Front-End Electronics Board is also going to be upgraded to cope with the low charge
signals while keeping the efficiency as high as in the usual RPC. The installation of
prototype chambers has already began during 2022/2023 and the full commissioning
is foreseen to be completed by 2024.
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3.5.5 Gas Electron Multiplier detectors

The installation of a new detector system based on Gas Electron Multiplier (GEM)
lies within the efforts of CMS to extend the efficient muon detection at the very
forward region near the beampipe. This region is going to suffer the most after the
high luminosity upgrade and during the Phase-2 era. The detector systems at this
region will have to cope with higher number of collisions per bunch crossing that will
generate greater radiation dose and higher number of event rate. At the two endcap
sides, the new GEM detectors will cover pseudorapidity range of 1.5 < n < 2.8,
extending and improving the measured muon’s polar bending angle. The location of
the foreseen installation of the GEM detector is illustrated at Figure 3.12 with red
and orange colors. They are denoted as GE1/1. GE2/1 and MEQ.

3.6 MIP Timing Detector

MTD (stands for Minimum Ionizing Particle (MIP) Timing Detector) is a new detec-
tor that will be commissioned at CMS for Phase-2 [20]. This detector will be able to
measure the production time of MIPs in high precision. Specifically, MTD’s resolu-
tion is going to be 30-40 ps at the beginning of HL-LHC and about 50-60 ps during
the end of HL-LHC, due to degradation by radiation damage. This information can
be used to efficiently assign charged tracks to the correct interaction vertices, even
in scenarios of 200 pile up collisions. The pseudorapidity coverage provided by MTD
will be |n| < 3.0. The detector system will be a thin layer installed between the
Tracker and the calorimeters, divided in the barrel and endcap regions.
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Chapter 4

Technology of Phase-2 Level-1 Trigger

and Data Acquisition systems

4.1 ATCA Standard

The CMS Level-1 Trigger (L1T) and Data Acquisition (DAQ) systems for Phase-
2, described in Chapter 5, are being built using custom designed electronic boards.
This choice arises from the very specific tasks and requirements for data processing
and management imposed by HL-LHC. The two systems are planned to be installed
in the underground service cavern, USC, located next to the CMS detector room,
UXC. Inside USC, the L1T and DAQ boards will be installed inside crates that are
placed in rows of electronic racks. The radiation levels at USC are normal and thus
commercial electronics can be used. For the Phase-2 systems, the L1T and DAQ have
adopted the Advanced Telecommunications and Computing Architecture (ATCA) as
the industry standard to be used. The ATCA specification defines the physical and
electrical characteristics of the shelf, or chassis, that hosts easily swappable ATCA
blades. The ATCA also provides a high density and flexible backplane that allows
interconnections between the blades inside a crate.

A drawing of an ATCA front board along with a Rear Transmission Module (RTM)
is illustrated in Figure 4.1. The left side of a blade is called front panel and can be
used for custom connections depending of the board’s functionalities. The backplane
is located between the front board and the RTM and consists of the Zone 1, used for
power and management connections, and Zone 2. The data transport connectors are
located in Zone 2. Zone 3 is used to connect signals between the front board and the
RTM and as that, its usage in L1T blades is optional.

There are in total 14 available blade slots inside an ATCA crate. Slots 1 and 2 are
intended for hub blades. In a ’Dual Start’ configuration, four bidirectional general
purpose signal pairs are connected from each hub board to every blade node in the
crate. Furthermore, a base interface provides a 1000base-T Ethernet, three clock
pairs and a 100base-T Ethernet for management. These signals, shown in Figure
4.2, are distributed through the Zone 2 connector. At CMS, one hub slot must be
facilitated with the DAQ blade, called DAQ and TCDS2 Hub, or DTH (see section
5.2.2). For the L1T node boards, only the Zone 2 J23 connector is needed, while
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Figure 4.1: Drawing of the side view of an ATCA blade attached with an RTM. The
figure highlights the backplane connectors of the ATCA standard.

DTH requires connectors J20 through J24. For power consumption considerations,
the CMS guideline foresees up to 10 L1T ATCA blades to be installed in the 12
remaining slots. The custom backplane connections between the hub and the main
boards are also illustrated in Figure 4.2. They include the main LHC clock running at
40.0x MHz, High Precision (HP) clock multiple of the LHC clock and trigger timing
and control signals (TCDS2, described in section 5.2.1). The remaining interfaces are
reserved.

Blade 1..12 in slot 3..14

Hub Blade in slot 1 Hub Blade in slot 2

Fabric interface:

Base interface:

CMS Fabric interface:

Fabric interface

HP clock n*LHC (HP clock) alternatives:
LHC clock LHC clock CMS fabric interface
Reserved STDIO Reserved STDIO ] 10GhE
Reserved STDIO Reserved STDIO 40GbE
TCDS+TTS+ TCDS+HTTS+ 100GbE
1 LDAGQ LDAQ (reserved)

Base interface:

1000base-T GbE 1000base-T GbE  (1000base-T GbE) 1000base-T GbE
CLKA1 (CLK1) (CLK1) CLK1
CLK2 (CLK2) (CLK2) CLK2
Fabric clock (CLK3) (CLK3) CLK3

Figure 4.2: Data interface between the hub blades and the processor boards inside
an ATCA crate, as defined by CMS.

Managing of the crate takes place outside the card cage. It is executed by a
commercial shelf manager which is responsible for managing the fans, monitoring
the power distribution, temperatures, etc. Management of the blades themselves is
performed through the Intelligent Platform Management Interface (IPMI) bus and
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carried out by the IPM Controller (IPMC). IPMC is installed on every blade inside
the crate. It offers functions such as hotswap, sensor monitoring, etc. It also includes
Ethernet connection that provides distant control of the power of the board. For
Phase-2, CERN produces its own CERN-IPMC mezzanine card that can be used by
CMS and ATLAS experiments [21].

4.2 Field Programmable Gate Arrays

Field Programmable Gate Arrays (FPGA) are widely used at CMS since the first years
of the experiment’s operation. At L1 Trigger, they constitute the basic processing
unit. The ATCA blades that are being designed to build the system are all based on
FPGA processors to transfer data and execute the algorithmic logic.

FPGAs are user programmable integrated chips, introduced around the early
1980s. They consist of an array of programmable logic elements such as look-up
tables, flip-flops and memory elements. All these electronic pieces are interconnected
with a matrix of wires, which is also programmable. As a result, by enabling the
usage of specific elements connected by corresponding routes, the user can implement
any digital circuit that can fit in a specific device. During the first years of the FPGA
evolution, the number of logic gates inside a chip was at the order of tens of thou-
sands. The latest FPGAs as of 2023 consist of up to tens of millions. Furthermore,
FPGAs are becoming even more sophisticated by hosting additional digital circuits,
such as Digital Signal Processors (DSP), clocking resources, blocks of Random Access
Memory (RAM), high speed serial transceivers, and others.

4.2.1 Architecture

The main building block of an FPGA is the Configurable Logic Block (CLB). As
shown on the left of Figure 4.3, copies of CLBs are repeated inside the chip and their
number can range from thousands to millions, depending on the size of the FPGA. A
CLB is typically made of a set of Look Up Tables (LUT), Flip-Flops, Carry logic and
multiplexers. LUTs are essentially memory chips that match input values to output
values. When a logical function is to be performed, instead of executing the actual
calculation, LUTs have stored the result and retrieve it to the output pins. LUTs can
also be used to store user data that can be accessed any time by a logical circuit.
Flip-flops are the primitive storage circuits that can store single bit information for
multiple clock cycles. A multiplexer has a number of input signals and each time
it outputs only the one selected by the user. High speed carry logic is provided to
perform fast arithmetic functions, such as addition and multiplication.

Apart from CLBs, FPGAs include other types of resources, providing the ability
to implement digital circuits that can serve any kind of application. One example
are tiles of Block Random Access Memory (BRAM) that can be used to store large
amounts of data that are easily accessed by the user logic. Moreover, Digital Signal
Processing (DSP) slices are being included in FPGAs to aid applications that require
fast and efficient arithmetic functions to be implemented. All resources described so
far are capable of processing large amount of data very fast. For this reason, the
ability to drive data in and out the FPGA in high speeds is mandatory. To achieve

36



Programmable
interconnect

£ XILINX.
SPA m%@ ®

X

F4310423A

Vo CLB M CLB H H ¢ T P R
PHILI
[ i
5 0

Figure 4.3: Left: Block design of fundamental building blocks and programmable
interconnects of an FPGA. Right: Photo of a Spartan FPGA produced by Xilinx.

this, FPGAs provide a significant amount of user Input/Output (I/O) pins to be used
either for serial or parallel data transfer. In addition, transceiver devices are being
used to handle serial data interfaces in rates that exceed that of gigabits per second
(described in the next section).

Another device that has been introduced during the last twenty years is the System
on Chip (SoC). A SoC is an integrated circuit that includes the components of an
entire system into it. In the case of FPGAs, a SoC connects the FPGA programmable
logic (PL) with a processing system (PS) in one single die. The two are interconnected
with dedicated high performance busses that facilitate data transactions between the
two. The PS can be a commercial processor that hosts embedded operating system
(OS). From inside the OS, high level applications can interface the programmable
logic to create high-performance applications.

4.2.2 Hardware Description Languages

The behaviour of an FPGA is defined by Hardware Description Languages (HDL).
An HDL is used to describe digital circuits using written computer language. The
typical structure of code is divided in two parts. One where inputs and outputs
of the system are declared, and the main body, where the behaviour of the digital
circuit is described. This representation is also referred to as Register Transfer Level
(RTL). The structural form of HDL languages allows the abstraction of a complex
circuit into smaller components that are easier to understand and handle. Two of the
most widely used HDL languages are Verilog and VHDL (Very high-speed integration
circuit HDL).

The transformation of an RTL into the configuration file that will program the
FPGA is performed by an Electronic Design Automation (EDA) tool. The procedure
starts with analyzing written language and producing the netlist of the digital circuit.
This process is called Synthesis. The netlist contains a gate-level representation of
the elements that are used and the connections they share. Next stages require that
the tool has knowledge of the specific resources of the targeted FPGA device. Thus,
the compilation tool is provided by the company that produces the corresponding
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FPGA chip. These steps involve the procedures of placement and routing. During
placement, the compilation tool places the design onto the resources of the target
device. The routing stage searches for the most efficient connections, or routes, that
should be used to connect together the different elements of the circuit in order to
implement it without placement or timing violations. The last stage is the one that
generates the so called bitfile. The bitfile is the configuration file that programs the
FPGA with the digital circuit designed by the user.

4.2.3 FPGAs at CMS
Most of the FPGA devices used at CMS are produced by Xilinx. The work of this

thesis is conducted exclusively in devices manufactured by Xilinx, as well as the usage
of the corresponding EDA software, the Vivado Design Suite [22]. More specifically,
the Phase-2 activities of the experiment have been involving the Ultrascale [23] and
Ultrascale Plus [24] families, that were already introduced in the market since 2015.
These generations have utilized many technological innovations that allowed their
production in 20 nm, 16 nm and 14 nm, enabling applications of ultra-high perfor-
mance and massive bandwidth.

The initial stages of research and development at CMS were being conducted
using Ultrascale FPGAs and small parts of the Ultrascale Plus generation. During
the course of the years, it has become clear that the needs of the Level-1 Trigger
(described in the next chapter) can only be met by utilizing one of the biggest parts
of the Ultrascale Plus family, the VU13P FPGA. A list of FPGAs that have been used
during the years, and will be used at the final system, is shown in Figure 4.4. The
list also includes a couple of ZYNQ devices that are mentioned in the next chapters.

Device Name KU040 KU15P ZU4CG ZU19EG VU9P VU13P
CLB Flip-Flops (K) 485 1,045 176 1,045 2,364 3,456
CLB LUTs (K) 242 523 88 523 1,182 1,728
Total Block RAM (Mb) 21.1 34.6 45 346 75.9 94.5
UltraRAM (Mb) - 36 - 36 270 360
DSP slices 1,920 1,968 728 1,968 6,840 12,288
16.3 Gbps Transceivers 20 44 16 44
32.77 Gbps Transceivers - 32 - 28 120 128

Figure 4.4: Product table of FPGAs produced by Xilinx and are used by the CMS
Level-1 Trigger for Phase-2.

Xilinx VU13P FPGA

The VU13P FPGA is going to be the standard device used by the systems of the
Level-1 Trigger. As such, it has been used as baseline for the R&D work presented
in this thesis. It is one of the largest chips of the Ultrascale Plus family, and by
far the largest of other FPGAs that were used until now at CMS for Phase-2. The
VU13P chip is made of four SLRs (Super Logic Region). Each SLR is a single FPGA
die slice that interconnects with the others into one single package. Routing signals
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between SLRs takes place through SLLs (Super Long Lines) and most of the times
their efficient usage is conducted by the Vivado software.

The floorplanning of one SLR of the VU13P chip is shown in Figure 4.5. This
drawing is a representative image of the chip resources, its regions and Banks. The
Banks at the left and right borders of the chip contain the high-speed transceivers
that are highly used to transfer data in and out of the device. Their operation is
described in the next section.

X0Y3 X1Y3
X0Y2 X1Y2 X2Y2

X6Y2
X0Y1 X1Y1 X2Y1 X6Y1 X7Y1
X0Y0 X5Y0 X6Y0

Figure 4.5: Floorplanning of SLR 0 of a VU13P FPGA, extracted from the Vivado

software.

4.3 Multi Gigabit Transceivers

One very important advantage of the FPGA, apart from the processing power and
parallelism they offer, is high speed I/O serial interfaces. These transceivers increase
the total amount of bandwidth the device can receive and transmit without requiring
high count of I/O pins. Furthermore, they can provide efficient connectivity through
serial backplanes, optical interfaces, or between chips placed on the same board.
Data transmission via optical links is highly used at the CMS L1 Trigger and Data
Acquisition systems. Collisions information is transmitted from the detector and
between ATCA boards through optical fiber cables. Moreover, crucial timing and
control signals are distributed back to the front-end electronics also via high speed
optical links.

The Xilinx FPGAs listed in Figure 4.4 include a high number of serial transceivers
that operate at line rates up to 32.77 Gbps. The Xilinx high speed transceiver devices
are called Multi Gigabit Transceivers (MGT). Depending on characteristics such as
the internal bus width they process and the line rate they can achieve, MGTs are
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categorized in different types. The GTH transceivers are supported by both the
Ultrascale and Ultrascale Plus families and are capable of transmitting data to line
rates up to 16.3 Gbps. The GTY type reaches line rate up to 32.77 Gbps and is
supported only by Ultrascale Plus devices.

The MGTs inside Xilinx FPGAs are grouped as Quads. Each Quad contains four
transceiver channels, two LC tank-based Quad Phase-Locked Loops (Quad PLL or
QPLL) and four ring-based Channel PLLs (CPLL). There are two dedicated clock
pins to provide the reference clock required for the operation of each channel. These
clock sources can be routed to the QPLLs and be used by all four channels of the
quad, or routed to each CPLL independently. The block design of the structure of a
Quad is illustrated in Figure 4.6.

GTHE3_CHANNEL

™
RX 1

Recovered
clock routed
directly from
the PMA

[ 1BUFDS_GTES3/

[1-{ OBUFDS_GTE3 REFCLK
] IBUFDS_GTES/ Distribution
[} OBUFDS_GTE3

<— GTHE3_COMMON

GTHE3_CHANNEL

AT

Phae

Figure 4.6: Block design of the MGT Quad structure.

An MGT channel consists of one transmitter block (TX), one receiver block (RX)
and one CPLL. The reference clock can be provided either from the QPLL or the
channel’s CPLL. The schematic block diagram of a GTY channel is shown in Figure
4.7. Both TX and RX contain one Physical Coding Sublayer (PCS) and one Physical
Medium Attachment (PMA). Parallel data are interfaced between the user logic and
the MGT through the PCS. On each side, this layer contains optional blocks to
assist the implementation of most frequently used commercial transmission protocols.
It also contains necessary blocks to facilitate the data flow inside the transceiver.
Such blocks are Encoder and Decoder for the 8b/10b scheme, 64b/66b and 64b/67b
support, Pseudo-Random Binary Sequence (PRBS) Generator and Checker, First In
First Out (FIFO) blocks to facilitate clock domain crossings between internal clocks,
and others.

In the PCS layer, data are in parallel form and can have width of either 4, 6 or
8 bytes. The first block on the TX PMA layer is a Parallel-In Serial-Out (PISO)
to convert data to the serial stream that is going to be transmitted. Other optional
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Figure 4.7: MGT Channel Block design showing the PCS and PMA of the TX and
RX functional blocks.

blocks existing on the TX PMA are the Pre and Post Emphasis, the TX Out-Of-
Band signaling and beacon signaling for PCI express designs. Transmission of the
serial signal outside the chip is performed by the TX Driver.

On the receiving side the serial stream at the RX PMA is captured by the RX
analog front end. It is a high-speed current-mode input differential buffer that includes
configurable RX termination voltage and calibration resistors. The signal is then fed
into the RX Equalizer. Xilinx Transceivers provide two adaptive filter blocks to
reduce the loses imposed during the transmission of the signal. These are a Decision
Feedback Equalizer (DFE), recommended for high channel losses, and a Low Power
Mode (LPM) equalizer for lower channel losses and less power consumption. Once
equalized, the serial data stream is directed to the Clock Data Recovery circuit (CDR).
CDR is responsible of determining the phase of the digital signal and extracting the
clock of the stream, known as recovered clock. Once the RX clock is recovered, the
serial stream can enter the Serial-In Parallel-Out circuit. The resulting parallel data
bus is routed to the RX PCS. Inside the RX PCS data flow through decoder blocks
and return to the form the transmitter has sent them. They can then be used inside
the RX interface by user applications.
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4.3.1 IBERT tool

Xilinx provides a tool in the form of IP (Intellectual Property) core that facilitates
validation testing of the MGT transceivers, called IBERT (Integrated Bit Error Ratio
Tester) IP core. The IBERT tool connects the MGT ports and dynamic reconfigu-
ration port attributes to a graphical interface where the user can easily access them.
This way, the user can validate the operation of both the MGT reference clocks and
that of the serial link. Initially, the reception of a reference clock to the MGT is
realized through the QPLL Locked, that is exposed to the user. To evaluate the serial
link operation, the core uses the pattern generator and checker blocks that existing
in the PCS. The transmitted data are in the form of PRBS (Pseudo-Random Binary
Sequence) sequences. When patterns are created by the same polynomial, the link
status is Locked and the receiver can extract the number of potential bit flips that
occurred during transmission. If for any reason the interface is broken, the link status
will be Unlocked. This way, the operation of a link can be validated by running an
IBERT project for hours or days and counting the number of errors detected. A
statistical estimation of the validity of data transferred can be calculated this way.

A method of measuring the signal integrity of a transmission line is through eye
scans. The eye scan, or eye diagram, provides a statistical eye view of the accumula-
tion of errors area over an extended sampling period. The Xilinx GTY transceivers
include the neccesary circuitry required to perform an eye scan. Sampling of the serial
stream takes place right after the equalizer block. There are two samplers that oper-
ate in parallel, shown on the left of Figure 4.8. The first one, called Data Sampler,
samples data on the time domain at the location determined by the CDR block and
on the voltage domain at differential zero. The second one, called Offset Sampler,
samples in programmable horizontal (time) and vertical (voltage) offset positions. On
every offset position, the Bit Error Ratio (BER) is calculated as the ratio of the error
count to the data count. Plotting the result to a 2-dimensional phase space results to
the eye diagram, as shown on the right of Figure 4.8. An eye diagram can be made of
thousands or up to 10'* samples and the more open the blue area is (np-errors area),
the better the quality of the transmission line is.
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Figure 4.8: Left: Data Sampler and Offset Sampler. Right: Eye-diagram 2D plot.
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4.3.2 Optical Transceiver modules

High speed transceivers can be used in multiple use cases, such as on-board chip-
to-chip data transfer or communication between boards through a backplane. The
prominent way of transmitting data at high line rates and larger distances is through
optical fibers. Data transmission from the CMS detector to the service room is per-
formed by optical links, as well as the communication between the ATCA boards
of Level-1 Trigger and Data Acquisition systems. On the physical layer, the transi-
tion of the signal from electrical to optical and vice versa is performed using optical
transceiver modules attached on the ATCA blades. Figure 4.9 illustrates two such
modules that are used in CMS, a Quad Short Form-factor Pluggable (QSFP) on the
left and a Samtec Firefly on the right.

Figure 4.9: Optical Transceiver Modules. Left: A Quad Short Form-factor Pluggable
(QSFP). Right: Samtec Fireflies.

The QSPF is the most commonly used transceiver type today. The original mod-
ule, SPF, represents a compact, hot-swappable and single channel transceiver. As
requirements for data bandwidth increase, new variants are being introduced to ac-
commodate these needs. The SFP, SFP+ and SFP28 have all the same form factor
but are capable of supporting different maximum line rates, 1 Gbps, 10 Gbps and 28
Gbps respectively. The QSFP is a similar module but has different form factor as it
includes four transceiver channels in a single module. As such, different types also
include the QSFP-+ and QSFP28. They are widely used for Ethernet applications.

The Samtec Firefly is a compact transceiver module. The transceiver plugs in
a small footprint connector that can be placed near the FPGA chip, reducing the
high-speed traces on the Printed Circuit Board. There are variants of the Firefly
module that support line rates of 14, 16, 25 and 28 Gbps. Firefly modules have two
designs, the x4 and x12. The x4 part contains 4 bi-directional transceiver channels.
The x12 type can contain either 12 transmitters of 12 receivers and is not supported
at 28 Gbps line rates.
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Chapter 5

CMS Phase-2 Trigger and Data

Acquisition System

The proton-proton collisions rate of 40 MHz at the center of CMS produces a vast
amount of data coming from the detector sub-systems. The total data stream pro-
duced every second reaches the order of tens of Petabytes, making them practically
impossible to be stored directly in disk. Furthermore, the majority of the p-p colli-
sions lead to known and well studied interactions of the Standard Model. For these
reasons, a reduction of the event rate must take place before data can be efficiently
stored. This reduction is executed by the CMS Trigger system. The CMS Trigger is
an online event selection system that interfaces with the detector in real time, recon-
structs every collision event and decides whether it contains meaningful information
or whether it should be discarded. The event selection is performed by the trigger
menu of algorithms, which defines the physics channels of interest. During Phase-2,
CMS aims to perform more precise measurements of the Standard Model coefficients,
further study the Higgs boson sector and also search for traces of particles predicted
by theories beyond Standard Model.

The event rate reduction is performed in two stages. The first stage, called Level-1
Trigger (L1T), executes the first data processing by processing data of every single
event, every 25 ns. It is made out of custom designed trigger processors that are
based on sophisticated FPGAs interconnected with high speed optical links. L1T
reduces the event rate to 750 KHz with a latency of 12.5 us. Until the decision of
whether to accept or discard an event is taken, the raw information of the event is
stored in buffers on the detector. Upon reception of an accept signal, full resolution
of the corresponding event is read out by the Data and Acquisition system (DAQ)
and is transmitted to the High Level Trigger (HLT). HLT, the second stage of the
online analysis, is made of commercial CPUs and GPUs where more complex, high
level algorithms are possible to run. By running a more detailed processing of the
events it further reduces the rate down to 7.5 KHz. The selected events are then
permanently stored in disks and are available for offline analysis by physicists around
the world.

The upgraded Trigger system of CMS has to be able to cope with the unprece-
dented number of collisions produced by HL-LHC. At its ultimate configuration, the

luminosity at the interaction point of CMS will reach L = 7.5 x 103 em=2s71, re-
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sulting to about 200 aggregate proton-proton collisions per event. To manage the
new processing requirements, the current Trigger system of Phase-1 will be decom-
missioned and completely replaced by the new Trigger system that is currently under
development. This chapter describes the Trigger and Data Acquisition, as of 2020,
the time when the Technical Design reports of projects were published. While the
core of the projects will remain the same, it is possible that small modifications might
occur since the projects are still in the stage of research and development.

5.1 Level-1 Trigger

The Level-1 Trigger system is the system that performs the first online analysis of
the data produced on the CMS detector by the products of proton-proton collisions.
The system is based on custom designed boards that follow the ATCA standard and
use powerful FPGAs as processing units. It is installed in racks at the underground
service room (USC), located next to the cavern room (UXC) where the CMS detector
is located.

The block diagram of the Phase-2 Level-1 Trigger is illustrated in 5.1 [25]. L1T
utilizes a pipelined architecture, processing in layers the information that comes di-
rectly from the on-detector electronics. The first data processing takes place in three
different datapaths: the Calorimeter trigger, the Muon Trigger and the Track trig-
ger. The first layer of each datapath receives digitized information from the front-end
electronics through dedicated optical links at up to 10 Gbps and using the IpGBT
protocol. At this stage, raw or minimum processed data are fed into algorithms that
perform the Trigger Primitives Generation (TPG). Depending on the nature of the
Trigger Primitives (TP), they usually contain information such as local energy deposi-
tion, particle hits, position in ¢ and/or 7, quality of the measurement, bunch crossing
that corresponds to that TP, and others. At the next processing layer, TPs are used
by each subsystem for the reconstruction of particles. For every bunch crossing, par-
ticle objects are sorted and eventually transmitted to the Correlator Trigger datapath
that runs the Particle Flow algorithm to reconstruct the whole event. The Global
Trigger is the final processing block that receives inputs from all previous datapaths.
It runs the menu of algorithms to calculate the trigger decision. The result, called
Level-1 Accept signal, is transmitted back to the trigger and front-end subsystems
through the Trigger and Control Distribution System for phase-2 (TCDS2). Its re-
ception initiates the transmission of the detector information to the HLT, which is
performed by the Data and Acquisition system.

5.1.1 Calorimeter Trigger

The Calorimeter Trigger processes information from the calorimeter detectors of CMS,
which are the ECAL and HCAL at the barrel region, and HF and HGCAL at the
endcap regions. The main calorimeter trigger objects are electrons, photons, jets,
hadronic taus and various energy sums, provided for the pseudorapidity coverage
of |n|]< 5. A block diagram of the calorimeter trigger is shown at 5.2. The Global
Calorimeter Trigger (GCT) receives TPs from the back-end electronics of HGCAL, HF
and the Barrel (or Regional) Calorimeter Trigger (BCT). BCT is the back-end system
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Figure 5.1: Functional block diagram of the CMS Level-1 Trigger system for Phase-
2.

that generates TPs of the ECAL and HCAL detectors. TPs for the HGCAL are
generated by its own back-end system, which is not considered part of the Calorimeter
Trigger.

Data from every single ECAL crystal will be transmitted by the new Very Front-
End electronics to the BCT FPGAs. The sampling frequency for Phase-2 is 160 MHz,
four times higher than Phase-1. The coverage of the 61,200 crystals of the barrel
ECAL requires the usage of 108 BCP boards. These boards will perform the readout
of the ECAL system, the clustering of crystals to 3x5 towers and the generation of
ECAL TPs. The same system also receives data from the 2304 towers of the HCAL.
The sampling takes place at 40 MHz. TPs from both calorimeters are transmitted
from the BCT system to the GCT boards in Time Multiplexed (TMUX) fashion with
period 1.

The TP generation of the endcap calorimeter, HGCAL, is performed in a separate
system and the result is transmitted to central L1T. The magnitude and complexity
of the HGCAL detector is such that this separation is required. Each of the two parts
of HGCAL is composed of 28 sensitive layers made of silicon for the electromagnetic
section, and 22 layers of plastic scintillator for the hadronic section. The total number
of trigger cells is about 60 million. They are read-out by HGCROC (High-Granularity
Calorimeter ReadOut Chip) chips and pre-processed and transmitted by the ECON-
T (Endcap CONcentrator Trigger) ASIC. The transmission to the back-end boards is
realised through almost 5000 optical links. For the completion of the TP generation,
a two stage back-end system is designed that consists 48 boards in the first stage and
24 boards in the second (as of 2019). The information of HGCAL is sent to GCT and
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Figure 5.2: Block diagram of the Phase-2 Calorimeter trigger.

the Global Trigger (CT) simultaneously. In the two endcaps, TPs are also generated
for the Hadronic Forward calorimeter, containing information of energy and timing
of the forward hadronic calorimeter towers.

The GCT boards receive TP data from the BCT, the HF and the HGCAL. The
main tasks of this subsystems are two. One to prepare and send the information of the
BCT and HF to the Correlator Trigger (CT). The second is to combine information
from all calorimeter subsystems (BCT,HF and HGCAL), calculate calorimeter-based
trigger quantities and send them to the global trigger (GT). The number of GCT
boards required to cover the calorimeter region is three.

5.1.2 Muon Trigger

The Muon Trigger datapath is responsible for the muon identification and reconstruc-
tion at the CMS detector. In order to accommodate the geographical characteristics
of the muon detectors, standalone muon reconstruction is performed in three subsys-
tems: the Barrel Muon Track Finder (BMTF) at the barrel region, the Endcap Muon
Track Finder (EMTF) at the endcap region and the Overlap Muon Track Finder at
the overlap region. EMTF and OMTF transmit their output to the Global Muon
Trigger (GMT) system. The BMTF algorithm is decided to be placed inside the
GMT system, since the utilization footprint of the algorithm is low enough to easily
fit in the FPGA processors of these boards. In addition, GMT receives tracks from
the Global Track Trigger. With this information, it is able to combine standalone
muons with tracks to produce track-matched muons, and also generate global muons.
The GMT output is transmitted both to the Correlator trigger and to the Global
trigger. The overall architecture of the Muon Trigger is illustrated in Figure 5.3.
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Figure 5.3: Block diagram of the Phase-2 Muon Trigger system.
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Endcap Muon Trigger

The endcap muon detector is made of four CSC disk layers with a total of 540 cham-
bers. The pseudorapidity coverage provided is 0.9 < n < 2.4. The CSC chambers
are organized in stations called ME1, ME2, ME3 and ME4. There are six layers in
every chamber with each layer containing cathode strips that run radially and wires
placed almost orthogonal to the strips. Trigger primitives at the endcap, also called
local charged tracks, are build by the front-end electronics. Their generation requires
hits that create straight line patterns to at least four layers. They are produced by
the CSC Trigger Motherboards (TMBs) and are transmitted to the back-end track
finder systems through the Muon Port Cards (MPC). Out of the whole CSC range,
the region 1.2 < n < 2.4 is sent to the EMTF.

At the region of 0.9 < n < 1.9 four stations of RPC detectors are also installed
in the muon endcaps. This coverage is extended and reaches |n|< 2.4 by the new
improved RPC chambers. RPC hits are transmitted to the EMTF system using
optical links. A concentration of the RPC and iRPC is possible to take place before
data are received to EMTF boards. They are used to assist the timing resolution of
the generated TPs by combining them with the CSC hits.

The EMTF subsystem processes the TPs from the endcap chambers to reconstruct
standalone muons and assign them their track parameters. The processing is divided
in six sectors divided in the ¢ view. Having one back-end board processing one sector,
12 boards are needed in total to facilitate the EMTF. The produced muons as well as
all the non-zero trigger primitives are transmitted to the GMT in a Time Multiplexed
architecture with period of 18.
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Overlap Muon Trigger

In order to assist the efficient muon detection at the region where CSC and DT
chambers overlap, the OMTF system is used. It covers the pseudorapidity range of
0.9 < n < 1.2 and receives trigger primitives that belong to this region both from
the barrel and the endcaps. OMTF performs track matching, reconstructs muons
and assigns them their track parameters. It does so by splitting the processing in
three sectors in azimuth on each side of the barrel. That structure requires six trigger
processor boards to be used by the system. The output of OMTF, that consists
of standalone muons, along with all non-zero trigger primitives is transmitted time-
multiplexed to the GMT. The period will be of 18.

Barrel Muon Trigger

The barrel muon detector is made of 60 Sectors where DT and RPC chambers are
installed. In each Sector, there are four DT stations and four RPC stations. The DT
chambers consist of three superlayers of DT cells, two of which measure the phi view
and one the theta view. When a muon crosses a DT cell, a signal is generated and
measured by the on-detector electronics. This signal is digitized and the resulting
TDC hit is transmitted to the back-end electronics using optical fibers. The trigger
primitive generation on the barrel region is performed on the back-end by a system
called Barrel Muon Trigger Layer-1 (BMTL1). Processing of TDC hits for every
chamber results to the production of stubs, or track segments, that include informa-
tion of the position in ¢, the bending of the stub, bunch crossing number, quality of
the TP, etc.

To cover the totality of the barrel muon detector, BMTL1 requires 60 trigger
processor boards in the scenario that every board processes one Sector. However, the
scenario where one board processes two Sectors is also possible. In the latter case,
an additional processing layer might be used before data are received to GMT. Muon
reconstruction for the barrel is performed in the GMT boards. Thus, the generated
TPs are transmitted to GMT over optical fibers in a time-multiplexed architecture
with period 18.

The barrel muon trigger is discussed in depth at Chapter 6.

Global Muon Trigger

The Global Muon Trigger (GMT) system collects reconstructed muons from the over-
lap and endcap muon track finders and trigger primitives from the barrel region. In
addition, track data are sent to GMT from the L1 track finder. Barrel muons are
reconstructed at the GMT boards using a Kalman filter algorithm, described in sec-
tion 6.4.1. The Kalman output includes standalone muons with the possibility to also
detect displaced and slow muons. Next operation of GMT is to detect and cancel
duplicate muons that are found on the borders of the previous subsystems. These
actions are all completed before the reception of L1 tracks. The track information
is used by GMT to match standalone muons with tracks and produce the so-called
tracker muons. This computation provides a significant increase to the efficiency of
the measured muons and would not be possible without the track information.
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The GMT system receives data from all subsystems in a time-multiplexed period
of 18. The number of boards needed to build the system is 18 as well. Optical links
are received from BMTL1, OMTF, EMTF and GTT. The output of the GMT is sent

to the Correlator and the Global Trigger systems.

5.1.3 Track Trigger and Global Track Trigger

The inclusion of track information to the Level-1 trigger is a new feature that opens
a wide range of data processing capabilities at L1T, that otherwise could only be
performed to the High Level Trigger. The new Tracker of CMS is designed so that
hit information from the Outer Tracker (|n|< 2.4) is delivered to a new back-end
system, called Track Finder. This delivery, however, cannot be achieved if raw hit
information was to be sent at 40 MHz. The number of particles produced inside the
detector volume at pileup scenarios of 200 reaches that of thousands. For this reason,
the Outer Tracker P7 modules (discussed at section 3.3.2) are designed to perform
a first processing to apply a momentum cut by identifying its bending due to the
strong magnetic field. As illustrated in Figure 5.4, stubs from the two sensor sides
are correlated and a threshold of around 2 GeV is applied for the production of the
selected hit pairs, called stubs. The applied threshold value is programmable and can
be tuned independently for every module, depending on its location. The amount
of data remaining after this reduction is feasible to be transmitted to the back-end
system at 40 MHz. In parallel, full resolution information is stored in pipeline buffers
and is read-out upon reception of LL1 Accept signals.
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Figure 5.4: Channel correlation at the two sides of a Pr module. Green channels
show hits that pass the 2 GeV threshold.

The back-end system that receives the Outer Tracker stubs and produces particle
tracks is called Track Trigger. The architecture of the system is illustrated at Figure
5.5. Processing of the detector is divided in nine ¢ sectors, called nonands, with a
margin of overlap foreseen. Stubs are transmitted from the front-end ASICs through
optical fibers to the boards of the first back-end layer. These boards are called Data
Trigger and Control (DTC) and are based on FPGA processors. The number of DTC
boards required to process one nonand sector is 24, making 216 the total DTC boards
needed. One of their main functions is to receive information from the P; modules,
perform pre-processing of the stubs and distribute them to the next processing layer.
In addition, DTCs are in charge of interfacing the detector to send timing, trigger
and control data to the front-end electronics and perform the detector calibration.
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Readout of selected events to the Data Acquisition system is also executed by DTC
boards.
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Figure 5.5: Track Trigger architecture

The second layer of processing is made of the Track Finder Processor (TEFP)
boards. The interface between the two layers is time-multiplexed (TM) with period
of 18 and each TFP receives data from 2 neighboring sectors. On every TM period,
one TFP processes information of one ¢ sector. Hence, to cover the whole detector in
every time slice the total number of boards required is 162. The algorithm that runs
inside the TFP FPGAs uses stubs to reconstruct particle tracks. As illustrated in 3.6,
Outer Tracker consists of 6 barrel layers and 5 disks. Reconstruction starts by forming
the first seeds, called tracklets, by combining stubs from different combinations of two
adjacent layers or disks. An additional requirement for the tracklets is to originate
from the beamspot. On the next stage, tracklets are projected in both sides to find
more stubs in a narrow window of other disks and layers. To form a track, at least four
stubs are required. Once tracks are found, a Kalman filter algorithm is used to identify
the best track candidates and assign them their track parameters. Furthermore, in
order to enhance the search for long-lived particles the usage of triplets as the seed
of the track reconstruction without the constraint of passing through the beamspot
is also used.

The Track Trigger system transmits tracks to the Global Track Trigger (GTT)
subsystem. The interface between the two is performed in a time-multiplexed archi-
tecture and the period is 6. In every time slice, two GT'T boards are required for
the processing of a whole event, making the total number of GTT boards being 12.
GTT boards are responsible for the reconstruction of the primary vertex (or vertices)
and its transmission to the Correlator Trigger Layer-1 subsystem. In addition, GTT
reconstructs track stand-alone objects, such as track jets, track EZ'*** and single iso-
lated tracks. Those are transmitted to the Global Trigger boards, as well as to the
GMT subsystem. Apart from those, there are many possibilities for additional GTT
algorithms that are being studied.

5.1.4 Correlator Trigger

The Correlator Trigger subsystem (CT) exists at the center of the L1 Trigger design,
receiving trigger objects from all previous subsystems. Namely, inputs to CT are the
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Track Finder, GTT, HGCAL, GCT and GMT. The CT uses all this information to
run, for the first time in L1 Trigger, the Particle Flow [26] and PileUp Per Particle
Identification algorithms (PUPPI) [27]|. Using these algorithms already in L1 Trigger
is a great advantage of the upgraded system. Its implementation is feasible due to a
combination of reasons, such as the existence of track information to L1, the increased
latency of 12.5 us and latest developments of the technologies used at L1.

The Particle Flow (PF) algorithm is being used by HLT and offline reconstruction
at CMS already since the first Run of LHC. By using information from all detector
subsystems, PF identifies and reconstructs every single particle produced in every
event. Tracker information is mandatory for this process. First step is to match
stand-alone muons with tracker tracks and exclude the best matching tracks from
further processing. Next, tracks from charged particles are combined to energy clus-
ters to define charged hadrons and electrons. This process is executed independently
in the endcap and barrel regions and the improved granularity provided by the up-
graded detectors enhances significantly the result. Clusters not linked to tracks are
characterized either as photons or neutral hadrons. Once PF objects are computed,
CT executes the PUPPI algorithm to determine which particles originate from the
primary vertex and which are considered as pileup.

The CT subsystem is implemented in two layers, the CT Layer-1 (CTL1) and CT
Layer-2 (CTL2). The implementation of PF and PUPPI algorithms, as described in
the paragraph above, takes place in the boards of the first layer. Since PF algorithm
runs locally, separate boards process different regions of the detector. To cover the
total detector, 18 CTL1 boards are going to be used. The PF objects produced by
CTL1 are transmitted to the boards of CTL2. At layer 2, the particle-flow objects are
used for the reconstruction of physics objects, that are jets, hadronic taus, electrons,
photons and global energy sums. This is performed in 30 boards that will comprise
the layer-2 of the correlator trigger. The output is then transmitted to the last L1
subsystem, the Global Trigger.

5.1.5 Global Trigger

The Global Trigger is responsible for running the CMS menu of algorithms and pro-
duce the L1 Accept signal. It receives sorted lists of physics objects from the Global
Calorimeter Trigger, the Global Muon Trigger, the Global Track Trigger and the Cor-
relator Trigger Layer-2. Received data are buffered, de-multiplexed and fed to the
global trigger algorithms. There are O(1000) algorithms that run at GT, each one
describing a specific event signature of the trigger menu. All algorithms evaluate in
parallel the input data and a trigger decision is made in case any of those is fired.
This results to the production of the L1A signal alongside with the type of trigger
that fired. Some additional functionalities of GT that exist to aid the overall trigger
performance are the ability to prescale algorithms, enable individual algorithms to
fire only in specific bunch crossings of the orbit and the monitoring of the rate of each
algorithm.

The architecture of the G'T system is split in algorithm boards and in the final-OR
board. Each of the algorithm boards receives the same copy of the total GT inputs
and runs a subset of the algorithms menu. The number of boards required to fit the
whole menu is twelve. Their output is transmitted to the GT Final-OR where the
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final-or of the trigger is computed. Other functions that may be performed in the
Final-OR board include the prescaling and monitoring of the algorithms rate. The
accept decision as well as the trigger type are sent to the TCDS2, which delivers it to
all previous L1 subsystems as well as to the front-end pipeline buffers. In addition, GT
interfaces the DAQ and HLT systems to transmit readout records with information
regarding the triggers that have fired.

5.1.6 Scouting System

The Scouting System [28] is a new feature of CMS data taking. It is part of the Phase-
2 upgrade project but it is already being demonstrated during Run 3 by capturing
part of Level-1 data using commercial boards. The idea of the Scouting System is to
collect Level-1 data at the production frequency of 40 MHz. In other words, provide
a semi-online analysis in the totality of the produced events. This possibility enables
the study of specific physics channels that require lower signal rates and /or thresholds
that are otherwise not provisioned by the GT menu. In cases where potential signals
are found, dedicated algorithms can be implemented afterwards in GT to aid further
study. Furthermore, monitoring of the functionality of different L1 Trigger subsystems
becomes possible by capturing their inputs and outputs.

The Scouting System is a completely independent system that runs in parallel
with L1 Trigger. The design collects data from spare output links of different trigger
components at 40 MHz. The block design is illustrated in Figure 5.6. Blue arrows
represent links that transmit data to the different scouting systems. The connec-
tion deployment will be done in stages. First stage connects the output of the GT
Final-OR and some inputs of the GT to the scouting Decision System (sDS). Also,
the output of the GCT, GMT, GTT and CT will be sent to the scouting Global
System (sGS). This first stage of data capturing requires modest bandwidth and will
provide great diagnostic functionality for the GT, as well as interesting physics capa-
bilities. The second stage involves the scouting Local System (sLS) and the scouting
Track System (sTS). Outputs from the local muon and regional barrel and endcap
calorimeter triggers are captured by sLS and tracks from the track finders by the sTS.
Last stage would be the connection of primitives themselves coming from the endcap
and barrel calorimeter to sPS. This stage involves, however, throughput capability of
about one order of magnitude larger that the others combined.

5.1.7 Hardware

As already mentioned, the Level-1 Trigger system runs on custom designed electronic
boards. More specifically, trigger processors are based on FPGA devices that provide
high speed data transfer and processing. The design and production of L1T boards is
carried out by collaborations of institutes all around the world. To accommodate the
hardware requirements of every trigger subsystem, there are four hardware production
lines. Some of them design general purpose boards that will be used in multiple
subsystems, while others are targeting more specific use cases.

The ATCA standard, described in section 4.1, is the chosen form factor for all L1T
boards. In the subsections that follow, a description is given of prototype boards pro-
duced by every hardware line, as presented at the latest L1T Technical Design Report

33



Yy

1/0 nodes

Local processing
Transient short
term storage

Distributed (global) processing
Medium-term storage (xDB)

sLS(calo)

HPC Interconnect(s)

Services

sLS(mu)

Attached

Figure 5.6: Block design of the Phase-2 Level-1 Trigger including the 40 MHz scout-

mg system.

in 2020 [25]. At the time of writing, the hardware development has matured and cur-
rent designs have reached the final production versions of the boards. However, not
all boards have been produced and tested and/or not all designs are finalized. Hence,
the description below refers to the prototype boards whose operation is demonstrated
and verified.

APd1 ATCA board

The Advanced Processor (AP) consortium consists of several CMS institutes that
collaborate for the production of general purpose ATCA hardware, software and
firmware. The main board family, called APx, provides a large processor based on
the Ultrascale Plus architecture of Xilinx. The board adopts a modular design that
splits many of the onboard circuitry on different mezzanine card types.

Figure 5.7 depicts the first APx prototype board, the APdl. The FPGA used is
a XCVU9P and the optical connectivity includes 76 transceivers that operate to line
rates up to 28 Gbps. They are arranged in 19 Samtec Firefly optical modules [29].
In addition, 24 channels are connected to the Rear Transmission Module through the
backplane connector Zone 3. The main hardware control is performed by the Em-
bedded Linux Mezzanine (ELM) and the IPMC. Once the card is successfully power
on, a Linux operation system runs on a XCZU04CG ZYNQ on the ELM and is used
for many functions, such as initialization and programming the FPGA, configuration
of support devices, such as the Firefly modules and clock circuits. To communicate
between the ELM and the FPGA, an AXI (Advanced eXtensible Interface) bridge is
implemented. The Ethernet connection from the ATCA Hub Slot 2 is performed by
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a 10 GbE Ethernet PHY.

Figure 5.7: The APd1 ATCA board featuring a VU9P FPGA.

Serenity ATCA board

The Serenity collaboration is also established to produce general purpose ATCA hard-
ware for Phase-2, as well as the corresponding firmware and software. The ATCA
platform consists of two basic elements. One is the base board which includes all nec-
essary electronic components and services. Second is the processing FPGA chip that
comes attached on the so called daughter-cards. The daughter-card communicate
with the base board through an interposer Printed Circuit Board (PCB). This way,
different flavors of FPGAs can be easily changed to suit the applications of different
subsystems. The prototype Serenity version, shown in Figure 5.8, is able to host two
such daughter-cards into one single ATCA blade.

Serenity boards use the CERN IPMC |21] that provides the IPMC functionality
required by the ATCA standard. High level control of the FPGA and the on-board
circuits is performed by a COM Express computer-on-module. The Linux operating
system hosted in the COM Express communicates with the two daughter-card sites
through PCI Express lanes. This way, control and monitor of the firmware registers
is executed using high-level software commands. In addition, a third, small FPGA is
used (Artix-7) to carry out the protocol and voltage conversions required to interface
the JTAG and I2C chains. On every FPGA site there are 72 optical channels served
by Samtec Firefly transceivers [29]. There are also 64 differential pairs routed through
the PCB between the two daughter-card sites. Moreover, 2 channels are served by
a Quad Small Form-factor Pluggable (QSFP) module. The variety of FPGAs that
exist on daughter-card PCBs include Ultrascale Plus devices, such as KU15P, VU7P
and VU9P.
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Figure 5.8: The Serenity ATCA board hosting two daughter-cards.

Ocean ATCA board

Ocean is a general-purpose prototype ATCA board. Its main difference with the other
hardware lanes is that it utilizes a large System-On-Chip (SoC) that combines the
FPGA logic with a multi-core processor in a single chip. This way, one device is used
for the algorithmic logic and the control of both the firmware and the peripheral de-
vices of the board, reducing significantly the complexity of the PCB design. The SoC
used by Ocean is a Xilinx ZYNQ Ultrascale Plus (ZUI9EG). A Linux operating sys-
tem runs on the processor of the ZYNQ which is interconnected with the FPGA logic
through several AXI lanes. These can be used for applications such as configuration,
monitoring and real-time scouting. The optical connectivity supports 28 transceivers
capable of speeds up to 28 Gbps, and 44 supporting line rates up 16 Gbps. The 72 in
total optical channels are instrumented with Samtec Firefly modules. Furthermore,
Ocean hosts the CERN-IPMC and a small Artix-7 FPGA. A picture of the Ocean
board can be seen in Figure 5.9.

Barrel Layer-1 demonstrator

The Barrel Layer-1 board is the only hardware platform that aims to design and
manufacture a ATCA blade to be used in a specific trigger subsystem. The first
prototype can be seen in Figure 5.10. Its purpose was the development and evaluation
of trigger hardware technologies and as such, it does not follow a specific PCB form
factor. The processing unit is a Kintex Ultrascale KU040 FPGA. Optical connections
include 12 channels routed to a Samtec Firefly connector and 4 routed to a QSFP
module. All 16 links can reach speed up to 16 Gbps. The board also hosts a small
ZYNQ SoC that is connected with the clocking network and the power modules.
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Figure 5.9: The Ocean ATCA board featuring a ZUI9EG ZYNQ.

It is used to provide basic control and monitoring over these circuits. The ATCA
prototype that was produced after this demonstrator is described in Chapter 9.

Figure 5.10: The Barrel Layer-1 demonstrator board featuring a KU040 FPGA.

5.2 Data Acquisition and High Level Trigger

5.2.1 DAQ system Overview

The collision rate at HL-LHC will be 40 MHz and the luminosity at its ultimate
configuration is going to reach L = 7.5 x 10** em™2s~!. On every bunch crossing, the
proton collisions produce thousands of particles that are detected by the CMS detector
systems. This information is read by the front-end sensors, digitized and transmitted
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to the back-end electronics in order to be processed by the Level-1 Trigger system.
The L1T performs the first stage of online data analysis in order to reduce the event
rate. During the ultimate luminosity phase, the output rate of L1T is going to be 750
KHz and the latency of the accept or reject decision 12.5 us. Due to bandwidth and
processing power requirements, data transmitted to L1T do not always provide the
high resolution information that is produced. However, full resolution data are stored
inside front-end pipeline buffers. The size of these buffers is equal to the latency of the
L1 accept decision. This decision is calculated by the Global Trigger and is distributed
back to the front-end buffers through the Trigger Timing and Control Distribution
System (TCDS2 at Phase-2). Upon reception of the L1 Accept, front-end electronics
deliver the information from the corresponding event to the readout links of the Data
and Acquisition (DAQ) system. In some detector systems this procedure takes place
directly at the front-end electronics and in others at the back-end TPG systems. In
the latter case, the full resolution information is received from the detector. Data
from the selected events are transmitted by DAQ to the High Level Trigger (HLT).
HLT runs in a farm of commercial CPUs and GPUs, performs more sophisticated
event reconstruction and data processing and further reduces the event rate. The
output, or storage, rate of HLT at the ultimate scenario will be 7.5 KHz.
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Figure 5.11: Block design of the structure of the Data Acquisition system.

The block diagram of the DAQ architecture for Phase-2 is depicted at Figure
5.11 [30]. The detector, as well as front-end electronics are installed in the UXC
cavern. They are interfaced by the detector back-end board, that are located in the
service room of CMS, UCS. Communication between the two is bi-directional and
performed by optical links using the IpGBT radiation hard protocol. The datapath
from the front-end to the back-end, called uplink, transmits digitized data from the
detector systems to the Level-1 TPGs. Information such as status of the front-end
buffers, error counters, etc is also propagated through this link. The opposite direction
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datapath is called downlink and is utilized for the distribution of the Trigger, Timing
and Control (TTC) signals. These are the master LHC clock, the L1 Accept signal
and various fast control signals, such as resets. The status of the front-end pipeline
buffers is also transmitted through the uplink datapath. This information is used
by the Trigger Throttling System (TTS) which controls the accept signal generation
in order to prevent buffer overflow and as a consequence, front-end data loss. Both
TTC and TTS are parts of the TCDS2 system. The TCDS2 architecture is showing
in Figure 5.12.
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Figure 5.12: Structure of the TCDS2 system.

The DAQ system will be deployed using a custom designed ATCA board, called
DAQ and TCDS2 Hub (DTH). There will be two flavors of the DTH board to facilitate
two specific functionalities, the DTH-400 and the DTH-800. As mentioned in section
4.1, all L1 processor boards will be installed in ATCA crates. It is foreseen that the
total number of ATCA crates will be about 130 (as of 2020, DAQ TDR numbers).
Independently of whether or not a trigger subsystem interfaces the detector front-
end, TTC information has to be distributed to all ATCA blades that operate in
CMS. Hence, at least one DTH blade is going to be installed at slot 1 (hub slot) of
every ATCA crate. The TTC signals are then distributed to the backplane bus and
reach the processors chips of all cards installed inside the crate. The transmission is
performed by high speed lanes and through a custom protocol.

Apart from accommodating the TCDS2 system, DTH is also responsible for the
central readout of the selected events. The desired information is kept in buffers at
the different sub-detector boards, waiting for the L1 Accept signal. The transmission
is performed using a custom bi-directional protocol, called SlinkRocket, and through
optical fiber connections of the front panel of the ATCA blades. Data from every
accepted event must be concentrated, combined into event data structures and trans-
mitted to the surface data center (data to surface, D2S). This transmission is done
using standard commercial protocol that provides the possibility of re-transmission
in case of losses.

5.2.2 DTH ATCA board

The two flavors of DTH boards, also called D2S boards, will be used to instrument
the DAQ system. First flavor, DTH-400, is the basic board as it provides both the
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TCDS2 and readout functionalities that DAQ should perform. It must be installed in
the first slot of every CMS ATCA crate. Its block design is illustrated at the left side
of Figure 5.13. The TCDS2 functionality is carried out by a Xilinx VU35P FPGA that
receives the optical link from the TCDS2 master and distributes it to the appropriate
backplane bus of the ATCA crate. The readout is performed by a second VU35P
FPGA. To accommodate the receiving optical links, this FPGA connects 24 high
speed transceivers to 6x4 Firefly optical modules. On the other side, transmission
to the surface is performed by 5 QSFP modules, 100 Gbps of bandwidth each. The
maximum average throughput of this board is 400 Gbps. The prototype board is
shown on the right of Figure 5.13.
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Figure 5.13: Left: Block design of the DTH-400 board. Right: The prototype DTH-
400 ATCA board.

The second D2S board flavor is called DTH-800. This board instead of facilitat-
ing the TCDS2 functionality it contains a second readout FPGA, thus providing an
additional 400 Gbps readout bandwidth to the back-end ATCA shelf. It is designed
for projects that require more throughput than that provided by DTH-400. Since it
doesn’t contain the TCDS2 block, it is considered as a standard ATCA board and
receives the TTC stream through the backplane connector. In that sense, it cannot
replace DTH-400 but be used complementary to it. The block design of DTH-800 is
shown on the right of Figure 5.13.

5.2.3 Data to Surface and Event Builder

As illustrated in the DAQ block design of Figure 5.11, transmission of the readout data
from the DTH boards to the High Level Trigger is performed by the Data to Surface
(D2S) system. Events that have been accepted are packed in readout packets and sent
over the SLinkRocket protocol to the D2S boards. They then have to be delivered
to the Event Builder system which is located on the surface of P5. The transmission
will be performed using a commercial and reliable protocol, the TCP /IP. This choice
offers the possibility of using a standard switched network at the reception side. For
the D2S boards to ensure reliable transmission, large on-chip high-bandwidth memory
must be used to avoid data loss in cases of congestion in the receiving side.
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Before the readout data are directed to HLT, they have to be processed by the
Event Building (EB) system. Between the D2S boards and the EB processors, data
are handled by an InfiniBand switched fabric. The main purpose of the event builder
is to collect all packets that originate from accepted events and merge data that
correspond to the same L1 accept into records. These records must be buffered until
a HLT node is available for processing. Event Building is implemented in software
and it is divided in three units: the Event Manager (EVM), the Read-out Unit (RU)
and the Builder-Unit (BU).

5.2.4 High Level Trigger

The High Level Trigger (HLT) performs the second stage of online processing of the
collision events that are accepted by the Level-1 Trigger. The ultimate input rate of
HLT is foreseen to be 750 KHz and its output, after rate reduction, 7.5 KHz. HLT
runs in a farm of commercial processors on the surface of the CMS experiment. It
receives accepted events from the Event Builder and performs event reconstruction
and selection depending on the HLT physics menu. Data processing is similar to
that of Level-1 Trigger but using full resolution of the detector data. Furthermore,
the available latency permits the usage of commercial CPUs and GPUs. This means
that the version of the reconstruction algorithms that run at HLT can be much more
sophisticated than the corresponding versions at L1T. The infrastructure that runs
on HLT is the CMS Software (CMSSW). This is the same framework used for offline
reconstruction. Data processing at HLT can run in parallel by distributing events
to processor nodes. The average processing time of an event is 200-300 ms. Events
selected by HLT are stored locally in order to be assembled into larger data-set files
which are then transferred to central computing network (Tier-0). Events are then
reconstructed offline and permanently stored to be used for analysis.
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Chapter 6

Barrel Muon Trigger

6.1 Overview

The Barrel Muon Trigger (BMT) subsystem is responsible for the reconstruction of
muon particles in the barrel region of the CMS detector for Phase-2, at pseudorapid-
ity range of |n|< 0.9. As described in section 3.5.1, the barrel muon detector consists
of four layers of Drift Tube (DT) chambers installed outside the solenoid magnet.
When muons pass through a DT station, they ionize the gas inside the chamber, pro-
ducing a measurable amount of electrical current. This signal is amplified, digitized
and transmitted to the back-end processors in the form of TDC (Time to Digital
Converter) hits. The transmission takes place in long optical fibers connecting the
DT front-end electronics with the BMT Layer-1 (BMTL1) boards. The BMTL1 sub-
system generates Trigger Primitives (TP) for every DT chamber independently. TPs,
also called stubs or track-segments, contain information of the position and direction
of a muon candidate inside each station. In addition, timing information provided by
the RPC detectors is combined to generate the so called super-primitives. The next
processing layer is the Global Muon Trigger (GMT). Super-primitives are transmitted
to GMT and are used for the reconstruction of muon tracks inside the barrel. The
momentum of the reconstructed muon candidates can be extracted from the track
curvature inside the magnetic field. Eventually, muon objects are transmitted from
GMT to the Correlator Trigger and Global Trigger subsystems. A block diagram of
the BMT subsystem is highlighted in red at Figure 6.1.

The barrel muon system is made of DT chambers grouped in Sectors. There are
four chamber stations in every Sector stacked in layers one behind the other, having
three layers of the return iron-yoke placed between them. The DT Sectors are grouped
in five disks in the z-axis, called Wheels. Starting from the negative direction and
moving to the positive side of z, the Wheels are named as: Wh-2, Wh-1, Wh0, Wh-1
and Wh+2, where WhO is located at z = 0. Each wheel contains twelve Sectors.
Thus, the total number of DT Sectors is 60. The stations inside a Sector are labeled
as MB1, MB2, MB3 and MB4. MBI is the first chamber installed right after the
solenoid magnet and MB4 the outer one. Each station is made of one chamber,
except from MB4 of the top and bottom Sectors that contain two chambers due to
their size. Thus, the total number of Chambers is 250. The transverse view of one
DT wheel is depicted at Figure 3.13.
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Figure 6.1: Barrel Muon Trigger Architecture.

Complementary to the DT system, RPC detectors are installed in the barrel region
to assist the trigger primitive generation with their finer time resolution. Similar to
the DT architecture, there are six layers of RPC chambers installed around the beam
axis, forming concentric cycles. Their on-detector location is at the sides of the DT
chambers. At MB1 and MB2, four RPC stations are installed in both sides and at
MB3 and MB4 two are installed in one side, as shown in Figure 3.12.

6.2 Front-End Electronics

6.2.1 Drift Tube Front-End

The basic unit of the muon barrel detector is a drift cell, as described in 3.5.1. Drift
cells are grouped together in four layers of half-staggered cells to form a superlayer
(SL) (Figure 3.14). Every DT chamber consists of two superlayers (SL1, SL3) oriented
parallel to the z-axis (beamline), providing a measurement on the transverse (r-¢)
plane. Stations except for MB4 are also instrumented with a third superlayer (SL2),
the wires of which are placed vertically to the z-axis. This way it offers a measurement
on the r-0 view. When muons pass through the cells they ionize the Ar/CO, gas,
producing an amount of electric charge that drifts to the anode wire with a maximum
time of about 390 ns. The resulting current is captured, amplified and digitized by
the front-end DT boards.

The Phase-1 Read Out Boards (ROB) and all on-detector electronics are going to
be replaced for Phase-2 by the new OBDT boards (On detector Board for Drift Tubes)
[31]. Contrary to the current architecture, where DT TPs are generated on-detector,
the upgraded front-end system will only perform time digitization of muon hits. The
first prototype version of the OBDT board can be seen in Figure 6.2. It is based on
a radiation hard FPGA, the Microsemi Polarfire MPF300, that is responsible for the
time digitization of the chamber signals. The total number of input channels 240.
Time digitization is performed inside the FPGA logic by sampling each channel with
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a 600 MHz Double Data Rate (DDR) deserializer. The deserializer output ends up
to a parallel bus of 30 bits for every bunch crossing, clocked to the 40.078 MHz clock.
This 30-bit bus encodes the hit time as a transition of Os to 1s, with a resolution of
30 bins for every 25 ns, or resolution of 0.83 ns. The final TDC hit encodes the bit
position of the first binary 1 that is found in the 30-bit bus, thus requiring a field of
5-bits per hit at the final OBDT payload.

Figure 6.2: The first version of the OBDT board.

The OBDT data interface is facilitated by a SFP+ and a QSFP+ module. The
SFP-+ is dedicated for slow control and synchronization. It establishes a bi-directional
link that implements a front-end protocol, either the Phase-1 GBT or the Phase-2
IpGBT (described in 7.3). Through it, TTC and slow control information reaches
the OBDT, which in turn distributes it to the front-end boards. It includes the LHC
40.078 MHz clock, Bunch Counter and Orbit Counter resets, and other configuration
and monitoring signals. The QSFP+ transceiver delivers hit data asynchronously
to the back-end through optical links and by using a front-end optical protocols, as
well. The data format of one hit, as generated by OBDT, can be seen in Figure 6.3.
It contains the wire number of the hit cell, the bunch crossing it occurred and the
corresponding TDC time with respect to the start of the LHC orbit.

24[23[22[21[20]19[18 1716|1514 [13[12[11[10[9|8[7|6[5[4[3]2]1]0
OBDT Channel Number Bunch Crossing TDC Value

Figure 6.3: Data format of a single TDC' hit.

At the time of writing this thesis (2023), two versions of the OBDT board have
been produced. The basic architecture and functionality of the two remains the same.
An important difference between the two is the optical transceiver they utilize. The
first prototype is designed to use the Phase-1 GBT ASIC and the second revision is
based on the Phase-2 IpGBT ASIC. In both cases, the transceiver ASIC defines the
protocol that is used by both the SFP-+ and the QSFP-+ optical interfaces. Another
important note is that the second revision, similarly to the final architecture, is pro-
duced in two flavors. The differentiation occurs by the location each OBDT flavor is
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going to be installed, which can be either an r-¢ SL or an r-6 SL. As a consequence,
the former board flavor is called OBDT-phi and the latter OBDT-theta.

6.2.2 RPC Front-End

The architecture of the RPC and iRPC system for Phase-2 is illustrated in the block
diagram of Figure 6.4. The part that belongs to the barrel muon trigger is enclosed
inside the blue lines. Muon hits from the six RPC stations of the barrel are sent
to the Master Link Board (MLB). At the FPGA of the MLB boards (Kintez-7) the
hit data are processed and converted into RPC TDC hits. The TDC hits are then
transmitted for further processing to the BMTL1 boards at the CMS counting room.
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Figure 6.4: Block diagram of the RPC Phase-2 system. The Barrel part is highlighted

in the blue lines.

6.3 Barrel Muon Trigger Layer-1

The first processing layer of the Phase-2 Barrel Muon Trigger is the BMT Layer-1,
or BMTL1. This subsystem will be installed at the CMS service room (USC), that is
located next to the experiment cavern (UXS). Long optical fibers will transmit muon
hit data directly from the on-detector OBDT and MLB boards. The objective of
BMTL1 is to generate Trigger Primitives (TP), also called stubs or track segments,
for every DT chamber. In addition, RPC information is combined for the production
of the super-primitives (SP). The SPs are generated independently for every chamber
of the barrel. The main information they carry is position on the chamber, the

slope, or bending angle, of the hit and the bunch crossing number. The generation
is performed in the BMTL1 ATCA boards that host a powerful FPGA device. DT
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hit data are processed by the Analytical Method algorithm and the produced SPs are
transmitted to the GMT subsystem.

6.3.1 Analytical Method algorithm

The Analytical Method algorithm generates TPs by processing hit data originating
from the DT barrel muon system [32|. The algorithm inputs are the wire numbers
from all DT cells of one DT chamber, together with their corresponding hit time. The
hit time arrives in the form of TDC hits, calculated with respect to the start of the
LHC orbit. This information, combined with the known value of drift velocity (54
pm/ns), is analytically processed to reconstruct the position of a hit and its bending
angle. Furthermore, the Bunch Crossing (BX) number of the collision that produced
the muons is extracted.

The first processing stages of the algorithm are performed on super-layer basis.
The initial step, called grouping, is to find cells containing geometrical hit patterns
that are possible to originate from a muon trajectory. Only patterns that correspond
to straight lines are considered, as shown in Figure 6.5. At these regions, 10 cells at
a time are grouped, labeled as candidates and propagated to the next step.

The next step is called fitting, as it implements analytical expressions to determine
the collision time and the parameters of the track segment. Since the anode wire that
collects the ionized electrons exists in the center of the cells, the hit time is agnostic
with respect to the position of the muon (left or right). Thus, the calculations assume
all potential combinations of lateralities. Candidates are considered cases with either
3 or 4 hit cells. In each case, analytical calculations are performed for every laterality
combination and those that result to physical solutions are considered as valid. The
physical information obtained by this method include the position of the hit candidate,
it’s bending angle and the BX number that generated the hit.
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Figure 6.5: Left: Groups of 10 cells where combinations of hits are searched for.

Right: All cell layouts compatible with a muon straight line inside a SL.

Once candidates of both r-¢ superlayers are calculated, they are propagated to the
Correlation step. Hit candidates from SL1 and SL3 are correlated if their BX number
is within a window of +/- 25 ns. For the correlated candidates the TP parameters
are calculated again. The position and BX time are now the arithmetic mean of the
previous two. The bending angle is calculated by taking into account the difference
in the position of the two hits, since the lever arm is larger due to the distance of
the two superlayers. If no match is found, the single SL primitives are kept. Apart
from correlated and uncorrelated TPs, there are also the confirmed TPs when two
individual candidates are found within a window of + /- 1 cm. This information is
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tagged to each TP using an integer number called quality. The values and meaning
of each quality are shown in Table 6.1.

Quality Description Type

1 3 hit segment uncorrelated
2 3+2 hit segment confirmed
3 4 hit segment uncorrelated
4 4+3 hit segment confirmed
5 non existing label

6 3+3 hit segment correlated
7 4+3 hit segment correlated
8 4-+4 hit segment correlated

Table 6.1: Qualities of the DT trigger primitive.

In order to avoid potential duplicates or fake primitives being produced, cleaning
filters are also placed in different stages of the algorithmic logic. In the end, TPs are
being translated to the CMS global sector coordinates. The output of the Analytical
Method algorithm can be up to four TPs per chamber for every Bunch Crossing.
The size of a TP is 64 bits and its format is depicted in Table 6.2. On every bunch
crossing, stubs from every chamber of the DT system are transmitted to the Global
Muon Trigger.

Field | Valid Index Wheel Ch SL Q RPC ¢z ¢ BX Fine t0
Bits | 1 2 3 2 2 4 3 13 17 12 5

Table 6.2: Data format of a DT Trigger Primitive.

6.3.2 Hardware

The BMTL1 subsystem will be instrumented with a custom ATCA board, designed
specifically for BMT Layer-1. This board is the ATCA successor of the demonstrator
board for Barrel Layer-1, which is described in section 5.1.7. The main processing
unit is a powerful VU13P FPGA. Around it are routed high speed optical transceivers
facilitated by Samtec Firefly connectors. There are in total 20 Firefly modules: 10
of them are x4 bi-directional up to 25 Gbps, 7 are x12 receives up to 16 Gbps and
3 are x12 transmitters up to 16 Gbps as well. The asymmetry in the number of
inputs and outputs exists due to the larger number of receiving fibers, coming from
the detector front-end, with respect to the number of output links. Furthermore, the
receiving channels will operate at either 5.12 or 10.24 Gbps, following the standard
of the IpGBT protocol, while the outputs will operate at 25 Gbps using the CMS
Standard trigger link Protocol.

An image of the board can be seen at the left of Figure 6.7. Apart from the FPGA,
the board also features a ZYNQ System-on-Chip. It is used to provide basic configu-
ration and monitoring of both the FPGA logic and the different peripherals attached

67



on the board. These can be the Firefly modules, chips of the clocking network, the
power modules, and others. A Linux operating system runs on the processor system
of the ZYNQ), enabling high level control as well as remote access through Ethernet
connection. The BMTL1 ATCA board is further described in Chapter 9.

6.4 Global Muon Trigger

The Global Muon Trigger (GMT) subsystem collects muon information from the three
regions of the CMS detector. Specifically, the endcap (1.2 < n < 2.4) and overlap
(0.9 < n < 1.2) regions transmit standalone muon objects, as produced by EMTF
and OMTF track finders respectively. The barrel region (|n|< 0.9) transmits TPs
in the form of DT track segments. Furthermore, GMT receives track data from the
Track Finder subsystem.

There are two main tasks that are implemented at GMT. First is to reconstruct
standalone muons of the barrel region. This procedure is performed using track seg-
ments that are generated at BMTL1 and transmitted to GMT over optical links. The
algorithm that performs muon reconstruction is called Kalman Filter Track Finder
(KMTF). It has been decided that KMTF algorithm can run in the FPGAs of the
GMT processors, due to its low utilization footprint and availability in latency. More-
over, this decision simplifies the overall architecture of the muon trigger. The second
main task of GMT is to match tracks from the Track Finder with standalone muons.
The products of this operation are called tracker muons and their efficiency improves
significantly with respect to that of standalone muons (muons reconstructed only by
hits at muon detectors). Lastly, GMT performs ghost and duplicate cleaning at the
overlapping regions and transmits sorted list of muon objects to the Correlator Trig-
ger and the Global Trigger.

6.4.1 Kalman Muon Track Finder algorithm

Muon reconstruction at the barrel region of CMS is performed using a Kalman Filter
based algorithm. Kalman Filters are widely used in dynamic systems to estimate
future states of a discrete linear set. For this reason, they have also been adapted to
hadron collider experiments for reconstruction and fitting of particle tracks [33]. At
CMS, Kalman Filter based algorithms are being used already since the beginning of
Phase-1 by offline reconstructions algorithms. At L1 Trigger, the KMFT algorithm
for the barrel region, as described in this section, has been operational since the start
of Run 3 [34].

KMTTF uses state vectors to define the track parameters of every DT station. The
vector is defined as x,, = (k, ¢, ¢»), where k = q/pr and ¢£1 is the muon charge. The
first seed of a track is the outer available station and the track parameters and their
uncertainties are propagated inwards. The energy loss at this region of the detector
is taken into account. The relation between the old station and the new state is given
by xp+1 = Fx,, or:
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where the propagation matrix F, consisting of (a,b,¢,d), is produced by the ge-
ometry of the detector and simulation. The state uncertainties are expressed by a
covariance matrix P and they are propagated to the next station by the transfor-
mation P,.; = FP,FT 4+ @Q, where () is another covariance matrix expressing the
multiple scattering of muons crossing the return iron yoke. Once the state is prop-
agated to the next layer, the closest stub is selected and the track parameters are
updated based on the values and uncertainties of the measurement. These values are
represented by a vector zy = (¢, ¢p) and the corresponding uncertainty by a 2x2
covariance matrix R, which is different depending on the positions resolution of the
detector.

The state update is a matrix manipulation process that involves matrix inversion.
The result produces a Kalman gain matrix, G, that is used in order to update the
state with the following formula:

T, =z, +Gr,

where r,, is the residual between the propagated state and the measurement.

The values of the Kalman Gain are pre-calculated in order to reduce calculations
in the FPGA logic and save resources. They depend on the curvature and different
combinations of station hits that produce the muon track. Thus, the KMTF algorithm
propagates the track from station to station, starting from MB4 and going to MBI,
and on every station updates it using the pre-calculated Kalman Gain. The procedure
is illustrated in Figure 6.6. Once it reaches MB1, the measurement is stored and is
called unconstrained. Next, the track is propagated to the center of CMS. At this
stage the material of the magnet, calorimeters and tracker are taken into consideration
for the calculation. A Kalman update is performed again and the result provides a
beamspot constrained measurement.
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Figure 6.6: Graphical illustration of a slice of the CMS in the transverse view. The
figure highlights the steps followed by the KMTF algorithm to reconstruct a muon

track.
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6.4.2 Hardware

The GMT group designs and produces its own hardware for the Phase-2 upgrade.
The ATCA board that will facilitate the subsystem is called X20, and is shown on
the right of Figure 6.7. The same board will also instrument the EMTF and OMTF
subsystems.

Figure 6.7: Left: The BMTL1 ATCA board. Right: The X20 board used by GMT.

The X20 is a modular ATCA platform. It is divided in three separate modules,
each of which executes different tasks. On the right of the board is the power and con-
trol module. It includes the ATCA backplane connectors, the IPMC card and a host
ZYNQ device used to control the board. Furthermore, it delivers the ATCA power to
the processing module. The processing module, also called Octopus, hosts a Xilinx
VU13P FPGA. The dimensions of Octopus permit the usage of two such modules in
one ATCA platform. A key difference of this board with the other hardware lines of
the Phase-2 L1 Trigger is that it does not use Samtec Firefly transceivers. Instead,
it uses the Ethernet standard QSFP modules, attached in the corresponding Optical
module at the left of the board. The connection of the high speed signals from the
FPGA to the QSFPs is done though copper cables that are attached very close to
the FPGA chip. This way, the high speed PCB traces are kept as short as possible,
resulting to minimum signal integrity losses of the high speed optical connections.

6.5 Architecture

This section describes the architecture of the Barrel Muon Trigger, as evolved during
the time of writing this thesis (fall 2023). The Phase-2 L1 Trigger TDR [25] defines
a system with 60 BMTL1 boards and 18 GMT board, in which every BMTL1 board
processes data from one DT Sector. The document also foresees the case of having
30 BMTL1 boards instead, with each board processing two Sectors instead of one.
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Sector Number of OBDTs
1,2,3,5, 6,78, 10, 12 14
4 16
9,11 12

Table 6.3: The number of OBDTs for every Sector of a wheel of the DT system.

The numbers do not change in any of the 5 wheels.

This scenario also includes an extra layer, called Concentrator, to manage the link
interfaces between BMTL1 and GMT. With the additional knowledge gained during
the years after TDR, it has been decided to implement an architecture similar to the
latter.

The 60 DT Sectors are going to be instrumented by OBDT boards. The OBDT
inputs are wires from the DT cells of a super-layer. Each board can digitize informa-
tion from up to 240 such channels. In the cases of MB1 and MB2, one OBDT board
can fit the DT cells of one super-layer. Thus, 3 OBDTs are needed per chamber to
instrument SL1, SL2 and SL3. The super-layers of MB3 and MB4 are larger than the
other two, resulting to more DT cells per SL. For this reason, MB3 will use 4 OBDTs
instead of 3. Lastly, MB4 does not contain a ¢ SL but in most Sectors its size requires
the usage of 2 OBDTs per SL. There are cases where 2 are needed in total for small
MB4 chambers and others where 6 are needed for the largest ones. Eventually, the
number of boards that will be used at every Sector can be seen in Table 6.3. The
total number of OBDTs that will be installed for Phase-2 is 830.

The FPGA of the OBDT boards convert the signal from every DT cell to TDC
hits that are transmitted to BMTL1. The interface uses long optical fibers that start
from UXC and travel through a tunnel inside the wall that exists between the detector
and service room, ending up to the BMTL1 boards at USC. The current estimate is
that the payload of one OBDT can be served by one optical fiber. Thus, the number
of links that are sent to one BMTL1 board from DT Sectors is going to be either 26,
or 28, or 30, depending on the Sectors. These links will operate the IpGBT protocol.
As described in section 7.3, IpGBT payload in FEC12 mode (that will be used by
OBDT) is 192 bits per BX. Considering that the hit size of one cell is 25 bits (Table
6.3) the maximum number of TDC hits per SL per BX is 7. In case the bandwidth of
one optical fiber is not enough, the output link number per OBDT will get doubled.

TDC hits that originate from the RPC detectors will be transmitted by the Master
Link Boards. The number of links required per Sector is 5. Hence, 10 RPC fibers will
be connected in every BMTL1 board, resulting to a total of 36, 38, or 40 receiving
links. In case the OBDT links get doubled, the maximum number of input links to
one BMTLI1 board will be 70.

The BMTL1 subsystem will consist of two sub-layers. The first is the core BMTL1
layer that receives detector data from all 60 Sectors. This layer will be instrumented
with 30 boards and every board will process two barrel muon Sectors. Processing of
the DT hits is performed with the Analytical Method algorithm. The algorithm that
processes the RPC hits has not been implemented yet and hence, it is not know in
which of the two sub-layers it will run. The second sub-layer is now called Barrel
Filter (BF) (instead of Concentrator) and will host 12 additional BMTL1 boards. Its
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exact functionality is not yet officially defined. However, it is foreseen to implement
processes such as ghost/noise suppression and sorting of the DT TPs and handling
of data transmission to OMTF and GMT. Furthermore, it is possible that algorithm
pieces such as the theta matching, RPC clustering and matching with DT TPs are
going to be implemented at the BF layer.

The link interface between the BMTL1 and BF boards is not yet completely
defined. It is known, however, that one BF board will receive TP data from 9 BMTL1
boards. The interface between BF and GMT will take place in a time-multiplexed
(TM) architecture with a period of 18, same as the number of X20 boards. This
means that every BF card will output 18 links, with each one of them be connected
to one GMT board. These links will operate at 25 Gbps line rate. A schematic
illustration of the connection between the two systems can be seen in Figure 6.8.

BF

GMT O
Board O
Board 1

GMT 1
Board 2

GMT 17
Board 11

Figure 6.8: A schematic illustration of the interface architecture between BF and
GMT.

The time-multiplexed architecture defines that every GMT board processes infor-
mation from the whole detector. Hence, it receives input links from every BF board.
If we take as example data from BCO, they are all transmitted at GMT board 0.
Data from the next BX are going to be transmitted to GMT board 1, while board
0 continues to process the previous BX. This procedure is repeated until all GMT
boards are processing a specific BX. Then, data from BC18 will be directed again to
GMT board 0. The result of this architecture is that every GMT board has 18 x 25
ns time to complete its data processing. Moreover, a direct feature is the optical link
bandwidth allocation. For example link 0 from BF board 0 transmits data from BCO
to GMT board 0. Data from BC1, will be transmitted from link 1 of BF board 0 to
GMT board 1. Thus, link 0 is able to continue transmitting data from BC0O to GMT
board 0. In reality, the available bandwidth ends up being that of 1 BC times 18. At
25 Gbps the number of 64-bit frames that can be transmitted in one BX is 9. A a
result, the number of frames per link in a TM 18 architecture is 9x18=162.
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Every BF board will transmit TPs that are produced from 5 muon Sectors. The
output of the AM algorithm for every chamber is 4 TPs, or frames, on the ¢ view and
4 on the 6 view. Thus, the maximum number of TPs generated for one Sector is 28
(4x4 ¢-SL + 4x3 6-SL) and that for 5 Sectors is 140. Hence, 140 out of the available
162 frames per link will be used to transmit the TP data. The remaining 22 frames
can be used to transmit any other information is decided. However, it is expected
that in most cases the generated number of primitives will be much less than 140
per BX. In this case, and by implementing a technique called zero-suppression, it is
possible to transmit all TPs in fewer number of frames. The remaining bandwidth
can be used to transmit data from plus or minus one BX, that can be used for searches
of long-lives particles, for example.
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Chapter 7

Firmware Infrastructure for Phase-2

7.1 Introduction

This section presents firmware infrastructure that will be used by ATCA processors of
the Phase-2 Level-1 Trigger system. By the term firmware we refer to digital circuits
that are written using the VHDL (or Verilog) language and run on FPGA devices. As
described in section 4.2.3, the FPGAs used at L1 Trigger are produced by Xilinx. The
term infrastructure firmware refers to digital circuitry and applications that a L1T
processor is required to include. They facilitate tasks such as data transmission and
reception, control and monitoring via software, delivery of important trigger signals,
and others. Generally, firmware of L1T processors includes the infrastructure logic
and the algorithmic logic. Thus, the infrastructure logic creates the appropriate envi-
ronment so that the algorithmic logic can be implemented, by providing all necessary
signals.

The groups which develop hardware for L1T at Phase-2, in parallel of producing
ATCA boards, they also develop the corresponding firmware and software tools that
handle the operation of the FPGA and the board overall. Most of the ATCA board
flavors use their own framework that implements more or less similar functionalities,
but uses different coding approaches. Large part of the work of this thesis involves
firmware infrastructure developments, most notable of which is the Hermes protocol
and its successor, the CSP protocol. The firmware framework around which both of
them are developed is the EMP-Framework, which is the one used by the Serenity
boards. This framework has also been integrated in the BMTL1 ATCA board, as
described in section 9.4. For this reason, a presentation of its functionalities is given in
this chapter. Furthermore, this chapter includes a section about the Hermes protocol,
as well as a description of the GBT and IpGBT front-end optical protocols. The
Hermes and CSP protocols have also been adapted to the firmware framework of the
Ocean and X20 boards. However, description of this work is not included in the
chapters of this theses.
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7.2 EMP Firmware Framework

The EMP Framework (stands for Extensible, Modular firmware framework for Phase-
2 upgrades) is a firmware framework that targets L1T processors for Phase-2. It
implements the necessary circuitry that is required for the implementation of CMS
trigger algorithms inside the FPGAs. A simple block diagram of the framework can
be seen in Figure 7.1. The main components of the firmware are the TTC block, the
Datapath block, the IPbus block, the Readout block, and the Algorithm (or Payload)
block.

IPbus Datapath

Readout

Figure 7.1: Block diagram with the basic firmware components of the EMP Frame-

work.

The original hardware platform that uses the EMP Framework is Serenity. As
described in section 5.1.7, Serenity can host different types of FPGAs using daughter-
cards that connect to the main PCB through an interposer connector. These types
are Xilinx FPGAs of both the Ultrascale and Ultrascale Plus families. For this reason,
EMP Framework is inherently modular and able to support all daughter-card variants.
A description of the basic firmware components is given below.

7.2.1 TTC block

The TTC block handles all Timing Trigger and Control signals of the framework,
which are part of the TCDS2 stream (Timing and Control Distribution System for
Phase-2). They provide synchronization between all subsystems of the CMS exper-
iment and must be distributed to every single processing node that operates in the
L1 Trigger. They include the main 40.078 MHz LHC clock, a bunch crossing zero
tag, the Level-1 Accept, back-pressure, and others. Reception of the TCDS2 stream
to the FPGA is performed using a high speed link and through the backplane Zone
2 connector. The stream is delivered to all blades inside a crate by the DTH board,
as discussed in section 5.2.2.

The TCDS2 link operates at 10.24 Gbps using a custom protocol. The interface
firmware is implemented inside the TTC block, where the information is decoded and
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the corresponding signals are routed to the other firmware blocks. This protocol is
synchronous to the LHC clock and there are two methods that it can operate. The
simple one uses the LHC clock as it is received from the backplane connector both
as the main firmware clock, and also to synchronize the MGT reference clock. The
other, that is not yet used, uses the recovered clock of the received data. This method
extracts the LHC clock from the serial stream, routes it outside the FPGA to the
input of a jitter cleaner chip and then returns it back to the FPGA. It can then be
used as the main LHC clock and also used to synchronize the corresponding MGT
reference clocks.

The LHC clock is the main clock that drives collisions data in and out the FPGA,
and also drives the algorithms that are used to process them. Since the FPGA
devices are able to operate in much higher frequencies, the LHC clock is multiplied in
a number of different frequencies, such as 160 MHz, 240 MHz and 360 MHz. This way,
the number of operations and data transactions that take place in one bunch crossing
time (25 ns) can be significantly multiplied. Otherwise, the very strict latency of the
L1 Trigger would not be possible to be met.

Apart from the LHC clock, the CMS systems get synchronized using two signals:
the orbit tag and bunch crossing zero (BCO) tags, that are also delivered through the
TCDS2 stream. The BCO signal is asserted at the first clock cycle of the LHC orbit.
As described in section 2.1, the LHC orbit frequency is 11.2455 KHz and that of the
proton bunches 40.078 MHz, resulting to 3564 available bunches per orbit. Hence, the
TTC block contains a bunch counter that locks to BCO and starts counting from 0 to
3563. A similar counter logic can be implemented for the orbit number, even though
for Phase-2 it is not applicable yet. The bunch counter, however, is very important
when two systems communicate data with each other. The pipeline architecture of
the L1 Trigger can only operate if all systems are aware of which event they process.

The above description regarding the LHC information reception to the trigger
processors refers to the case where the boards are inserted inside an ATCA crate
together with a DTH board. However, most of the initial development stages take
place in the lab and on a test bench environment. For this reason, other means of
receiving the LHC signals are also implemented in the T'TC block. The simple one is
dedicated to single board tests, where both the 40.078 MHz clock and the BCO can
be generated on-board, operating in free-run mode. In cases where synchronization
between multiple boards is needed but outside an ATCA crate, for R&D purposes,
it is foreseen that these signals can be delivered to the boards from other external
sources. The TTC block supports these methods as well, and can be configured to
operate using any of them.

7.2.2 IPbus Block

The IPbus block implements the IPbus transaction protocol. It is a custom packet-
based protocol that is used to access firmware registers using software [35]. IPbus
was developed during the early years of CMS operation to provide a hardware con-
trol mechanism for the yTCA and ATCA standards. Since then, its usage has been
adopted by the majority of Phase-1 hardware and will also be the basic control pro-
tocol for a large number of Phase-2 boards.

The protocol implements 32-bit data transactions of a 32-bit memory addressing
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between a client and a host. The client is usually a PC that runs the IPbus software
to initiate transaction to the host, which is typically an FPGA that implements the
corresponding firmware. The IPbus information includes a Packet Header followed
by IPbus requests. The requests can be: a register read or write of either a specific
address space or incrementing address space, read-modify-write bits for specific subset
of a 32-bit register, read-modify-write sum to add values to a register. For these
transactions the software client sends a request and waits for the IPbus device to
respond back. One packet can direct more than one transactions at a time.

The typical IPbus implementation during Phase-1 uses the network application
layer to wrap IPbus packets. The chosen transport protocol is UDP (User Datagram
Protocol) due to its simplicity. Loss of packet is guaranteed by the implementation
of a reliability mechanism running at the IPbus Control Hub. The UDP packet is
then wrapped to an IP (Internet Protocol) and an Ethernet Packet in order to be
directed through the Ethernet physical layer to and from the FPGA device. The
Phase-2 hardware platforms include both the client and the host onto the same PCB.
As a result, the network transport layer is replaced either by the on-board peripheral
bus PCI Express, or by the chip-to-chip AXI interface. In both cases, [IPbus registers
are mapped using direct memory addressing from the firmware logic directly to the
memory of the CPU that runs the client. A description of an AXI interface for the
BMTL1 ATCA card is given in section 9.4.2.

The building blocks of IPbus are the IPbus firmware, the Control Hub and the
uHAL. The IPbus firmware is modular and mainly includes a decoder block and a
bus master control to interface the slave registers in the FPGA logic. Control Hub is
a software application that mediates transaction requests coming from multiple user
processes to one or more devices and then passes the response back to the original
sender. It also implements a reliability mechanism for UDP based transactions. The
uHAL (micro Hardware Access Library) is a Python/C++ library used by the end-
users to write their software applications.

7.2.3 Readout Block

The Readout block performs the readout of a trigger processor to the DTH board.
The interface takes place via optical fibers and by using the Slink Rocket protocol.
The users have to implement a buffer logic that holds information of multiple events
until a Level-1 Accept signal is received. If not, the data from a particular event are
discarded.

7.2.4 Datapath Block

The Datapath block handles data transmission and reception of the framework for a
particular FPGA device. The interface is performed through serial optical links using
the Xilinx MGT transceivers (described in section 4.3). Depending on whether a
board communicates with the front-end or with other back-end processors, it should
utilize the corresponding link protocol. The standard Phase-2 protocols for each
communication respectively are the IpGBT and the CSP.

Implementation of the two, or any other protocol that is used, is accommodated by
the Datapath block. It provides the appropriate firmware environment, as it includes,
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among others, the necessary IPbus interfaces, T'TC signals, clocks and resets. The
clock sources provided to the Datapath are: reference clocks for every supported
MGT QPLL, the LHC clock and multiple versions of it, and a free-running general
purpose clock. There are two types of reference clock sources used by the MGTs.
One of them is called synchronous, as it drives the interface of protocols that operate
synchronously with respect to the LHC, such as the IpGBT and the DTH protocols.
These clocks are produced by clock synthesizers on the board that use the LHC 40.078
MHz clock as reference. The back-end protocols can operate using asynchronous
reference clock sources, which are synthesized in free-running mode. Other signals
provided by Datapath to every Quad are a dedicated ipbus control and monitor bus
and TTC signals, such as the bunch crossing zero tag.

As described in section 4.7, the MGT transceivers that exist in a Xilinx FPGA
are grouped in Quads. These Quads are placed around the FPGA resources, at
the left and right borders of the chip. Following the same philosophy, the firmware
implementation of the optical protocols maintains a Quad structure and their code is
contained in a specific block inside Datapath, called Region. As illustrated on the left
of Figure 7.2, identical copies of the Region block are implemented. Their number,
N, is equal to the number of MGT Banks in the chip. Hence, in a VU13P FPGA,
which contains 128 MGT channels grouped in 32 Banks, there are 32 Regions.

Sync Async Tx Channel Buffer
Refclock Refclock
S S MGT Channel
Buffer
Control TX Path
Signals Patterns
Region 0 Rx Channel Buffer
Region 1 Buffer
RX Path
Patterns
Align
Region N-1 Module

Figure 7.2: Left: Block diagram of the basic components inside the Datapath block.
The Region block is implemented N-1 times, where N is the total number of Regions
supported by the FPGA type. Right: Block diagram of the Region block.

A block diagram of the Region block is shown on the right of Figure 7.2. For
illustration purposes the diagram depicts one MGT channel. However, the same
components are implemented four times to form a Quad. The firmware components
of optical protocols are contained in the MGT channel block. The kind of protocol
that is going to be implemented is defined by the user, as described two sections
below. To be used complementary with the MGT links, the Region block contains a
Tx and Rx channel buffer for every channel, as well as an Alignment module.
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Channel Buffer

The channel buffers are implemented to assist the development stages of firmware
parts of the framework. They are also very useful debugging tools. Every MTG
channel in the EMP Framework includes a set of one Tx and one Rx channel buffer.
Each buffer instantiates a 72 Kbit BRAM Tile (72 x 1024) that can be filled with
1024 64-bit words, leaving 8 bits for other meta-data signals. The buffers, shown on
the right of Figure 7.2, are user configurable. They can either inject data or capture
data. Furthermore, their direction can point either the MGT Tx or Rx path or the
Payload path. For example, one use case is the transmission of a known pattern of
data to the MGT interface. The MGT can be configured to loop data back in the
receiving side and the Rx channel buffer can capture the received data and compare
them with the transmitting ones. One other scenario is playing data to the algorithm
block from the Rx channel buffer and capture the output of the algorithm to the Tx
channel buffer. The payload of the buffers can be either a predefined pattern or a user
defined stream of 64-bit words. This functionality makes the channel buffers a very
powerful tool in the development stages of both a link protocol and the algorithmic
logic.

Align Module

The align module is another important piece of the Region block. It regulates latency
of every back-end link by modifying the read pointer of the RX BRAM of the CSP
protocol. This way, the exact frame and bunch crossing at which the words of each
channels are routed to the framework can be controlled. The result is that all channels
can be bonded together to the same bunch crossing. More details about the link
alignment process are given in section 7.4.6.

7.2.5 Algorithm Block

The algorithm block is the central component of the framework. Data interface to and
from every MGT channel is routed to the algorithm block, since the algorithms inside
it are the main producers and consumers. Furthermore, it receives all versions of the
LHC clocks and resets, the bunch counter, orbit counter and the L1 Accept signal.
Moreover, an interface to the SLink Rocket protocol exists inside the algorithm block.
The number of readout channels per project is defined by the user, as well as the data
buffering and handling to the Slink.

The standard algorithm (or Payload) block of the EMP Framework is a null com-
ponent, since algorithm implementation is conducted by the Trigger subsystems. The
algorithm block is actually the only component of the Framework developed by the
user. All functionalities around it are in the response of the infrastructure firmware.

7.2.6 Declaration File

The philosophy of the EMP Framework is to provide to the user all firmware pieces
that are required for the development of trigger algorithms. To fit all different scenar-
ios depending on the application, the optical interfaces of the framework are defined
inside a VHDL component, called project declaration file. An example can be seen
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in Figure 7.3. The declaration file creates the REGION CONF' array, every row
of which corresponds to one Region block. In every region, the user can select the
transmitting and receiving link protocol (first and fifth columns) and whether Tx and
Rx channel buffers are going to be implemented (second and fourth columns). The
third column is not applicable by the current version of the framework. The example
shown instantiates the first five regions of the project. In region 0, the gty25 setting
will implement the CSP protocol running at 25 Gbps on a GTY MGT, both on the
receiver and the transmitter sides. Region 1 will implement the transmitter of a GTY
channel running CSP at 16 Gbps, while in region 2 will implement the receiver of a
GTH channel running at 16 Gbps. Regions 3 and 4 will implement the front-end gbt
and [pgbt protocols, respectively. All five regions will implement channel buffers on
both the Tx and Rx sides. The remaining regions will implement a dummy region,
which does not include MGTs or channel buffers.

constant REGION COMF : region_conf array 1 o:=
8 == (gty25, buf, no_fmt., buf, gty25),

1 == {gtyld, buf, no_fmt, buf. no_mgtl.
2 == {no_mgt. buf, no_fmt, buf, gthls),
3 == (gbt, buf, no_fmt, buf, gbtl.

4 == (lpgbt, buf, no_fmt, buf, Tpgbt}.

others == kDummyRegion

¥

Figure 7.3: FExample of a declaration file for an EMP project.

7.2.7 Constraint Files

The EMP framework contains a number of constraint files that facilitate specific
operations on the framework. First of all, there are the board specific constraints
that connect the ports of the firmware to corresponding pins of the FPGA chip.
Constraining of the MGT channels is performed by a different file that runs a set
of scripts written in the Tcl programming language. The mgt-constrains file locates
every region where a protocol is instantiated and it then determines the name of
corresponding MGT Banks. Once it has this information it executes the Vivado
command that constraints the channels of that specific Quad to the correct FPGA
location. Moreover, there are constraint files that declare the clocks of the framework
and set those that originate from the same source in asynchronous groups.

The floorplaning of the chips is manipulated by the creation of the so called
pblocks. The pblocks are areas of the chip that are defined and are used during the
Implementation process to place specific firmware circuits inside them. By default,
the EMP framework creates pblocks to define the area of every region and the area
where the payload will be placed. The region pblocks exist in the area around the
MGT Quads, which are located on the sides of the chip. The middle area is where
the payload pblock exists.
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7.2.8 EMP Software

The firmware of the EMP Framework is controlled using the corresponding software
tool, called emp-butler. Emp-butler contains a set of libraries and applications that
allow the user to control and monitor a project. The commands run on a Linux
terminal and include every possible action that is supported by the framework. The
first command a user should run, is the reset. This command, apart from sending a
general reset to the FPGA, it also configures the source of the LHC clock, the BCO,
and monitors the status of the bunch crossing counters. As mentioned in the TTC
block section, there are different ways of sourcing the LHC signals. As a consequence,
the reset command expects an additional option, that can be one of the: internal,
legacy, tcds2 and external. The internal option uses on-board generated signals and
the tcds2 can be used only inside a crate with a DTH board. The legacy and external
options execute specific configurations of the Serenity boards. An example of the
output of the reset internal is show in Figure 7.4.

Global BC@® locked

STATUS

5 e: Internal
TT rce: Internal
Internal BCO: True

: True
: 40.000 MHz

Bunch count
Orbit count
Event co 0B
BCOs recvd alid, @ missing, @ invalid

[root@bmtll-2 fpga-ctrl]#

Figure 7.4: Output of the reset internal command using the emp-butler software.

7.3 Front-End Optical Protocols

The information generated at the CMS detector from every LHC bunch crossing is
digitized by the on-detector electronics and transmitted to the CMS service room,
USC. The communication is performed using optical fiber cables, the size of which
is 90 meters during Phase-1. Since the radiation dose at the detector cavern (UXC)
is higher than normal, the electronics placed at UXC should be able to cope at this
environment. Similarly, the optical protocol that is used for data transfer should be
radiation hard and able to correct errors that might occur during operation.

The task described above is facilitated by the GigaBit Transceiver (GBT) project
during Phase-1 and will be continued by the low power GBT (IpGBT) project at
Phase-2. The underlying purpose of both is to build the electronic and protocol com-
ponents that are required to transmit data to and from the detector. On the detector
side, the GBTX and IpGBT chips are custom designed transceiver ASICs. They
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are essentially serializer-de-serializer devices that implement the GBT and lpGBT
protocols respectively. The optical on-detector module is also custom designed and
operated by the Versatile Link at Phase-1 and Versatile Link Plus at Phase-2. On the
other side of the links, reception and transmission of detector data will be facilitated
during Phase-2 by specific Firefly modules, called CERN-B and the MGT transceivers
of Xilinx FPGAs.

The nature of data transmitted through this bi-directional link can be separated
in three categories: timing and control signals (TTC), detector data and slow control.
The TTC fraction of the data deliver signals such as the L1 Accept, orbit and bunch
counter resets and back-pressure. The LHC clock is distributed to the detector using
the serial data stream. Both GBT and IpGBT protocols run synchronously with re-
spect to the machine clock and hence, the recovered clock of the link can be cleaned
and be used as the LHC clock. The detector data are transferred from the detector
to the back-end trigger processors or are directed to the Data Acquisition system,
depending on the detector sub-system. The slow control contains commands trans-
mitted from the back-end boards to the detector in order to configure and monitor
the front-end electronics.

7.3.1 GBT

The GBT protocol is being used during Phase-1 to transmit data between the detector
and back-end electronics. The line rate of the link is 4.8 Gbps on both directions
(uplink and downlink). The GBT parallel frame is a 120-bit word driven by the LHC
40.078 MHz clock. It is divided in fields, as defined by the GBT protocol. The 32
Least Significant Bits are used to transmit a Forward Error Correction (FEC) code
that is applied to the payload bits. The FEC is based on Reed-Solomon (RS) (15,11)
codes that are able to correct up to 16 consecutive bit errors. Next 80 bits are devoted
to the user payload. Next 4 bits are called Slow Control bits. Two of them are used
for External Control, targeting the control of other front-end chips. The other two,
called Internal Control, are used to control the GBTX ASIC itself. The remaining
four bits form a Header that is used by the receiver to align the serial stream to the
correct word boundaries. As a result, the actual user bandwidth is 3.2 Gbps.

7.3.2 1pGBT

The IpGBT protocol is the Phase-2 evolution of GBT [15]. A block diagram of the
FPGA firmware is shown in Figure 7.5. The core firmware blocks of the protocol
are provided by the IpGBT group and are agnostic to the FPGA device. They are
divided in the Downlink, path from back-end to the detector, and Uplink, path form
the detector to the back-end boards. On the one side, they both connect to the
user logic that handles the payload transmitted through the link. On the other side
the two paths connect to an MTG block that is responsible for the serialization/de-
serialization of the IpGBT frames and the serial transmission of the stream. The
MGT block is developed by the end user of the FPGA, but an example for a KU040
FPGA is provided along with the core firmware blocks. The serial transmission at
CMS takes place using optical fibers that connect to the IpGBT ASIC on the detector
through the VL4 module.
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Figure 7.5: Block diagram of the [pGBT-FPGA firmware.

The IpGBT link is bi-directional, as the GBT is, but asymmetric. The downlink
line rate is fixed at 2.56 Gbps and the uplink line rate is configured to be either 5.12
Gbps or 10.24 Gbps. Furthermore, the uplink frame supports two FEC implemen-
tations, FEC5, consisting of RS (31,29) codes, and FEC12, consisting of RS (15,13)
codes. The IpGBT frame contains the same bit fields as the GBT frame, but the
FEC and user payload field size varies depending on the I[pGBT implementation. For
the downlink, the size of the frame is fixed at 64 bits. It includes a 24-bit FEC code,
correcting up to 12 consecutive errors, 4 bits for Internal and External Slow Control,
32 bits for user data and a 4-bit header. The size of the bit fields for every possible
configuration of the uplink are given in Table 7.1.

Config 5.12G/FEC5 5.12G/FEC12 10.24G/FEC5 10.24G/FEC12
Header 2 2 2 2

SC 4 4 4 4
Payload 112 98 230 202

FEC 10 24 20 48

Table 7.1: Size of the different lpGBT Uplink frame bit fields.

7.4 Hermes: A Back-End Optical Link Protocol

One of the main parts of the work for this thesis involved the development of an
optical link protocol for back-end data transfer. The initial aim of the protocol was
its adoption by the Serenity family boards, or, more specifically, by the users of the
EMP Framework. However, it was soon modified for usage by the Ocean board,
and later for the BMTL1 demonstrator board. This work reflected the contribution
of the University of loannina to the Serenity collaboration. The resulting protocol,
called Hermes, was essentially proposed as a solution to the back-end communication
between Level-1 Trigger processors for Phase-2. It was being used during the research
and development stages of the boards mentioned above until it was replaced by its
successor, the CSP protocol, described in detail in the Chapter 8.
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The development of Hermes [36] was a joint project between the Imperial College
of London and the University of loannina. It was based on the asynchronous archi-
tecture of the Phase-1 Trigger protocol but targeted the new generations of Xilinx
FPGAs, Ultrascale and Ultrascale Plus. The line rates supported by the protocol
are 16G and 25@G, following the specification of the Samtec Firefly modules. Its key
objectives are to keep the total latency as short as possible while maintaining the
utilization footprint considerably low. Furthermore, it was developed to be able to
be used by both the GTH and GTY MGT types.

7.4.1 Encoding Layer

Hermes protocol is designed to transmit two types of 64-bit words, Data and Control
words. The encoding scheme used by the first version of the protocol was the 64b/66b
that is used by the Aurora 64b/66b protocol [37]. This scheme attaches 2 additional
bits, called Header, to every 64-bit word that is transmitted. The Header defines
the nature of every word, whether it is Data or Control word. The final version of
Hermes, however, adopted the 64b/67b scheme, where the Header is made of 3 bits.
Without changing the scope of the Header, the additional bit is used as a parity check
bit, as described in 7.4.7. The overhead of the chosen encoding scheme is 4.68% over
the line rate of the link.

The required DC balance is achieved at Hermes by scrambling the 64-bit words.
DC balance refers to the transmission of equal, or almost equal, numbers of Zeros and
Ones over the medium, while in parallel avoiding long sequences of the same binary
value. If DC balance is not implemented, the receiver CDR circuit will not be able
to determine the phase of the bitstream and fail to recover the clock of the data.
The scrambler used by Hermes for every 64-bit word is the one defined by IEEE
802.3 and introduced by 10 Gb/s Ethernet. Regarding the Header, the supported
values of Hermes are either "010" or "101", resulting to an imposed imbalance of
1 in a sequence of 67 bits. Extended testing under normal conditions showed that
the additional Header bit did not cause any degradation in the operation of the link.
However, methods to equalize the polarity of the transmitted Header were studied
and implemented.

7.4.2 Asynchronous Architecture

The back-end protocols used by the L1 Trigger processors operate asynchronously
with respect to the LHC clock, as described in 7.2.4. Usually, the trigger algorithms
run with a multiple of the LHC 40.078 MHz clock. Data words are handled by the
transceiver using the parallel link clock. The frequency at this domain is defined by
the line rate of the transceiver and the width of the parallel data bus. The reason
of implementing an asynchronous architecture is to allow the transmitting line rates
and the reference clock frequency be chosen freely, following the standards set by
industry, while in parallel maintaining synchronization of physics data with the LHC
clock.

The implementation of the asynchronous architecture was introduced in CMS al-
ready since 2006 and is currently used by the Phase-1 Trigger link protocol. The
architecture instantiates a FIFO and a dual port Block RAM (BRAM) in the trans-
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mitter and receiver data paths respectively. As illustrated in Figure 7.6, both of them
are placed between the algorithm (payload) block and the MGT transceiver. This
architecture can operate successfully only when the algorithm clock rate is lower than
that of the link clock. Since the latter’s rate is fixed by the line rate of the link, the
algorithm can run with maximum frequency which is multiple of the LHC clock and
yet remains lower than the link clock. This technique guarantees that no data loss
would ever occur due to FIFO overflow.

1
Tx Data } 64b/67b
> TxCRC [ | Gearbox
Tx FIFO S S P —— . Optical fiber
% > I uilcer Transmitter /\/——b
| Filler
ks} | Generator ™
< I
'(% algo clock I link clock
= MGT
T T
Q. |
|
Rx CRC |+ FI:K Optical fiber
Rx Data B M Filler Recelver 1—\/\
I & - Detection | | Decoder l+— D bl -
Pointer
Control
; ¥
algo clock 1 link clock

Link Initialization
and
Status

Figure 7.6: Block diagram of Hermes protocol. Arrows illustrate data propagation

through the transmitter and receiver data paths, flowing between the payload block and

the MGT.

This difference in clock domain rates also results to a bandwidth difference. The
additional bandwidth is called filler bandwidth and it is compensated by transmitting
padding words, generated when the Tx FIFO is empty. Its size is the subtraction of
the algorithm bandwidth from the total link bandwidth. For example, in 25.78125
Gb/s links the maximum payload clock can be 360 MHz resulting in 23.04 Gb/s of
algorithm bandwidth. The remaining 2.74125 Gb/s is the filler bandwidth. Since the
latter is generated in the link domain of the transmitter, it is imperative that it will
be detected and removed in the link domain of the receiver. Otherwise, data coming
out of the Rx BRAM will go out of sync. To avoid such occurrences, the usage of two
FEC schemes has been introduced, as described in section 7.4.7.

7.4.3 Framing Layer

The kinds of 64-bit words, or frames, specified by Hermes are shown in Table 7.2.
They consist of Data and Control words, with the latter consisting of two categories:
Idle and Filler control words. The Idle control word is a null frame that is transmitted
when the payload block has no valid data to send. Thus, it belongs to the algorithm
domain, same way as Data frames. Filler control words are generated in the Filler
Generator block and belong to the Filler bandwidth. The nature of every frame (Data
or Control) is defined by the value of the Header, which is set by a user indicator,
called Valid bit. When the Valid bit is zero, the Frame Builder block generates and
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transmits Idle words. When one, the Frame Builder transmits the data coming from
the Payload block. The kind of Control words is defined in the Control Word Type
(CWT) field. The transmission of Filler words is invisible to the user. As illustrated
in the block diagram of Figure 7.6, a Filler detection block exists in the receiving
datapath and removes any Filler before they are written inside the Rx BRAM. The
only frames written inside it are Data and Idle control words.

Header || Byte 7 Byte 6 <> Byte 0
Data Data

Control CWT Idle Payload

Control CWT Filler Payload

Table 7.2: Hermes frames specification. The Header specifies the transmission of
either Data or Control words, the type of which is defined in the Control Word Type
field.

In order to devote the whole algorithm bandwidth solely to physics data, the
filler bandwidth is utilized to transmit information such as link metadata, Cyclic
Redundancy Check (CRC) checksums and alignment markers. This is achieved by
artificially generating two kinds of filler words that propagate the above information,
the CRC and the Align Marker Filler words. The format of Hermes’s filler words can
be seen in Table 7.3. The least significant byte is used to carry link id information,
while the next 3 bytes are user defined and could contain such information as board
id, crate id, subsystem kind, etc.

Byte 7 Byte 6 Byte5 Byte4 Byte3 DByte2 DBytel ByteO

CWT  Reserved CRC CRC User Info User Info User Info Link Id

Table 7.3: Format of the Padding, CRC and Align Marker Filler words

7.4.4 Data transmission modes

The main objective of Hermes protocol is to support all physics data packet types that
meet the requirements of CMS Level-1 Trigger, while at the same time maintaining
ease of use. These requirements can be addressed by implementing two transmission
modes, called Packet and Streaming mode.

Packet mode is used when data transmission by the algorithm block includes Data
and Idles. The packets can be of any length and have at least one Idle word between
them. The user defines a packet by asserting the Valid bit to declare the start and
by de-asserting it at the end. A Data Start marker is generated on the receiver side
at the rising edge of Valid bit and is used as the alignment marker. The falling edge
triggers the transmission of the CRC checksum.

Streaming mode is introduced to facilitate the transmission of back to back pack-
ets, i.e. packets that are not separated by Idle words. In this scenario, the algorithm
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is constantly streaming valid data frames through the link, hence Valid bit is always
asserted. The boundaries of a packet are defined by the “End of Packet” bit. When
asserted, it declares the last word to be used in the CRC calculation and also triggers

its transmission. An alignment marker can be transmitted by asserting the “Align
Marker” bit

7.4.5 Cyclic redundancy check

Cyclic Redundancy Check (CRC) is the method used by Hermes to determine the
validity of received data. This method feeds every transmitted data word of every
packet to a polynomial on the transmitting side. At the end of every packet, the
result of the CRC calculation is a specific word, called checksum. The checksum used
by Hermes is 16-bits long and it is transmitted at the end of every packet. On the
receiving side, the exact same calculation takes place for every frame of a packet that
is received. At the end, the CRC that is calculated on the receiver side is compared
to the one calculated on the transmitter side. If the value of the two matches, data
transmission is performed without errors. In case they are different, at least one bit
flit has occurred. The Tx and Rx CRC blocks can be seen in Figure 7.6. The Tx block
is located in the algorithm clock domain exactly before data are written to the Tx
FIFO. Similarly, the Rx block is placed right after the Rx BRAM ah the algorithm
clock domain.

The CRC calculation and transmission was one of the most challenging parts in
the design of Hermes protocol. One option was to execute the calculation and check
in the link clock domain. This way, the CRC checksum could directly be sent as a
deterministic Filler word and the CRC error indicator (1 bit) would cross through the
available space of the Rx BRAM. This design choice, however, does not include in the
calculation the path that data follow to cross clock domains, both in the transmitting
and in the receiving side. For this reason, it was decided that CRC calculation and
check will take place in the LHC clock domain.

At 25.78125 Gb/s links the maximum frequency of the algorithm clock is 360 MHz,
resulting to the transmission of 9 frames per LHC bunch crossing (BX). In the case
where Packet mode is used to transmit a packet of 8 frames, the CRC checksum could
be transmitted as part of the first Idle word at the end of every packet, as shown at
the left of Figure 7.7. However, this option cannot work in Streaming mode. In this
case, the user would have to acquire part of the last data word (i.e. 16 out of the 64
bits) of each packet in order to transmit the CRC, as shown at the right of Figure
7.7.

Both methods of transmitting the CRC share one common feature, they use part
of the Payload bandwidth. While this is not prohibitive, it interferes with the physics
data transmission and for this reason none was chosen. Instead, Hermes transmits
the CRC by using the available Filler bandwidth. This is done by crossing 16-bit
Checksum to the link clock domain through 4 out of the 8 available bits of the Tx
FIFO and RX BRAM, and then transmitting it as a Filler word.

Since the default width of BRAM Tiles (used to create the Tx FIFO and Rx
BRAM) is 72, the 8 Most Significant Bits can be used to cross metadata information
in parallel with every data frame. For example, the Valid bit value of every word
crosses domains as the 65th FIFO bit. The method of crossing the CRC through
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01063 64]65]66] 6768 to 71 0t0 63 64]65[66]67[68 to 71
DATA 0 1 DATA 0 1
DATA 1 1 DATA 1 1
DATA 2 1 DATA 2 1
DATA 3 1 DATA 3 1
DATA 4 1 DATA 4 1
DATA 5 1 DATA 5 1
DATA 6 1 DATA 6 1
DATA 7 1 DATA 7 1
IDLE | crc Jo DATA 8 | cre |1

Figure 7.7: Left: Packet mode example of transmitting the CRC with the first Idle
word at the end of every packet. Right: Streaming mode example of transmitting the
CRC with the last data word at the end of every packet.

FIFO splits the Checksum value in 4 chunks of 4bits each, in a way that the whole
CRC value crosses clock domain after 4 clock cycles. The process is illustrated in
Figure 7.8. A deterministic Filler word is then generated to carry the CRC to the
receiver side. This Filler word is called CRC Value filler. The same amount of clock
cycles is needed to cross domains in the Receiver using the same technique. Checksum
Value is then checked with the value calculated on the Rx CRC block.

0to 63 65)66|67|68 to 71
DATA 0
DATA 1
DATA 2
DATA 3
DATA 4
DATA 5
DATA 6
DATA 7
DATA 8
DATA 0
DATA 1
DATA 2

CRC3
CRC2
CRC1
CRCO

AR E R E R R

Figure 7.8: Example of transmitting the CRC value in 4 chunks of 4 bits utilizing
space 68 to 71 of the Tx FIFO and Rz BRAM.

7.4.6 Link Alignment

Link alignment, or channel bonding, in Hermes is implemented by using the alignment
marker bits of all receiving channels and by controlling the read pointer of each Rx
BRAM separately. Both Packet and Streaming modes transmit this marker through
all links on the same clock cycle. Due to differences in propagation delay, these
markers may not arrive simultaneously but in different clock cycles, placed between
the first and the last received markers. The method of aligning, or syncing, all
channels together counts for every channel the number of clock cycles required after
the reception of its own marker and until the reception of the last. It then subtracts
this number from the read pointer of the BRAM of the individual channel, so that
all channels are aligned to the link with the largest latency.
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7.4.7 Protection Mechanism

Assuming a channel is aligned to a specific bunch crossing and frame, the receiving
algorithm expects a strict sequence of incoming physics data. If the alignment of an
individual link is lost, it results in misinterpretation of all data frames until the link
is re-aligned. The above scenario takes place in cases where fillers are not properly
recognized and get mixed with words of the algorithm bandwidth, or more specifically,
when either the Header or the Control Word Type are received incorrectly. In order
to protect the link from such occurrences, Hermes encodes both of them into FEC
codes, each of which is capable of correcting up to one bit flip of the original code.
The 3rd Header bit is used as a secondary check to determine the original value and
the 4-bit CWT is encoded in Hamming (7, 4) codes, able to correct up to 1 bit flip. If
two or more consecutive bit errors occur, the synchronicity is lost and the link needs
to get re-aligned.
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Chapter 8

The CSP Trigger Link protocol

The CMS Standard trigger link Protocol (CSP) is the optical link protocol that will
be used for the interface between Phase-2 Level-1 Trigger processors. The protocol
reflects the efforts of two groups in the development of a robust trigger protocol that
satisfies the needs and requirements of the system. Before CSP was introduced, the
two groups were independently exploring ideas and solutions by implementing their
own protocol version. One group was based at University of Wisconsin, Madison and
their protocol, called Iridis, was targeting the APx ATCA boards family. The second
protocol was the Hermes protocol, developed by the Imperial College of London and
University of Ioannina and described in section 7.4.

The two protocol versions shared many common features and were trying to resolve
the same problems, but in some cases using different approaches. However, the final
Trigger system will consist of a mix of all four ATCA processors, transferring physics
data between each other. For this reason, it was decided that a common protocol
should be implemented that would share the common characteristics and implement
the most efficient solutions of each of the two.

The effort of implementing CSP started by the summer of 2021 and was finalized
by the summer of 2023. The protocol was specified by both groups in a shared 20 pages
document describing the syntax of CSP. The firmware implementation, however, is
developed by the two groups independently, following their own coding approach on
the different board frameworks (APx firmware shell and EMP Framework).

Implementing CSP for EMP was held exclusively under the context of this thesis.
The work involved exploring ideas and solutions on aspects of the protocol, writing of
the VHDL code inside the framework of EMP, maintaining the corresponding online
repository and testing its performance. In addition, the CSP code was modified to
be used in the Ocean and X20 boards, as well.

This chapter begins with a description of the common CSP syntax and continues
with sections about the transmitter and receiver datapaths, as implemented by the
Hermes firmware.

8.1 Protocol syntax

The size of a CSP word is 67 bits. The 3 Most Significant Bits (MSB) form a Header
and the remaining 64 bits are the payload, or frame. The Header bits are used to
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characterize the kind of the frame. Value "101" defines a Data word and value "010"
defines a Control word.

The definition of the bit fields of a CSP Control word is shown in Table 8.1. There
are five Control word types supported by CSP. Four of them belong to the Filler
bandwidth and one, the Idle word, belongs to the Algorithm bandwidth. The four
filler words are: The BC0/OT that is generated deterministically to transmit the BCO
information through the link. The LID0 and LID1 (LinkID) are non-deterministic
padding words that are sent when the Tx FIFO is empty. They are also used to carry
meta-data information of the transmitter to the receiver end. The fourth Filler word
is called CRCV. It is a deterministic filler word that sends the CRC value at the
end of every packet. It also contains a special status field. Differentiation between
the five Control words happens through the Type Field value, specific for each type.
Moreover, the Control Word Payload is defined only for the LIDO, LID1 and CRCV
words. BCO/OT and Idle should hard code this field to zero. The payload of each
word is described later in this section.

Bits 63-56 Bits 55-52 Bits 51-32 Bits 31-0
Type Field Index Number Zeros (rsrved) Control Word Payload

Table 8.1: Definition of the CSP Control wold bit fields.

8.1.1 Index Number

The Index Number field is a functionality implemented in the Filler bandwidth of
the link. It provides a reference waveform to the receiver end that can be used to
detect missing or miss-identified Filler words. On the transmitter, the value of this
field must increment by 1 on every transmitted Filler word, that is the BC0O/OT,
LIDO, LID1 and CRCV. This 4-bit counter should return to 0 when it reaches the
value of 15. By using this information, the receiver can lock to the counter value and
be aware of errors in the reception of Filler words. In addition, the counter concept
can be used to implement a logic that informs the Rx BRAM about the mistake and
corrects the position of the read address pointer. The implementation of the Index
Correction Mechanism is described in section 8.3.5.

8.1.2 Control Word Payload

The Control Word Payload field is used to transmit important information in the
Filler bandwidth of the link. This way, the Algorithm bandwidth remains devoted
solely to the transmission of physics data. This field is not defined in the payload
of BCO/OT and Idle words. Link meta-data information, such as the origin of the
individual channel (region and channel number), Crate and Slot ID, information about
the packet in transmission, and others, is propagated through the LIDO (Link ID 0)
and LID1 (Link ID 1) words. These are transmitted when the Tx FIFO is empty.
The number of meta-data bits could not fit in one such word and hence, the two are
transmitted alternately. The Payload field definition of LID0O and LID1 is described
in Table 8.2 and Table 8.3, respectively.
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Link ID Word 0
Bits 31-20 Bits 19-12 Bits 11-8 Bits 7-2 Bits 1-0
Rsrved  Crate/System ID  Slot ID  Channel Region Channel Number

Table 8.2: Payload fields of the LID0O Control word.

Link ID word 1
Bits 31-29 Bits 28-26 Bit 25 Bit 24 Bit 23-12 Bits 11-0
"oo1" Rsrved Idle-as-Filler Idle Mthod Pckt Size Pckt Intrvl

Table 8.3: Payload fields of the LID1 Control word.

The payload of the CRCV word is described in Table 8.4. Apart from transmitting
the 16-bit CRC checksum, it also carries a 4-bit field called Special Status Bits. At the
time of writing, only one of these bits is defined, even though not actually used by the
Hermes implementation of the protocol. Bit d3, position 27, is defined as Upstream
Link Error Flag. This flag is set to 1 if the packet being transmitted at that time is
associated with a CRC error during its transmission.

CRC Value Word
Bits 31-24 Bits 23-16 Bits 15-0
Special Status ~ Rsrved CRC16

Table 8.4: Payload fields of the CRCV Control word.

8.1.3 Data Integrity

The CSP protocol defines a combination of methods to either monitor or sustain the
integrity of transmitted data. In the case of Data words, the latency constraints im-
posed by the L1 Trigger system do not permit the implementation of FEC techniques
that could correct transmission errors. However, CRC checksums are calculated for
every CSP packet to provide a monitoring on the quality of physics data. Experience
of Phase-1 links show that bit flips during the optical transmission between L1 pro-
cessors in the CMS counting room is negligible. Thus, not implementing FEC codes
is considered as a good trade off for the obtained link latency.

On the other hand, as described in the Hermes protocol, FEC codes are imple-
mented in specific fields of the CSP words. While an error in the payload of Data
words might have a minor effect in the operation of the Trigger subsystems, a single
error either on the Header or the Type Field of Control words can cause a significant
dysfunction. For this reason, the Header value is protected by using an extra parity
bit and the Type Field by implementing Hamming (8,4) codes, as described below.
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Header parity

The CSP Header is used to define two kinds of words. Thus, only two values are
specified by the protocol, one to tag Data words and one to tag Control words. While
1 bit would be enough for this operation, the 64b/66b scheme uses 2 bits in order to
maintain DC balance by transmitting either the value "10" or "01".

The reason of using a 3-bit Header in CSP is to create a simple FEC technique,
using the extra bit as a parity check bit. This protection is mandatory in order to
avoid miss-identification of a Filler word due to single bit errors in the Header. To
implement the 3-bit Header, the 64b/67b encoding is used instead of 64b/66b. This
extra bit, however, adds imbalance in the serial bit stream. To correct this occurrence,
the extra bit is scrambled together with the 64-bit words, as explained in section 8.2.8.
The implementation of the parity check is shown in Table 8.5.

Control word

p | hl | hO | Decoded meaning
x| 0 1 Data word

x| 1 0 Control word
11010 Data word

1] 1 1 Data word
0010

01 1

Control word

Table 8.5: Table for decoding the Header 2-bits (h1,h0) and the 3rd parity (p).

Hamming codes

Hamming codes are used to encode the Type Field of CSP Control words. The
actual size of the usable Type Field is 4-bits. Before transmission, it is encoded into
Hamming (8,4) codes of 8-bits. When decoded on the receiver side, they are able to
correct up to 1-bit error and determine but not correct 2-bit errors.

If we assume the bits of Type Field as "d3,d2,d1,d0" and parity bits as "p3,p2,p1,p0",
the parity bits are calculated on the transmitter as follows:

p3:  dO0 xor d1 xor d2
p2: dl xor d2 xor d3
pl: dO xor d2 xor d3
p0:  dO xor d1 xor d3

Table 8.6: Parity bits calculation of Hamming (8,4) codes.

The encoded Type Field contains the parity bits at the 4 MSB and the type bits
at the 4 LSB. Decoding of the Hamming code on the receiver side is performed using
the so called syndrome bits. The value of these 4 bits declares whether no error has
occurred, the position of the error in case of single-bit errors and the occurrence of
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double errors. Table 8.7 shows the logical functions that are used to calculate the 4
syndrome bits.

s3:  p0 xor pl xor p2 xor p3 xor dO xor d1 xor d2 xor d3

s2: p2 xor d1 xor d2 xor d3
sl: pl xor d0 xor d2 xor d3
s0: p0 xor dO xor d1 xor d3

Table 8.7: Syndrome bits calculation to decode the Hamming (8,4) codes on the

receiver side.

CRC

The CSP protocol uses the CRC (Cyclic Redundancy Check) method to determine
the integrity of every transmitted Packet. A checksum is calculated two times. On
the transmitter side Data words of every packet are fed into the CRC block. At the
end of a Packet, a reset is issued in the CRC block and the checksum is transmitted
through the CRCV Filler word. The receiving end calculates the same checksum for
every Packet as well. At the end of every packet, the Rx block is being reset and the
Rx CRC value is compared with the Tx value. If the two match, the transmission of
both the Packet and the CRC checksum is done with no errors. Otherwise, at least
one bit error has occurred.

In CSP, the CRC-16-ANSI standard is used. The CRC block is generated by an
online generator, following the polynomial: 1+ 22 +2'® + 2. Furthermore, the CRC
code has been modified in order to support on-the-fly resetting and feeding of the new
calculation with the data stream of the next Packet. This modification is required
for the transmission of back-to-back packets.

8.1.4 Scrambling logic

DC balance of the CSP serial stream is achieved by using a standard scrambling
method. The polynomial used by the scrambler block is G(z) = 1 + 23 + 28, as
defined by IEEE 802.3av. The same polynomial is used on the descrambling block at
the receiving end to decode data back to their original form. The CSP specification
defines that the 3rd Header bit is also scrambled together with the 64-bit words. The
implementation of the resulting scheme, called 65b/67b, is described in section 8.2.8.

8.2 Transmitter Datapath

This section describes the Hermes implementation of the CSP transmitter datapath.
The block diagram of the firmware blocks is shown in Figure 8.1. A description of
each module and its main connections is given in the sub-sections below.
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Figure 8.1: Block diagram of the CSP transmitter datapath.

8.2.1 Transmission modes - User Interface

The transmission modes that CSP supports are similar to those introduced by the
Hermes protocol. The user can define packets in to ways. One is by using the Valid
bit. This mode assumes that at least one Idle word exists between two packets. Their
length is defined solely by the value of Valid bit: a rising edge indicates the start of
a packet and the next falling edge the end of this packet. In cases where Idle words
are not transmitted, i.e. Valid bit constantly asserted, back-to-back packets are being
sent. The packet separation in back-to-back packets is performed by asserting the
End of Packet (EoP) bit for one clock cycle. Assertion of EoP indicates the last
frame of the packet and the next frame constitutes the first frame of the next packet.
Algorithm data are interfaced to CSP using the payload-clock. In the case of 25 Gbps,
its maximum value is 360 MHz, corresponding to 9 frames per BX.

8.2.2 CRC generation

The CRC calculation is always enabled by the Valid bit. In the case of packets defined
by Idle words, the calculation stops when the value of Valid bit becomes zero. A reset
is issued on the CRC block and calculation begins again when the Valid bit is re-
asserted. When back-to-back packets are used, the EoP signal defines the last frame
to be included in the calculation. On the next clock cycle, the CRC block is being
reset and also fed with the first data word of the next packet. In both cases, the
checksum along with a CRC Flag signal are sent to the Clock Domain Crossing block
to be crossed to the link clock domain.

8.2.3 Data Domain Crossing

Following the asynchronous architecture, the CSP implementation uses a FIFO block
to cross clock domains on the transmitter side. For every Tx channel, a 36 K BRAM
Tile is used from the FPGA resources, configured as 72x512. In addition, Flip-Flop
(FF) registers are used in parallel to cross the CRC checksum value. Out of the 72
bits of the FIFO width, the 64 are used to cross the data payload, 1 bit is used for

95



the Valid bit, 1 bit for the CRC Flag, and one for the BCO, or Orbit Tag, flag.

The choice of crossing the CRC through FF registers is made for two reasons. On
the one hand, the CRC value crosses domains without interfering with the crossing
of data words. Furthermore, crossing using FFs adds no additional delay than that
already added by the FIFO block to cross the data words. The amount of this delay
is enough to resolve meta-stability phenomena of the link domain CRC registers. The
value of these is read when the CRC Value bit is crossed to the link domain.

8.2.4 Synchronous Gearbox

The Tx Synchronous Gearbox is a feature of Xilinx MGTs, provided to support the
implementation of 64b/66b and 64b/67b encoding schemes. It runs on the link clock
domain. The CSP protocol is based on the 64b/67b scheme, meaning that for every
64-bit payload word an additional 3-bit header is transmitted. The resulting 67-bit
word cannot be handled by the internal MGT circuits, since their interfaces support
data widths multiple of 16 bits. For this reason, the Synchronous Gearbox is used to
accommodate the implementation of the schemes mentioned above.

At its CSP configuration, the inputs to the Tx Gearbox are a 64-bit port for the
payload data and a 3-bit port for the Header. Furthermore, a 7-bit sequence port is
included. The sequence is a counter logic that is implemented by the user. The GTY
transceivers support 64-bit internal interface. In this case, the sequence counts from
0 to 66, which are the total number of cycles needed to transmit the payload plus
header information. The operation of the Gearbox is to concatenate the 67 bits in
a way that its output is always 64 bits of combined payload and header bits. This
results in 3 additional 64 bit words that transmit the header information, or, in other
words, 3 extra clock cycles. During these three extra clock cycles the MGT ignores
data that are written to its tx-data and tx-header ports. This information is used
everywhere in the CSP firmware implementation. It is propagated by a single-bit
indicator, called tz-data-valid.

8.2.5 Deterministic Filler Generation

The CSP protocol uses the Filler bandwidth to transmit information without inter-
rupting the transmission of physics data over the Algorithm bandwidth. This infor-
mation includes: link meta-data, the CRC checksum and the Orbit Tag. As described
in 8.1.2, link meta-data are propagated using two kinds of padding words, LID0 and
LID1. These are labelled as non-deterministic filler words, since their transmission
is triggered by the Empty flag of the Tx FIFO block. On the other hand, the CRC
Value and BCO/OT Fillers are deterministic words, generated on demand when the
user logic needs to transmit either the CRC, or the BCO at the start of every orbit.
This procedure is performed at the Filler Generator component.

The Filler Generator supports the generation of two types of Filler words, the
CRCV and the BCO/OT. The generation is issued either by the CRC Flag and the
OT bits, as soon as they arrive at the read port of the Tx FIFO (link clock domain).
In case both of them arrive at the same clock cycle, the CRCV Filler is generated first.
The logic takes into account the Empty FIFO flag and the tx-data-valid indicator to
judge when the deterministic Filler can be generated. Upon generation, it asserts for

96



one clock cycle either a CRC Filler flag of an OT Filler flag, which connects directly
to the Frame Builder block. In addition, it issues a pause to the FIFO Read port
to provide the necessary space for the transmission of a deterministic filler word. In
cases a padding Filler (non-deterministic) and a deterministic word are to be sent at
the same time, only the non-deterministic is transmitted.

8.2.6 Frame Builder

The Frame Builder block builds the CSP 64-bit frames by implementing the protocol’s
specification. It combines all Tx pieces to decide what kind of frame is going to be
written to the MGT, along with the corresponding 3-bit Header. The supported
CSP frames are: Data, Idle, LID0, LID1, CRCV and BCO/OT. The Header value
is "101" for data frames and "010" for Control words. The process is executed by
a state machine that is updated by the Valid bit, the CRC Filler flag, the OT flag
and the Empty flag. In the case of Data frames, the output of the FIFO is directly
transmitted with the corresponding Header. In case of Control words, the payload of
each word is being built and sent. Furthermore, the Hamming codes are calculated
on the fly and transmitted at the Type Field of every Control word.

8.2.7 Error Injection

An Error Injection module is placed right after the Frame Builder. Its function is
the injection of errors, when it is demanded by the user. The list of supported errors
is shown in Table 8.8. Their main purpose is to provide a mean of validating the
operation of many functionalities of the protocol. Those can be: error detection on
the Data Packets, single-error detection and correction on the Header and the Type
Field, double error detection on the Header and the Type Field and the operation of
the Index Correction Mechanism.

Error Types
Header-1bit
Header-2bit

Control Type Field 1-bit
Control Type Field 2-bit
CRC Error
Index Error 1-bit

Table 8.8: List of the Error Injections supported by CSP.

8.2.8 Scrambler - 65b/67b implementation

The scrambling method used at 64b/66b or 64b/67b encoding schemes feeds the Tx
polynomial with 64-bit words, prior to their transmission. In the CSP case, the 3rd
Header bit disrupts the running disparity of the link. To accommodate this issue, this
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bit gets scrambled alongside the 64 word bits. The process is illustrated in Figure
8.2. The Header bit-2 is glued together with the 64-bit words at bit position 65,
and the new 65-bit word is fed to the scrambler block. The value of the remaining
Header bits 0 and 1 are always balanced (either "01" or "10"). On the output of
the scrambler block, the 65th bit is attached again as the 3rd Header bit in order to
be transmitted by the 64b/67b Gearbox logic. On the receiver side, the same but
opposite implementation is used to decode the data. This implementation scheme
used by the CSP has taken the name 65b/67b encoding.

‘\

Original data | 0 | 1 l 2 | ’ 64-bits

7\
[2] 64-bits |

balanced To 65-bit
scrambler > TX
| Scrambled 65 bits ‘

L issi bit
e [0 1es| | Scrambled 64 bits

y

Figure 8.2: CSP scrambling method. Figure illustrates the transmitter side logic.

Similar technique is implemented on the receiver side.

8.3 Receiver Datapath

This section describes the Hermes implementation of the CSP receiver. The receiver
blocks inside the MGT are in charge of sampling to the correct phase of the received
serial stream and of extracting the recovered link clock, as described in section 4.3.
Once the CDR is locked, clock and data are directed to the SIPO (Serial-In-Parallel-
Out) circuit and the parallel bus flows to the PCS blocks of the receiver. A reset has
to be issued on the receiver datapath before it can be reliably used. Upon completion
of the internal reset procedure of the MGT, the rz-reset-done signal is asserted,
indicating that the user can access the data that appear to the MGT output ports.
These ports are: the 64-bit rx-data bus, the 3-bit rx-Header and the rx-data-valid.
Initially, he MGT PCS blocks output 64-bit words with random boundaries. For
the parallel data to be sampled to the correct word boundaries, they have to be aligned
to the form the transmitter has sent them. This action is performed by the user logic
during the link initialization and alignment procedure. This procedure uses known
and recognizable sequences the transmitter sends. In the CSP case, these patterns
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have to first be decoded before they can be used for the alignment of the link. Figure
8.3 shows the blocks of the CSP receiver datapath and their basic connections. A
description of their operation is given in the sub-sections that follow.
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Figure 8.3: Block diagram of the CSP receiver datapath.

8.3.1 Descrambler

The received stream is a scrambled version of the original data words. The CSP
transmitter implements the 65b/67b scrambling method, as discussed in 8.2.8. A
similar but reverse implementation is implemented on the receiver side, as illustrated
in Figure 8.4. Initially, the 3rd Header bit, which is the 65th bit, is attached to the
64-bit data to re-create the 65-bit scrambled word. This word is then passed through
the Descrambler block, which uses the same polynomial equation, to bring the 65-bit
words to their original form. Then, the 65th bit is re-attached to the Header as the
3rd Header bit, and both data words and the Header are routed to the next firmware
block.

8.3.2 Hamming Decoder

The Hamming Decoder block implements the decoding of the Control word Type
Field and the correction in cases of single-bit errors. Initially, the syndrome bits are
calculated for every received word, as described in the Hamming codes part of section
8.1.3. Then, by storing the parity check matrix in Look-Up Tables, the firmware logic
takes one of the following actions. If all syndrome bits are zero then the decoded Type
has no errors. The case where the s3 binary value is 1 means that 2-bit errors have
occurred. In this case, no action can take place and the corresponding double-bit
indicator is asserted. The remaining cases correspond to single-bit errors that are
being corrected and the Hamming Decoder block outputs the updated Type Field.
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Figure 8.4: CSP descrambling method. Figure illustrates the receiver side logic.

8.3.3 Link Initialization and Alignment

At the point where data are decoded by both the Descrambler and Hamming Decoder
blocks, they can be used by the Alignment block to initialize and align the link. There
are two processes that operate in parallel for this purpose. The first process generates
the check-data and data-good signals. These two are defined by the combination of the
received Header and Type Fields. When Data words arrive, no check is performed
(check-data=0). Otherwise (check-data=1), check is performed for every Control
word, since the Type Field is the only known sequence of the 64-bit data. If the Type
value matches that of Idle, LID0, LID1, BCO/OT or CRCV, the data-good signal is
asserted. If not, data-good is zero.

The second process is mainly driven by the check-data and data-good indicators.
It controls the bit-slip port of the MGT transceiver and declares the status of the
link. When the slip signal is asserted, the boundaries of the parallel data bus slide
by one bit. The next bit slip can occur after at least 32 clock cycles. The flow chart
of this process is depicted in Figure 8.5. When a slip can occur, the first indicator
that is taken into account is the check-data. The process continues only when it is
asserted. Next, there are two cases for the link, either the sequence header is locked,
which means that the status of the link is Up, or the header is unlocked, stating that
the link is Down. When the link is Down, the data-good indicator defines whether a
bit-slip should be requested. A request is not needed when the Type Field and Header
values match one of the expected. If this case occurs more than 64 consecutive times,
the Link is declared as Locked. If not, even one wrong combination resets header-
valid counter to zero. In the case where the link is Locked, the data-good signal is
constantly monitored. When a wrong sequence arrives, the header-valid counter is
subtracted by 8. When a correct sequence arrives, it increases by 1. If its value fall
below 8, the sequence header is considered unlocked and the status of the link goes
Down.
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Figure 8.5: Flow chart of the CSP alignment procedure.

8.3.4 Filler detection and BRAM control

The decoded CSP data remain in the link clock domain until they are written to the
Rx BRAM. At this stage, the Filler words have to be detected and not be written to
the BRAM. The only words that cross to the algorithm domain are Data, Idles and
the CRC.

Filler detection is performed using the Type Field of every Control word. For
every type, a corresponding indicator is asserted when such a word is received. For
Filler words that carry information in their payload, their value is read and written
to registers. These are the CRC checksum and link meta-data information from the
two link ID words. The BCO/OT word asserts an orbit-tag signal. In parallel, the
separate Filler indicators pass through a logical OR gate to generate the filler-detected
signal. It is used to drive the write-enable port of of the BRAM. Thus Filler words
never cross to the algorithm clock domain.

The write and read pointers of the Rx BRAM are controlled at this stage as well.
The write pointer is a free-running counter that counts only when the write enable
is High. The read pointer is controlled by the enable signal. It also consists of a
free-running counter but there are a few additional signals that can manipulate its
value. Two of them can either pause the increment for one clock cycle or increase by
one additional value and one of them resets the counter to a specific value. These
three signals are controlled by the EMP Software in order to direct the Data coming
out of the BRAM to a specific clock cycle. Controlling the BRAM read pointer of
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a certain number of links can align their output to the same clock. This process is
one of the basic functionalities of EMP and is controlled by the Align Module of the
Region block, as described in section 7.2.4.

Another piece of information extracted by the Filler words is the Index Number.
The value of this field together with the filler-detector signal are sent to the Index
Correction Mechanism component. Its functionality is described in the next sub-
section.

8.3.5 Index Correction Mechanism

The Index Correction Mechanism (ICM) has been introduced to correct potential
flaws in the detection of Filler words. Miss-identification can occur in cases of more
that 1 bit errors on either the Header or the Type Field. The ICM functions by
tracking the Index Number value of every received Filler word. The CSP transmitter
sends a 4-bit counter that increases with the transmission of every Filler. Similarly,
the receiver locks to the first Index Number value and creates a separate counter that
increases with the reception of a Filler. If the values of the two counters match, it
means that the operation of the link is valid. If not, the receiver has either missed
a Filler word, or confused a Data or Idle word with a Filler. In both cases, the
ICM block takes action and issues either an increase or decrease in the value of the
BRAM read pointer. This way, the loss of alignment that has occurred is corrected
automatically only a few clock cycles after the incident.

8.3.6 Domain Crossing

Domain crossing on the receiver datapath is performed using a dual port BRAM.
The size of the block is identical to that of the Tx FIFO, which is 36K configured as
72x512. The reason of implementing a BRAM instead of a FIFO is to have absolute
control over the write and read pointers for applications such as the link alignment.
The only kinds of words written to the BRAM are Data and Idles and they occupy 64
out of the 72 available width bits. The remaining are used for information that also
needs to cross to the algorithm domain. Similar to the Tx FIFO, this information
includes the Valid bit, the Orbit Tag bit and a CRC Flag bit. In addition, contrary
to the Tx case, the CRC value crosses in the 4 available MSBs. As described in
7.4.5, the 16-bit checksum breaks into 4 chucks of 4 bits each and crosses this way
to the algorithm clock domain. This process, however, requires 4 clock cycles to be
completed. For this reason, the CRC flag is crossed immediately in order to issue a
reset on the Rx CRC block.

8.3.7 CRC Check

The CRC calculation on the Rx side is also performed in the algorithm clock domain.
Data words from the BRAM are directed to the Rx CRC block, together with the
CRC checksum, the CRC flag and the EoP bit. The calculation is performed by the
same exactly CRC block and for the same Packet boundaries as the Tx side. The
Valid bit enables the calculation for Packets separated by Idle words and the EoP
declares the end for back-to-back packets.
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As discussed in the previous sub-section, the checksum arrives to the CRC block
4 clock cycles after the actual end of calculation. This information is propagated to
the block by the CRC flag bit. Its reception issues a reset on the CRC block. The
checksum value is latched and the Tx CRC is compared to the Rx CRC when the
former arrives. If the two are different, an indicator is asserted and the corresponding
error counter is increased. The CRC flag is also used by the packet counter, since the
reception of the CRC is always equal to the end of a packet.

8.3.8 User Interface

The user interface on the Rx datapath is similar to that on the Tx side. The output of
the CSP component, or the input to the payload block, is a record that includes: the
64-bit data words, the Valid bit, the start of packet, the end of packet and the start
of orbit. When packets are defined by the Valid bit, the start of packet is asserted
with the first frame of the packet and the end of packet with the last frame of the
packet. When back-to-back packets are transmitted, the Valid bit is constantly high
and the end of packet is always followed by the start of packet bit. In both cases, the
start of orbit arrives alongside the data frame that the transmitter has asserted the
corresponding bit. All above signals are clocked to the payload-clock, which in the
25 Gbps links is 360 MHz.

8.4 Control and Status registers

The Hermes implementation of CSP contains a wide set of control and status regis-
ters, separated in common (Quad-oriented) and in channel (channel-oriented). They
contain registers that originate either from the CSP protocol implementation, or di-
rectly from the MGT IP core. All of them are connected to IPbus read&write slaves,
so that they can be accessible by software. The complete list of the CSP control and
status registers containing a description of their operation can be seen in Appendix
A.

The control signals include the set of resets that are used to configure the CSP
firmware, ports of the MGT that provide direct access to functionalities of the transceiver,
and other control options of the protocol. There is a number of different reset regis-
ters that apply to: the Tx Datapath and QPLL of the MGT, the Rx Datapath of the
MGT, the Tx and Rx firmware blocks of every channel separately, the Latched status
signals, as well as the error counters. Some of the MGT IP registers provide access
to settings such as: power on and off the QPLL, Tx and Rx of the MGT, Loopback
selection, PRBS data selection, Eye-diagram ports, Tx and Rx polarity, and others.
In addition, the injection of CSP errors, as listed in Table 8.8, is performed by the
relevant control registers.

The status registers of CSP include indicators that inform about the status of the
Tx and Rx firmware blocks, as well as that of the MGT. Some examples are: the MGT
Tx and Rx Reset Done, the Link Status and Link Down Latch indicators. Moreover,
there is a wide set of error counters, such as the CRC counter and the Packet counter.
Counters are also implemented for: Header single-bit errors, Header double-bit errors,
Control Word Type single-bit errors, Control Word Type double-bit errors, errors in
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the received Index Number. Furthermore, the number of times the Index Correction
Mechanism has been engaged is also registered to the corresponding counter.

8.5 Software Interface and Configuration

The control and status registers of CSP are accessible to IPbus transactions through
their corresponding address tables. Control of the links is performed using the emp-
butler software. It contains a set of commands that specifically target the configura-
tion and monitoring of CSP links. The basic steps that are followed to configure a set
of 20 links in Loopback mode is described below. Prior to running these commands,
the Tx Channel Buffer is filled with counter data patters.

Initially, the transmitter side has to be configured. The emp-butler command
used here is called mgts configure tx. It powers on the QPLL and Tx MGT of the
specified channels, configures the Loopback mode (optional) and runs the appropriate
reset sequence. In the end, it executes a status check and informs the user about the
result. The output of running this command in Near-end PMA Loopback mode can
be seen in Figure 8.6.

_fpga mgts configure
= ved - r

Firmware revision - design: 0x@a infra: @x000801 algo: 0x00000200
Channels - [8-127]
Powering up QPLL and Tx links in regions [4-8]

Configuring channels [16-35]
Resetting links in regions [4-8]
Resetting latched + counters

Running post-configure status checks ...
. all channels report good status!
[root@bmtl1l-2 fpga-ctrl]#

Figure 8.6: Ezample of running the configure tx command of emp-butler.

The receiver side is configured in a similar way. The emp-butler command is now
called mgts configure rx. It powers on the Rx MGT and configures the corresponding
channels. The appropriate reset sequence is performed and the value of all status
registers is checked. The result of running this command in the same set of links is
shown in Figure 8.7. As can be seen, the status of all channels is reported as "good".

[root@bmt11-2 fpga—ctrl]# empbutler -c connections.xml do bmtll fpga mgts configure rx
12-12-23 14:48:42.120136 14 v G - aps obs 1 - rej
Xm

Firmware revision - design: 0x@a infra: @x000801 algo: 0x00000200
Channels - [8-127]

Powering up QPLL and Rx links in regions [4-8]

Enabling eyescan circuitry for channels [16-35]

Configuring channels [16-35]

Resetting links in regions [4-8]

Resetting link status registers and alignment monitor for channels [16-35]

Running post-configure status checks ...
... all channels report good status!
[root@bmtll-2 fpga-ctrl]#

Figure 8.7: Example of running the configure rx command of emp-butler.

Detailed information about the status of all CSP registers can be printed by
running the mgts status rz command. The output of this command for the same set
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of 20 links can be seen in Figure 8.8. It contains a list where every row corresponds to
one MGT receiver link. The columns contain the value of the corresponding registers,
such as the Status, the Packets in, CRC errors, etc. Furthermore, the position of the
received Orbit Tag is printed.

[root@bmt11-2 fpga-ctrl]# empbutler -c connections.xml do bmtll_fpga mgts status rx

14:53:11.170364 [28 WARNING - Address overlaps observed - report file written at "/tmp

CSP  status:
Channel Config QPLL,CDR Init Status Packets CRC Header  CtrlType errors Index ICM FIFO Orbit tag oT 0T counters
locks (latch) in errors  errors Single,Double e r depth  position status bsent

3015763 ’ 11111111
3015764 ’ JIRISIEIRINIRINTS
3015766 ’ JISISINIRININITE
3015769 ’ JISISINIRININITE
3015779 ’ JISISINIRININITE 3015959:0:
3015781 ’ JISISINIRININITE 3015958:0:
3015783 ’ JISISINIRININITE
3015785 5 11111111
3015797 5 11111111
3015798 5 11111111
3015801 5 11111111
3015802 5 11111111
3015812 , 11111111
3015814 ’ 11111111
3015816 ’ JISISINIRININITE
3015818 ’ JISISINIRININITE
3015831 ’ JISISINIRININITE
3015833 ’ JISISINIRININITE
3015836 ’ JISISINIRININITE 3015945:0:
3015837 ’ JISISINIRININITE 3015944:0:

Figure 8.8: Example of running the mgts status rx command of emp-butler.

As can be seem, prior to aligning all links to the same bunch crossing number the
Orbit Tag of every link is received randomly. The software command that aligns all
links together is called mgts align. This command also supports an optional setting
that defines the BX number and the frame where the Orbit Tag, or BCO, will be
placed. The result of the status command after performing alignment on the links
is shown in Figure 8.9. As can be seen, the Orbit Tag position is now the same for
every channel, at place 33.

[root@bmtll-2 fpga-ctrl]l# empbutler -c connections.xml do bmtll fpga mgts status rx
it 5z 96 [2814732976 NG - Addre overlaps observed - report file written at "/tmp
xm1

CSP  status:
Channel  Config QPLL,CDR Init Status Packets CRC Header  CtrlType errors Index ICM FIFO Orbit tag oT 0T counters
locks (latch) in errors errors Single,Double error depth position status Good:Bad:Absent

PELEINE ’ 11111111 234399:0:0
234314 ’ 0TS T 10
234316 ’ AL

234318 ’ FISINISIEIRININS

234328 ’ FISINISIEIRININS

234331 ’ FISINISIEIRININS

234332 ’ FISINISIEIRININS

PELEEL ’ FISINISIEIRININS

234344 ’ FISINISIEIRININS

234346 ’ FISINISIEIRININS

234348 ’ FISINISIEIRININS

234349 ’ FISINISIEIRININS

234360 ’ FISINISIEIRININS

234361 ’ FISINISIEIRININS

234363 ’ FISINISIEIRININS

234364 ’ FISINISIEIRININS

234375 ’ FISINISIEIRININS

234377 ’ FISINISIEIRININS

234378 ’ FISINISIEIRININS

234380 ’ FISINISIEIRININS 234414:0:

Figure 8.9: Ezample of running the mgts status rr command of emp-butler, after

running the align command.

8.6 Firmware Performance

There are two main kinds of tests that validate the operation and robustness of the
links. The first kind refers to multiple re-configurations of the links, followed by

105



checks of its basic status reports. This test targets the validation of the firmware and
its ability to bring Up the links after every configuration. The number of repeats
that set this test successful should be in the order of thousands. The second kind
of test validates the links operation for prolonged periods of time, by configuring
the firmware and have it running for days. During the development stages of the
CSP firmware, both of the above tests took place, using the emp-butler software. It
assisted the execution of these tests, by providing immediate status reports after the
configuration of the links.

Further validation involved tests between two ATCA boards. These kinds of tests
have been conducted multiple times, by using different Phase-2 platforms. The basic
test platform has been Serenity. However, extended testing has been performed by
the Ocean and X20 boards as well. Nevertheless, the Serenity, X20 and BMTL1 use
the same firmware implementation of CSP.

8.6.1 Final CSP Testing

The final testing of the implementation of the CSP syntax involved communication
between hardware that uses the two different CSP implementations. These were the
APd1 board (described in 5.1.7) and the Serenity board (described in 5.1.7). The
tests were held in the standard integration facility of the Phase-2 Level-1 Trigger,
where the two boards were installed in the same crate and connected with 4 optical
bi-directional links operating at 25.78125 Gbps.

The CSP validation procedure consisted of three sets of tests, as depicted in the
list of Figure 8.10. The first set targeted normal operation of the links, where five
Packet structures were transmitted through the links. The second set, called forced
errors test, involved the deliberate injection of errors to the links in both directions.
The error injection mechanism of the firmware was used for this test, as well as the
corresponding error counters to measure the result. The final, third test is a normal
operation long duration test, targeting the endurance validation of the links

The APd1-Serenity tests were held two times in 2023. During the first series, com-
munication between the two boards was established, and the tests mentioned above
were performed normally. The outcome of most of them was successful. However, a
few issues appeared that had to be resolved. The second series, held in the summer
of 2023, repeated the same test sequence. This time the modified firmware was used,
where all previous issues had been resolved. During this round of tests, both firmware
implementations performed as expected. The most notable test took place after the
execution of the three sets mentioned above. This last test would attenuate one of
the 4 channels in order to force errors in the link. The result of the Serenity Rx
status after running for 23 hours is depicted in Figure 8.11. As can be seen, all error
counters have accumulated a high count or errors. In addition, the Index Correction
Mechanism (ICM) had to engage 930 times in order to prevent loss of the links align-
ment.
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1.1 | Normal operation: TM2 back-to-back packets

1.2 | Normal operation: TM6 back-to-back packets

1.3 | Normal operation: TM6 with gap between packets
1.4 | Normal operation: TM18 back-to-back packets

1.5 | Normal operation: TM18 with gap between packets
2.1 | Forced error: Single bitflip in header

2.2 | Forced error: Double bitflip in header

2.3 | Forced error: Single bitflip in control word type
2.4 | Forced error: Double bitflip in control word type
2.5 | Forced error: Deliberate CRC mismatch

2.6 | Forced error: Bitflip in index number

2.7 | Forced error: Incorrect polarity

2.8 | Blind misconfigurations & error injections

| 3.1 | Normal operation: Long duration “endurance run” |

Figure 8.10: List of the three sets of tests performed between an APd1 and a Serenity

board to validate the CSP implementation.

CSP status:

Channel Config QPLL,CDR Init Status Packets CRC Header CtrlType errors Index ICM FIFO  Orbit tag ot OT counters

locks (1atch) in errors errors  Single,Double  error depth  position status  Good:Bad:Absent
56 LPM 1 1 1(1)  4.295e+09 [) [ 0,0 ) [} 7 195 11111111 951074282:0:0
67 LPM 1 1 1 (1) 4.295e+09 2.410e+08 65535 65535, 4047 65535 930 8 196 11111111 951074277:654:0
58 LPM i 1 1 (1) 4.295e+09 ] ] 9,0 ] ] 5 196 11111111 9651074273:0:0
59 LPM - 1 1 (1) 4.295e+09 ] ] 0,0 ] ] 5 195 11111111 951074268:0:0
60 LPM 1 1 1(1)  4.295e+09 ) ) 0,0 ) L) 6 48 11111111 951074263:0:0
61 LPM A 1 1 (1)  4.295e+09 [) ) 0,0 ) [) 5 47 11111111 951074259:0:0

Figure 8.11:

hours.

Result of the APdI1-Serenity tests using attenuated channel for 23
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Chapter 9

The BMTL1 ATCA Trigger Processor

9.1 Introduction

The BMTL1 ATCA is the trigger processor that will instrument the Barrel Muon
Trigger Layer-1 subsystem, as described in Chapter 6. The BMTL1 subsystem re-
ceives data from the DT and RPC detectors through 10 Gbps optical links, originating
from the OBDT and MLB boards, respectively. The information arrives in the form
of TDC hits, produced by muons that cross the detector chambers. Processing of
the DT TDC hits is performed by the Analytical Method algorithm. It runs in the
firmware framework of the BMTL1 board to generate Trigger Primitives in the form
of track segments, also called stubs. The output is transmitted to the next process-
ing layer, the Global Muon Trigger, via 25 Gbps optical links. The Kalman Filter
algorithm runs at the GMT boards to match track segments and reconstruct muon
particles that have crossed the barrel region of CMS.

This chapter describes work that has been conducted for the BMTL1 board, as
part of this theses. It includes a description of high level design concepts of the board,
such as the optical interfaces and the clocking network, and tests that have been
performed upon the reception of the first prototype. Furthermore, the integration of
the firmware that runs on the FPGA is also described.

9.2 Hardware Design

A high level block diagram of the BMTL1 board is depicted in Figure 9.1[38]. The
design is based on a powerful VU13P FPGA (XCVUI13P-1FLGA2577F) that con-
stitutes the central processing unit. This device was chosen as it combines a large
number of logical resources, high count of serial transceivers and, most importantly,
reasonable market price and purchase availability. The resources of the VU13P in-
clude: 1,728,000 LUTs, 3,456,000 FF, 12,228 DSPs, 128 GTY transceivers, 94.5 Mb
Block RAM and 360 Mb UltraRAM [39]. The power supply of the board is capable
of delivering up to 420 Ampere to the core voltage of the VU13P FPGA through
seven phases. Its optical connectivity is facilitated by 20 Samtec Firefly modules (see
4.3.2) running at both 16 Gbps and 25 Gbps. In addition, there is a complicated
clocking network that provides both synchronous and asynchronous (with respect to
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LHC) reference clocks to the Multi Gigabit Transceiver (MGT) Quads, as well as
free-running clocks.

SYNC ASYNC

SMA Si5338 Si5395 Si5395 Si5394
clock Quad Jitter Jitter Jitter
1 oct Clock Cleaner Cleaner Cleaner
npu Generator a:10 4:10
SYSTEM o~
10 FireFly x4 v
T ivers R Controller g
@25Gbps V| ZU+ SoM ﬁ
FPGA
7 FireFly x12 - ° N
et Virtex Ultrascale+ %
@HEETE XCVU13P
3 FireFlyx12
Transmitters
@16Gbps
N,
w F
[}
% 5
POWER SUPPLY N

Figure 9.1: Block diagram of the BMTL1 ATCA board.

Control and monitoring of the board is performed through a Xilinx ZYNQ Ultra-
scale Plus System-on-Module, the ZUSEG. The Processing System (PS) of the ZYNQ
is supplemented by an SSD (Solid State Disk) and an SD (Secure Digital) card. It runs
a CentOS 7 operating system (OS) that can access the Internet through an Ethernet
Switch, also included on the board. The switch provides several connectivity options,
that include a standard RJ-45 Ethernet connector at the front panel and connection
to the Ethernet signals coming from the Zone 2 backplane connector. The OS of the
ZYNQ is the essential system controller of the board and the user can connect to it
over the network. Additional connectivity options include a USB 3.0, a Display Port
and a UART port. The FPGA, ZYNQ and IPMC can be programmed using three
JTAG headers attached on the board. Interface to all programmable peripherals, such
as clock synthesizers, Firefly modules and the Power modules, is performed by 12C
lanes that connect to the ZYNQ. Moreover, there is extended connectivity between
the ZYNQ Programmable Logic (PL) and the FPGA through four MGT channels
operating at up to 10 Gbps, and also by 21 differential pair signals, one of which is
dedicated for clock.

Following the ATCA standard, the board includes an IPMC module to facilitate
the corresponding transactions with the crate. The CERN-IPMC device [21] is in-
strumented for this purpose. It connects to the shelf manager and communicates
information of the power supply status and temperature. It also connects to the
Ethernet Switch and the user can perform actions from distance, such as power on
and off, when it is installed inside a crate. Furthermore, the CMS-defined Zone 2
signals are connected to the FPGA, either directly or through the chips of the clock-
ing network. These include the LHC 40.078 MHz clock, a High Precision (HP-LHC)
multiple of it and the TCDS2 serial stream.
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9.2.1 High Speed Serial Links

During the time of designing the BMTL1 board neither the final number of input and
output links was exactly defined, nor the type of the links. Furthermore, it was not
clear whether the BMTL1 board will process data from one or two DT chambers. As
a result, the optical interfaces of the board are designed in a way to be able to serve
all potential use case scenarios existed at that time, including the most demanding
ones. That being said, the number of 25 Gbps links at the board is 40. The known
number needed at that time was 18 outputs going to GMT and 2 going to the DTH
for readout. For contingency reasons their amount was doubled. On the receiving
side, the maximum number of OBDT links was calculated to be 43. In addition, 5
links were required for the RPC links. Hence, the scenario of running 2 Sectors in 1
BMTL1 board required 96 IpGBT links. However, the remaining free MGT channels
of the VU13P FPGA is 80, after we exclude the 25 Gbps links, the ZYNQ links and
and the Zone 2 links. Thus, these 80 links were instrumented with modules that
operate at line rate up to 16 Gbps. In case more than 80 Rx links are needed, the
usage of the receiving sides of the 25 Gbps links is possible. Furthermore, it was
decided to instrument 36 transmitter channels for front-end communication, in case
they are needed.

The optical modules used at BMTLI1 are Samtec Fireflies. More specifically, links
that are foreseen to operate front-end protocols are routed to receiving x12 (Rx12)
and transmitting x12 (Tx12) connectors. The modules attached on these connectors
can support line rates of up to 10, 14 or 16 Gbps. The links that will operate the
CSP back-end protocol are routed to x4 bi-directional connectors. The Firefly parts
foreseen here can operate to up to 25 Gbps. Routing of the VU13P MGT Banks to
Firefly connectors is depicted in Figure 9.2. The 25 Gbps channels are placed closer
to the FPGA to maintain short PCB traces and reduce signal losses. There are 10
such parts, labeled a TzRz_* (light blue color). The 7 receiving parts are labeled as
Rzx* (green color) and the 3 transmitting parts as Tz* (ligth pink color). The Figure
also illustrates the ZYNQ (128) and Zone 2 (220) Banks.

9.2.2 Clocking Network

The BMTL1 ATCA board, as described in this thesis, is the first revision of an ATCA
processor for the BMTLI1 subsystem. As such, multiple use case scenarios have been
considered during the design of its clocking network. First of all, it was foreseen
that it would operate in different environments, such as the bench of a laboratory
or inside an ATCA crate. Furthermore, the CMS guidelines point to very specific
implementations regarding the delivery of the LHC clock to the FPGA logic, as
discussed in 7.2.1. It also foresees two different kinds of reference clocks routed to
the MGT QPLLs, one synchronous and one asynchronous with respect to the LHC
clock. To accommodate all of the above requirements, the BMTL1 ATCA adopted
the clocking network illustrated in Figure 9.3.

The network is based on one Si5344 and two Si5345 jitter cleaner (JC) clock
multiplier chips from Skyworks [40]. The functionality of the two chips is essentially
the same, with the only difference being the number of output clocks. The Si5344
chip features 4 input and 4 output clocks, while the Si5345 features 4 input and
10 outputs. As a result, both of them also act as clock multiplexers. The chips
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T BANK 135 BANK 235 -~
@ BANK 134 BANK 234 &
BANK 133 SLR3 BANK 233
E BANK 132 BANK 232 TxRx_9
BANK 131 BANK 231 TxRx_8
TxRx_10 BANK 130 BANK 230 TxRx_7
TxRx_3 BANK 129 SLR2 BANK 229 TxRx_6
ZYNQ BANK 128 BANK 228 TxRx_5
TxRx_2 BANK 127 BANK 227 TxRx_4
TxRx_1 BANK 126 BANK 226
BANK 125 SLR1 BANK 225 E
g g BANK 124 BANK 224
BANK 123 BANK 223
BANK 122 SLRO BANK 222 E E
o | =
2| & BANK 121 BANK 221
BANK 120 BANK 220 Zone 2

Figure 9.2: Connections of the BMTL1 ATCA MGT Banks to Samtec Firefly mod-

ules.

support free-running, synchronous and holdover operation modes and can be easily
programmed through a standard 12C interface. In synchronous mode, all or some of
the output clocks can be synchronized with one of the four inputs. In the clocking
network of BMTL1 ATCA, the Si5344 is referred to as LHC-JC, one of the two Si5345
is referred to as Sync-JC' and the other as Async-JC.

The main consumers of low jitter output clocks of the Sync and Async JCs are
the FPGA’s MGT Banks. The VU13P device (described in section 4.2.3) contains
128 MGT channels grouped in 32 Banks. Furthermore, the chip logic is divided into
4 SLRs (Super Logic Region), with each SLR containing 4 MGT banks at its left
side and 4 MGT Banks at its right side, as shown in Figure 9.4. On each side, a
reference clock can be shared between Banks of the same SLR. For line rates below
16.375 Gbps, the reference clock can be sourced from up to two Quads above or two
Quads below. For line rates between 16.375 Gbps and 28.21 Gbps, sharing is possible
between up to one Quad above and one below [41]. As a consequence, the front-end
channels (maximum 10.24 Gbps) can be served by one synchronous reference clock
connected to each side of every SLR, making the number of sync reference clocks
be 8, labeled as CLK SYNC * The asynchronous clocks target 25 Gbps links. In
most cases the number of such Quads per SLR side is three or less, except from the
right side of SLR 2 that contains 4 25 Gbps Quads. As a result, nine outputs of the
Async-JC are connected in total, labeled as CLK_ASYNC * The Sync and Async
clock connections to the relevant MGT Banks and SLRs are also depicted in Figure
9.4.

The LHC-JC implements the clocking circuitry that is needed to deliver the LHC
clock both to the FPGA and to one input of the Sync-JC. Two of the LHC-JC inputs
are connected to LHC clock sources. One is the 40.078 MHz clock coming from the
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Figure 9.3: Block diagram of the clocking network of the BMTL1 ATCA board.

DTH through Zone 2, and the other is a free-running source produced on the board.
The third input is connected to a Global Clock (GC) differential pin pair of the FPGA.
This connection is provisioned to serve the standard TCDS2 implementation, which
requires the recovered clock of the TCDS2 stream to be routed outside the FPGA and
inside a jitter cleaner chip. It is then cleaned and get re-routed back to the FPGA
logic, while in parallel used as reference clock of the Sync-JC. This implementation
also requires one I/O pair of the LHC-JC to be configured in zero-delay feedback
mode, as can be seen in Figure 9.3. The fourth output is connected to a GC pair of
the ZYNQ in case the LHC clock is needed for any application.

The BMTL1 clocking network also includes SMA (SubMiniature version A) con-
nectors to assist the operation of the board either on the bench or in other work case
scenarios. Five such pairs are connected in total to provide external clock source to
different consumers on the board. One is routed to a GC pin pair of the FPGA logic,
two are connected to QPLL pins of Bank 130 and Bank 222, one is routed as input
to the Sync-JC and one as input to the Async-JC. Furthermore, one output of the
Sync-JC and one of the Async-JC are connected to GC pin pairs to be used by the
FPGA logic in cases it is needed.

9.3 Hardware Testing

The first BMTL1 prototype was received on April 2022. Upon its arrival, every
hardware component and circuitry had to be verified and stress tested. The first action
was the configuration of the power supply. There is a number of different voltages
created on the board that deliver power to different chips. Once their operation was
validated, the VU13P FPGA and ZYNQ devices were powered on and ready to be
used.
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Figure 9.4: Connections of Sync and Async reference clocks to the BMTL1 ATCA
MGT Banks.

One important requirement at this testing stage was the installation of CentOS
7 at the ZYNQ’s processor. An OS (Operating System) is needed here in order to
interface with all the on-board peripherals through the 12C protocol. The CentOS
was chosen because it is required by the software that runs on the ZYNQ and controls
the FPGA. Once installed, parts like the clocking network Jitter Cleaners could be
configured and provide clocks to the FPGA and ZYNQ logic.

9.3.1 Optical links

The optical interfaces of the BMTL1 were verified using the IBERT IP, described in
4.3.1. It provides a tool to validate the operation of reference clock sources, stability
of the transceiver channels and quality of the links. The clocking sources, as described
in section 9.2.2; are divided in Synchronous and Asynchronous, originating from the
corresponding JC chips. To validate every output, an IBERT project was created
that instantiates all 32 MGT Banks of the VU13P FPGA using all of the 17 in total
reference clocks (8 Sync and 9 Async). Reports of the IBERT project are shown in
Figure 9.5. The left image illustrates the status of QPLLs that are used to drive
each Quad. The status in both is reported as QPLL Locked, indicating that stable
reference clock is provided in the correct frequency. The same status was true for the
remaining, not depicted quads. The status of active links is shown both on the left,
and on the right of the same Figure (green color and line rate measurement), together
with the number of transmitted bits, errors detected in the reception and the BER
estimation.

The links are created using Firefly modules and by connecting the transmitter side
of one Bank to the receiver side of another via optical fiber cables. A connection setup
can be seen in Figure 9.6, where the BMTL1 board is instrumented with 8 Firefly
modules. Next testing step included scans to produce eye diagrams for every link.
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v @ e xlinx_teffXilimy/localhost: 2542 Open

v {8 xevul3p_0 (2 Programmed
SysMon (System Monitor Name ™ RX Status Bits Errors BER
« IF IBERT (u =1 Ungrouped Links (0)

~ By Quad:23l 5 ~ & Link Group 0 (8
[i] COMMON_X1Y11 Qpllo Locked Link 0 Quad_231/M... Quad_231/... 25.788 Gbps  2.075E13 OEO 4.819E-14
bg MGT_X1v44 25.781 Gbps Link 1 Quad_231/M... Quad_231/... 25.787 Gbps  2.072E13 OEO 4.825E-14
B MGT_X1Y45 25.781 Gbps Link 2 Quad_231/M... Quad_231/... 25.781 Gbps  2.072E13 OE0 4.825E-14
JMET Y8 25.781Gbps Link 3 Quad_231/M... Quad_231/.., 25.781 Gbps ~ 2.072E13 OE0 4.825E-14
2 MGT_X1Y47 25.782 Gbps i =

By Quad 232 (5 Link 4 Quad_232/M... Quad_232/... 25.780 Gbps  2.072E13 OE0 4.825E-14
[i] COMMON_X1Y12 Qpllo Locked Link 5 Quad_232/M... Quad_232/.., 25.781 Gbps  2.073E13 OEO 4.825E-14
by MGT_X1Y48 25.781 Gbps , Link 6 Quad_232/M... Quad_232/... 25.781 Gbps  2.073E13 OEO 4.825E-14
By MGT_X1Y49 25.781 Gbps Link 7 Quad_232/M... Quad_232/... 25.782 Gbps  2,073E13 OEO 4.825E-14
By MGT_X1Y50 25.781 Gbps
By MGT_X1YS1 25.785 Gbps

Figure 9.5: Left: IBERT interface indicating that QPLLs are Locked. Right: IBERT

interface showing the status of the links, bits transmitted and errors detected.

The IBERT settings of these tests were: BER 178, PRBS-31 sequences, horizontal
and vertical step increment 1. The procedure was repeated for every MGT Bank
by changing each time the position of the Firefly modules. The front-end links were
tested to their maximum supported line rate of 16 Gbps. The resulting eye diagrams

can be seen in Figure 9.7. Figure 9.8 illustrates eye scans taken for the 40 links
operating at 25.78125 Gbps.

_.'|- T ol F."- F' = il F'.T - -.

Figure 9.6: The BMTL1 board instrumented with 8 Firefly modules.

The resulting eye-scans of both 16G and 25G links indicate very good signal
integrity for every link of the board. All diagrams have an extended open area in
which errors are not produced (blue color). This concludes to an expected error-free
performance for extended periods of time. To assist this statement, endurance tests
were held where links were left running for hours. Figure 9.9 illustrates 24 channels
operating at 16G and connected with optical fibers. As shown in the corresponding
bar, the BER of this test reached more than 10~ without any error being observed
in any of the links.
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Name ™ RX Status Bits Errors BER BERT Reset TX Pattern RX Pattern Loopback Mode

Ungrouped Links (0)

v % Found Links (24, PRBS 31.bit v PRBS 31.bit v None v
Auto detected link 0 Quad_125/MGT_X0Y23/TX (xcvul 3p_0) Quad_120/MGT_XOYO/RX (xcwul3p_0) 16.000 Gbps  3.073E14 OE0 3.254E-15 [ Reset | PRBS 3l-bit ~ PRBS 31bit ~  None v
Auto detected link 1 Quad_1 24/MGT_XOY18/TX (xcvul 3p_0) Quad_120/MGT_XOY1/RX (xcvul3p_0) 16,000 Gbps  3.073E14 0E0  3.254E15 PRBS 31bit v PRBS3LDt v None v
Auto detected link 10 Quad_124/MGT_X0Y17/TX (xcvul 3p_0) Quad_122/MGT_XOY10/RX (xcwul3p_0) 16.000 Gbps  3.073E14 0E0 3,254E15 PRBS 3lbit  ~ PRES3LbHt v None v
Auto detected link 11 Quad_123/MGT_X0Y12/TX (xcvul 3p_0) Quad_122/MGT_XOY11/RX (xcwul3p_0) 16.000 Gbps  3.073E14 0E0 3254615 [ Reset | PRBS3Lbit  ~ PRBS3Lbit  + None v
Auto detected link 12 Quad_121/MGT_XOY4/TX (xcvul 3p_0) Quad_224/MGT X1V16/RX (xevul 3p_0) 16,003 Gbps  3.073E14 0E0  3.254E15 PRBS 31bit  ~ PRES3Lbt v None v
Auto detected link 13 Quad_120/MGT XOYO/TX (xevul3p_0) Quad_224/MGT X1Y17/RX (xewul3p 0) 16.000 Gbps  3.073E14 0E0 3.254E15 PRBS 3Lbit  ~ PRBS3lbt v None v
Auto detected link 14 Quad_120/MGT_XOY3/TX (xcwul3p_0) Quad_224/MGT_X1Y18/RX (xewul3p_0) 16.002 Gbps  3.073E14 OE0 3.254E-15 [ Reset | PRBS 3Lbit ~ PRBS 31bit v None v
Auto detected link 15 Quad_121/MGT_X0YS/TX (xcvul 3p_0) Quad_224/MGT_X1¥19/RX (xcwil3p_0) 16.000 Gbps  3.073E14 0E0  3.254E15 PRBS 31bit v PRBS3Lbt v None v
Auto detected link 16 Quad_120/MGT_X0Y1/TX (xcvul 3p_0) Quad_225/MGT_X1Y20/RX (xcwul3p_0) 16.000 Gbps  3.073E14 0E0  3.254E15S PRBS 31bit  ~ PRBS3LHt v None v
Auto detected link 17 Quad_121/MGT_XO0Y6/TX (xcvul3p_0) Quad_225/MGT_X1Y21/RX (xcvul3p_0) 16,000 Gbps  3.073E14 OE0 3.254E-15 [ Reset | PRBS 31-bit ~ PRBS 31-bit v None v
Auto detected link 18 Quad_122/MGT_X0Y10/TX (xcvul 3p_0) Quad_225/MGT_X1Y22/RX (xcwul3p_0) 15,998 Gbps  3.073E14 0E0 3,254E15 PRBS 31bit  ~ PRBS31Ht v None v
Auto detected link 19 Quad_121/MGT_X0Y7/TX (xcvul3p_0) Quad_225/MGT_X1Y23/RX (xcvul3p_0) 16.000 Gbps  3.073E14 0E0  3.254E-15 PRBS3Lbit  ~ PRES31bt v None v
Auto detected link 2 Quad_125/MGT _X0Y22/TX (xewul3p_0) Quad_120/MGT XOY2/RX (xevul3p_0) 16.000 Gbps  3.073E14 0E0 3.254E15 Reset PRES 31bit v PRBS3lbit v None v
Auto detected link 20 Quad_122/MGT_XOY8/TX (xcwul3p_0) Quad_226/MGT_X1Y24/RX (xcvul3p_0) 16,000 Gbps  3.073E14 OEO 3.254E-15 [ Reset | PRBS 3lbit ~ PRBS 31.bit v None v
Auto detected link 21 Quad_122/MGT_XOY9/TX (xcvul 3p_0) Quad_226/MGT_X1¥2S/RX (xewul3p_0) 16.000 Gbps  3.073E14 0E0  3.254E1S PRBS 31-bit  ~ PRBS3LDt v None v
Auto detected link 22 Quad_122/MGT_XOY1L/TX (xcwul 3p_0) Quad_226/MGT_XLY26/RX (xcwul3p_0) 15.994 Gbps  3.073E14 0E0 3.254E15 Reset PRES 31-bit v PRBS3Lbit v None v
Auto detected link 23 Quad_120/MGT_X0Y2/TX (xcvul3p_0) Quad_226/MGT_X1Y27/RX (xcvul3p_0) 16,000 Gbps  3.073E14 0E0 3.254E-15 [ Reset | PRBS 3l-bit ~ PRBS 31bit v None v
Auto detected link 3 Quad_124/MGT_X0Y19/TX (xcvul3p_0) Quad_120/MGT_XO0Y3/RX (xcvul3p_0) 16,000 Gbps  3.073E14 0E0  3,254E15 PRBS 31-bit ~ PRBS 31-bit v None v
Auto detected link 4 Quad_125/MGT_X0Y20/TX (xcvul 3p_0) Quad_121/MGT_XOY4/RX (xcvul3p_0) 16.000 Gbps  3.073E14 0E0  3.254E15 PRES3Lbit v PRBS31bt v None =
Auto detected link 5 Quad_125/MGT _XOY2L/TX (xcvul3p_0) Quad_121/MGT XOYS/RX (xcvul3p_0) 16.000 Gbps  3.073E14 OE0 3.254E15 [ Reset | PRBS 3Lbit ~ PRBS 31bit ~  None ~
Auto detected link 6 Quad_123/MGT_XOV15/TX (xevul 3p_0) Quad_121/MGT_XOV6/RX (xcvul3p_0) 16,000 Gbps  3.073E14 0E0  3.254E1S PRBS 31bit  ~ PRES3Lbt v None v
Auto detected link 7 Quad_124/MGT_XOY16/TX (xcvul 3p_0) Quad_121/MGT_XO¥7/RX (xcvul3p_0) 15.998 Gbps  3.073E14 0E0  3.2546415 PRBS 3Lbit  ~ PRES3Lbt v None v
Auto detected link 8 Quad_123/MGT_XOY14/TX (xcvul 3p_0) Quad_122/MGT_XOY8/RX (xcwul3p_0) 16.000 Gbps  3.073E14 OE0 3.254E-15 [ Reset | PRBS 3l-bit ~ PRBS 31bit v None v
Auto detected link 9 Quad_123/MGT_XOY13/TX (xcvul 3p_0) Quad_122/MGT_XOY9/RX (xcvul3p_0) 16,000 Gbps  3.073E14 0E0  3,254E415 PRBS 31bit v PRBS3LDt v None v

Figure 9.9: Long runs of 24 16G links using Samtec Fireflies. No errors counted
for a BER of 107%.

™ X status Bs Emors  BER BERT Reset T Pattem RcPattem Loopback Mode  TXPreCursor TXPostCusor  TXDIT Swing OFEEnabled  ImjectEror  TXResel  RXReset  RKFLLStatus  TXPLLStatus
PRESILBN .~ PRESIIBN v None ~ 0.0048(00000) v 0,008 (00000) ~ 950 mV(11000) v
LIES 060 PRES Lot v PABS 31 v 0.0008(00000) v 0. mv(11000) v
Es e PRES Lot v PAES 3G v 00048 (00000} v O mv(11000) v

11eEs k0 PRES bt PABS 3Lbit ~ 0.00d8 (00000} v 0.

L1Es 00 & PRES ILbt o PAES 3Lbit v 0.00d8(00000) v O

L14ES 00 B PRES 100w PABS 3141 v 0,000 (00000) v 0,

145 o0 e PRBS bt PABS31bit 0,008 (00000) v

L1ES 060 6 PRBS J1bt PABS31bit ~ 0.00d8(00000) v O,
8

00) v
L1Es ok0 et ) PRESILbt PAES3Lbit © 0.0008(00000) v 0.00d8 (00000) v 950 mY(11000) v

Figure 9.10: Long runs of 8 25G links using Samtec Fireflies. No errors counted
for a BER of 1071°.

9.3.2 ZYNQ to FPGA interface

The interface between the FPGA and the ZYNQ PL includes 1 MGT Bank (4 chan-
nels), 20 general purpose differential pairs and 1 differential pair dedicated for clock.

The MGT channels are tested using two independent IBERT projects, one on
each side. On the FPGA side Bank 128 was included in the project using the Async
clock of that SLR side. A similar project was created for the ZUSEG ZYNQ device.
The line rate of the link was configured at 12 Gbps. Eye-diagrams of the 4 links as
captured in both sides can be seen in Figure 9.11.

The differential pairs were tested by transmitting a counter pattern from the
ZYNQ to the FPGA. The pattern was clocked by a free-running clock of the ZYNQ),
which was also propagated to the FPGA using the clock pins. On the FPGA side, a
logic was written that locked to the incoming counter and then started a local counter
on the FPGA side. The value of the received counter was then compared with the
value of the local counter at the FPGA side. The test showed that the two values
were indifferent for many hours of running the test. This way, the 21 differential
traces between the ZYNQ and the FPGA were also validated.

9.3.3 Zone 2 connections

The BMTL1 board interfaces the ATCA backplane though the Zone 2 connector. The
interface consists of one differential pair connected to one of the inputs of the LHC-JC
and one differential pair routed to one MGT channel. The DTH board delivers the
LHC 40.078 MHz clock to the relevant Zone 2 pins of every slot inside the crate.
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Figure 9.11: Eye diagrams in both directions of the channels connecting the FPGA
with the ZYNQ.

In addition, it delivers the TCDS2 stream through a high speed serial link to every
backplane connector, as well.

The first method of testing both interfaces was by using an IBERT project. The
custom TCDS2 protocol operates synchronously with respect to the LHC clock that
is delivered to the backplane. Thus, the IBERT link can only be established if the
FPGA TCDS2 channel uses a reference clock in phase with DTH. To achieve this,
the LHC and Sync jitter cleaners had to be configured properly. The routing of the
clocking network for this scenario is illustrated in Figure 9.12, where the clocking path
is highlighted in red color. The LHC-JC locks to the backplane input and delivers a
40.078 MHz clock both to the FPGA Global Clock (GC) and to the corresponding
input of the Sync-JC. The Sync-JC is configured to lock to that input and output
reference clock with value 8x40.078 MHz, which results to 320.642 MHz. This way,
both the FPGA logic and the Sync reference clocks are in phase with the DTH.

Once the clocking network was configured, eye diagrams of the TCDS2 link (Bank
220, channel 1) were captured in the IBERT project. The result is illustrated in Figure
9.13. The open are of these eyes is smaller, since these signals have to travel through
copper-copper backplane connections, both from the DTH to the backplane and from
the backplane to BMTL1. Using this method, eye scans were taken for every slot
of the ATCA crate. This method was used to verify the Zone 2 connections at the
BMTL1 board, but also to verify the delivery of the signals from the DTH board to
every crate slot. The validation of the actual TCDS2 firmware was concluded with
the firmware framework of the board, as described in section 9.4.4.
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Figure 9.12: Configuration of the clocking network (highlighted in red) to sync to
the LHC clock coming from the backplane.

Slot 11

Figure 9.13: Eye diagrams of the Zone 2 TCDS2 link taken for every slot of the
ATCA crate.

9.4 EMP Framework at BMTL1 board

After the operation of the BMTL1 hardware was verified, the next stage involved
the firmware that will carry out the operation of this board, as well as that of the
subsystem overall. The development of the infrastructure firmware was based on the
EMP Framework, in order to profit from the functionalities it provides, as described in
section 7.2. Namely, those are firmware and software infrastructure for controlling and
monitoring the FPGA using [Pbus, all TTC and TCDS2 interfaces to the experiment
and a flexibility in using any optical protocol required by L1 Trigger. All these
constitute the perfect environment for the placement of the algorithms that operate
at BMTLI1, with the largest one being the Analytical Method algorithm. Since EMP
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is developed around the Serenity boards, it had to be tuned and modified to fit the
characteristics of the BMTL1. This process is described in the next sub-sections.

9.4.1 BMTLI1 In and Out ports

Some of the most important modifications that are required to use the EMP Frame-
work at BMTL1 involve the Input and Output ports. In the BMTL1 case, they
contain inputs of the clocking network, the SMA connectors and the chip-to-chip
(c2c) differential pairs. They are all listed in the table of Figure 9.14 and are declared
in the entity section of the top BMTLI1 firmware component. Their declaration re-
quired the creation of the corresponding constraint files, that bind every port to the
correct pins of the VU13P chip.

Port (diff pairs) | Size | Direction Source/Target
CLK_100 1 IN FREERUN_SYNTH
TTC_CLK]O0] 1 IN LHC_JC
TTC_CLK[1] 1 IN SYNC_JC
TTC_CLK[2] 1 IN ASYNC_JC
TCDS_REC_CLK| 1 ouT LHC_JC
REFCLKJ[0-8] 9 IN ASYNC_JC
REFCLKI[9-16] 8 IN SYNC_JC
SMA_REFCLK 2 IN SMA CONNECTOR
C2C_CLK 1 INOUT ZYNQ
c2C 20 INOUT ZYNQ
SMA_GEN 1 INOUT |SMA CONNECTOR

Figure 9.14: List of the In/Out ports of BMTLI firmware. The MGT channels are

not included in the list.

To constraint the MGT transceivers that are used each time by the firmware, EMP
uses a dedicated constraint file called mgt-constraints and described in section 7.2.7.
Transceivers that are not located by this file, such as the ZYNQ Bank and the TCDS2
channel, are locked to their corresponding Banks through a separate constraints file.

A description of every BMTL1 port group is given below.

Free-running clocks

BMTLI uses the clk_ 100 as its free-running clock source. It is produced by a cor-
responding clock synthesizer that exists on the board and its frequency is 100 MHz.
It is routed to the FPGA through to a global clock pin and connects directly to a
MMCM chip inside the FPGA logic. This free-running MMCM outputs 4 additional
clocks. One at 40 MHz to act as a free-running LHC clock, one at 31.25 MHz and one
at 50 MHz used by the IPbus logic, and one at 125 MHz that is used by the TCDS2
and IpGBT firmware.
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TTC clocks

There are three different clock sources that can provide the LHC 40.078 MHz clock
to the BMTL1 framework. The first, ttc_clk[0], is the output of the LHC-JC that
can originate from one of the three inputs of this chip: the ATCA backplane, a
free-running on-board clock and the recovered clock of the TCDS2 serial stream.
The second TTC clock, ttc clk[1], is one of the outputs of the Sync-JC. This can
either be free-running or can be locked to an external input source connected to the
corresponding SMA connector. The third TTC clock, ttc  clk[2], is one of the outputs
of the Asyn-JC. Similar to ttc_ clk/1], it can either be a free-running clock or can be
locked to an external source connected to the corresponding SMA. One of these three
can be used at a time to generate the LHC multiple clocks of 160, 240, 360 MHz.

TCDS2 Recovered clock

The TCDS REC CLK port connects the recovered clock of the TCDS2 link to one
of the inputs of the LHC-JC.

Reference clocks

The refclk port is an array of clocks that contains the reference clocks used by every
MGT channel. For protocols that operate asynchronously with respect to LHC there
are 9 sources (refclk/0-8]) originating from the Async-JC. Additionally, the remaining
clocks (refelk[9-16]) deliver the 8 synchronous reference sources that are generated by
the Sync-JC.

SMA reference clocks

The BMTLI board includes 2 pairs of SMA connectors that are connected directly
to MGT Banks. They can be used for any application, if needed.

Chip-to-chip clock

The ZYNQ to FPGA interface includes one differential pair connected between global
clock pins of the two devices. It can be used to deliver clock either from the ZYNQ
to the FPGA or vice versa.

Chip-to-chip pins

The ZYNQ to FPGA interface consists of 20 pairs of differential pins that can be
used to transfer data between the two chips for any application.

SMA general purpose

The board contains two SMA connectors that can be used for any application. They
are connected to global clock pins and can either input external clock sources to the
firmware logic or output clocks to a different system.
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9.4.2 FPGA to ZYNQ IPbus interface

The BMTL1 firmware is controlled by software that runs on the processing system
of the ZYNQ. As described in 7.2.2, the EMP Framework utilizes the IPbus protocol
to facilitate data transfer between a software application and the firmware logic.
Its high level implementation is inherent in the framework but the physical layer
communication is specific and depends on the interface between the FPGA and the
software host.

In the BMTL1 board, the interface is performed through a high speed link. One
out of the four available links that connect the FPGA with the ZYNQ is used for this
purpose. An IPbus example implementation of a similar circuitry is provided at the
official IPbus repository [42]. This example was used as guideline to implement the
firmware logic, both in the FPGA side and the ZYNQ side.

The IPbus low level communication at BMTLI is performed using the AXI inter-
face. The AXI specifies a point-to-point protocol for interfaces that involve a master
and a slave. In our case, the ZYNQ acts as the master that issues read or write
commands to the FPGA, the slave. Thus, in both ends the IPbus words are con-
verted into AXI bus. The interface between the two devices is operated by the AXI
chip-to-chip IP that acts as a bridge for AXI transactions [43]. The data transfer
through the serial link is handled by a different IP core, the Aurora 64b/66b [44].
This IP implements the serial Aurora 64b/66b protocol to establish a link using one
MGT transceiver in each side. The parallel bus interface of the Aurora IP are config-
ured to AXI and hence, it directly connects to the chip-to-chip IP to handle the AXI
physical communication. A simple schematic of the IPbus circuitry in the BMTL1
board is shown in Figure 9.15. The IPbus Infra block implements the translation of
IPbus packets to AXI, and vice versa. Finally, both read and withe operations are
directed to the corresponding IPbus register, defined and placed in different places of
the firmware logic by the user.

FPGA ZYNQ
Ipbus

PL PS
Infra <4——»| |pbus Registers Ipbus - o
Registers Infra

! :

Y
v

Ipbus

(e <> Software

map

AXI AXI MGT Link AXI
| -+—>»| chip-to-c |«—»| Aurora64b/66b |«——————» Aurora64b/66b |«—| chip-to- -«
Interconnect hip chip

Figure 9.15: Schematic of the VU13P to ZYN(Q) IPbus implementation through AXI.

The IPbus over AXI implementation is similar on both the VU13P FPGA and
on the Programmable Logic (PL) of the ZYNQ. The interface between the processor
and the AXI chi-to-chip is performed through memory mapped addresses. The IPbus
software that runs on the processor system initiates transactions to the memory ad-
dresses that are specified by the interconnect between the PS and the PL inside the
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ZYNQ. Each of these addresses connects to IPbus slaves that the user can interact
with.

9.4.3 Declaration Files
The declaration files of EMP had to be adapted to the BMTL1 board as well. One

of them is called device-declaration. It declares generic constants of the firmware
project, defines the kind of MGTs that are supported by every Bank and facilitates
the reference clock distribution to optical protocols of these Regions. The device-
declaration file of BMTL1 is shown in Figure 9.16. Line 19 of the VHDL file defines
the number of regions that are supported by the FPGA. This number is usually equal
to the number of MGT Banks, hence, in the VU13P case it is set to 32. The line below
declares the number of reference clocks supported by the device, which in this case
is 17. The I0 _REGION_SPEC array includes 32 rows, each corresponding to one
Region block. In every row, the setting of the first column can be one of the no_ mgt,
10__gth or 10_ gty, declaring whether an optical protocol can be implemented in that
region and if yes, the supported MGT kind. For example, Region 0 cannot implement
an MGT protocol since it corresponds to the Bank of the Zone 2 connections. The
second and third columns connect the asynchronous and synchronous reference clocks,
respectively. The numbers are referring to the corresponding vector of the refclk port,
as discussed in 9.4.1. Clocks 0 to 8 are generated by the Async-JC and clocks 9 to 16
by the Sync-JC. As can be seen, all Regions-Banks are provided with both types of
reference clocks that are able to be used by both kinds of optical protocols.

12

19 constant N_REGION : integer := 32;

20 constant M_REFCLEK . integer := 17;

21 constant CROSS REGION : integer := 15;

22

23 constant I0 REGION SPEC @ io_region_ spec array_t{0 to M_REGION - 1) := {
24 ¢] == {io_nogt, -1, -11, - Bank 228 -- Right colum -- Zone 2
25 1 == {io_gty, 9. 9). -- Bank 221

26 2 == (io_gty, 8. 9], -- Bank 222

27 2 == {io_gty, 9. 9, -- Bank 223

28 4 == {io_gty, 1, 18], -- Bank 224

28 5 == {io_gty, 1, 18], -- Bank 225

0 5 == {io_gty, 1, 18], -- Bank 226

31 7 == {io_gty, 1, 18], -- Bank 227

32 g == {io_gty, 2, 11) -- Bank 228

33 9 == {io_gty, 2, 11}, -~ Bank 229

L 10 == {io_gty, 3, 11}, -~ Bank 230

= 1 == {io_gty, 3, 11}, -- Bank 231

3B 12 == {1o_gty, 4, 4], -- Bank 232

37 13 == {io_gty, 4. 4}, -- Bank 233

38 14 == {io_gty, 4. 4}, -- Bank 234

ci2] 15 == {io_gty, 4, 4], -- Bank 235

40 .- cross chip

41 15 == {io_gty, 5. 131, -- Bank 135 -- Left colum
42 17 == {io_gty. 5. 13]. -- Bank 134

43 15 == {io_gty. 5. 13]. -- Bank 133

a4 18 == (io_gty, 5, 13} - Bank 132

a5 20 == {io_gty, 6, 14}, - Bank 131

a5 21 == {io_gty, 6, 14}, - Bank 138

a7 22 == {io_gty, 6, 14}, -~ Bank 129

48 23 == {io_nogt, -1, -1}, -- Bank 128 -~ Z¥iG
a9 24 == {io_gty, 7, 15), -- Bank 127

el 5 == {io_gty, 7, 15}, -~ Bank 126

51 26 == {io_gty, 7, 15), -- Bank 125

52 27 == {io_gty, 7, 15), -- Bank 124

53 28 == (io_gty. 8, 186) -- Bank 123

54 29 == {1o_gty, 8, 18], -- Bank 122

55 30 == {io_gty, 8, 16), -- Bank 121

56 31 == {io_gty, 8, 18], -- Bank 120

57 others == kIONoGTRegion

52 I

Figure 9.16: The device declaration file of the BMTL1 framework.
The second declaration file is called project-declaration and is also described in
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7.2.6. It defines the protocol kind that will be implemented in every region of the
project. The user can select whether or not an MGT is going to be implemented
(no_mgt), or select one of the supported protocols, named as gty16, gty25, gbt and
Ipgbt. All actions that are executed by the framework to implement the selected
configuration are invisible. The user, however, can interface with data of the enabled
Regions inside the Payload block.

An example of a declaration-file targeting the BMTL1 board is shown in Figure
9.17. The project of this file will implement GTY CSP links running at 25 Gbps in
Regions 7 to 10, receiving IpGBT links at Regions 18-20 and GBT links at regions 26
to 29.

38 constant REGIOM_COMF : region_conf_array_t = (

39 <] == kDummyRegian, -- Zone 2 -- Bank 220
40 1 == (no_mgt, buf, no_fmt, buf, no_mgt), -- Bank 221
41 2 == (no_mgt, buf, no_fmt, buf, no_mgt), -- Bank 222
42 3 == (no_mgt, buf, no_fmt, buf, no_mgt), -- Bank 223
43 4 == (no_mgt, buf, no_fmt, buf, no_mgt), -- Bank 224
44 5 == {no_mgt, buf, no_fmt, buf, no_mgtl, -- Bank 225
45 53 == (no_mgt, buf, no_fmt, buf, no_mgt), -- Bank 226
45 7 == (gty25, buf, no_fmt, buf, gty25), -- Bank 227
47 =3 == (gty25, buf, no_fmt, buf, gty25), -- Bank 228
43 9 == (gty25, buf, no_fmt, buf, gty25), -- Bank 229
49 10 == (gty25, buf, no_fmt, buf, gty2s), -- Bank 230
50 11 == (no_mgt, buf, no_fmt, buf, no_mgt), -- Bank 231
51 12 == (no_mgt, buf, no_fmt, buf, no_mgt), -- Bank 232
52 13 == (no_mgt, buf, no_fmt, buf, no_mgt), -- Bank 233
53 14 == (no_mgt, buf, no_fmt, buf, no_mgt), -- Bank 234
54 15 == (no_mgt, buf, no_fmt, buf, no_mgt), -- Bank 235
55 -- Cross-chip

56 16 == (no_mgt, buf, no_fmt, buf, no_mgt), -- Bank 135
57 17 == (no_mgt, buf, no_fmt, buf, no_mgt), -- Bank 134
53 18 == (lpgbt, buf, no_fmt, buf, no_mgtl, -- Bank 133
59 19 == (lpgbt, buf, no_fmt, buf, no_mgtl, -- Bank 132
50 20 == {1pgbt, buf, no_fmt, buf, no_mgtl), -- Bank 131
51 21 == (no_mgt, buf, no_fmt, buf, no_mgt}, -- Bank 138
52 22 == (no_mgt, buf, no_fmt, buf, no_mgt}, -- Bank 129
53 23 == kDummyRegion, .- 2N -- Bank 128
54 24 == (no_mgt, buf, no_fmt, buf, no_mgt}, -- Bank 127
85 25 == {no_mgt, buf, no_fmt, buf, no_mgtl, -- Bank 126
[55] 26 == (ght, buf, no_fmt, buf, gbtl), -- Bank 125
57 27 == (ght, buf, no_fmt, buf, gbtl), -- Bank 124
53 28 == (gbt, buf, no_fmt, buf, gbtl), -- Bank 123
[5ie] 29 == (no_mgt, buf, no_fmt, buf, no_mgt}, -- Bank 122
70 30 == (no_mgt, buf, no_fmt, buf, no_mgt), -- Bank 121
71 31 == (no_mgt, buf, no_fmt, buf, no_mgt}, -- Bank 128
72 others == kDummyRegion

73 I

74

Figure 9.17: The project declaration file of a BMTLI1 example project.

9.4.4 TCDS2 interface

The firmware logic of the TCDS2 interface is included by default in the EMP Frame-
work. The circuitry implements the custom TCDS2 protocol, built around an MGT
channel. The TTC and TTS information is delivered by the DTH board to every
ATCA blade inside a crate through the payload of this link. At the current develop-
ment stage, the main signal that is delivered to the framework is the BCO.

The TCDS2 firmware in the BMTL1 board had to be located at MGT Bank
220 and channel 1. Furthermore, the LHC clock that arrives from the LHC-JC had
to be used as the reference clock for this link. The valid operation of the firmware
was demonstrated using the EMP-butler, and the corresponding reset command. The
reset TCDS2 option would configure the framework to use the backplane 40.078 MHz
clock and use the BCO that arrives from the TCDS2 stream to lock the corresponding
bunch counters. The result of running this command at the BMTL1 board is shown
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in Figure 9.18. The output prints the status of the steps that are executed until
the completion of the command. Two statements that inform about its successful
completion are the Clock 40 locked after 0 ms and the TTC BCO locked. Furthermore,
status registers are printed, providing information such as the frequency of the clock
and measurement of received BCOs, as well as potential missing or invalid receptions
of the BCO signal.

[root@bmtll-2 fpga-ctrl]#

> bmtll_

rce: TCDS2
ce: TCDS2
Internal BCO®: False

: True
: 40.879 MHz

Bunch count
Orbit count: @
Event count
BCOs recvd

External interface (rx, tx):
yde: Normal
Power

Fra : True
Unlock count: @
[root@bmtll-2 fpga-ctrl]#

Figure 9.18: Output of the emp-butler reset tcds2 command.

9.4.5 QPLL based IpGBT

The firmware blocks of the FPGA version of the IpGBT protocol are provided by
the corresponding group. The group also provides an example project that was used
as a reference by the people who ported the IpGBT links in the EMP Framework.
This example implements the protocol logic based on a single MGT channel that
utilizes the Channel PLL (CPLL) of the MGT Quad. When multiple channels are
used, identical copies of it are generated. While this firmware is used by other EMP
(Serenity) users without issues, this CPLL based implementation cannot be used by
FPGAs that are of speed grade 1. This case is also true for the BMTL1 device. When
the CPLL is used to drive the MGT reference clock, the maximum supported line
rate is lower than the QPLL one. Specifically, in speed grade 1 Virtex Ultrascale
Plus devices, the maximum line rate a CPLL can support is 8.5 Gbps [45]. The
corresponding line rate when QPLL is used is 12.5 Gbps. Thus, by using this IpGBT
version the BMTL1 cannot operate the IpGBT protocol at line rate of 10.24 Gbps.
For this reason, the IpGBT firmware at EMP was modified to use QPLL instead of
CPLL.
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A simple schematic of the CPLL IpGBT implementation is shown on the left of
Figure 9.19. The MGT IP core is configured to use 1 channel and its corresponding
CPLL. The firmware code, consisting of the I[pGBT Uplink and Downlink blocks,
is structured around it. The three of them form one IpGBT channel and identical
versions of this code are generated 4 times to create an IpGBT Quad.

CPLL Based IpGBT QPLL Based I[pGBT
Ll il 1 -~ m— - m = 1
1 Channel 0 1 1 Channel 0 1
1 1 | 1
: [ Uplink Blocks | : 1 [ Uplink Blocks | :

1
: [ Downlink Blocks | 1 1 [ Downlink Blocks | 1
1 1 1
L 1 | e e e e e e e e 1
s s s s s s mm—m—— === | [~~~ m - - 1
Channel 3 Channel 3
Uplink Blocks |

| Downlink Blocks |

| 1
1 1
bl Uplink Blocks | .
! [ Downlink Blocks | !

1
| 1

Figure 9.19: Left schematic illustrates the the block diagram of the single channel
CPLL based implementation of the IpGBT firmware. The four channel (QPLL based

implementation is shown on the right.

By using a QPLL, the MGT IP is configured as a Quad. This results to the
conversion of some of its internal signals and external ports from channel based to
Quad based. Some examples are the resets of the Tx and Rx datapaths and the
Tx and Rx reset-done signals. For this reason, the single-channel structure could no
longer be used and it was modified, as shown on the right of Figure 9.19. In the
new, QPLL-based architecture, the MGT IP core is configured to use a QPLL and
instantiate all four channels of the Quad. Thus, its code is implemented once and it
had to be moved outside the Channel block. The new channel component that wraps
the IpGBT Uplink and Downlink blocks is modified to match the new structure. The
internal IpGBT files have remained untouched. Moreover, the VHDL files of the
QPLL based IpGBT wrapper are modified so that they connect the corresponding
ports of the channel wrapper to the QPLL MGT block.

The new IpGBT structure was tested and its operation validated. The test was
performed using the BMTL1 board and one OBDT-theta, connecting four IpGBT
channels. Since then, the QPLL IpGBT is the default firmware used by the BMTL1
board at its integration tests and will also replace the CPLL version at the original
EMP Framework.

9.4.6 1pGBT In CSP Out Hybrid links

The architecture of the BMT Layer-1 is such that different protocols are used to
interface the detector and to transmit data to GMT. The result of this asymmetry
is that the transmitter of channels that receive IpGBT data remains unused and,
similarly, the receiver of channels that transmit CSP data also remains unused. This
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scenario is possible to affect the final BMTL1 architecture, but it can also be met in
other subsystems that receive large number of detector links. For this reason, it was
decided that the development of a hybrid link version in EMP will benefit many of
the framework users.

The link version described here is called hybrid, due to the fact that it receives
IpGBT data and transmits CSP data at the same MGT channel. This architecture is
able to be implemented by profiting from the ability of the MGT Quad to use both
of its QPLLs at the same time. The configuration of a Hybrid IP core is depicted
in Figure 9.20. The left part of the screen contains the transmitter settings and the
right part the receiver settings. The transmitter is configured to use QPLLO with the
corresponding CSP settings and the receiver to use QPLL1 with the I]pGBT settings.
At this case, the Tx line rate is set to 16.32 Gbps and the Rx line rate at 5.12 Gbps.
The line rates can be of any Tx and Rx combination, but different instances of the
IP core are required for each of them.
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Figure 9.20: Configuration of the Hybrid MGT IP core. In this example, the trans-
mitter uses QPLLO and is configured with the CSP settings at 16.32 Gbps. The
receiver uses QPLL1 with the [pGBT settings at 5.12 Gbps.

The Hybrid IP instance is the central block of the Hybrid firmware. Around it are
placed the IpGBT and CSP firmware blocks. A simple block diagram of this structure
is shown in Figure 9.21. On the left are depicted the IpGBT blocks, that follow the
QPLL based architecture. Only the Rx Uplink datapath blocks are used and are
connected to the corresponding ports of the IP core. On the right is the transmitter
datapath blocks of the CSP firmware. They are as well connected to the Tx ports of
the Hybrid IP. The two QPLLs are sourced by two separate clock sources. One of
the asynchronous reference clocks of the board is connected to QPLLO and one of the
synchronous to QPLLI.
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Figure 9.21: Block diagram of the Hybrid link, including the receiver IpGBT blocks,
the transmitter CSP blocks and a hybrid MG'T instantiation.

The Hybrid links firmware was demonstrated in SX5 using the BMTL1 ATCA
board. For the input links, an OBDT-theta board was used to connect IpGBT input
links to BMTL1. Outputs from the same Quad were connected to an Ocean board
that run the CSP protocol. The test showed that both directions of the firmware
were operating successfully. The BMTL1 links would lock to IpGBT links and receive
the expected data. In addition, the Ocean CSP input links were locked and received
data without errors.

9.4.7 Constraint files

The constraint files of the EMP Framework are described in section 7.2.7. Some of
them are board or project specific and others are completely agnostic. Those that
correspond to the former category are replaced in the BMTL1 by new, matching
the characteristic of this board. For example, files that connect the top ports of the
project are replaced by the ones that correspond to the 1/O ports listed in Figure
9.14. On the other hand, the file that constraints the MGT channels has remained
untouched. Other files that were modified include those used to declare the clocks
that are created and used by the framework, as well as those that manipulate the
floorplaning of the chip to create the pblocks.

9.4.8 Building the project

The BMTLI firmware files are stored in an online repository. This is the standard
method of storing files for every project in the experiment, as it assists code shar-
ing between people and development in common projects. The BMTLI1 repository
structure follows that of the EMP repository. Main reason is the usage of the same
software tool to include all files and build the Vivado project automatically. This
tool, called IPBB (IPBus Builder), is a command-line firmware management and
build tool [46]. It expects a specific organization of the files in the repository and
defines the structure and names of the basic folders in it. The files of a project are
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defined inside declaration files that are managed by the firmware maintainer. When
a project is built using IPBB, the software creates a Vivado project, configures it to
the user settings and adds the declared files to it. The user can then either develop
on top of that version of the firmware, or use it to generate a bit file. The imple-
mented design of a BMTLI project using the project-declaration file of Figure 9.17
is illustrated in Figure 9.22.
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Figure 9.22: Floorplanning of a BMTL1 project using the VU13P FPGA. This
project instantiates 3 IpGBT regions (yellow), 3 GBT regions (blue) and 4 CSP regions

(orange). The TCDS2 firmware is highlighted in purple (bottom right) and the IPbus
infrastructure in green.
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9.5 Analytical Method algorithm Integration

The Analytical Method (AM) algorithm is the main processing unit of the BMTL1
subsystem. It receives TDC hits from DT chambers of the CMS barrel and generates
trigger primitives in the form of muon track segments, as described in section 6.3.1.
The algorithmic logic is developed by the DT group. The BMTL1 group develops the
hardware and firmware framework of the subsystem. In addition, it is responsible for
the algorithm integration to the corresponding infrastructure.

9.5.1 Single-Chamber Integration

The AM code contains a set of VHDL files that are stored online and maintained
by the DT group. The BMTLI1 framework, stored in a different repository, calls the
AM files and includes them during the building of the project. All AM related logic
is placed inside the Payload block. The interface between the framework and the
algorithm is facilitated by a corresponding wrapper module, written specifically for
this task.

The structure of the algorithm is chamber-oriented, since muon stubs at this
processing layer are generated for every DT station independently. Its inputs are
DT TDC hits, received directly from the detector through the OBDT boards. As
discussed in section 6.5, in most cases one OBDT is dedicated to process DT cells from
one Super-Layer (SL). Thus, three OBDT boards cover the two ¢-SLs and the one
0-SL at MB1 and MB2. At MB3, due to its larger size, 4 OBDTs are required in total.
The same applies for MB4. Even though it does not contain a 6-SL, two OBDTs are
needed for each of the two ¢-SLs. At this stage, the current algorithm implementation
expects one optical link per SL. In the current algorithm implementation, processing
of the 6-view is not yet fully supported, even though its connections are taken into
account in the firmware logic.

Reception of TDC data is facilitated using front-end protocols. Even though the
final OBDT version is instrumented with the IpGBT ASIC, its first prototype uses
the Phase-1 GBTX chip. Hence, the BMTLI1 firmware infrastructure supports both
optical protocols for data reception. Following the GBT frame structure, on every
bunch crossing (BX) the OBDT transmits a payload of 84-bits, consisting of up to 3
muon hits. The size of every hit (described in 6.5), is 25-bits and contains the TDC
hit value, cell number and BX number.

There are three main clock domains that data follow inside the BMTL1 framework.
They are the LHC 40 MHz clock (40.078), the framework clock at 360 MHz and the
algorithm clock at 160 MHz. All three are generated from the same source and are
integer multiples of it. Thus, data crossing between domains can be performed simply
using flip-flop registers. A block diagram of the processing path inside BMTL1 is
illustrated in Figure 9.23. The 2GBT Rx receives GBT or IpGBT frames at the LHC
clock. In the current implementations, frames that arrive from both OBDT versions
have a size of 84 bits (in the IpGBT case the remaining MSBs are not used). These
frames have to cross to the framework domain, that supports 64-bit frames clocked at
360 MHz, in order to reach the Payload block. The transition is implemented inside
the Rz Framer. The 64 LSB of an xGBT frame are delivered to the first 64-bit frame
of the 360 MHz clock, the 20 MSB are delivered to the second 64-bit frame and the
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remaining 7 frames of the 360 MHz clock are filled with zeros. The same framing
method is applied for both GBT and IlpGBT data.
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Figure 9.23: Block diagram of the processing path inside BMTL1. The clock domains

of every block are also depicted.

The EMP channel buffers operate using the framework clock domain. The Rx
buffer is located right after the receiving xGBT block and the Tx Buffer right before
the transmitting CSP block. Their usage is optional and both of them can direct
data to/from either the payload module or the links. When used to test the Payload
block, the user can load the Rx Buffer with test patterns, play them through the
algorithm and read the result in the Tx Buffer. This way, they provide a realistic
mean of testing the algorithm operation, as well as the connections to and from it.
EMP buffers are bypassed when not configured.

The basic algorithmic logic exists inside the AM component. The firmware blocks
around it are preparing the data to be consumed by the algorithm, and also prepare
the result for its transmission. The OBDT Decoder receives TDC hits on the 360 MHz
domain, crosses them to the algorithm domain and performs a minor decoding of the
OBDT data. The current version of the AM algorithm (v1) operates at 160 MHz
clock. The new version (v2), currently being finalized, will operate to frequency up
to 400 MHz. After the OBDT decoder there is another preparation stage, performed
by the Hit Preprocessor. The output of this block is then routed to the AM block,
where TDC hits from SL1 and SL3 are used for the generation of DT primitives. The
result at the output of the AM block is delivered to the KMTF Encoder. Inside it,
TP data are encoded to their final format and cross to the 360 MHz clock in order to
be transmitted. Right before the AM block there is an additional buffer logic, called
Spy Buffers. Their operation is similar to that of the EMP Buffers. However, they
operate at the 160 MHz clock domain.

The floorplanning of an implemented BMTL1 firmware is illustrated in Figure
9.24. The project contains one instance of the AM algorithm, contained in one SLR
(SLR 1) of the VU13P FPGA. A GBT Quad is implemented to receive data and a
CSP Quad is implemented to transmit data.
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Figure 9.24: Floorplanning of a BMTL1 implemented design. The project includes
1 instance of the AM algorithm (1 Chamber), one GBT quad and one CSP quad.

Configuration and validation

The Payload block contains a number of IPbus registers that control and monitor the
operation of the algorithm. Moreover, they control the operation of the Spy Buffers.
All AM related operations are facilitated by the software of the algorithm, called
DTU. Tt executes different commands that configure the registers of the algorithm
and also write or read and print the content of the Spy Buffers. This can by either
the TDC hits, in their decoded form, or the generated TPs. Thus DTU is extensively
used, both for the configuration of the algorithm but also for debugging and validation
purposes.

The first step of validating the AM operation inside the BMTL1 framework was
done using Spy Buffers. Simulation data were used, played in the algorithm logic and
the TPs were read out by the buffers at the output. The result was compared to the
expected and no miss-matches were observed in the generated stubs.

Next step was similar, but this time using the EMP buffers. This way, larger
part of the data path inside the firmware was tested. In addition, all clock domain
crossings were included. A generated muon pattern was loaded to the Rx EMP bulffer,
in the form that the Rx Framer would output its data. The pattern was played to
the Payload block and the result was read at the Tx Buffer. Again, the generate TPs
were exactly equal tp the expected ones.

The tests described above are single-board tests. They were followed by simple
multi-board tests. An OBDT board was used for this purpose. The same muon pat-
tern was loaded to corresponding Tx buffers at the OBDT firmware and transmitted
through the GBT link. The pattern was received at the BMTL1 board and the result
of its processing by the AM algorithm was read at the Tx Buffer. The TPs had again
the same value as the expected ones. By performing such tests, the operation of the
AM algorithm inside the BMTL1 board was considered valid.
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9.5.2 Sector Implementation

The next step after integrating and validating the single-Chamber firmware was the
implementation of a Sector-based firmware. Towards this version of the BMTL1
Payload, all components that relate to one chamber, apart from the OBDT-decoder,
were placed inside a new block, called dt-chamber. This new block is now generated
four times in order to create a Sector, with each chamber instance being identical
to the other. This logic is now included into another new block, called dt-sector. A
block diagram of the sector firmware is depicted in Figure 9.25.

DT Sector
3x OBDT Hits DT Chamber | ChamberTPs
3x OBDT Hits DT Chamber | Chamber TPs
MUX
16 xGBT 16x 4 CSP
Inputs OBDT Outputs

Decoders | SRBT Hits DT Chamber | Chamber TPs

3x OBDT Hits DT Chamber | Chamber TPs

Figure 9.25: Block diagram of a dt-sector block.

The BMTL1 architecture at this stage expects one xGBT link to be connected
from every OBDT board. In addition, the maximum number of OBDTs in one Sector
is going to be 16, as discussed in 6.5. Thus, the maximum number of xGBT links
for one DT Sector in the BMTLI1 firmware is also 16, facilitated by 4 MGT Quads.
These links are directly connected to the OBDT decoders. However, in order to allow
flexibility in the mapping of links to the final dt-chamber, the inputs to these 16
OBDT decoders are multiplexed. The structure can be seen in Figure 9.25. All 16
inputs are delivered to the multiplexer. Then, the DTU software maps the outputs,
that can be up to 3 OBDT Decoder outputs, to every dt-chamber.

The output of every dt-chamber is 64-bit TP frames. These are going to be
transmitted to the Barrel Filter layer. However, the final architecture of this inter-
face is not finalized yet. For this reason, at this development stage we assume no
time-multiplexed architecture and direct the outputs of every chamber to one CSP
transmitting link. The maximum number of TPs generated per bunch crossing by
AM is four. The available number of CSP frames at 25 Gbps per one link per bunch
crossing is 9. Thus, one link per chamber is more than capable of transmitting the
generated data.

The implemented design of a Sector BMTL1 project is illustrated on the right of
Figure 9.26. There are four instances of the AM algorithm (orange, yellow, green and
purple) that have been placed in three SLRs. One instance in SLR 0 , two in SLR
1 and 1 in SLR 2. In addition, there are implemented 4 GBT Quads for the inputs
and 1 CSP Quad for the outputs. The resource utilization of this project is depicted
on the bottom left of Figure 9.26. It consumes 20 % of the available LookUp Tables,
9 % of the Flip Flops and 34 % of the chip’s BRAM.

133



utilization Post-Synthesis | Post-implementation
Graph | Taole

LUT 20
LUTRAM
F 9%
BRAM A 34
URaM- 1
Dse
1+] %
GT 173
BUFG
M 19

Yilization (%)

Figure 9.26: Left: Resource utilization of a Sector BMTL1 project. Right: Floor-
planning of an implemented BMTL1 design consisting of one DT sector.

Implementation of two Sectors

In the final system, every BMTL1 board will process data from two DT Sectors.
Thus, a firmware that implements the AM algorithm for two Sectors, or 8 chambers,
has been demonstrated. The floorplanning of the project can bee seen on the right
of Figure 9.27. The logic of the first Sector is placed in SLRs 0 and 1, while the logic
for the second Sector in SLRs 2 and 3. Furthermore, the inputs of the first Sector
are 16 GBT links, while the inputs of the second Sector are 16 I[pGBT links. There
are also 2 CSP quads to handle the output of each Sector. The resource utilization of
this project is depicted in the bottom left of Figure 9.27. The logical resources used
by this project are: 40 % of Look-Up Tables, 18 % Flip-Flops, 61 % BRAM.
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Figure 9.27: Floorplanning of an implemented BMTL1 design consisting of two DT

sectors.
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Chapter 10

Barrel Muon Trigger Slice Tests

The integration and validation of the Analytical Method firmware inside the BMTL1
framework was followed by multi-board tests. The conduction of these tests started
at the surface area (SX5) of the CMS experiment at the interaction point 5 (P5).
The Drift Tube groups maintained a lab at SX5 (which has moved to SXA5) and it
is there where the integration tests took place. To assist testing of Phase-2 hardware,
an operational DT chamber was placed in the area. It was installed parallel with
the ground in order to detect hits from cosmic muons that crossed its surface. The
signals from the hits were then connected to OBDT boards and were used to validate
their operation. In addition, the setup used to include Phase-1 hardware, such as a
uTCA crate and corresponding blades, as well as a Phase-2 ATCA crate. The ATCA
was used for the first tests of the BMTL1 board inside a real crate. It also hosted an
Ocean board, provided by the GMT group, and a DTH board.

10.1 SX5 Single Chamber Slice Test

The setup at the DT integration area was used to carry out the first tests of the
BMT system. The tests included only Phase-2 hardware, that is an OBDTv1 board,
the BMTL1 ATCA and the Ocean card. In addition, the DT chamber was used to

generate real cosmic muon data.

10.1.1 Setup description

A block diagram of the setup can be seen in Figure 10.1. Cables from DT cells of the
chamber were connected to the OBDT, transmitting pulses of muons that cross the
gas volume. The OBDT converted them to TDC hits and transmitted them to the
BMTLI1 board using the GBT protocol. Data were transferred via one optical fiber,
connected to the QSFP module of the OBDT and to an Rx12 Firefly of the BMTL1
board using a patch panel. Moreover, optical fibers would connect one TxRx Firefly
of the BMTL1 to another TxRx Firefly module at the Ocean card, to transmit data
using the CSP protocol at 16 Gbps.

Valid data transfer between all boards require that they are all synchronized with
each other. Furthermore, a BCO tag should be present in order to synchronize the
reception of frames. These two were facilitated using Phase-1 hardware. Firstly, an
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Figure 10.1: Block diagram of the SX5 setup.

AMCI13 card (distributes TCDS during Phase-1) which was installed inside the uTCA
crate generated a local LHC clock and distributed it to the backplane of the crate.
This clock was extracted using a custom PCB that exposes the relevant backplane
pins to SMA connectors. From there, the clock was directed both to the OBDT board
and to the BMTL1 board. To Ocean received the LHC clock from the BMTL1, which
outputs the 40.078 MHz clock to one of the general purpose SMA connectors. The
uTCA crate also contained a Phase-1 blade, called TwinMux (TMT7). This board is
used for the slow control of the OBDT board. This way, it delivers both the LHC
clock and the BCO information through the Phase-1 TTC stream. This information,
however, had to also be propagated to BMTL1 and Ocean. This was done using an
additional GBT link from the TM7 board to the BMTL1. This link was only used to
transmit the BCO signal, once every 3564 clock cycles of the LHC clock (one orbit).
From BMTL1 the BCO information was propagated to Ocean using the OT/BC0
functionality of the CSP protocol. This way, all three boards were synchronous with
each other.

Hit reception in the BMTL1 board can be observed using the DTU software. The
software runs on the ZYNQ device and reads the input spy buffers of the AM firmware.
The output at the terminal is a list of hits that have been received, their TDC time
and BX number. This software is also responsible for configuring the algorithm and
can be used to print a list of Trigger Primitives that have been generated by it. Thus,
it provides a first check that hit reception and TP generation is operating.

The generated data are transmitted to the Ocean board using one CSP link at
16 Gbps. The link also transmits the BCO information. Since only one chamber was
used, reconstruction of muon tracks could not be performed at Ocean. However, the
board here is used in order to validate TP reception at the GMT system. In addition,
and most importantly, it performs readout of large amounts of data for long periods
of time. This is achieved by a local readout system that has been implemented in
the ZYNQ device that is hosted on the board. The system utilizes an AXI interface
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configured for Direct Memory Access between the FPGA and the processor system.
Data are received, transferred to a DDR4 memory and then written to the SSD of the
board. From there one can access their binary form and process them using high-level
software tools.

10.1.2 Validation of optical interfaces

The setup of the slice test at SX5 is illustrated at Figure 10.2. The left image shows
the front view of the DT chamber and the cell cables. As can be seen, the cables are
connected to the OBDT board, shown at the bottom left of that image. The image
on the right shows the ATCA crate, installed right next to the chamber. The leftmost
board inside the crate is Ocean, in the center at slot 1 is a DTH board (even though
not used by this test) and at its right is the BMTL1 card. An optical fiber (pink
color) connects the Ocean with the BMTL1. Furthermore, an SMA cable (light gold
color) is connected to BMTLI to deliver the LHC clock.

Figure 10.2: The SX5 slice test setup.

The first action after the setup was connected included the validation of the optical
interfaces. Initially, the GBT link that connects OBDT to BMTL1 was tested. The
validation was performed by transmitting counter data at the payload, incrementing
on every LHC clock. At the BMTLI side, a similar counter would lock to the received
one and count independently. The two values were checked after every received word.
After running the test for two days, no miss-match of the two values was detected,
indicating error-less data reception. Next, the operation of the CSP links between
BMTL1 and Ocean was tested. The CSP protocol contains error detection mecha-
nisms that constantly report the status of the link. After running the 4 connected
links for 2 days, no error was detected at the receiving side of the Ocean board.
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10.1.3 Configuring the slice test

First action towards setting the test was the configuration of the DT chamber and
the OBDT board. Once ready, the configuration of the BMTL1 could follow. This
process includes configuring the clocking network and the firmware of the FPGA. In
this setup, the DTH board could not be used, as it did not support sourcing the
LHC clock externally from SMA connector. Instead, the cable from the backplane
clock expansion board was delivered to the Sync-JC thought the corresponding SMA.
The jitter cleaner used a configuration in which it would lock to the SMA input and
output a 40.078 MHz clock to the FPGA global clock and 320.624 MHz to the MGT

Banks. The clocking network configuration is illustrated with red in Figure 10.3.
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Figure 10.3: Block diagram of the BMTL1 clocking network illustrating the config-
uration of the Sync-JC for the SX5 slice test.

The next step was to use the EMP-butler reset command to configure the frame-
work. The option used here was the reset legacy, which uses the external clock source
as the LHC clock. This command also expects the BCO to arrive from an external
source. However, the method used here, that is receiving the BCO through a GBT
link, was not supported by the EMP Framework. For this reason, the TTC block was
modified in order to be able to lock from the GBT BCO signal when the reset legacy
command is used.

Once the BMTL1 framework was locked to the LHC clock and to BCO coming
from the TM7 board, the AM algorithm could be configured. The DTU software and
the corresponding command were used for this purpose, as well as to validate the TP
generation. Next, data were transmitted to Ocean through one 16 Gbps optical link.
Data reception at Ocean was validated following instructions that were provided by
the GMT group.

10.1.4 Results

The purpose of the SX5 setup was to demonstrate a full slice of the BMT datapath,
hence called slice test. The path begins from real muon data produced by a DT
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chamber, sent to the OBDT to be converted to TDC hits, transmitted to BMTL1
and be processed by the AM algorithm to produce TPs, and finally be received at
GMT. The readout system at the Ocean board was a key development that assisted
the analysis of generated primitives. The duration of capturing data at Ocean was
about 30 minutes. Here are presented the results of one such run. The analysis
included plotting of the basic parameters of DT primitive payload fields.

Figure 10.4 depicts a plot of the bunch crossing number, as produced by AM
during the cosmic muons test. The horizontal axis contains the BX number and the
vertical the number of TPs. It can be seen that the distribution is flat for the whole
range of possible BX values, that is from 0 to 3563. Here, TPs are generated by
cosmic muons that cross the chamber randomly in time. Hence, the flat distribution
is totally expected and can be considered as an indicator of reasonable operation for
the whole slice test.
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Figure 10.4: Results of the SX5 slice tests. Figure plots the bunch crossing number
of the DT primitives.

Plots of four additional DT primitive fields are illustrated in Figure 10.5. The top
left plot depicts the position of the muon in Sector coordinates. The distribution of
this plot is also flat, indicating that muons have crossed the chamber with no spacial
preference. On the top right plot the bending angle of the muons can be seen. This
distribution is symmetric around the Sector coordinate 0, again indicating muons
crossing the surface of the chamber in random angles. Both results are the expected
ones for data produced by cosmic muons.

The bottom left plots give information about the super-layer. Value 0 reports
TPs where the two phi SLs have been correlated. Values 1 and 3 report TPs that are
produced by SL1 and SL3, respectively. The plot at bottom left contains the quality
field.

10.2 USC Multi Chamber Slice Test

The SX5 slice test, described above, took place the first days of November 2022. At
that time the LHC machine was operating, producing proton-proton collisions at the
center of CMS. During long shutdown 2 (2019-2022), the DT group had installed 13
OBDT boards at all four chambers of a detector Sector. This Sector is S12 of wheel
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Figure 10.5: Results of the SX5 slice tests. Figure illustrates some of the fields of
the DT primitives.

+2. The S12 OBDTs were operating in parallel with the Phase-1 system, processing
hit data from muons that crossed the CMS detector. Up to that time, they were
used by the DT slice test in which the OBDTs were transmitting TDC hits to TM7
boards. The purpose of this setup was the validation of both the OBDT operation,
but also that of the AM algorithm, which was running in the Phase-1 TM7 boards.

Once the BMT chain was validated at the surface of CMS, the next step was to
move the setup downstairs at the CMS counting room, USC. The plan was to re-run
the slice test, but this time with the S12 OBDTs and running the test using real
collisions data.

10.2.1 The USC setup

The setup for the USC slice test was similar to that of SX5. The main differences
were the LHC clock source and the origin of the OBDT links. A basic requirement
for the execution of this test was the installation of an ATCA at USC. However, this
action was completed already by July of the same year, in preparation for this test.
Hence, the two ATCA cards could move downstairs. An image of the rack inside
which the ATCA is installed is shown in Figure 10.6. On the bottom of the same rack
the BMFT subsystem is installed, currently reconstructing muons for the Phase-1 L1
Trigger system. The ATCA crate can be seen above, with the BMTL1 and the Ocean
boards installed in it.

The block diagram of this test is illustrated in Figure 10.7. This time, the setup is
synchronized with the real LHC clock that originates from a similar expansion board.
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Figure 10.6: The USC slice test setup, showing the Phase-2 ATCA with BMTL1
and Ocean cards. The Phase-1 BMTF subsystem is installed in the same rack.

This board was installed inside an uTCA crate, used for testing purposes by the DT
group. The crate also includes a TM7 board that would transmit the real LHC BCO
through a GBT link to the BMTLI, similar to the SX5 setup. Then, both the LHC
clock and BCO are sent from BMTLI1 to Ocean, using an SMA cable for the former
and through the CSP protocol the latter. Four optical links were also connected
between MGTs of the two boards.

The 13 OBDTs of S12 would deliver 13 optical fibers (1 from each) from the
experimental cavern, UXC, directly to USC. In order to keep the original DT slice
test intact, these fibers are splited at USC and connected both to the TM7 boards
and to BMTL1. The reception at BMTL1 was performed using one x12 fiber cable
connected to one Rx12 Firefly and by using a patch panel for the remaining two (13th
UXC fiber and BCO-fiber).

10.2.2 Configuring the slice test

Validation of the 14 in total OBDTs was not needed. The GBT Link Status indicator
was used instead. The origin of the 13 detector links are the ¢ and 6 SLs of MB1, MB2
and MB3 chambers, with one OBDT in each SL, and two OBDTs per ¢ SL at the
MB4 chamber. All links were mapped during their connection to BMTL1. Since the
GBT protocol does not transmit information about the transmitter’s origin, the links
were connected one by one in order to determine which physical input corresponds to

142



/ \ / ATCA crate \

uUxc
uTCA crate OBDT g CSP-TPs
] 5 —
AMC13 ) x13 —
| || OBDT —
m GB[-
® Sl
5 Co;;x - / LHC
_g. TMT clock
]
L GBT- TDC > -
GBT - BCO >
BP Clock >
Expansion LHC clock

— N /

Figure 10.7: Block diagram of the USC slice test.

which framework channel. Then, at any time one could be aware of which link comes
from each SL/chamber.

The USC test was operating when the LHC beams were present and when real
proton-proton collisions were taking place at CMS. On every LHC fill, the setup had
to be re-configured are re-synchronized, due to stability loss of the LHC clock during
ramp up of the beams. The configuration process was similar to that of the SX5
test. The OBDT boards were automatically configured, since they were included in
the central control software of CMS. The BMTLI1 had to re-configure the clocks after
every fill and the FPGA get reprogrammed. The clocking network for this test was
configured as shown in Figure 10.3.

The firmware used this time did not include one AM chamber, but four. It is
similar to the implementation described in section 9.5.2. Even though only one link
was sending data from one chamber to Ocean, four instances of the algorithm were
implemented in BMTL1. This way, the firmware of the USC slice test was closer to
the real Sector-wise firmware of the final system. In addition, the firmware imple-
mentation of all four AM chambers could be tested, be delivering hit data to all four
AM instances using the OBDT Decoder multiplexer.

10.2.3 Results

The 2022 run of LHC (the first year of Run 3) ended on the 28th of November and the
Year End Technical Stop (YETS) started. The BMT slice test was moved downstairs
about 10 days prior to this. Hence, the available time window for performing this
test was short. The next chance of collisions data would be March of 2023. During
the available time, the setup was installed, validated and data were captured for a
number of LHC runs. However, there was not enough time for extended analysis of
data originating from all chambers.

Presented here are DT primitives, as generated by the AM algorithm running at
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BMTL1 board. The primitives were sent to Ocean and captured using the readout
system. The capture duration was about 15 minutes, and the chamber under study
is MB3. At this chamber, the calculated rate was about 4 KHz of TP generation.

The first results shown at Figure 10.8 illustrate the BX number, as produced by
the DT primitives and extracted from the corresponding payload field. The orbit
at which this data were captured corresponds to a calibration fill, in which only 9
bunches were circulating the LHC rings. The above plot (in red) is taken from the
CMS control software. Below (in blue) is the plot of the DT primitives. It can clearly
be seen that the BX number distribution of the two are very similar.
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Figure 10.8: BX number of a calibration LHC' fill. Above: Plot of the central CMS
software. Below: BX number of the DT primitives.

The plots of Figure 10.9 plot the same BX number value, but this time data are
taken from a regular LHC orbit. In both of them, the LHC bunch structure can be
seen. The trains of bunches are spaced by empty regions, and the end of the orbit is
empty for an extended number of bunch crossings.

The plots of Figure 10.10 illustrate the remaining important fields of the DT
primitive. They were captured at Ocean during a standard LHC fill. The top left
plot depicts the location of muons in the ¢ coordinate. The muons generated by
proton-proton collisions at CMS are expected to follow a random distribution in
space. Hence, the flat distribution in this plot is expected. The top right figure plots
the bending angle in the ¢ direction. The plot is symmetric around 0 (in Sector
coordinates), as expected. The two horns at the top correspond to the two charges of
muons that bend in opposite directions due to the magnetic field of the CMS solenoid.
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Figure 10.9: BX number of a standard LHC fill. Above: Plot of the central CMS
software. Below: BX number of the DT primitives.

The two plots below depict the Superlayer (left) and Quality (right) values, both of
which are not far from their expected values.

All of the above plots demonstrate a good performance of the AM algorithm
operation. Furthermore, they validate the operation of the hardware chain, starting
from the detector with the DT chamber and the OBDT boards, up to the counting
room with the BMTL1 and Ocean boards. The BMT slice test using Phase-2 hardware
and real muon data from proton-proton collisions at 2022 can be considered successful.
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Figure 10.10: Plots of the DT primitive fields, as produced by muons generated in
LHC collisions.
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Chapter 11

Conclusions

The work conducted for this thesis during the last years refers to the upgrade of the
CMS Level-1 Trigger. Specifically, it contributed to the development of the hardware
and firmware infrastructure of the BMTL1 sub-system, as well as on common solutions
for system-related developments, such as the CSP link. The final version of the CSP
link required almost four years to be completed, combining ideas and inputs from
many researchers of L1T, and presentations and discussions in many meetings of the
trigger project. Its final version, however, manages to accommodate all requirements
imposed by the experiment and the technology that is used. It has been extensively
tested and its performance is demonstrated using multiple ATCA boards.

The BMTL1 subsystem has evolved significantly during the last years and the
basic elements of its final version are in place. A hardware platform adequate to
instrument this system has been designed, produced and extensively tested. The
firmware infrastructure for this board is in place and the Analytical Method algorithm
has been integrated inside of it. The operation of the firmware has been validated
in multiple cases, with most notable being the BMT slice test at the underground
USC room of CMS. This test was conducted using real data originating from proton-
proton collisions at the center of the detector. The result validated the operation
of the BMTL1 hardware and firmware, that of the AM algorithm, as well as the
operation of the whole BMT system.

During the time of writing this thesis, developments were ongoing towards future
tests and the implementation of missing parts of the final BMT system. A new set
of OBDTv2 boards have been installed in Sector S1 of the CMS barrel, aiming for
a slice test using the production version of this board. A first set of tests has been
conducted, where data using IpGBT links were received at BMTLI1 in the USC setup.
The second version of the AM algorithm is in place and almost finalized inside the
BMTLI1 framework. Also, the KMTF firmware is ready for tracking and our team
is preparing the local readout system for further tests. All these developments lead
to the next set of USC tests, when the LHC will start its operations once again on
March 2024.

In addition, the BMTL1 ATCA board is being revised. The current revision is
the first of this board. Even thought it is able to operate in realistic conditions, it
remains a prototype for the subsystem. Thus, the second revision has been defined
and its design is underway, targeting production at the first half of 2024.
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Appendix A

CSP Control and Status Registers

A.1 Channel Control Registers

Channel Control (Read-Write) Registers

Name

Bitfield
(Rn[MSB:LSB])

# of bits

Description

loopback RO[2:0] Controls the loopback mode of the channel.
3 x0: Normal Operation
%2: Near-End PMA Loopback
(More at ug578 pg. 88)
reset_counters RO[3:3] Resets all the status counters of the
1 channel.
tx_polarity RO[4:4] Inverts the polarity of outgoing data.
1 0: Not inverted.
1: Inverted.
(More at ugb78 pg. 156)
rx_polarity RO[5:5] Inverts the polarity of incoming data.
1 0: Not inverted.
1: Inverted.
(More at ugd78 pg. 238)
tx_usrrst RO[6:6] Resets the transmitter firmware blocks of
1 the channel. No reset is issued on the MGT.
rx_usrrst RO[7:7] Resets the receiver firmware blocks of the
1 channel. No reset is issued on the MGT.
rx_align_marker_sel RO[8:8] Selects the output of the align_marker_out
1 signal of the channel.
0: Rising edge of Valid Bit.
1: Marker generated by the align_tag
signal.
rx_align_marker_dis R0O[9:9] Disables the output of the align_marker_out
1 signal.

Figure A.1: Channel Control Registers - 1.
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reset_latched_signals RO[10:10] Reset the latched indicators of the channel.
1
rx_eyescan_reset RO[11:11] Used by software to start the EYESCAN
B - 1 reset process.
(More at ug578 pg. 73,224)
tx_prbs_sel RO[15:12] Transmitter PRBS generator test pattern
- B 4 control.
(More at ugb78 pg. 155)
rx_prbs_sel RO[19:16] Receiver PRBS checker test pattern
4 control.
(More at ugd78 pg. 240)
rx_prbs_error_reset RO0[20:20] Resets the PRBS error counter.
1 (More at ug578 pg. 239)
tx_prbs_force_error RO[21:21] When this port is driven High, a single error
1 is forced
in the PRBS transmitter for every
TXUSRCLKZ clock
cycle that the port is asserted.
(More at ug578 pg. 155)
rxpmareset RO[22:22] This port is driven High and then
1 deasserted to start RX PMA
reset process.
(More at ugb78 pg. 73)
rxlpm_en R0O[23:23] 0: DFE
1 1: LPM
(More at ugd78 pg. 197)
tx_idle_method RO[24:24] Defines the Idle Method of the Transmitter.
1 0: Idle Method 1 - Transmits Idles as
Control words
1: Idle Method 2 - Transmits Idles as Data
words
rx_disable_icm RO[25:25] Disables Index Correction Mechanism
1 {ICM)
diffctrl R1[4:0] Driver Swing Control.
5 (More at ugd78 pg. 169)
postcursor R1[9:5] Transmitter post-cursor TX pre-emphasis
5 control.

(More at ugh78 pg. 172)

Figure A.2: Channel Control Registers - 2.
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precursor R1[14:10] Transmitter pre-cursor TX pre-emphasis
5 control.
(More at ugd78 pg. 174)
tm_interval R2[4:0] User defined 5-bits allocated for TM Interval
5 information.
packet_size R2[12:5] User defined 8-bits allocated for packet
8 payload size information.
header_1bit R3[0:0] Injects forced error to transmitting data. 1
1 bit error to the 3bit Header on every
assertion of this register.
header_2bit R3[1:1] Injects forced error to transmitting data. 2
1 bits error to the 3bit Header on every
assertion of this register.
CC_1bit R3[2:2] Injects forced error to transmitting data. 1
1 bit error to the Control Word Code on every
assertion of this register.
CC_2bit R3[3:3] Injects forced error to transmitting data. 2
1 bits error to the Control Word Code on
every assertion of this register.
CRC_1bit R3[4:4] Injects forced error to transmitting data. 1
1 bit error to CRC checksum on every
assertion of this register.
index_1bit R3[5:5] Injects forced error to transmitting data. 1
1 bit error to the index number of filler words
on every assertion of this register.

Figure A.3: Channel Control Registers - 3.
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A.2 Common Control Registers

Common Control (Read-Write) Registers
Name Bitfield Description
(Rn[MSB:LSB])
# of bits
reset_tx_pll_and_datapath RO[0:0] Resets the transmitter side of the MGT core
1 and the corresponding QPLL. A reset is
also issued to the firmware transmitter
blocks.
* After reseting QPLL the rx_datapath must
issue a reset in order to operate.
reset_rx_datapath RO[1:1] Resets the receiver side of the MGT core.
1 A reset is also issued to the firmware
receiver blocks.
enable_power_pll RO[2:2] Enables power on the Quad PLL. {Powered
1 down on start-up)
0: Power-down mode.
1: Normal mode.
(More at ugd78 pg. 83)
enable_power_rx RO[3:3] Enables Power on the receiver lane.
1 (Powered down during start-up)
0: Power-down mode. Rx is idle
1: Normal mode. Rx is active.
(More at ugh78 pg. 83)
enable_power_tx RO[4:4] Enables Power on the transmitter lane.
1 (Powered down during start-up)
0: Power-down mode. Tx is idle.
1: Normal mode. Tx active.
(More at ugh78 pg. 83)
crate_id RO[12:5] User defined 8-bits allocated for
8 crate/subsystem ID information.
slot_id RO[16:13] User defined 4-bits allocated for slot ID
4 information.

Figure A.4: Common Control Registers.
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A.3 Channel Status Registers

Channel Status (Read) Registers

Name Number of bits Description
channel RO[1:0] Framework channel number (0-3).
2
region RO[7:2] Framework region of the channel.
6
slod RO[11:8] Slot 1D as written in the corresponding Tx
4 register of the received channel/link.
crate RO[19:12] Crate/subsystem 1D as written in the
8 corresponding Tx register of the received
channel/link.
clock_multiplier R1[3:0] Multiplier of the 40 MHz clock. (Algo clock)
4
packet_size R1[11:4] Packet size as written in the
- 8 corresponding Tx register of the channel.
tm_interval R1[16:12] Time Multiplex period of the received data.
5
idle_method R1[17:17] |dle method used by the transmitter of the
1 receiving channel.

0: Idle as Control Word.

1: Idle as Data Word.
rx_control_word_index_lo R2[0:0] Latches if the rx index lock is lost for at
ck lost 1 least one clock cycle.
rx init done R2[1:1] When asserted indicates that the GTx

- 1 transceiver RX has finished reset and is
ready for use.

(More at ugd78 pg. 74)
tx_init_done R2[2:2] When asserted indicates that the GTx

1 transceiver TX has finished reset and is
ready for use.

(More at ugh78 pg. 65)
link_down_latched R2[3:3] Latched if the link is down for at least one

1 clock cycle.

Figure A.5: Channel Status Registers - 1.
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rx_status R2[4:4] 0: Link is Down.

1 1: Serial receiving stream is aligned and
link is Up.

tx_fifo_full R2[5:5] Latched indicator of the Tx FIFO full port.
1

tx_fifo_almost_full R2[6:6] Latched indicator of the Tx FIFO almost
1 full port.

rx_rxcdrlock R2[7:7] Indicates that the Rx CDR circuit is locked
1 to the receiving serial stream. UG

5768578 refer to this signal as Reserved.

Experience has shown that in GTH

transceivers this register toggles when the

channel receives optical signal. In GTY
transceivers it seems to operate as
expected.
rx_prbs_locked R2[8:8] Output to indicate that the RX PRBS
1 checker has been error free for

RXPRBS_LINKACQ_CNT XCLK cycles

after reset.

(More at ugd78 pg. 240)
rx_prbs_error R2[9:9] Mon-sticky status output indicates that

1 PRBS errors have occurred.

(More at ugd78 pg. 240)
tx_invalid_signal_count_st R2[15:12] Counts invalid combinations of data to be
art or last when valid lo 4 transmitted - Start or last bits asserted
W - - = - - when Valid Bit is low.
tx_invalid_signal_count_st R2[19:16] Counts invalid combinations of data to be
art or last continuous 4 transmitted - Start or last bits are asserted

- = - for more than 1 clock cycle.
tx_invalid_signal_count_st R2[23:20] Counts invalid combinations of data to be
art and last simultaneou 4 transmitted - Start and last bits are
" - - - asserted simultaneously
tx_invalid_signal_count_v R2[27:24] Counts invalid combinations of data to be ™
alid before start without 4 transmitted - No last bit asserted prion to
Iast_ - - - assertion of start bit, while Valid Bit is high
tx_invalid_signal_count_v R2[31:28] Counts invalid combinations of data to be
alid after last without st 4 transmitted - Valid bit is high a last is

art

asserted without the assertion of sart bit

Figure A.6: Channel Status Registers - 2.
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crc_errors R3[31:0] Counts the number of CRC errors.
32
packets_in R4[31:0] Counts the number of received packets /
32 number or checked CRCs.
typeField_double_errors R5[31:16] Counts double errors that occur in the
16 Type Field of the Control Words. Double
errors cannot be corrected by the
Hamming 8.4 code.
typeField_single_errors R5[15:0] Counts single errors that occur in the Type
16 Field of the Control Words. Type Field is
encoded using Hamming 8,4 codes hence
single errors are corrected.
control_word_index_lock_ R6t[31:16] Counts the number of times the rx index
lost 16 lock has been lost.
hard_errors R6[15:0] Hard error counter. Hard errors are the
16 errors occurring in the 3-bit Header (value
not equal to “101" or "0107).
rx_pointer_diff R7[24:16] Difference between the read pointer and
9 the write pointer of the Rx Buffer.
wrong_index R2[15:0] Counts errors that occurred on the Index
16 number of the filler words. These errors do

not cause link misalignment.

Figure A.7: Channel Status Registers - 3.
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A.4 Common Status Registers

Common Status (Read) Registers

Name

Bitfield
(Rn[MSB:LSB])

# of bits

Description

gplllock

RO[0:0]
1

Frequency lock signal indicates that the
QPLL frequency is within the
predetermined tolerance.

Figure A.8: Common Status Registers.
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