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## Abstract

Most graph-theoretic problems are known to be NP-complete on general graphs; it is considered unlikely that there exist polynomial-time algorithms for solving them. Motivated by the fact that many of these problems have real-world applications, researchers have been primarily focused on designing faster and faster exact exponential-time algorithms and better and better approximation algorithms for solving them. Another direction of research the one that we follow in this thesis -, which gained a lot of momentum in recent years due to the discovery of new powerful tools within the framework of Parameterized Complexity, is to study these problems on particular graphs that exhibit various kinds of internal structure. By designing algorithms that leverage this internal structure, we may provide better running time and/or solution quality guarantees on these particular graphs. We may also show that a problem's hardness persists on these graphs, thusly yielding further insight into the kinds of structure that make the problem hard to solve.

In this thesis, we study Terminal Set problems: given a (vertex-weighted) graph and a vertex subset of the graph, called the terminal set, we search for a minimum-sized (minimum-weighted) vertex subset of the graph which intersects (hits) every vertex subset of the graph that contains a terminal and induces a subgraph exhibiting a particular structure dependent on the problem. This class of problems contains prominent graph-theoretic problems
which have applications both within and beyond the field of Computer Science. We focus our study on two particular problems.

The one is a cycle hitting problem and is known in the relevant literature as the Subset Feedback Vertex Set (SFVS) problem: given a (vertexweighted) graph and a terminal set, we search for a minimum-sized (minimumweighted) vertex subset of the graph which hits every vertex subset of the graph that contains a terminal and induces a cycle. We study SFVS on subclasses of AT-free graphs and on subclasses of chordal graphs, which are graphs that are known to exhibit rich internal structure. We provide polynomial-time algorithms for solving weighted SFVS on the following graph classes: interval graphs $(\mathcal{O}(n m)$-time $)$, permutation graphs $\left(\mathcal{O}\left(m^{3}\right)\right.$-time $)$, cobipartite graphs $\left(\mathcal{O}\left(n^{4}\right)\right.$-time $)$ and rooted path graphs $\left(\mathcal{O}\left(n^{2} m\right)\right.$-time); and we show that unweighted SFVS is NP-complete on undirected path graphs. Moreover, for weighted SFVS, we provide an algorithm for solving it on graphs with leafage at most $k$ which runs in $n^{\mathcal{O}(k)}$ time and we show that it is W [1]-hard parameterized by $k$. We also study SFVS on $H$-free graphs, which are graphs that exhibit a kind of internal structure as a result of absence of another. For weighted SFVS, we provide a polynomial-time algorithm for solving it on $4 K_{1}$-free graphs and we show that it is NP-complete on $5 K_{1}$-free graphs. For unweighted SFVS, we provide an algorithm for solving it on $(k+1) K_{1}$ free graphs which runs in $n^{\mathcal{O}(k)}$ time. SFVS consists a generalization of the classical Feedback Vertex Set (FVS) problem: given a (vertex-weighted) graph, we search for a minimum-sized (minimum-weighted) vertex subset of the graph which hits every vertex subset of the graph that induces a cycle. Weighted FVS is known to be polynomial-time solvable on AT-free graphs and on chordal graphs. We provide an algorithm for solving it on $(k+1) K_{1}$-free graphs which runs in $n^{\mathcal{O}(k)}$ time and for unweighted FVS, we show that it is W[1]-hard parameterized by $k$ via a reduction which is different than the one existing in the literature and that on $(k+1) K_{1}$-free graphs it cannot be solved in $f(k) \cdot n^{o(k)}$ time under the ETH.

The other problem that we focus on is a path hitting problem and is known in the relevant literature as the Node Multiway Cut (NMC) problem: given a (vertex-weighted) graph and a terminal set, we search for a minimum-sized (minimum-weighted) terminal-free vertex subset of the graph which hits every vertex subset of the graph that induces a path between two terminals. For unweighted NMC, we provide a polynomial-time algorithm for solving it on $3 K_{1}$-free graphs and show that it is NP-complete on $4 K_{1}$-free graphs via a reduction which relies on the constraint that the solution to NMC is terminalfree. Motivated by this fact, we also consider NMC without this constraint
and we call it the Unconstrained Node Multiway Cut (UNMC) problem. For weighted UNMC, we provide a polynomial-time algorithm for solving it on $3 K_{1}$-free graphs and we show that it is NP-complete on $4 K_{1}$-free graphs. For unweighted UNMC, we provide an algorithm for solving it on $(k+1) K_{1}$-free graphs which runs in $n^{\mathcal{O}(k)}$ time and we show that it is W [1]-hard parameterized by $k$ and that on $(k+1) K_{1}$-free graphs it cannot be solved in $f(k) \cdot n^{o(k)}$ time under the ETH.

This thesis is structured as follows: Chapter 1 consists an introduction to the subject of study. Part I provides the necessary theoretical background: Elements of Complexity Theory and Graph Theory are given in Chapters 2 and 3 respectively and the definitions of the studied graph-theoretical problems along with previously known results on their complexity are given in Chapter 4. Part II provides our algorithmic and complexity-theoretic results: After providing the necessary preliminaries in Chapter 5, we present our results on subclasses of AT-free graphs, on subclasses of chordal graphs and on $H$-free graphs in Chapters 6,7 and 8 respectively. Chapter 9 concludes our thesis with some remarks and open problems providing directions for future research.
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## InTRODUCTION

### 1.1 Cycle Hitting Problems

In the (weighted) Subset Feedback Vertex Set (SFVS) problem, we are given a (vertex-weighted) graph $G=(V, E)$ and a terminal set $S \subseteq V$ and we are asked to find a set $U \subseteq V$ of minimum size (weight) that intersects every cycle passing through at least one terminal. SFVS was introduced by Even et al. who obtained a constant-factor approximation algorithm for its weighted version [30]. The (weighted) SFVS problem is a generalization of the classical (weighted) Feedback Vertex Set (FVS) problem, in which we are given a (vertex-weighted) graph $G=(V, E)$ and we are asked to find a set $U \subseteq V$ of minimum size (weight) that intersects every cycle; for $S=V$, the SFVS problem is equivalent to the NP-complete FVS problem [52]. Both problems find important applications in several aspects that arise in optimization theory, constraint satisfaction, and bayesian inference $[1,2,30,32]$.

We begin with an brief overview of related work on the complexity of FVS and SFVS restricted to graph classes. FVS is known to be NP-complete on bipartite graphs [75] and on planar graphs [37], whereas it becomes polynomialtime solvable on chordal graphs [24, 73], on interval graphs [60], on permutation graphs [10, 11, 12, 57], on their superclass of cocomparability graphs [58] and even on their superclass of AT-free graphs [54]. Clearly, on graph classes on which the FVS problem is NP-complete, so is the SFVS problem, as the latter is a generalization of the former. Therefore, it is natural to study
the complexity of SFVS on graph classes on which FVS is polynomial-time solvable. Prior to our work, very little was known regarding the complexity of SFVS on such graph classes. In fact, it was only known that SFVS is NPcomplete on split graphs [35]. However, such a result already implies that there is a difference in the complexity of the two problems, as FVS is polynomialtime solvable on their superclass of chordal graphs. The NP-completeness of SFVS even on split graphs motivated a considerable amount of work by several researchers to obtain fast exponential-time algorithms for solving it even when restricted to chordal graphs or even further to split graphs [22, 33, 35, 41, 71].

We continue with an brief overview of related work on the parameterized complexity of FVS and SFVS. FVS is known to be in FPT parameterized by treewidth [26] and cliquewidth [15], which implies that FVS can be solved in polynomial time on graphs with bounded such parameters. Jansen et al. [51] showed that unweighted FVS is W[1]-hard parameterized by the clique cover number and that it can be solved on graphs with maximum induced matching number at most $\mu$ in $n^{\mathcal{O}(\mu)}$ time, so it is in XP parameterized by the maximum induced matching number. Jaffke et al. proposed an algorithm that solves weighted FVS on graphs with maximum-induced-matching--width (mim-width) $w$ in $n^{\mathcal{O}(w)}$ time [49]. Independently from the work of [49], Bergougnoux and Kanté showed the same result through the notion of neighbor equivalence [4]. Despite their related names, graphs with bounded maximum induced matching number are not related to graphs with bounded mim-width as indicated in [74].

The approach of [49] provides a powerful mechanism, as it unifies polynomialtime algorithms for solving weighted FVS on several graph classes, including interval graphs and permutation graphs. Such a mechanism raises the question of whether the algorithm given in [49] can be extended to the more general setting of weighted SFVS. However the proposed algorithm is based on the crucial fact that the forest formed by deleting the nodes of a solution has bounded number of internal nodes which is not necessarily true for the respective induced subgraph of weighted SFVS. Thus it seems difficult to control the size of the solution whenever $S \subset V$.

Cygan et al. [28] and Kawarabayashi and Kobayashi [53] independently showed that unweighted SFVS is in FPT parameterized by the solution size, while Hols and Kratsch [45] provided a randomized polynomial kernel for the problem. Moreover, by standard algorithmic techniques, weighted SFVS is in FPT parameterized by treewidth. Bergougnoux et al. [5] recently proposed an algorithm that solves weighted SFVS in $n^{\mathcal{O}\left(w^{2}\right)}$ time given a decomposition of the input graph of mim-width $w$.

## Subclasses of AT-free Graphs

A graph is $A T$-free if for every triple of pairwise non-adjacent vertices, the neighborhood of one of them separates the two others. The class of AT-free graphs is well-studied and it properly contains interval graphs, permutation graphs and cocomparability graphs [13, 42]. Let us briefly argue that the approach of [54] to solving the weighted FVS problem on AT-free graphs cannot be directly extended towards solving the weighted SFVS problem on (subclasses of) AT-free graphs. One of the basic tools in [54] relies on growing a small representation of an independent set into a suitable forest. Although such a representation is rather small on AT-free graphs, when considering SFVS it is not necessary that the respective set is an independent set which makes it difficult to control how the partial solution may be extended.

Here we initiate the study of SFVS restricted to graph classes from the positive perspective. We consider its weighted version and give the first positive results on interval graphs and permutation graphs, both being proper subclasses of AT-free graphs. Interval graphs and permutation graphs are unrelated to split graphs and are both characterized by a linear structure implied by certain vertex orderings [13, 42, 73]. For both classes of graphs we design polynomial-time algorithms based on dynamic programming of subproblems implied by their natural linear ordering. One of our key ingredients is that we augment our subproblems with a few additional vertices which are always included in the subsolutions. Although for interval graphs such a strategy leads to a simple algorithm, the case for permutation graphs requires augmenting with more vertices, resulting in more numerous and complex recursive relations.

Moreover, towards the unknown complexity of the problem on the class of AT-free graphs, we consider the class of cobipartite graphs and settle its complexity status. Interestingly, most problems that are NP-hard on AT-free graphs are already NP-hard on cobipartite graphs (see, for example, [62]). Cobipartite graphs are the complements of bipartite graphs and are unrelated to interval graphs and permutation graphs. We show that weighted SFVS admits a simple solution on cobipartite graphs, and, thus, we eliminate the possibility of obtaining NP-hardness on AT-free graphs through NP-hardness on cobipartite graphs. Therefore, we provide the first positive results regarding the complexity of the SFVS problem on subclasses of AT-free graphs. In particular, we show that weighted SFVS can be solved

- on interval graphs in $\mathcal{O}(n m)$ time,
- on permutation graphs in $\mathcal{O}\left(m^{3}\right)$ time and
- on cobipartite graphs in $\mathcal{O}\left(n^{4}\right)$ time.


## Subclasses of Chordal Graphs

Several fundamental optimization problems are known to be intractable on chordal graphs, however they admit polynomial-time algorithms when restricted to a proper subclass of chordal graphs such as interval graphs. Typical examples of problems that exhibit this behavior are domination and induced path problems $[6,8,25,44,46,66]$. Although SFVS does not fall under the themes of domination or induced path problems, it is known to be NPcomplete on chordal graphs [35], whereas it becomes polynomial-time solvable on interval graphs [69]. Towards a better understanding of why many intractable problems on chordal graphs admit polynomial-time algorithms on interval graphs, we consider the algorithmic usage of a structural parameter called leafage. Leafage, introduced by Lin et al. [59], is a graph parameter that captures how close a chordal graph is to being an interval graph. As it concerns chordal graphs, leafage essentially measures the smallest number of leaves in a clique tree, an intersection representation of the given graph [39]. Thus our study of SFVS on subclasses of chordal graphs constists an investigation of the extent to which the structure of the underlying tree representation influences the computational complexity of SFVS.

Habib and Stacho [43] showed that the leafage of a connected chordal graph can be computed in polynomial time. Their described algorithm also constructs a corresponding clique tree with the minimum number of leaves. Regarding other problems that behave well with the leafage, we mention the Minimum Dominating Set problem which Fomin et al. [34] showed to be in FPT parameterized by the leafage. We show that

- weighted SFVS can be solved on chordal graphs with leafage at most $\ell$ in $\mathcal{O}\left(n^{2 \ell+1}\right)$ time, which is polynomial time on chordal graphs with bounded $\ell$.

In particular, we provide an algorithm that given a chordal graph and a tree model of it with $\ell$ leaves solves the problem in $\mathcal{O}\left(n^{2 \ell+1}\right)$ time. Thus, by combining the algorithm of Habib and Stacho [43] with our algorithm, we deduce that weighted SFVS is in XP parameterized by the leafage. Our algorithm works on an expanded tree model that is obtained from the given tree model
and maintains all intersecting information without increasing the number of leaves. Then in a bottom-up dynamic programming fashion, we visit every node of the expanded tree model in order to compute partial solutions. At each intermediate step, we store all necessary information of subsets of vertices that are of size $\mathcal{O}(\ell)$.

One advantage of leafage over mim-width is that we can compute the leafage of a chordal graph in polynomial time, whereas we do not know how to compute the mim-width of a chordal graph in polynomial time. However we note that a graph with bounded leafage implies a graph with bounded mim-width and, further, a decomposition of bounded mim-width can be computed in polynomial time [34]. This can be seen through the notion of $H$-graphs. For some fixed graph $H$, a graph is an $H$-graph if it is the intersection graph of connected subgraphs of some subdivision of $H$. The intersection model of subtrees of a tree $T$ having $\ell$ leaves is a $T^{\prime}$-graph where $T^{\prime}$ is obtained from $T$ by contracting nodes of degree two. Thus the size of $T^{\prime}$ is at most $2 \ell$, since $T$ has $\ell$ leaves. Moreover, given an $H$-graph and its intersection model, a (linear) decomposition of mim-width at most $2|E(H)|$ can be computed in polynomial time [34]. Therefore, given a graph with leafage at most $\ell$, there is a polynomial-time algorithm that computes a decomposition of mim-width $\mathcal{O}(\ell)$. Combined with the algorithm for solving weighted SFVS on graphs of bounded mim-width [5], one can solve weighted SFVS on graphs with leafage at most $\ell$ in $n^{\mathcal{O}\left(\ell^{2}\right)}$ time. Notably, our $n^{\mathcal{O}(\ell)}$-time algorithm is a non-trivial improvement on the running time obtained from the mim-width approach.

We complement our algorithmic result by showing that

- weighted SFVS is W [1]-hard parameterized by the leafage via a reduction from the Multicolored Clique problem.

Thus we can hardly avoid the dependence of the exponent in the stated running time. Our reduction is inspired by the $\mathrm{W}[1]$-hardness of unweighted FVS parameterized by mim-width given by Jaffke et al. [50]. However we note that our result holds on graphs with arbitrary vertex weights and we are not aware if unweighted SFVS admits the same complexity behaviour.

Leaf power graphs are a subclass of chordal graphs that admit a decomposition of mim-width one [47], thus via the algorithm proposed by Bergougnoux et al. [5] weighted SFVS can be solved in polynomial time on leaf power graphs if an intersection model is given as input. However, to the best of our knowledge, it is not known whether an intersection model of a leaf power graph can be constructed in polynomial time. Rooted path graphs are the intersection
graphs of directed paths in a rooted tree. They form a subclass of leaf powers and we observe that they form a class of unbounded leafage. Although rooted path graphs admit a decomposition of mim-width one [47] and such a decomposition can be constructed in polynomial time [29, 40], the running time obtained through the bounded mim-width approach is rather impractical as it requires to store a table of size $\mathcal{O}\left(n^{13}\right)$ even in this particular case [5]. We show that

- weighted SFVS can be solved on rooted path graphs in $\mathcal{O}\left(n^{2} m\right)$ time.

As a byproduct of our dynamic programming scheme and the expanded tree model, we show how our approach can be extended in order to handle rooted path graphs. By analyzing further subsets of vertices at each intermediate step, we manage to derive an algorithm for weighted SFVS on rooted path graphs that runs in $\mathcal{O}\left(n^{2} m\right)$ time. Observe that the stated running time is comparable to the $\mathcal{O}(n m)$ time of the previously known algorithm on interval graphs [69]. Interval graphs form a proper subclass of rooted path graphs.

Inspired by the algorithm on graphs with bounded leafage, we also consider the natural relaxation of the leafage that is the vertex leafage of a graph. Chaplick and Stacho [19] introduced the vertex leafage of a graph $G$ as the smallest number $k$ such that there exists a tree model for $G$ in which every subtree corresponding to a vertex of $G$ has at most $k$ leaves. As leafage measures the closeness to interval graphs (graphs with leafage at most two), vertex leafage measures the closeness to undirected path graphs which are the intersection graphs of paths in a tree (graphs with vertex leafage at most two). We prove that

- unweighted SFVS is NP-complete on undirected path graphs
and, thus, the problem is para-NP-complete parameterized by the vertex leafage. An interesting trait of our NP-completeness proof is that our reduction comes from the Max Cut problem as opposed to known reductions for SFVS which are usually based on, more natural, covering problems [35, 70]. From our results for rooted path graphs and undirected path graphs, we obtain a complexity dichotomy of the problem with respect to the vertex leafage: if the vertex leafage is at most one (rooted path graphs) then SFVS is polynomialtime solvable; otherwise, if the vertex leafage is at least two, SFVS is NPcomplete. Our findings regarding the complexity of SFVS on subclasses of chordal graphs are summarized in Figure 1.1.
1.1. Cycle Hitting Problems

Figure 1.1: Computational complexity of the SFVS problem parameterized by leafage and vertex leafage. All NP-
hardness results are for the unweighted SFVS problem and all other results are for the weighted SFVS problem.


## $H$-free Graphs

We consider classes of $H$-free graphs which are characterized by a bounded structural parameter. In particular, we consider $(\alpha+1) K_{1}$-free graphs which are exactly the graphs with independent set number at most $\alpha$. Notice that cobipartite graphs are $3 K_{1}$-free graphs.

We completely characterize the complexity of SFVS with respect to the independent set number $\alpha$. In particular, we show that

- weighted SFVS can be solved in polynomial time on graphs with $\alpha \leq 3$ by exploiting a structural characterization of the solution which involves the distances from vertices to terminals, whereas it remains NP-complete on graphs with $\alpha \geq 4$ via a reduction from unweighted VERTEX COVER on tripartite graphs.

Weighted FVS is polynomial-time solvable on graphs with bounded $\alpha$ [51]. Thus we expand our knowledge on the complexity difference of the two problems with respect to a structural graph parameter. In order to complement our results, we show that

- unweighted SFVS can be solved in $n^{\mathcal{O}(\alpha)}$ time, which is polynomial time on graphs with bounded $\alpha$.

Thus we provide a complexity difference between the weighted and the unweighted versions of the problem with respect to a natural structural parameter. We also show that

- weighted FVS can be solved in $n^{\mathcal{O}(\alpha)}$ time, which is polynomial time on graphs with bounded $\alpha$, via an algorithm that is simpler and faster than the one implied by [51] and
- unweighted FVS is W [1]-hard parameterized by $\alpha$ via an reduction from Multicolored Intependent Set which is different than the one given in [51] and linear in $\alpha$, and thus it cannot be solved in $f(\alpha) \cdot n^{o(\alpha)}$ time under the Exponential Time Hypothesis (ETH) by combining our alternative reduction with the conditional lower bound given in [20], which implies that the running times of our algorithms for solving unweighted SFVS and weighted FVS are tight.

Our findings regarding the complexity of FVS and SFVS on graphs with bounded $\alpha$ are summarized in Figure 1.2.

Figure 1.2: Computational complexity of the FVS and SFVS problems on $(\alpha+1) K_{1}$-free graphs.

### 1.2 Path Hitting Problems

In the (weighted) Node Multiway Cut (NMC) problem, we are given a (vertex-weighted) graph $G=(V, E)$ and a terminal set $T \subseteq V$ and we are asked to find a set $U \subseteq V \backslash T$ of minimum size (weight) that intersects every path between two terminals. Interestingly, there is a simple reduction from the NPcomplete NMC problem to the weighted SFVS problem where $|S|=1[35]$. We also consider a relaxation of NMC in which the solution $U$ is allowed to include terminals and we call it the Unconstrained Node Multiway Cut (UNMC) problem. NMC is known to be in FPT parameterized by the solution size [21, 61] and even above guaranteed value [27]. For further results on variants of NMC we refer to [17, 38, 55].

## $H$-free Graphs

We completely characterize the complexity of NMC with respect to the independent set number $\alpha$. In particular, we show that

- weighted NMC can be solved in polynomial time on graphs with $\alpha \leq 2$, whereas unweighted NMC remains NP-complete on graphs with $\alpha \geq 3$ by adapting the reduction for weighted SFVS for $\alpha \geq 4$.

We also completely characterize the complexity of UNMC with respect to the independent set number $\alpha$. In particular, we show that

- weighted UNMC can be solved in polynomial time on graphs with $\alpha \leq 2$ by invoking our algorithm for weighted SFVS on graphs with $\alpha \leq 3$, whereas it remains NP-complete on graphs with $\alpha \geq 3$ via a reduction from unweighted NMC, and
- unweighted UNMC can be solved in $n^{\mathcal{O}(\alpha)}$ time, which is polynomial time on graphs with bounded $\alpha$, using an idea similar to the polynomial-time algorithm for the unweighted SFVS problem, it is $\mathrm{W}[1]$-hard parameterized by $\alpha$ via a reduction from Multicolored Indepedent Set which is linear on $\alpha$, and thus it cannot be solved in $f(\alpha) \cdot n^{o(\alpha)}$ time under the ETH, which implies that the running time of our algorithm is tight.


## Part I

## Theoretical Background and Related Work

## Complexity Theory

Complexity Theory provides a mathematical framework for comparing the efficiency of algorithms in terms of their requirements in time and space independently of specific implementation or executing machine.

### 2.1 Computational Complexity

Computational Complexity aims to answer the following question (among others): Given input of size $n$, how many elementary operations must an algorithm perform in the worst case in order to terminate successfully? Thus, we are interested in determining the running time of the algorithm as a function of the input size $n$. We are particularly interested in determining the behaviour of this function as the input size $n$ grows arbitrarily large, that is, its asymptotic behaviour as $n \rightarrow \infty$. For every function $g: \mathbb{N} \rightarrow \mathbb{R}_{+}$, we define the following collections of functions $f: \mathbb{N} \rightarrow \mathbb{R}_{+}$:

$$
\begin{array}{ll}
\mathcal{O}(g(n))=\left\{f(n) \left\lvert\, \lim \sup \frac{f(n)}{g(n)}<\infty\right.\right\} & \Theta(g(n))=\mathcal{O}(g(n)) \cap \Omega(g(n)) \\
\Omega(g(n))=\left\{f(n) \left\lvert\, \liminf \frac{f(n)}{g(n)}>0\right.\right\} \quad o(g(n))=\left\{f(n) \left\lvert\, \lim \frac{f(n)}{g(n)}=0\right.\right\}
\end{array}
$$

If the running time is $f(n) \in \mathcal{O}(g(n))$ where $g$ is a polynomial function of $n$, then we say that the running time is polynomial.

In this thesis, we distinguish two kinds of problems: decision problems and optimization problems. In a decision problem, the goal is to determine the truth value of a proposition regarding the input. In an optimization problem, the goal is to determine the optimal value of a function of the input.

### 2.1.1 Computational Complexity Classes

Problems that exhibit similar behaviour with respect to their complexity form complexity classes. A natural starting point is to consider problems which are polynomial-time solvable. These decision problems form the first complexity class.

```
Polynomial (P)
A decision problem is in the class \(P\) if it is solvable in polynomial time.
```

The desire is for decision problems to be in the class P. However, most problems of interest are not known to be polynomial-time solvable. Of particular interest are the problems for which the problem of verifying a solution to them is polynomial-time solvable. These decision problems form the second complexity class.

## Nondeterministic Polynomial (NP)

A decision problem is in the class NP if it is verifiable in polynomial time.

It is not difficult to show that $\mathrm{P} \subseteq \mathrm{NP}$ holds. However, it is not known whether $\mathrm{P} \subset \mathrm{NP}$ or $\mathrm{P}=\mathrm{NP}$ holds. This is known as the P versus NP problem and is considered one of the most difficult to resolve open problems in all of Mathematics.

### 2.1.2 Hardness and Completeness

In tackling the P versus NP problem, we focus on the problems in NP which are the hardest to solve. Consider two decision problems $A$ and $B$. A reduction from $A$ to $B$ is a polynomial-time algorithm that given an instance $X$ of $A$
constructs an instance $Y$ of $B$ such that $X$ is a yes-instance of $A$ if and only if $Y$ is a yes-instance of $B$. If there exists a reduction from $A$ to $B$, we say that $A$ reduces to $B$ and we write $A \leq B$. Notice that if $A$ reduces to $B$ and $B$ is in P , then $A$ is also in P ; a polynomial-time algorithm for solving $A$ is the following: given an instance $X$ of $A$,

Step 1. we call a reduction from $A$ to $B$ on $X$ to get an instance $Y$ of $B$,
Step 2. we call a polynomial-time algorithm for solving $B$ on $Y$, and
Step 3. we return the latter's answer.

Therefore, $A \leq B$ implies that $A$ is not harder to solve than $B$ or, in other words, that $B$ is at least as hard to solve as $A$. Now consider a complexity class $C$ of decision problems. A problem is said to be C-hard if every problem in C reduces to it, and it is said to be C -complete if it is both in C and C -hard. The definition implies that the C -complete problems are the problems in C which are the hardest to solve. Observe that $P=N P$ if and only if there exists an NP-complete problem in P.

The problem which was first shown to be NP-complete by Cook and independently by Levin is the Boolean Satisfiability problem on formulas in conjunctive normal form $[23,56]$. A number of additional problems were subsequently shown to be NP-complete by Karp via chained reductions from this problem [52]. Garey and Johnson (1979) [37] contains a long list of NPcomplete problems from many fields, including Graph Theory.

Instead of the aforementioned problem, we may first show that the CIRCUIT SATISFIABILITY problem is NP-complete. A boolean circuit is a circuit consisting only of input gates, and-gates, or-gates, not-gates and a single output gate.

## Circuit Satisfiability

Input: A boolean circuit $C$.
Question: Is there an assignment on the inputs of $C$ for which the output of $C$ is true?

### 2.2 Parameterized Complexity

One of the ways of tackling NP-hard problems is to study their complexity as a function of more than just one variable. All variables beyond the first one, which must be the input size $n$, are called parameters. We typically consider only one parameter which we denote by $k$.

### 2.2.1 Parameterized Complexity Classes

The goal of Parameterized Complexity is the design of algorithms with running times that depend on the size $n$ as weakly as possible. In particular, the desire is for problems to be fixed-parameter tractable parameterized by the parameter $k$.

## Fixed-parameter Tractable (FPT)

A decision problem having instances of size $n$ with parameter $k$ is in the class FPT if it is solvable in $f(k) \cdot n^{\mathcal{O}(1)}$ time for some computable function $f$.

## "Slicewise" Polynomial (XP)

A decision problem having instances of size $n$ with parameter $k$ is in the class XP if it is solvable in $f(k) \cdot n^{\mathcal{O}(g(k))}$ time for some computable functions $f$ and $g$.

It is not difficult to show that $F P T \subseteq X P$. Notice that if a problem is in $X P$, then it is in P when restricted to instances with parameter $k=c$ for every constant $c$, hence the name of the class XP .

## para-NP

A decision problem having instances of size $n$ with parameter $k$ is in the class para-NP if it is verifiable in $f(k) \cdot n^{\mathcal{O}(1)}$ time for some computable function $f$.

It is not difficult to show that FPT $\subseteq$ para-NP. A problem is para-NP-hard if there exists a constant $c$ such that the problem is NP-hard when restricted
to instances with parameter $k=c$. It is known that a para-NP-hard problem cannot be in XP, unless $P=N P$.

### 2.2.2 Parameterized Hardness and Completeness

The framework of Parameterized Complexity also provides the tools to show that it is unlikely for a problem to be in FPT under plausible complexitytheoretic assumptions.

Consider two problems $A$ and $B$. A reduction from $A$ to $B$ is a parameterized reduction if given an instance $X$ of size $n$ with parameter $k$ it constructs in $f(k) \cdot n^{\mathcal{O}(1)}$ time an instance $Y$ of size $n^{\prime}$ with parameter $k^{\prime} \leq g(k)$ for some computable functions $f$ and $g$. Notice that if there exists a parameterized reduction from $A$ to $B$ and $B$ is in FPT, then $A$ is in FPT.

We will now define additional parameterized complexity classes with respect to which we will consider hardness and completeness. The depth of a boolean circuit is the maximum length of a path from an input gate to the output gate and its weft is the maximum number of gates with more than two inputs contained on a path from an input gate to the output gate.

```
Weighted Circuit SatisfiABility (WCS)
    Input: A boolean circuit C and a number k\in\mathbb{N}.
Question: Is there an assignment on the inputs of C such that exactly
    k inputs are true for which the output of C is true?
```


## W-hierarchy

For every $t \in \mathbb{N}^{*}$, a decision problem is in the class $\mathrm{W}[t]$ if there exists $d \in \mathbb{N}^{*}$ such that there exists a parameterized reduction from the problem to WCS on boolean circuits of depth at most $d$ and weft at most $t$.

It is not difficult to show that $\mathrm{W}[t] \subseteq \mathrm{W}[t+1]$ for all $t \in \mathbb{N}^{*}$. It is known that $\mathrm{FPT} \subseteq W[1]$ and that $\mathrm{FPT} \neq W[1]$ implies that $\mathrm{P} \neq \mathrm{NP}$. To show that a problem is unlikely to be in FPT, we show that it is $\mathrm{W}[1]$-hard via a parameterized reduction from a known $\mathrm{W}[1]$-hard problem.

### 2.2.3 Parameterized Complexity Lower Bounds

For problems that are shown to be in FPT or in XP, there is a desire for a more fine-grained analysis of the running time with respect to the computable functions $f$ and $g$. In particular, there is a desire for determining assymptotical lower bounds on $f$ and $g$ under plausible additional complexity-theoretical assumptions. Such an assumption is the following:

Hypothesis (Exponential Time Hypothesis (ETH)). The 3-SAT problem on clauses on $n$ variables cannot be solved in $2^{o(n)}$ time.

It is known that the ETH holding implies that FPT $\neq W[1]$. Under the assumption that the ETH holds, we can show parameterized lower bounds on the complexity of other problems via appropriate parameterized reductions.

## Graph Theory

### 3.1 Graphs

A pair $G=(V, E)$ is called a graph if $E \subseteq\{X \subseteq V||X|=2\}$. The sets $V$ and $E$ are called the vertex set and the edge set of the graph $G$ respectively and their elements are called vertices and edges respectively. Unless otherwise stated, we denote the vertex set and the edge set of a graph $G$ by $V(G)$ and $E(G)$ respectively and we use $n$ and $m$ to denote $|V(G)|$ and $|E(G)|$ respectively. A weighted graph $G=(V, E)$ is a graph where each vertex $v \in V$ is assigned weight that is a positive integer number. We denote by $w(v)$ the weight of each vertex $v \in V$. For a vertex subset $X \subseteq V$, the weight of $X$ is $\sum_{v \in X} w(v)$.

For every set $X$, we denote by $\mathcal{P}_{2}(X)$ the collection $\left\{X^{\prime} \subseteq X| | X^{\prime} \mid=2\right\}$. Let $G=(V, E)$ be a graph. A graph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ is a subgraph of $G$ if $V^{\prime} \subseteq V$ and $E^{\prime} \subseteq E \cap \mathcal{P}_{2}\left(V^{\prime}\right)$. For every $X \subseteq V$, the subgraph of $G$ induced by $X$ is the graph ( $X, E \cap \mathcal{P}_{2}(X)$ ) and is denoted by $G[X]$. Moreover, we denote by $G-X$ the graph induced by the vertices of $V \backslash X$. If $X=\{u\}$, we also write $G-u$. The neighborhood of a vertex $x$ of $G$ is $N_{G}(x)=\{v \in V: x v \in E\}$ and the degree of $x$ is $\left|N_{G}(x)\right|$. A leaf is a vertex whose degree is at most 1 . We say that two vertices $u, v \in V$ are adjacent if $u v \in E$. We further say that two vertices are true twins (resp. false twins) if they are adjacent (resp. non-adjacent) and they have the same neighborhood. For $X \subseteq V, N_{G}(X)=\bigcup_{v \in X} N_{G}(v) \backslash X$ and $N_{G}[X]=N_{G}(X) \cup X$.

A clique is a set of pairwise adjacent vertices, while an independent set is a set of pairwise non-adjacent vertices. A path is a sequence of vertices $\left\langle v_{1} v_{2} \cdots v_{k}\right\rangle$ where each pair of consecutive vertices $v_{i} v_{i+1}$ forms an edge of $G$. A graph is connected if there is a path between any pair of vertices. A connected component of $G$ is a maximal connected subgraph of $G$.

### 3.1.1 Elementary Graphs

## Complete Graphs

A graph is a complete graph if its vertex set is a clique. The complete graph on $n$ vertices is denoted by $K_{n}$.

## Paths and Cycles

A graph is a path if there exists an ordering of its vertices such that two vertices are adjacent if and only if they are consecutive elements in the ordering. The path graph on $n$ vertices is denoted by $P_{n}$.

A graph is a cycle if there exists an ordering of its vertices such that two vertices are adjacent if and only if they are consecutive elements in the ordering or the first and last vertices. The cycle graph on $n$ vertices is denoted by $C_{n}$. We call cycles on three and four vertices triangles and squares respectively.

## Forests, Trees and Stars

A graph is a forest if it has no cycle as a subgraph. A forest is a tree if it is connected. A tree is a star if its vertices are all leaves except one. Notice that this implies that the leaves of a star are all adjacent to its remaining vertex. A star with $\ell$ leaves is called an $\ell$-star.

## Multipartite Graphs and Their Complements

For every $k \in \mathbb{N}$, a graph is a $k$-partite graph if its vertex set can be partitioned into $k$ independent sets. For the cases of $k=2$ and $k=3, k$-partite graphs are also called bipartite graphs and tripartite graphs respectively.

For every $k \in \mathbb{N}$, a graph is a co- $k$-partite graph if its vertex set can be partitioned into $k$ cliques. For the cases of $k=2$ and $k=3$, co- $k$-partite
graphs are also called cobipartite graphs and cotripartite graphs respectively.

### 3.2 Graph Classes

Graph classes are collections of graphs that exhibit common structure. A property that holds for and only for the graphs of a class is called a characterization of the class. In particular, the definition of a class is a characterization of the class; and further characterizations of a class can be viewed as alternative equivalent definitions of the class. In this thesis, we are particularly interested in the following two types of characterizations.

## $\mathcal{H}$-free Graphs

Let $\mathcal{H}$ be a (possibly infinite) collection of graphs. A graph $G$ is an $\mathcal{H}$-free graph if no graph in $\mathcal{H}$ is an induced subgraph of $G$. For the case of $\mathcal{H}=\{H\}$, $\mathcal{H}$-free graphs are also called $H$-free graphs.

In this thesis, we are particularly interested in the classes of $H$-free graphs where $H=(k+1) K_{1}, k \in \mathbb{N}$. Observe that for every $k \in \mathbb{N}$, co- $k$-partite graphs are a subclass of $(k+1) K_{1}$-free graphs.

## Intersection Graphs

Let $X$ be a set and let $\mathcal{C}$ be a collection of subsets of $X$. Set $\mathcal{M}=(X, \mathcal{C})$. We define $G(\mathcal{M})$ to be the graph $\left(\mathcal{C},\left\{\left\{U_{1}, U_{2}\right\} \in \mathcal{P}_{2}(\mathcal{C}) \mid U_{1} \cap U_{2} \neq \varnothing\right\}\right)$. We say that $\mathcal{M}$ is an intersection model of $G(\mathcal{M})$ and $G(\mathcal{M})$ is an intersection graph of $\mathcal{M}$.

Let $H$ be a graph and let $\mathcal{C}$ be a collection of subgraphs of $H$. Set $\mathcal{M}=$ $(H, \mathcal{C})$ and set $\mathcal{M}^{\prime}=\left\{V(H),\left\{V\left(H^{\prime}\right) \mid H^{\prime} \in \mathcal{C}\right\}\right\}$. We define $G(\mathcal{M})$ to be the graph $G\left(\mathcal{M}^{\prime}\right)$. We say that $\mathcal{M}$ is an intersection model of $G(\mathcal{M})$ and $G(\mathcal{M})$ is an intersection graph of $\mathcal{M}$.

### 3.2.1 AT-free Graphs

A set of three vertices of a graph is called an asteroidal triple if for every two vertices of the set there exists a path containing them that does not intersect the neighbourhood of the third one. A graph is an $A T$-free graph if it has no
asteroidal triple. We note that co- $k$-partite graphs are a subclass of AT-free graphs if and only if $k \leq 2$.

## Interval Graphs

A graph is an interval graph if it is the intersection graph of $(\mathbb{R}, \mathcal{I})$ where $\mathcal{I}$ is a collection of closed intervals of $\mathbb{R}$. We will subsequently call such an intersection model an interval model. Whether a given graph is an interval graph can be decided in linear time and if so, an interval model can be constructed in linear time [36]. It is known that every induced cycle of an interval graph is a triangle $[60,73]$.

## Permutation Graphs

Given a permutation $\pi=(\pi(1), \ldots, \pi(n))$ over $\{1, \ldots, n\}$, the inversion graph of $\pi$, denoted by $G(\pi)$, has vertex set $\{1, \ldots, n\}$ and two vertices $i, j$ are adjacent if and only if $(i-j)(\pi(i)-\pi(j))<0$. A graph is a permutation graph if it is isomorphic to the inversion graph of a permutation [13, 42]. Permutation graphs can also be characterized as a particular class of intersection graphs. A graph is a permutation graph if it is the intersection graph of a collection of line segments with one endpoint lying on $L_{0}$ and the other on $L_{1}$ where $L_{0}, L_{1}$ are two parallel lines of the plane. We refer to the two parallel lines as the top and bottom lines. We will subsequently call such an intersection model a permutation model. Whether a given graph is a permutation graph can be decided in linear time and if so, a permutation model can be constructed in linear time [63]. It is known that every induced cycle of a permutation graph is either an triangle or a square $[10,11,12,57,73]$.

A graph is a $k$-permutation graph if it is the intersection graph of a collection of polygonal chains on $k+1$ points with the $i$-th point lying on $L_{i-1}$ for every $i \in[k+1]$ where $L_{0}, L_{1}, \ldots, L_{k}$ are $k+1$ parallel lines in ascending order of their distance to the first one and descending order of the distance to the last one among them. It is not difficult to show that permutation graphs are 1permutation graphs and $k$-permutation graphs are $(k+1)$-permutation graphs for every $k \in \mathbb{N}^{*}$.

## Trapezoid Graphs

A graph is a trapezoid graph if it is the intersection graph of a collection of trapezoids with one base lying on $L_{0}$ and the other on $L_{1}$ where $L_{0}, L_{1}$ are two parallel lines of the plane. It is not difficult to show that interval graphs and permutation graphs are trapezoid graphs.

We call the union of $k$ trapezoids a $k$-trapezoid if there exists an ordering of the $k$ trapezoids and for every trapezoid, there exists an ordering of its bases, such that the second base of the $i$-th trapezoid is also the first base of the $(i+1)$-th trapezoid for every $i \in[k-1]$. We conclude that a $k$-trapezoid can be specified by a sequence of $k+1$ bases. A graph is a $k$-trapezoid graph if it is the intersection graph of a collection of $k$-trapezoids with the $i$-th base lying on $L_{i-1}$ for every $i \in[k+1]$ where $L_{0}, L_{1}, \ldots, L_{k}$ are $k+1$ parallel lines of the plane in ascending order of their distance to the first one and descending order of the distance to the last one among them. It is not difficult to show that trapezoid graphs are 1-trapezoid graphs and $k$-trapezoid graphs are $(k+1)$-trapezoid graphs for every $k \in \mathbb{N}^{*}$.

## Cocomparability Graphs

A graph is a cocomparability graph if it is the intersection graph of a collection of curves with one endpoint lying on $L_{0}$ and the other on $L_{1}$ where $L_{0}, L_{1}$ are two parallel lines of the plane. It is known that $k$-trapezoid graphs are cocomparability graphs.

### 3.2.2 Chordal Graphs

A graph is a chordal graph if every cycle of the graph that is not a triangle has a chord or, equivalently, if every induced cycle of the graph is a triangle. Chordal graphs can also be characterized as a particular class of intersection graphs: A graph is a chordal graph if it is the intersection graph of $(T, \mathcal{T})$ where $T$ is a tree and $\mathcal{T}$ is a collection of subtrees of $T$. We will subsequently call such an intersection model a tree model.

## Split Graphs

A graph is a split graph if its vertex set can be partitioned into a clique and an independent set. Observe that the host tree of a tree model of a split graph
can be an $\ell$-star where $\ell$ is the size of the independent set in the bipartition of the split graph's vertex set.

## Strongly Chordal Graphs

A chord of an even cycle is odd if the distance of its endpoints in the cycle odd. A graph is a strongly chordal graph if it is a chordal graph and every even cycle of the graph that is not a square has an odd chord. Thus strongly chordal graphs are chordal graphs by definition.

## Leaf Powers

Let $G$ be a graph. We denote by $\mathcal{T}(G)$ the collection of all trees $T$ such that $L(T)=V(G)$. The graph $G$ is a leaf power graph if there exist $k \in \mathbb{N}^{*}$ and $T \in \mathcal{T}(G)$ such that two vertices of $G$ are adjacent if and only if their distance in $T$ is at most $k$. It is known that leaf power graphs are strongly chordal graphs.

## Undirected/Directed/Rooted Path Graphs and Interval Graphs

A number of subclasses of chordal graphs are defined as the classes of intersection graphs of tree models restricted to various kinds of trees and subtrees. These are

- undirected path graphs if all subtrees are paths,
- directed path graphs if the host tree is a directed tree and all subtrees are directed paths,
- rooted path graphs if the host tree is a rooted tree and all subtrees are directed paths, and
- interval graphs if the host tree is a path.

Structural properties and recognition algorithms are known for all these graph classes $[18,65,68]$. It is not difficult to see that interval graphs are rooted path graphs, which are directed path graphs, which are undirected path graphs.
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### 3.3 Graph Parameters

### 3.3.1 Graph Parameters of General Graphs

Parameters of graphs that are being studied in the literature generally fall into one of two categories. The numbers are sizes of optimal substructures of graphs and the widths are measures indicative of the complexity of the global structure of graphs.

## Clique Cover Number

A collection $\mathcal{C}$ of subsets of a set $S$ is called a cover of $S$ if $\cup \mathcal{C}=S$. A cover $\mathcal{C}$ of a set $S$ is called a partition of $S$ if all elements of $\mathcal{C}$ are non-empty and pairwise disjoint. Given a cover $\mathcal{C}$ of a set $S$ and a total order $\leq$ on $\mathcal{C}$, it is not difficult to show that the collection $\mathcal{C}^{\prime}=\left\{X \backslash \cup\left\{X^{\prime} \in \mathcal{C} \mid X^{\prime}<X\right\} \mid X \in \mathcal{C}\right\} \backslash$ $\{\varnothing\}$ is a partition of $S$ such that $\left|\mathcal{C}^{\prime}\right| \leq|\mathcal{C}|$.

A collection $\mathcal{C}$ of vertex subsets of a graph $G$ is called a clique cover of $G$ if $\mathcal{C}$ is a cover of $V(G)$ and all elements of $\mathcal{C}$ are cliques of $G$. The clique cover number of a graph $G$, denoted by $\kappa(G)$, is the minimum cardinality of a clique cover of $G$.

## Independent Set Number

A set $I$ of vertices of a graph $G$ is called an independent set of $G$ if there are no edges in $G[I]$. The independent set number of a graph $G$, denoted by $\alpha(G)$, is the maximum cardinality of an independent set of $G$. Observe that $\alpha(G) \leq \kappa(G)$ for every graph $G$.

## Maximum Induced Matching Number

A set $P$ of pairwise-disjoint edges of a graph $G$ is called an induced matching of $G$ if there are no edges in $G[\cup P]$ beside the ones in $P$. The maximum induced matching number of a graph $G$, denoted by $\mu(G)$, is the maximum cardinality of an induced matching of $G$. Observe that $\mu(G) \leq \alpha(G)$ for every graph $G$.

## Maximum-Induced-Matching--width (Mim-width)

For every graph $G$ and for every bipartition $\left\{V_{1}, V_{2}\right\}$ of $V(G)$, we define $G\left[V_{1}, V_{2}\right]$ to be the graph $G\left[V_{1} \cup V_{2}\right]$ minus all edges in $G\left[V_{1}\right]$ and all edges in $G\left[V_{2}\right]$. Thus, $G\left[V_{1}, V_{2}\right]$ is a bipartite graph and $\left\{V_{1}, V_{2}\right\}$ is a bipartition of its vertex set into independent sets.

Let $G$ be a graph. We denote by $\mathcal{T}_{\leq 3}(G)$ the collection of all trees $T$ with maximum degree at most 3 such that $L(T)=V(G)$. For every tree $T \in \mathcal{T}_{\leq 3}(G)$ and for every edge $e$ of $T$, we denote the two connected components of $T-e$ by $T_{1}^{e}, T_{2}^{e}$. Then $\left\{L_{1}^{e}(T)=L(T) \cap V\left(T_{1}^{e}\right), L_{2}^{e}(T)=L(T) \cap V\left(T_{2}^{e}\right)\right\}$ is a bipartition of $L(T)=V(G)$. The mim-width of $G$ is the number:

$$
\min \left\{\max \left\{\mu\left(G\left[L_{1}^{e}(T), L_{2}^{e}(T)\right]\right) \mid e \in E(T)\right\} \mid T \in \mathcal{T}_{\leq 3}(G)\right\}
$$

### 3.3.2 Graph Parameters of Chordal Graphs

For the class of chordal graphs in particular, a couple of parameters have been introduced that measure the structural complexity of a chordal graph via measuring the size of an optimal tree model of the graph.

For every chordal graph $G$, we denote the collection of all tree models of $G$ by $\mathcal{M}_{\text {tree }}(G)$.

## Leafage

The leafage of a chordal graph $G$ is the minimum number of leaves that the host tree of a tree model of $G$ can have.

$$
\ell(G)=\min \left\{L(T) \mid(T, \mathcal{T}) \in \mathcal{M}_{\text {tree }}(G)\right\}
$$

## Vertex Leafage

The vertex leafage of a chordal graph $G$ is the minimum maximum number of leaves that a subtree of a tree model of $G$ can have.

$$
v \ell(G)=\min \left\{\max \left\{L\left(T^{\prime}\right) \mid T^{\prime} \in \mathcal{T}\right\} \mid(T, \mathcal{T}) \in \mathcal{M}_{\text {tree }}(G)\right\}
$$

Notice that by definition $v \ell(G) \leq \ell(G)$ for every chordal graph $G$.

## Subgraph Hitting Problems

As mentioned in the previous chapter, graphs lend themselves very well to modelling real world structures, be they physical or virtual. Thus, it comes at no surprise that solving problems defined on graphs tend to have various diverse real world applications. In this thesis, we consider a number of hitting problems on graphs and we consider them both as decision problems and as optimization problems.

In this chapter, we provide these problems' definitions. First, we introduce some relevant definitions and notation. We say that a set $A$ hits a set $B$ if $A \cap B \neq \varnothing$. Given a collection $\mathcal{C}$ of subsets of a set $X$ and a set $A \subseteq X$, we say that $A$ is a hitting set of $\mathcal{C}$ if $A$ hits all elements of $\mathcal{C}$. For any collection $\mathcal{C}$ of graphs, we denote by $\mathcal{V}(\mathcal{C})$ the collection of vertex sets of all elements of $\mathcal{C}$. For every collection $\mathcal{C} \subseteq \mathcal{P}(V(G))$, we use $\max _{\text {weight }} \mathcal{C}$ to denote the collection $\arg \max \{w(U) \mid U \in \mathcal{C}\}$.

### 4.1 Path Hitting Problems

For any graph $G$ and $k \in \mathbb{N}$, we denote by $\mathcal{P}_{k}(G)$ the collection of all $P_{k}$ subgraphs of $G$. Furthermore, for any graph $G$, we denote by $\mathcal{P}(G)$ the collection $\bigcup\left\{\mathcal{P}_{k}(G) \mid k \in \mathbb{N}\right\}$, and for any $T \subseteq V(G)$, we denote by $\mathcal{P}(G, T)$ the collection of all paths of $G$ with endpoints in $T$.

### 4.1.1 Vertex Cover (VC)

## Decision Problem

## Vertex Cover (VC)

Input: A (vertex-weighted) graph $G=(V, E)$ and a number $k \in \mathbb{N}$. Question: Is there a set $U \subseteq V$ which is a hitting set of $E$ of cardinality (weight) at most $k$ ?

## Optimization Problem

Vertex Cover (VC)
Input: A (vertex-weighted) graph $G=(V, E)$.
Output: A set $U \subseteq V$ which is a hitting set of $E$ of minimum cardinality (weight).

Notice that the edge set $E$ of a graph $G$ is exactly the collection $\mathcal{V}\left(\mathcal{P}_{2}(G)\right)$.

### 4.1.2 Node Multiway Cut (NMC)

## Decision Problem

## Node Multiway Cut (NMC)

Input: A (vertex-weighted) graph $G=(V, E)$, a set $T \subseteq V$ and a number $k \in \mathbb{N}$.
Question: Is there a set $U \subseteq V \backslash T$ which is a hitting set of $\mathcal{V}(\mathcal{P}(G, T))$ of cardinality (weight) at most $k$ ?

## Optimization Problem

## Node Multiway Cut (NMC)

Input: A (vertex-weighted) graph $G=(V, E)$ and a set $T \subseteq V$.
Output: A set $U \subseteq V \backslash T$ which is a hitting set of $\mathcal{V}(\mathcal{P}(G, T))$ of minimum cardinality (weight).

### 4.1.3 Unconstrained Node Multiway Cut (UNMC)

## Decision Problem

## Unconstrained Node Multiway Cut (UNMC)

Input: A (vertex-weighted) graph $G=(V, E)$, a set $T \subseteq V$ and a number $k \in \mathbb{N}$.
Question: Is there a set $U \subseteq V$ which is a hitting set of $\mathcal{V}(\mathcal{P}(G, T))$ of cardinality (weight) at most $k$ ?

## Optimization Problem

Unconstrained Node Multiway Cut (UNMC)
Input: A (vertex-weighted) graph $G=(V, E)$ and a set $T \subseteq V$.
Output: A set $U \subseteq V$ which is a hitting set of $\mathcal{V}(\mathcal{P}(G, T))$ of minimum cardinality (weight).

### 4.2 Cycle Hitting Problems

For any graph $G$ and $k \in \mathbb{N}$ such that $k \geq 3$, we denote by $\mathcal{C}_{k}(G)$ the collection of all $C_{k}$ subgraphs of $G$. Furthermore, for any graph $G$, we denote by $\mathcal{C}(G)$ the collection $\bigcup\left\{\mathcal{C}_{k}(G) \mid k \in \mathbb{N}, k \geq 3\right\}$, and for any $T \subseteq V(G)$, we denote by $\mathcal{C}(G, T)$ the collection of all cycles of $G$ that are hit by $T$.

### 4.2.1 Feedback Vertex Set (FVS)

## Decision Problem

Feedback Vertex Set (FVS)
Input: A (vertex-weighted) graph $G=(V, E)$ and a number $k \in \mathbb{N}$.
Question: Is there a set $U \subseteq V$ which is a hitting set of $\mathcal{V}(\mathcal{C}(G))$ of cardinality (weight) at most $k$ ?

## Optimization Problem

## Feedback Vertex Set (FVS)

Input: A (vertex-weighted) graph $G=(V, E)$.
Output: A set $U \subseteq V$ which is a hitting set of $\mathcal{V}(\mathcal{C}(G))$ of minimum cardinality (weight).

### 4.2.2 Subset Feedback Vertex Set (SFVS)

## Decision Problem

Subset Feedback Vertex Set (SFVS)
Input: A (vertex-weighted) graph $G=(V, E)$, a set $T \subseteq V$ and a number $k \in \mathbb{N}$.
Question: Is there a set $U \subseteq V$ which is a hitting set of $\mathcal{V}(\mathcal{C}(G, T))$ of cardinality (weight) at most $k$ ?

## Optimization Problem

## Subset Feedback Vertex Set (SFVS)

Input: A (vertex-weighted) graph $G=(V, E)$ and a set $T \subseteq V$.
Output: A set $U \subseteq V$ which is a hitting set of $\mathcal{V}(\mathcal{C}(G, T))$ of minimum cardinality (weight).

## Part II

## Our Results and Open Problems

## PRELIMINARIES

We begin this chapter with some general mathematical definitions and notation. Then we give our definitions and notation regarding the SFVS problem. Finally, we present our dynamic programming scheme for solving SFVS on classes of graphs that exhibit a suitable structure.

For every $p \in \mathbb{N}$, we use $[p]$ and $-[p]$ to denote the sets $\{1,2, \ldots, p\}$ and $\{-1,-2, \ldots,-p\}$ respectively. A binary relation over a set is called a partial order if it is reflexive, transitive and antisymmetric. Let $X$ be a set and let $\leq$ be a partial order on $X$. For all $X^{\prime} \subseteq X$, we use $\min _{\leq} X^{\prime}$ and $\max \leq X^{\prime}$ to denote the sets of all minimal and maximal elements of $X^{\prime}$ with respect to $\leq$ respectively. Any two elements $u$ and $v$ of $X$ are called comparable with respect to $\leq$ if $u \leq v$ or $v \leq u$; otherwise, $u$ and $v$ are called incomparable with respect to $\leq$. If $u \leq v$ and $u \neq v$, then we simply write $u<v$. A partial order on a set is called a total order if any two elements of the set are comparable with respect to the order. In the particular case that $\leq$ is a total order on $X$, we use $\min _{\leq} X^{\prime}$ and $\max _{\leq} X^{\prime}$ to denote the (unique) minimum and maximum element of $X^{\prime}$ with respect to $\leq$ respectively. We omit explicit textual or symbolic reference to the particular relation if it can be safely inferred from context.

### 5.1 Subset Forests and Subset Feedback Vertex Sets

Let $G$ be a graph and let $S \subseteq V(G)$ be a set of terminals to be given as input to the SFVS problem. We say that

- a cycle (resp. triangle, square) is an $S$-cycle (resp. $S$-triangle, $S$-square) if it contains a vertex in $S$;
- a subgraph $F$ of $G$ is an $S$-forest of $G$ if $F$ does not contain an $S$-cycle; and
- a set $U \subseteq V(G)$ is an $S$-fvs of $G$ if $G-U$ is an $S$-forest.

We use $\mathcal{F}_{S}$ to denote the collection of all $S$-forests of $G$. In such terms, SFVS can be restated as follows:

```
Subset Feedback Vertex Set (SFVS)
    Input: A graph G and a set S\subseteqV(G).
Output: An S-fvs of G of minimum weight.
```


### 5.2 Solving SFVS via Dynamic Programming

For solving SFVS we consider the following more convenient problem:

## Induced Subset Forest (ISF)

Input: A graph $G$ and a set $S \subseteq V(G)$.
Output: A set $U \subseteq V(G)$ of maximum weight such that $G[U] \in \mathcal{F}_{S}$.

Notice that a set $U$ is a solution to ISF on $(G, S)$ if and only if $V(G) \backslash U$ is a solution to SFVS on $(G, S)$. On classes of graphs that exhibit a suitable structure, we solve SFVS via a dynamic programming scheme. We consider the following subproblems of ISF:

## Partial Induced Subset Forest (PISF)

Input: A graph $G$ and sets $S, X, Y \subseteq V(G)$ such that $X \cap Y \neq \varnothing$. Output: A set $U \subseteq X$ of maximum weight such that $G[U \cup Y] \in \mathcal{F}_{S}$.

Observe that a set is a solution to ISF on $(G, S)$ if and only if it is a solution to PISF on ( $G, S, V(G), \varnothing$ ). We use $A_{X}^{Y}$ to denote an arbitrary solution to PISF on $(G, S, X, Y)$. For every two expressions $e_{1}$ and $e_{2}$ involving such arbitrary solutions, we write $e_{1} \leftrightarrow e_{2}$ to denote that the collection of all evaluations of $e_{1}$ equals the collection of all evaluations of $e_{2}$. Clearly $A_{\varnothing}^{Y} \leftrightarrow \varnothing$ for every $Y \subseteq V(G)$. For each considered graph class, we derive recursive formulas for computing $A_{X}^{Y}$ for particular sets $X$ and $Y$ necessary for that class and we show that it is sufficient to compute $A_{X}^{Y}$ only for a polynomial number of sets $X$ and $Y$. Within the scope of our algorithms, we use $A_{X}^{Y}$ to denote the particular solution to PISF on ( $G, S, X, Y$ ) that we compute instead of an arbitrary one and we use $\max _{\text {weight }} \mathcal{C}$ to denote an arbitrary element of the collection $\arg \max \{w(U) \mid U \in \mathcal{C}\}$ instead of the collection itself.

In the proofs of statements appearing in subsequent chapters, we will make implicit use of the following Observation:

Observation 5.2.1. Let $X, Y \subseteq V(G)$ such that $X \neq Y$.
(1) For every $x \in X$, if no subset of $X \cup Y$ containing $x$ induces an $S$-cycle of $G$, then $A_{X}^{Y} \leftrightarrow A_{X \backslash\{x\}}^{Y} \cup\{x\}$.
(2) For every $y \in Y$, if no subset of $X \cup Y$ containing $y$ induces an $S$-cycle of $G$, then $A_{X}^{Y} \leftrightarrow A_{X}^{Y \backslash\{y\}}$.

Proof. We show the first statement. Showing the second statement is completely analogous. Let $x \in X$ such that no subset of $X \cup Y$ containing $x$ induces an $S$-cycle of $G$. Clearly, for every $U \subseteq X$, if $G[U \cup\{x\} \cup Y] \in \mathcal{F}_{S}$, then $G[U \cup Y] \in \mathcal{F}_{S}$. Now let $U \subseteq X$ such that $G[U \cup Y] \in \mathcal{F}_{S}$. We show that $G[U \cup\{x\} \cup Y] \in \mathcal{F}_{S}$ as well. Assume for contradiction that a subset $C$ of $U \cup\{x\} \cup Y$ induces an $S$-cycle of $G$. If $x \notin C$, then we obtain a contradiction to $G[U \cup Y] \in \mathcal{F}_{S}$. If $x \in C$, then we obtain a contradiction to the property of $x$. We conclude that no subset of $U \cup\{x\} \cup Y$ induces an $S$-cycle of $G$, completing our proof.

## SFVS on Subclasses of ATfree Graphs

In this chapter, we provide polynomial-time algorithms for solving SFVS on interval graphs, permutation graphs and cobipartite graphs. These are the first polynomial-time algorithms for solving SFVS on particular classes of graphs appearing in the literature. The results presented in this chapter were published in the following works:

- Charis Papadopoulos and Spyridon Tzimas. Polynomial-Time Algorithms for the Subset Feedback Vertex Set Problem on Interval Graphs and Permutation Graphs. $21^{\text {st }}$ International Symposium on Fundamentals of Computation Theory (FCT 2017). Lecture Notes in Computer Science (LNCS), 10472:381-394 (2017).
- Charis Papadopoulos and Spyridon Tzimas. Polynomial-time algorithms for the subset feedback vertex set problem on interval graphs and permutation graphs. Discrete Applied Mathematics, 258:204-221 (2019).


### 6.1 Interval Graphs

We begin with the case of interval graphs. An example of an interval graph is shown in Figure 6.1. Let $G=(V, E)$ be a vertex-weighted interval graph. We compute an interval model $(\mathbb{R}, \mathcal{I})$ of $G$. Without loss of generality, we assume that the endpoints of the $n$ intervals in $\mathcal{I}$ are $2 n$ distinct points of $\mathbb{R}$. We sort the vertices of $G$ in ascending order of the right endpoints of their corresponding intervals in $\mathcal{I}$. To simplify our presentation, we identify the sorted vertices of $G$ with the integers of $[n]$. For every $i \in[n]$, we denote the left and right endpoints of its corresponding interval in $\mathcal{I}$ by $\ell(i)$ and $r(i)$ respectively.

We consider the two relations on $[n]$ that are defined by the endpoints of the intervals as follows: $i \leq_{\ell} j \Leftrightarrow \ell(i) \leq \ell(j)$ and $i \leq_{r} j \Leftrightarrow r(i) \leq r(j)$. Since $\leq$ is a total order on $\mathbb{R}$, we get that $\leq_{\ell}$ and $\leq_{r}$ are total orders on [n]. For every $i \in[n]$, notice that $[i]=\left\{h \in[n]: h \leq_{r} i\right\}$ and $[n] \backslash[i]=\left\{x \in[n]: i<_{r} x\right\}$.

We define two different types of predecessors of the interval $i$ with respect to $\leq_{r}$, which correspond to the subproblems that our dynamic programming algorithm wants to solve. These are $i-1$ and $<i:=\max (\{0\} \cup[i] \backslash N[i])$. Intuitively, if we consider time increasing from left to right, then $i-1$ is the last interval that ends before $i$ ends and $<i$ is the last interval that ends before $i$ begins. For both predecessors, our definition returns 0 if and only if such an interval does not exist. For the example of Figure 6.1, denoting the red, green, blue, cyan, magenta and yellow vertices by $r, g, b, c, m$ and $y$ respectively, the following hold:

$$
\begin{aligned}
& 0<c \equiv 1<m \equiv 2<b \equiv 3<r \equiv 4<y \equiv 5<g \equiv 6 \\
& {[r]=\{r, b, c, m\} \quad r-1=b \quad \ll r=c} \\
& {[g]=\{r, g, b, c, m, y\} \quad g-1=y \quad \leftrightarrow g=0} \\
& {[b]=\{b, c, m\} \quad b-1=m \ll b=0} \\
& {[c]=\{c\} \quad c-1=0 \ll c=0} \\
& {[m]=\{c, m\} \quad m-1=c \quad \ll m=c} \\
& {[y]=\{r, b, c, m, y\} \quad y-1=r \quad \leftrightarrow y=b}
\end{aligned}
$$

Observation 6.1.1. Let $i \in[n]$ and let $j \in[n] \backslash[i]$ such that $i j \in E$. Then,
(1) $[i]=[i-1] \cup\{i\}$ and
(2) $[i-1]=[\leftrightarrow j] \cup([i-1] \cap N(j))$.


Figure 6.1: Illustration of an interval graph $G$ and an interval model of $G$.

Proof. Notice that $[0]=\varnothing$. The first statement trivially holds. For the second statement, observe that $[i-1]$ can be partitioned into the set of non-neighbors and the set of neighbors of $j$ contained in $[i-1]$. The definition of $<j$ implies that $[\leftrightarrow j]=[j] \backslash N[j]$. Since $i<j$ and $i j \in E$, we get that $\ll j \leq i-1<j$, so $[\ll j] \subseteq[i-1] \subset[j]$. We conclude that $[\ll j]=[i-1] \backslash N(j)$.

Lemma 6.1.2. Let $i \in[n]$. Then $A_{[i]}^{\varnothing} \leftrightarrow \max _{\text {weight }}\left\{A_{[i-1]}^{\varnothing}, A_{[i-1]}^{\{i\}} \cup\{i\}\right\}$.
Proof. By Observation 6.1.1 (1), $[i]=[i-1] \cup\{i\}$. If $i \notin A_{[i]}^{\varnothing}$, then we get that $A_{[i]}^{\varnothing} \leftrightarrow A_{[i-1]}^{\varnothing}$. Otherwise, we get that $A_{[i]}^{\varnothing} \leftrightarrow A_{[i-1]}^{\{i\}} \cup\{i\}$.

To simplify the proofs in the forthcoming lemmas, we use the following observation.

Observation 6.1.3. Let $i \in[n]$ and let $x, y \in[n] \backslash[i]$ such that $x<_{\ell} y$ and $i y, x y \in E$. Then $\langle i, x, y\rangle$ is a triangle of $G$.

Proof. Assuming $r(i)<\ell(y)$ results in vertices $i$ and $y$ being non-adjacent, a contradiction to $i y \in E$, so we have $\ell(y)<r(i)$. This inequality along with $r(i)<r(x)$ and $\ell(x)<\ell(y)$ yields $\ell(x)<r(i)<r(x)$, which implies that $i x \in E$. Therefore, $\langle i, x, y\rangle$ is a triangle of $G$.

Lemma 6.1.4. Let $i \in[n]$ and let $x \in[n] \backslash[i]$. Moreover, let $\left\{x^{\prime}, y^{\prime}\right\}=\{i, x\}$ such that $x^{\prime}<_{\ell} y^{\prime}$.
(1) If ix $\notin E$, then $A_{[i]}^{\{x\}} \leftrightarrow A_{[i]}^{\varnothing}$.
(2) If ix $\in E$, then $A_{[i]}^{\{x\}} \leftrightarrow\left\{\begin{array}{l}\max _{\text {weight }}\left\{A_{[i-1]}^{\{x\}}, A_{\left[\ll y^{\prime}\right]}^{\left\{x^{\prime}\right\}} \cup\{i\}\right\}, \text { if } i \in S \text { or } x \in S \\ \max _{\text {weight }}\left\{A_{[i-1]}^{\{x\}}, A_{[i-1]}^{\{i, x\}} \cup\{i\}\right\}, \text { if } i, x \notin S .\end{array}\right.$

Proof. Assume first that $i x \notin E$. Then $r(i)<\ell(x)$, because we already have $r(i)<r(x)$, so $x$ has no neighbor in $G[[i] \cup\{x\}]$. Thus no subset of $[i] \cup\{x\}$ containing $x$ induces an $S$-cycle of $G$, implying that $A_{[i]}^{\{x\}} \leftrightarrow A_{[i]}^{\varnothing}$.

Next assume that $i x \in E$. If $i \notin A_{[i]}^{\{x\}}$, then, by Observation 6.1.1 (1), we get that $A_{[i]}^{\{x\}} \leftrightarrow A_{[i-1]}^{\{x\}}$. In what follows, let us assume that $i \in A_{[i]}^{\{x\}}$. We distinguish two cases according to whether $i$ and $x$ belong to $S$.

- Let $i \in S$ or $x \in S$. By Observation 6.1.1 (1), we have $A_{[i]}^{\{x\}} \backslash\{i\} \subseteq$ $[i-1]$. If there exists a vertex $h \in A_{[i]}^{\{x\}} \backslash\{i\}$ such that $h y^{\prime} \in E$, then, by Observation 6.1.3, $\left\langle h, x^{\prime}, y^{\prime}\right\rangle$ is an $S$-triangle of $G$. Thus, we have $h y^{\prime} \notin E$ for every vertex $h \in A_{[i]}^{\{x\}} \backslash\{i\}$. By Observation 6.1.1 (2), we get that $A_{[i]}^{\{x\}} \backslash\{i\} \subseteq\left[\leftrightarrow y^{\prime}\right]$. Observe that the neighborhood of $y^{\prime}$ in $G\left[\left[« y^{\prime}\right] \cup\left\{x^{\prime}, y^{\prime}\right\}\right]$ is $\left\{x^{\prime}\right\}$. Thus, no subset of $\left[« y^{\prime}\right] \cup\left\{x^{\prime}, y^{\prime}\right\}$ containing $y^{\prime}$ induces an $S$-cycle of $G$. We conclude that $A_{[i]}^{\{x\}} \leftrightarrow A_{\left[\ll y^{\prime}\right]}^{\left\{x^{\prime}\right\}} \cup\{i\}$.
- Let $i, x \notin S$. By Observation 6.1.1 (1), we get $A_{[i]}^{\{x\}} \leftrightarrow A_{[i-1]}^{\{i, x\}} \cup\{i\}$.

Therefore, in every case, we obtain the desired formula.
Lemma 6.1.5. Let $i \in[n]$ and let $x, y \in([n] \backslash[i]) \backslash S$ such that $x<_{\ell} y$ and $x y \in E$. Moreover, let $\left\{x^{\prime}, y^{\prime}, z^{\prime}\right\}=\{i, x, y\}$ such that $x^{\prime}<_{\ell} y^{\prime}<_{\ell} z^{\prime}$.
(1) If iy $\notin E$, then $A_{[i]}^{\{x, y\}} \leftrightarrow A_{[i]}^{\{x\}}$.
(2) If iy $\in E$, then $A_{[i]}^{\{x, y\}} \leftrightarrow \begin{cases}A_{[i-1]}^{\{x, y\}} \\ \max _{\text {weight }}\left\{A_{[i-1]}^{\{x, y\}}, A_{[i-1]}^{\left\{x^{\prime}, y^{\prime}\right\}} \cup\{i\}\right\}, & \text { if } i \in S \\ \text {, if } i \notin S .\end{cases}$

Proof. First assume that $i y \notin E$. Then $r(i)<\ell(y)$, because we already have $r(i)<r(y)$, so the neighborhood of $y$ in $G[[i] \cup\{x, y\}]$ is $\{x\}$. Thus, no subset of $[i] \cup\{x, y\}$ containing $y$ induces an $S$-cycle of $G$. It follows that $A_{[i]}^{\{x, y\}} \leftrightarrow A_{[i]}^{\{x\}}$.

Next assume that $i y \in E$. By Observation 6.1.3, $\langle i, x, y\rangle$ is a triangle of $G$. If $i \notin A_{[i]}^{\{x, y\}}$, then, by Observation 6.1.1 (1), we have $A_{[i]}^{\{x, y\}} \leftrightarrow A_{[i-1]}^{\{x, y\}}$. If $i \in S$, then $\langle i, x, y\rangle$ is an $S$-triangle of $G$, so $i \notin A_{[i]}^{\{x, y\}}$. In what follows, we will assume that $i \notin S$ and $i \in A_{[i]}^{\{x, y\}}$ and we will show that $A_{[i]}^{\{x, y\}} \leftrightarrow A_{[i-1]}^{\left\{x^{\prime}, y^{\prime}\right\}} \cup\{i\}$.

As $i \in A_{[i]}^{\{x, y\}}$, by Observation 6.1.1 (1), we get that $A_{[i]}^{\{x, y\}} \leftrightarrow A_{[i-1]}^{\{i, x, y\}} \cup\{i\}$. By definition, $A_{[i-1]}^{\{i, x, y\}}$ and $A_{[i-1]}^{\left\{x^{\prime}, y^{\prime}\right\}}$ are subsets of $[i-1]$ of maximum weight such that their unions with $\{i, x, y\}=\left\{x^{\prime}, y^{\prime}, z^{\prime}\right\}$ and $\left\{x^{\prime}, y^{\prime}\right\}$ respectively induce an $S$-forest of $G$. Observe that no vertex of $\left\{x^{\prime}, y^{\prime}, z^{\prime}\right\}$ belongs to $S$ by the hypothesis on $x, y$ and the assumption on $i$. Given a subset $U$ of $[i-1]$ such that $U \cup\left\{x^{\prime}, y^{\prime}, z^{\prime}\right\}$ induces an $S$-forest of $G$, it is clear that $U \cup\left\{x^{\prime}, y^{\prime}\right\}$ induces an $S$-forest of $G$ as well. Let $U$ be a subset of $[i-1]$ such that $U \cup\left\{x^{\prime}, y^{\prime}\right\}$ induces an $S$-forest of $G$. We show that $U \cup\left\{x^{\prime}, y^{\prime}, z^{\prime}\right\}$ induces an $S$-forest of $G$. Assume for contradiction that a subset of $U \cup\left\{x^{\prime}, y^{\prime}, z^{\prime}\right\}$ induces an $S$-triangle $\left\langle v_{1}, v_{2}, z^{\prime}\right\rangle$ of $G$. Since $z^{\prime} \notin S$, without loss of generality, assume that $v_{1} \in S$. This particularly means that $v_{1} \in U$, because $x^{\prime}, y^{\prime} \notin S$ as well. By the fact that $v_{1} \in[i-1]$, we have $v_{1}<_{r} x^{\prime}, y^{\prime}, z^{\prime}$. Recall that $x^{\prime}<_{\ell} y^{\prime}<_{\ell} z^{\prime}$ and that $\left\langle x^{\prime}, y^{\prime}, z^{\prime}\right\rangle$ is a triangle of $G$. By Observation 6.1.3, we get that $\left\langle v_{1}, x^{\prime}, y^{\prime}\right\rangle$ is an $S$-triangle of $G$, a contradiction to $U \cup\left\{x^{\prime}, y^{\prime}\right\}$ inducing an $S$-forest of $G$. We conclude that $A_{[i-1]}^{\{i, x, y\}} \leftrightarrow A_{[i-1]}^{\left\{x^{\prime}, y^{\prime}\right\}}$. Therefore, $A_{[i]}^{\{x, y\}} \leftrightarrow A_{[i-1]}^{\left\{x^{\prime}, y^{\prime}\right\}} \cup\{i\}$ as desired.

Now we are equipped with the necessary tools to obtain the main result of this section, namely a polynomial-time algorithm for solving SFVS on interval graphs.

Theorem 6.1.6. The weighted SFVS optimization problem can be solved on interval graphs in $\mathcal{O}(n m)$ time.

Proof. We briefly describe such an algorithm based on Lemmas 6.1.2, 6.1.4, and 6.1.5. In a preprocessing step, we compute $\ll i$ for all intervals $i \in[n]$. We visit all intervals from 1 to $n$ in ascending order with respect to $<_{r}$. For every interval $i$ that we visit, we first compute $A_{[i]}^{\varnothing}$ according to Lemma 6.1.2 and then compute $A_{[i]}^{\{x\}}$ and $A_{[i]}^{\{x, y\}}$ for every $x, y \in[n] \backslash[i]$ such that $x<_{\ell} y$ and $x y \in E$ according to Lemmas 6.1 .4 and 6.1 .5 respectively. We output $[n] \backslash A_{[n]}^{\varnothing}$, as already explained. The correctness of the algorithm follows from the aforementioned Lemmas.

Regarding its running time, recall that $n \leq m$. Computing $\ll i$ for a single interval $i \in[n]$ can be done in $\mathcal{O}(m)$ time, because the intervals are sorted with respect to $<_{r}$. The computation of a single set $A_{X}^{Y}$ takes constant time. Moreover, for each $i \in[n]$, the number of sets $A_{[i]}^{\{x\}}$ and $A_{[i]}^{\{x, y\}}$ being computed are at most $n+m$. Therefore, the overall running time of the algorithm is $\mathcal{O}(n m)$.

### 6.2 Permutation Graphs

We continue with the case of permutation graphs. An example of a permutation graph is shown in Figure 6.2. Let $G=(V, E)$ be a vertex-weighted permutation graph such that $G=G(\pi)$ for some permutation $\pi$. Then $V=[n]$ and $E=\left\{i j \in \mathcal{P}_{2}([n]) \mid(i-j)\left(\pi^{-1}(i)-\pi^{-1}(j)\right)<0\right\}$ by definition. We construct an equivalent permutation model as follows: For every $i \in[n]$, the line segment corresponding to the vertex $i$ is the line segment with one endpoint being the $i$-th point of the top line and the other being the $\left(\pi^{-1}(i)\right)$-th point of the bottom line.

To simplify our presentation, we also consider the line segment with endpoints being the 0 -th points of both lines and extent $\pi$ to include $0 \mapsto \pi(0)=0$. The orderings of the considered line segments' endpoints on the top and bottom lines of the permutation model induce two total orders on $\{0\} \cup[n]$ which we denote by $\leq_{t}$ and $\leq_{b}$ respectively. In terms of the permutation $\pi$, these orders are defined as follows: $i \leq_{t} j \Leftrightarrow i \leq j$ and $i \leq_{b} j \Leftrightarrow \pi^{-1}(i) \leq \pi^{-1}(j)$ for all $i, j \in\{0\} \cup[n]$.

We define $\mathcal{X}:=\{i i:=\{i\} \mid i \in\{0\} \cup[n]\} \cup E$. We define two partial orders $\leq_{\ell}$ and $\leq_{r}$ on $\mathcal{X}$ as follows: $g h \leq_{\ell} i j \Leftrightarrow\left(g \leq_{t} i\right.$ and $\left.h \leq_{b} j\right)$ and $g h \leq_{r} i j \Leftrightarrow$ $\left(g \leq_{b} i\right.$ and $\left.h \leq_{t} j\right)$ for all $g h, i j \in \mathcal{X}$ such that $g \leq h$ and $i \leq j$. Intuitively, every element of $\mathcal{X}$ corresponds to the union of one or two intersecting line segments and $\leq_{\ell}$ and $\leq_{r}$ correspond to partial orders with respect to their leftmost and rightmost endpoints on both lines respectively. We particularly write $<_{\ell}$ and $<_{r}$ to denote that the inequalities on both lines are strict. For every set $X \subseteq\{0\} \cup[n]$, we define $\mathcal{X}[X]:=\{i j \in \mathcal{X} \mid i, j \in X\}$. If $X \neq \varnothing$, then it is not difficult to see that the minimum element of $\mathcal{X}[X]$ with respect to $\leq_{\ell}$ and its maximum element with respect to $\leq_{r}$ are $\min _{\leq_{b}} X \min _{\leq_{t}} X$ and $\max _{\leq_{b}} X \max _{\leq_{t}} X$ respectively and, consequently, are the unique elements of $\min _{\leq_{\ell}} \mathcal{X}[X]$ and $\max _{\leq_{r}} \mathcal{X}[X]$ respectively.

Let $i j \in \mathcal{X}$ such that $i \leq_{t} j$. We define $V_{i j}:=\left\{h \in[n] \mid h h \leq_{r} i j\right\}$. We next
 the (unique) elements of $\max _{\leq_{r}} \mathcal{X}\left[\{0\} \cup V_{i j} \backslash\{i\}\right], \max _{\leq_{r}} \mathcal{X}\left[\{0\} \cup V_{i j} \backslash\{j\}\right]$, $\max _{\leq_{r}} \mathcal{X}\left[\{0\} \cup V_{i j} \backslash\{i, j\}\right]$ and $\max _{\leq_{r}} \mathcal{X}\left[\{0\} \cup V_{i j} \backslash N[\{i, j\}]\right]$ respectively. These are precisely the greatest predecessors of $i j$ with respect to $\leq_{r}$ such that they have no element in $\{i\},\{j\},\{i, j\}$ and $N[\{i, j\}]$ respectively. Given $g h \in \mathcal{X}$, we also define $g h \bowtie i j$ to be the (unique) element of $\max _{\leq_{r}} \mathcal{X}\left[\{0\} \cup\left(V_{g h} \cap V_{i j}\right)\right]$, which is the greatest common predecessor of $g h$ and $i j$ with respect to $\leq_{r}$. For the example of Figure 6.2, denoting the red, green, blue, cyan, magenta


Figure 6.2: An example of a permutation graph $G$ and a permutation model of $G$.
and yellow vertices by $r, g, b, c, m$ and $y$ respectively, the following hold:

$$
\begin{aligned}
& 0<y \equiv 1<m \equiv 2<r \equiv 3<c \equiv 4<b \equiv 5<g \equiv 6 \\
& V_{r r}=\{r\} \quad V_{c g}=\{r, g, b, c, m, y\} \quad V_{m b}=\{r, b, m, y\} \\
& V_{r g}=\{r, g\} \quad V_{c b}=\{r, b, c, m, y\} \quad V_{m m}=\{m, y\} \\
& V_{g g}=\{g\} \quad V_{c c}=\{r, c, m, y\} \quad V_{y r}=\{r, y\} \\
& V_{b g}=\{r, g, b, y\} \quad V_{m r}=\{r, m, y\} \quad V_{y g}=\{r, g, y\} \\
& V_{b b}=\{r, b, y\} \quad V_{m g}=\{r, g, b, m, y\} \quad V_{y y}=\{y\} \\
& \bar{\triangleleft} r=\unlhd r r=\quad \forall r r=\ll r r=00 \\
& \triangleleft g g=\unlhd g g=\triangleleft g g=« g g=00 \\
& \triangleleft b b=\unlhd b b=\quad \triangleleft b b=\ll b b=y r \\
& \triangleleft c c=\unlhd c c=\quad \triangleleft c c=« c c=m r \\
& \bar{\triangleleft} m m=\unlhd m m=\triangleleft m m=« m m=y y \\
& \triangleleft y y=\unlhd y y=\triangleleft y y=« y y=00 \\
& \bar{\triangleleft} g=g g \quad \unlhd r g=r r \quad \triangleleft r g=00 \quad \leftrightarrow r g=00 \\
& \triangleleft b g=y g \quad \unlhd b g=b b \quad \triangleleft b g=y r \quad \leftrightarrow b g=00 \\
& \triangleleft c g=m g \quad \unlhd c g=c b \quad \triangleleft c g=m b \quad<c c g=00 \\
& \triangleleft c b=m b \quad \unlhd c b=c c \quad \triangleleft c b=m r \quad « c b=y r \\
& \bar{\triangleleft} r=y r \quad \unlhd m r=m m \quad \quad \Delta m r=y y \quad \ll m r=00 \\
& \overline{ } \quad m g=b g \quad \unlhd m g=m b \quad \triangleleft m g=b b \quad \leftrightarrow m g=00 \\
& \bar{\triangleleft} b=b b \quad \unlhd m b=m r \quad \triangleleft m b=y r \quad \leftrightarrow m b=y y \\
& \triangleleft y r=r r \quad \unlhd y r=y y \quad \triangleleft y r=00 \quad « y r=00 \\
& \triangleleft y g=r g \quad \unlhd y g=y r \quad \triangleleft y g=r r \quad \leftrightarrow y g=00
\end{aligned}
$$

Observation 6.2.1. Let $g h, i j \in \mathcal{X}$ such that $i \leq_{t} j$. Then (1) $V_{\bar{\triangleleft} i j}=V_{i j} \backslash\{i\}$,
(2) $V_{\unlhd i j}=V_{i j} \backslash\{j\}$, (3) $V_{\triangleleft i j}=V_{i j} \backslash\{i, j\}$, (4) $V_{\ll i j}=V_{i j} \backslash N[\{i, j\}]$ and (5) $V_{g h \bowtie i j}=V_{g h} \cap V_{i j}$.

Proof. We show the first statement. The remaining statements are shown in similar fashion. By the definition of $\bar{\triangleleft} i j$, we have $h h \leq_{r} \quad i j$ for every vertex $h \in V_{i j} \backslash\{i\}$, so $V_{i j} \backslash\{i\} \subseteq V_{\bar{\triangleleft} i j}$. We show that $V_{\bar{\triangleleft} i j} \subseteq V_{i j} \backslash\{i\}$ as well. Let $\bar{\triangleleft} i j=i^{\prime} j^{\prime}$ such that $i^{\prime} \leq_{t} j^{\prime}$. Then $i^{\prime}, j^{\prime} \in V_{i j} \backslash\{i\}$, which implies that $j^{\prime} \leq_{t} j$ and $i^{\prime}<_{b} i$. Consider a vertex $h \in V_{\bar{\triangleleft} i j}$. Then $h \leq_{t} j^{\prime} \leq_{t} j$ and $h \leq_{b} i^{\prime}<_{b} i$, which implies that $h \in V_{i j} \backslash\{i\}$. Thus $V_{\bar{\triangleleft} i j} \subseteq V_{i j} \backslash\{i\}$ as well. We conclude that $V_{\triangleleft i j}=V_{i j} \backslash\{i\}$ as desired.

Observation 6.2.2. Let $i j \in \mathcal{X}$ such that $i \leq_{t} j$ and let $x \in[n] \backslash V_{i j}$. Then
(1) $V_{i j}=V_{\bar{\triangleleft} i j} \cup\{i\}=V_{\unlhd i j} \cup\{j\}=V_{\triangleleft i j} \cup\{i, j\}$,
(2) $V_{\triangleleft i j}=V_{\ll i i} \cup\left(V_{\triangleleft i j} \cap N(i)\right)=V_{\ll j j} \cup\left(V_{\triangleleft i j} \cap N(j)\right)$,
(3) $V_{\ll i i}=V_{\ll i j} \cup\left(V_{\ll i i} \cap N(j)\right), V_{\ll j j}=V_{\ll i j} \cup\left(V_{\ll j j} \cap N(i)\right)$, and
(4) $V_{\triangleleft i j}=V_{(\triangleleft i j) \bowtie(«<x x)} \cup\left(V_{\triangleleft i j} \cap N(x)\right)$.

Proof. The first statement consists an alternative formulation of the first three statements of Observation 6.2.1.

For showing the first equality of the second statement, it suffices to show that $V_{\ll i i}=V_{\triangleleft i j} \backslash N(i)$. Notice that $i i \leq_{r} i j$ implies that $V_{i i} \subseteq V_{i j} \Rightarrow$

$$
\begin{array}{lr}
\Rightarrow V_{i i} \backslash(\{i, j\} \cup N(i)) \subseteq V_{i j} \backslash(\{i, j\} \cup N(i)) & \\
\Rightarrow V_{i i} \backslash N[i] \subseteq\left(V_{i j} \backslash\{i, j\}\right) \backslash N(i) & \text { (if } \left.i<_{t} j, \text { then } j \notin V_{i i}\right) \\
\Rightarrow V_{\ll i i} \subseteq V_{\triangleleft i j} \backslash N(i) . & \text { (Observation 6.2.1 (3)-(4)) } \tag{3}
\end{array}
$$

We show that $V_{\triangleleft i j} \backslash N(i) \subseteq V_{\ll i i}$ as well. Let $\triangleleft i j=i^{\prime} j^{\prime}$ such that $i^{\prime} \leq_{t} j^{\prime}$. Then $i^{\prime}, j^{\prime} \in V_{i j} \backslash\{i, j\}$, which implies that $j^{\prime}<_{t} j$ and $i^{\prime}<_{b} i$. Consider a vertex $h \in V_{\triangleleft i j}$. Then $h \leq_{t} j^{\prime}<_{t} j$ and $h \leq_{b} i^{\prime}<_{b} i$. Assume that $h i \notin E$. Since we already have $h<_{b} i$, we get that $h<_{t} i$ and $h<_{b} i$, which implies that $h \in V_{i i} \backslash N[i]=V_{\ll i i}$. Thus $V_{\triangleleft i j} \backslash N(i) \subseteq V_{\ll i i}$ as well. We conclude that $V_{\ll i i}=V_{\triangleleft i j} \backslash N(i)$ as desired. Completely symmetrical arguments show the second equality.

For showing the first equality of the third statement, it suffices to show that $V_{\ll i j}=V_{\ll i i} \backslash N(j)$. Notice that $i i \leq_{r} i j$ implies that $V_{i i} \subseteq V_{i j} \Rightarrow$

$$
\begin{array}{ll}
\Rightarrow V_{i i} \backslash N[\{i, j\}] \subseteq V_{i j} \backslash N[\{i, j\}] & \\
\Rightarrow\left(V_{i i} \backslash N[i]\right) \backslash N(j) \subseteq V_{i j} \backslash N[\{i, j\}] & \text { (if } \left.i<_{t} j, \text { then } j \notin V_{i i}\right) \\
\Rightarrow V_{\ll i i} \backslash N(j) \subseteq V_{\ll i j} . & \text { (Observation 6.2.1(4)) }
\end{array}
$$

We show that $V_{\ll i j} \subseteq V_{\ll i i} \backslash N(j)$ as well. Let $\ll i j=i^{\prime} j^{\prime}$ such that $i^{\prime} \leq_{t} j^{\prime}$. Then $i^{\prime}, j^{\prime} \in V_{i j} \backslash N[\{i, j\}]$, which implies that $j^{\prime}<_{t} i \leq_{t} j$ and $i^{\prime}<_{b} j \leq_{b} i$. Consider a vertex $h \in V_{\ll i j}$. Then $h \leq_{t} j^{\prime}<_{t} i \leq_{t} j$ and $h \leq_{b} i^{\prime}<_{b} j \leq_{b} i$, which implies that $h \in\left(V_{i i} \backslash N[i]\right) \backslash N(j)=V_{\ll i i} \backslash N(j)$. Thus $V_{\ll i j} \subseteq V_{\lll i i} \backslash$ $N(j)$ as well. We conclude that $V_{\ll i j}=V_{\ll i i} \backslash N(j)$ as desired. Completely symmetrical arguments show the second equality.

For showing the last statement, it suffices to show that $V_{(\triangleleft i j) \bowtie(\varangle\lrcorner x x)}=V_{\triangleleft i j} \backslash$ $N(x)$. Notice that $V_{\triangleleft i j} \cap V_{\triangleleft x x} \subseteq V_{\triangleleft i j} \Rightarrow\left(V_{\triangleleft i j} \cap V_{\triangleleft x x}\right) \backslash N(x) \subseteq V_{\triangleleft i j} \backslash N(x) \Rightarrow$

$$
\begin{array}{ll}
\Rightarrow V_{\triangleleft i j} \cap\left(V_{x x} \backslash N[x]\right) \subseteq V_{\triangleleft i j} \backslash N(x) & \text { (Observation 6.2.1 (3)) } \\
\Rightarrow V_{\triangleleft i j} \cap V_{\ll x x} \subseteq V_{\triangleleft i j} \backslash N(x) & \text { (Observation 6.2.1 (4)) } \\
\Rightarrow V_{(\triangleleft i j) \bowtie(\varangle x x x) \subseteq V_{\triangleleft i j} \backslash N(x) .} & \text { (Observation 6.2.1 (5)) }
\end{array}
$$

We show that $V_{\triangleleft i j} \backslash N(x) \subseteq V_{(\triangleleft i j) \bowtie(\ll x x)}$ as well. Let $\triangleleft i j=i^{\prime} j^{\prime}$ such that $i^{\prime} \leq_{t} j^{\prime}$. Then $i^{\prime}, j^{\prime} \in V_{i j} \backslash\{i, j\}$, which implies that $j^{\prime}<_{t} j$ and $i^{\prime}<_{b} i$. Since $x \notin V_{i j}$, we have $j<_{t} x$ or $i<_{b} x$. Without loss of generality, assume that $j<_{t} x$. Consider a vertex $h \in V_{\triangleleft i j}$. Then $h \leq_{t} j^{\prime}<_{t} j$ and $h \leq_{b} i^{\prime}<_{b} i$. Assume that $h x \notin E$. Since we already have $h<_{t} x$, we get that $h<_{t} x$ and $h<_{b} x$, which implies that $h \in V_{\triangleleft i j} \cap\left(V_{x x} \backslash N[x]\right)=V_{\triangleleft i j} \cap V_{\varangle \varangle x x}=$ $V_{(\triangleleft i j) \bowtie(\ll x x)}$. Thus $V_{\triangleleft i j} \backslash N(x) \subseteq V_{(\triangleleft i j) \bowtie(\ll x x)}$ as well. We conclude that $V_{(\triangleleft i j) \bowtie(\ll x x)}=V_{\triangleleft i j} \backslash N(x)$ as desired.

Our dynamic programming algorithm for this section solves SFVS on permutation graphs by recursively solving appropriate subproblems as previously. However, it differs from our dynamic programming algorithm for the previous section in the following manner: for solving SFVS on interval graphs we consider subproblems that correspond to elements of $\{0\} \cup[n]$, whereas for solving SFVS on permutation graphs we consider subproblems that correspond to elements of $\mathcal{X}$. Recall that for solving SFVS on interval graphs it suffices to compute solutions $A_{X}^{Y}$ to subproblems for cases of $Y$ consisting of at most two elements of $\{0\} \cup[n]$. In the following lemma, we show that for solving SFVS on permutation graphs it suffices to compute solutions $A_{X}^{Y}$ to subproblems for cases of $Y$ being the union of at most two elements of $\mathcal{X}$.

Lemma 6.2.3. Let $g h \in \mathcal{X}, g \leq_{t} h$ and let $a, b, c, d, e, f \in\left([n] \backslash V_{g h}\right) \backslash S$ such that $a b \in E, a<_{t} b$ and $g h<_{r} a b, c d \in E, c{<_{t}} d$ and $g h<_{r} c d$, ef $\in \mathcal{X}$, $e \leq_{t} f$ and $\left\{\begin{array}{l}g h<_{r} \text { ef }, \text { if ef } \in E \\ h<_{t} f \text { or } g<_{b} e, \text { if } e=f\end{array}\right.$ and $a b<_{\ell} c d<_{\ell}$ ef. Then, for every $U \subseteq V_{g h}$, the following statements are equivalent:
(i) $G[U \cup\{a, b, c, d, e, f\}] \in \mathcal{F}_{S}$
(iii) $G[U \cup\{a, b, c, d, f\}] \in \mathcal{F}_{S}$
(ii) $G[U \cup\{a, b, c, d, e\}] \in \mathcal{F}_{S}$
(iv) $G[U \cup\{a, b, c, d\}] \in \mathcal{F}_{S}$

Proof. In the context of this proof, we consider statement (i) only if ef $\in E$, statement (ii) only if $e f \in E$ or $e=f$ such that $g<_{b} e$, and statement (iii) only if $e f \in E$ or $e=f$ such that $h<_{b} f$. Notice that this is sufficient, because statements (i), (ii), and (iii) are equivalent if $e=f$. We next show all directions among the four statements.
(i) $\Rightarrow$ (ii) $\Rightarrow$ (iv) and (i) $\Rightarrow$ (iii) $\Rightarrow$ (iv). These facts are trivial, because an induced subgraph of an $S$-forest of $G$ is also an $S$-forest of $G$.
(iv) $\Rightarrow$ (ii). Assume for contradiction that a subset of $U \cup\{a, b, c, d, e\}$ containing $e$ induces an $S$-cycle $C$ of $G$. Since every induced cycle of a permutation graph is either a triangle or a square, $C$ is either an $S$-triangle or an $S$-square.

- Let $C$ be the $S$-triangle $\left\langle v_{1}, v_{2}, e\right\rangle$. Since $e \notin S$, without loss of generality, assume that $v_{1} \in S$. Then $v_{1} \in U$, because $a, b, c, d \notin S$ as well. Since $g h<_{r} a b, c d$ and $g<_{b} e$, we have $v_{1} \leq_{t} h<_{t} b, d$ and $v_{1} \leq_{b} g<_{b} a, c, e$. For $v_{1} e \in E$ to hold, we get that $e<_{t} v_{1}$. By $a b<_{\ell} c d<_{\ell} e f$, we also have $a<_{t} c<_{t} e$ and $b<_{b} d<_{b} c$. Putting it all together, we get that $a<_{t} c<_{t} v_{1}<_{t} b$ and $v_{1}, b<_{b} a, c$, and in particular that $v_{1} a, v_{1} c, b c \in E$. If additionally $v_{1} b \in E$ or $a c \in E$, then $\left\langle v_{1}, a, b\right\rangle$ or $\left\langle v_{1}, a, c\right\rangle$ is an $S$-triangle of $G$; otherwise, $\left\langle v_{1}, a, b, c\right\rangle$ is an $S$-square of $G$.
- Let $C$ be the $S$-square $\left\langle v_{1}, v_{2}, v_{3}, e\right\rangle$. If $v_{1} \in S$ or $v_{3} \in S$, then we obtain that there exists a subset of $U \cup\{a, b, c, d\}$ that induces an $S$-cycle of $G$ by following the exact previous argumentation. Let us assume that $v_{2} \in S$. Then $v_{2} \in U$. Since $g h<_{r} a b$ and $a b<_{\ell} c d<_{\ell} e f$, we have $v_{2} \leq_{t} h<_{t} b$ and $v_{2} \leq_{b} g<_{b} a$ as well as $a<_{t} e \leq_{t} f$ and $b<_{b} f \leq_{b} e$. Moreover, for $v_{1} v_{2}, v_{2} v_{3}, v_{3} e, e v_{1} \in E$ to hold, either $v_{1}, v_{3}<_{t} v_{2}, e$ and $v_{2}, e<_{b} v_{1}, v_{3}$ hold, or $v_{2}, e<_{t} v_{1}, v_{3}$ and $v_{1}, v_{3}<_{b} v_{2}, e$ hold. Assume the former. Then $v_{1}, v_{3}<_{t} b$ and $b<_{b} v_{1}, v_{3}$, so $v_{1} b, v_{3} b \in E$. If additionally $v_{2} b \in E$, then $\left\langle v_{1}, v_{2}, b\right\rangle$ is an $S$-triangle of $G$; otherwise, $\left\langle v_{1}, v_{2}, v_{3}, b\right\rangle$ is an $S$-square of $G$. Now assume the latter. Then $a<_{t} v_{1}, v_{3}$ and $v_{1}, v_{3}<_{b} a$, so $v_{1} a, v_{3} a \in E$. If additionally $v_{2} a \in E$, then $\left\langle v_{1}, v_{2}, a\right\rangle$ is an $S$-triangle of $G$; otherwise, $\left\langle v_{1}, v_{2}, v_{3}, a\right\rangle$ is an $S$-square of $G$.

Thus, there exists a subset of $U \cup\{a, b, c, d\}$ that induces an $S$-cycle of $G$ in all cases, which is a contradiction to statement (iv). Therefore, no subset of $U \cup$ $\{a, b, c, d, e\}$ containing $e$ induces an $S$-cycle of $G$. This fact and statement (iv) imply statement (ii).
(iv) $\Rightarrow$ (iii). Symmetrical arguments to the previous case show this direction.
(ii) $\Rightarrow$ (i). Assume for contradiction that a subset of $U \cup\{a, b, c, d, e, f\}$ containing $f$ induces an $S$-cycle $C$ of $G$.

- Let $C$ be the $S$-triangle $\left\langle v_{1}, v_{2}, f\right\rangle$. Since $f \notin S$, without loss of generality, assume that $v_{1} \in S$. Then $v_{1} \in U$, because $a, b, c, d, e \notin S$ as well. Since $g h<_{r} a b, c d, e f$, we have $v_{1} \leq_{t} h<_{t} b, d, f$ and $v_{1} \leq_{b} g<_{b} a, c, e$. For $v_{1} f \in E$ to hold, we get that $f<_{b} v_{1}$. By $a b<_{\ell} c d<_{\ell} e f$, we also have $a<_{t} c<_{t} d$ and $b<_{b} d<_{b} f$. Putting it all together, we get that $v_{1}, a<_{t} b, d$ and $b<_{b} d<_{b} v_{1}<_{b} a$, and in particular that $v_{1} b, v_{1} d, a d \in E$. If additionally $v_{1} a \in E$ or $b d \in E$, then $\left\langle v_{1}, a, b\right\rangle$ or $\left\langle v_{1}, b, d\right\rangle$ is an $S$-triangle of $G$; otherwise, $\left\langle v_{1}, b, a, d\right\rangle$ is an $S$-square of $G$.
- Let $C$ be the $S$-square $\left\langle v_{1}, v_{2}, v_{3}, f\right\rangle$. If $v_{1} \in S$ or $v_{3} \in S$, then we obtain that there exists a subset of $U \cup\{a, b, c, d, e\}$ that induces an $S$-cycle of $G$ by following the exact previous argumentation. Let us assume that $v_{2} \in S$. Then $v_{2} \in U$. Since $g h<_{r} a b$ and $a b<_{\ell} c d<_{\ell} e f$, we have $v_{2} \leq_{t} h<_{t} b$ and $v_{2} \leq_{b} g<_{b} a$ as well as $a<_{t} e<_{t} f$ and $b<_{b} f<_{b}$ $e$. Moreover, for $v_{1} v_{2}, v_{2} v_{3}, v_{3} e, e v_{1} \in E$ to hold, either $v_{1}, v_{3}<_{t} v_{2}, f$ and $v_{2}, f<_{b} v_{1}, v_{3}$ hold, or $v_{2}, f<_{t} v_{1}, v_{3}$ and $v_{1}, v_{3}<_{b} v_{2}, f$ hold. Assume the former. Then $v_{1}, v_{3}<_{t} b$ and $b<_{b} v_{1}, v_{3}$, so $v_{1} b, v_{3} b \in E$. If additionally $v_{2} b \in E$, then $\left\langle v_{1}, v_{2}, b\right\rangle$; otherwise, $\left\langle v_{1}, v_{2}, v_{3}, b\right\rangle$ is an $S$ square of $G$. Now assume the latter. Then $a<_{t} v_{1}, v_{3}$ and $v_{1}, v_{3}<_{b} a$, so $v_{1} a, v_{3} a \in E$. If additionally $v_{2} a \in E$, then $\left\langle v_{1}, v_{2}, a\right\rangle$ is an $S$-triangle of $G$; otherwise, $\left\langle v_{1}, v_{2}, v_{3}, a\right\rangle$ is an $S$-square of $G$.

Thus, there exists a subset of $U \cup\{a, b, c, d, e\}$ that induces an $S$-cycle of $G$ in all cases, which is a contradiction to statement (ii). Therefore, no subset of $U \cup\{a, b, c, d, e, f\}$ containing $f$ induces an $S$-cycle of $G$. This fact and statement (ii) imply statement (i).
(iii) $\Rightarrow$ (i). Symmetrical arguments to the previous case show this direction.

Notice that all other directions ((ii) $\Rightarrow$ (iii), (iii) $\Rightarrow$ (ii), and (iv) $\Rightarrow$ (i)), follow from the previous cases. Therefore, all four statements are equivalent, as desired.

The following lemmas provide recursive formulas to be used for the computation of $A_{X}^{Y}$ in the cases that are considered by our algorithm. We first address the cases of $X=V_{i i}, i \in[n]$.

Lemma 6.2.4. Let $i \in[n]$. Then $A_{V_{i i}}^{\varnothing} \leftrightarrow A_{V_{\triangleleft i i}}^{\varnothing} \cup\{i\}$.
Proof. Notice that we have $h<_{t} i$ and $h<_{b} i$ for every $h \in V_{i i} \backslash\{i\}$ by definition, so $i$ has no neighbor in $G\left[V_{i i}\right]$. This implies that no subset of $V_{i i}$ containing $i$ induces an $S$-cycle of $G$. By Observation 6.2.2 (1), it follows that $A_{V_{i i}}^{\varnothing} \leftrightarrow A_{V_{\triangleleft i i}}^{\varnothing} \cup\{i\}$.

Lemma 6.2.5. Let $i \in[n]$ and let $x \in[n] \backslash V_{i i}$.
(1) If $i x \notin E$, then $A_{V_{i i}}^{x x} \leftrightarrow A_{V_{i i}}^{\varnothing}$.
(2) If $i x \in E$, then $A_{V_{i i}}^{x x} \leftrightarrow A_{V_{\triangleleft i i}}^{x x} \cup\{i\}$.

Proof. First assume that $i x \notin E$. Then either $i<_{t} x$ and $i<_{b} x$ hold or $x<_{t} i$ and $x<_{b} i$ hold. Since $x \notin V_{i i}$, we get that $i<_{t} x$ and $i<_{b} x$ must hold. We also have $h \leq_{t} i$ and $h \leq_{b} i$ for every $h \in V_{i i}$ by definition. We conclude that $h<_{t} x$ and $h<_{b} x$ for every $h \in V_{i i}$, so $x$ has no neighbor in $G\left[V_{i i} \cup\{x\}\right]$. This implies that no subset of $V_{i i} \cup\{x\}$ containing $x$ induces an $S$-cycle of $G$. Hence, $A_{V_{i i}}^{x x} \leftrightarrow A_{V_{i i}}^{\varnothing}$ follows.

Next assume that $i x \in E$. Notice that $i$ has no neighbor in $G\left[V_{i i}\right]$, so the neighborhood of $i$ in $G\left[V_{i i} \cup\{x\}\right]$ is $\{x\}$. This implies that no subset of $V_{i i} \cup\{x\}$ containing $i$ induces an $S$-cycle of $G$. By Observation 6.2.2 (1), it follows that $A_{V_{i i}}^{x x} \leftrightarrow A_{V_{\triangleleft i i}}^{x x} \cup\{i\}$.

Lemma 6.2.6. Let $i \in[n]$ and let $x, y \in\left([n] \backslash V_{i i}\right) \backslash S$ such that $x y \in E$, $x<_{t} y$ and $i i<_{r} x y$.
(1) If iy $\notin E$, then $A_{V_{i i}}^{x y} \leftrightarrow A_{V_{i i}}^{x x}$.
(2) If $i x \notin E$, then $A_{V_{i i}}^{x y} \leftrightarrow A_{V_{i i}}^{y y}$.
(3) If $i x$, iy $\in E$, then $A_{V_{i i}}^{x y} \leftrightarrow \begin{cases}A_{V_{\triangleleft i i}}^{x y}, & \text { if } i \in S \\ A_{V_{\triangleleft i i}}^{x y} \cup\{i\}, & \text { if } i \notin S .\end{cases}$

Proof. First assume that $i y \notin E$. Then either $i<_{t} y$ and $i<_{b} y$ hold or $y<_{t} i$ and $y<_{b} i$ hold. Since $x y \in E, x<_{t} y$ and $i i<_{r} x y$, we have $i<_{t} y$ and $i<_{b} x$. Putting it all together, we get that $i<_{t} y$ and $i<_{b} y$ must hold. We also have $h \leq_{t} i$ and $h \leq_{b} i$ for every $h \in V_{i i}$ by definition. We conclude that $h<_{t} y$ and $h<_{b} y$ for every $h \in V_{i i}$, so the neighborhood of $y$ in $G\left[V_{i i} \cup\{x, y\}\right]$ is $\{x\}$. This implies that no subset of $V_{i i} \cup\{x, y\}$ containing $y$ induces an $S$-cycle
of $G$. Hence, $A_{V_{i i}}^{x y} \leftrightarrow A_{V_{i i}}^{x x}$ follows. If $i x \notin E$, then completely symmetrical arguments apply in showing that $A_{V_{i i}}^{x y} \leftrightarrow A_{V_{i i}}^{y y}$.

Next assume that $i x, i y \in E$. Notice that $i$ has no neighbor in $G\left[V_{i i}\right]$, so the neighborhood of $i$ in $G\left[V_{i i} \cup\{x, y\}\right]$ is $\{x, y\}$. We distinguish two cases according to whether $i$ belongs to $S$. Suppose that $i \in S$. Then $\langle i, x, y\rangle$ is an $S$-triangle of $G$, so $i \notin A_{V_{i i}}^{x y}$. By this fact and Observation 6.2.2 (1), it follows that $A_{V_{i i}}^{x y} \leftrightarrow A_{V_{\triangleleft i i}}^{x y}$.

Next suppose that $i \notin S$. We will show that no subset of $V_{i i} \cup\{x, y\}$ containing $i$ induces an $S$-cycle of $G$. Assume for contradiction that a subset of $V_{i i} \cup\{x, y\}$ containing $i$ induces an $S$-cycle $C$ of $G$. Recall that every induced cycle of a permutation graph is either a triangle or a square. If $C$ is the $S$-triangle $\left\langle v_{1}, v_{2}, i\right\rangle$ of $G$, then $\left\{v_{1}, v_{2}\right\}=\{x, y\}$, as we recall that the neighborhood of $i$ in $G\left[V_{i i} \cup\{x, y\}\right]$ is $\{x, y\}$. However, this implies a contradiction to $\left\{v_{1}, v_{2}, i\right\}$ containing a vertex that belongs to $S$, because $i, x, y \notin S$. If $C$ is the $S$-square $\left\langle v_{1}, v_{2}, v_{3}, i\right\rangle$ of $G$, then $\left\{v_{1}, v_{3}\right\}=\{x, y\}$, which implies a contradiction to $v_{1} v_{3} \notin E$, because $x y \in E$. Therefore, no subset of $V_{i i} \cup\{x, y\}$ containing $i$ induces an $S$-cycle of $G$. By this fact and Observation 6.2.2 (1), it follows that $A_{V_{i i}}^{x y} \leftrightarrow A_{V_{\triangleleft i i}}^{x y} \cup\{i\}$.

Lemma 6.2.7. Let $i \in[n]$ and let $x, y, z \in\left([n] \backslash V_{i i}\right) \backslash S$ such that $x y \in E$, $x<_{t} y$ and $i i<_{r} x y$ and $x y<_{\ell} z z$.
(1) If $i z \notin E$, then $A_{V_{i i}}^{x y \cup z z} \leftrightarrow A_{V_{i i}}^{x y}$.
(2) If $i z \in E$, then $A_{V_{i i}}^{x y \cup z} \leftrightarrow \begin{cases}A_{V_{\triangleleft i j}}^{x y \cup z z}, & \text { if } i \in S \\ A_{V_{\triangleleft i i}}^{x y \cup z} \cup\{i\}, & \text { if } i \notin S\end{cases}$

Proof. First assume that $i z \notin E$. Then either $i<_{t} z$ and $i<_{b} z$ hold or $z<_{t} i$ and $z<_{b} i$ hold. Since $z \notin V_{i i}$, we get that $i<_{t} z$ and $i<_{b} z$ must hold. We also have $h \leq_{t} i$ and $h \leq_{b} i$ for every $h \in V_{i i}$ by definition. We conclude that $h<_{t} z$ and $h<_{b} z$ for every $h \in V_{i i}$, so the neighborhood of $z$ in $G\left[V_{i i} \cup\{x, y, z\}\right]$ is a subset of $\{x, y\}$. Now completely analogous arguments as in the proof of Lemma 6.2 .6 apply in showing that no subset of $V_{i i} \cup\{x, y, z\}$ containing $z$ induces an $S$-cycle of $G$. Hence, $A_{V_{i i}}^{x y \cup z z} \leftrightarrow A_{V_{i i}}^{x y}$ follows.

Next assume that $i z \in E$. Then either $i<_{t} z$ and $z<_{b} i$ hold or $z<_{t} i$ and $i<_{b} z$ hold. Since $x y \in E, x<_{t} y$ and $i i<_{r} x y$ and $x y<_{l} z z$, we have $i, x<_{t} y$ and $i, y<_{b} x$ as well as $x<_{t} y, z$ and $y<_{b} x, z$. Putting it all together, we get that either $i, x<_{t} y, z$ and $y<_{b} z<_{b} i<_{b} x$ hold or $x<_{t} z<_{t} i<_{t} y$ and
$i, y<_{b} x, z$ hold. In particular, the former implies that $i y, x z \in E$ and the latter implies that $i x, y z \in E$. Notice that $i$ has no neighbor in $G\left[V_{i i}\right]$, so the neighborhood of $i$ in $G\left[V_{i i} \cup\{x, y, z\}\right]$ is a subset $N$ of $\{x, y, z\}$. We distinguish two cases depending on whether $i$ belongs in $S$.

- Let $i \in S$. We will show that $i \notin A_{V_{i i}}^{x y \cup z z}$. For the sake of contradiction, let $i \in A_{V_{i i}}^{x y \cup z z}$. If $i x, i y \in E$, then $\langle i, x, y\rangle$ is an $S$-triangle of $G$. If $i x \notin E$, then $i y, x z \in E$ must hold. If additionally $y z \in E$, then $\langle i, y, z\rangle$ is an $S$-triangle of $G$; otherwise, $\langle i, y, x, z\rangle$ is an $S$-square of $G$. The case for $i y \notin E$ is completely symmetric. We conclude that there always exists a subset of $\{i, x, y, z\}$ containing $i$ that induces an $S$-cycle of $G$, which is a contradiction, so $i \notin A_{V_{i i}}^{x y \cup z z}$. By this fact and Observation 6.2.2 (1), it follows that $A_{V_{i i}}^{x y \cup z z} \leftrightarrow A_{V_{\triangleleft i i}}^{x y \cup z z}$.
- Let $i \notin S$. Given a subset $U$ of $V_{i i} \backslash\{i\}$ such that $U \cup\{i, x, y, z\}$ induces an $S$-forest of $G$, it is clear that $U \cup\{x, y, z\}$ induces an $S$-forest of $G$ as well. Let $U$ be a subset of $V_{i i} \backslash\{i\}$ such that $U \cup\{x, y, z\}$ induces an $S$-forest of $G$. We show that $U \cup\{i, x, y, z\}$ induces an $S$-forest of $G$. Assume for contradiction that a subset of $U \cup\{i, x, y, z\}$ induces an $S$-cycle $C$ of $G$. If $C=\left\langle v_{1}, v_{2}, i\right\rangle$, then $\left\{v_{1}, v_{2}\right\} \subseteq N$, which implies a contradiction to $\left\{v_{1}, v_{2}, i\right\}$ containing a vertex that belongs to $S$, because $i, x, y, z \notin S$. If $C=\left\langle v_{1}, v_{2}, v_{3}, i\right\rangle$, then $\left\{v_{1}, v_{3}\right\} \subseteq N$, which implies that $v_{2}$ must belong to $S$ and, consequently, $v_{2} \in U$. The case for $\left\{v_{1}, v_{3}\right\}=\{x, y\}$ implies a contradiction to $v_{1} v_{3} \notin E$, because $x y \in E$. Assume that $\left\{v_{1}, v_{3}\right\}=\{y, z\}$. Then $y z \notin E$ and, consequently, iy, $x z \in E$ must hold. If additionally $v_{2} x \in E$, then $\left\langle y, v_{2}, x\right\rangle$ is an $S$-triangle of $G$, which implies a contradiction to $v_{2} \in U$; otherwise, $\left\langle y, v_{2}, z, x\right\rangle$ is an $S$-square of $G$, which implies a contradiction to $v_{2} \in U$ as well. The case for $\left\{v_{1}, v_{3}\right\}=\{x, z\}$ is completely symmetric. Therefore, we obtain a contradiction in all cases. By Observation 6.2.2 (1), it follows that $A_{V_{i i}}^{x y \cup z z} \leftrightarrow A_{V_{\triangleleft i i}}^{x y \cup z z} \cup\{i\}$.

Thus, in every case, we show that the stated formula holds, which completes our proof.

Lemma 6.2.8. Let $i \in[n]$ and let $x, y, z, w \in\left([n] \backslash V_{i i}\right) \backslash S$ such that $x y \in E$, $x<_{t} y, z w \in E, z<_{t} w$ and $i i<_{r} x y, z w$ and $x y<_{\ell} z w$.
(1) If $i w \notin E$, then $A_{V_{i i}}^{x y \cup z w} \leftrightarrow A_{V_{i i}}^{x y \cup z z}$.
(2) If $i z \notin E$, then $A_{V_{i i}}^{x y \cup z w} \leftrightarrow A_{V_{i i}}^{x y \cup w w}$.
(3) If $i z, i w \in E$, then $A_{V_{i i}}^{x y \cup z w} \leftrightarrow \begin{cases}A_{V_{\triangleleft i i}}^{x y \cup z} \\ A_{V_{\triangleleft i i}}^{x y \cup w} \cup\{i\}, & \text { if } i \in S \\ \text { if } i \notin S .\end{cases}$

Proof. First assume that $i w \notin E$. Then either $i<_{t} w$ and $i<_{b} w$ hold or $w<_{t} i$ and $w<_{b} i$ hold. Since $z w \in E, z<_{t} w$ and $i i<_{r} z w$, we have $i<_{t} z$ and $i<_{b} w$. Putting it all together, we get that $i<_{t} w$ and $i<_{b} w$ must hold. We also have $h \leq_{t} i$ and $h \leq_{b} i$ for every $h \in V_{i i}$ by definition. We conclude that $h<_{t} w$ and $h<_{b} w$ for every $h \in V_{i i}$, so the neighborhood of $w$ in $G\left[V_{i i} \cup\{x, y, z, w\}\right]$ is a subset $N$ of $\{x, y, z\}$. Given a subset $U$ of $V_{i i}$ such that $U \cup\{x, y, z, w\}$ induces an $S$-forest of $G$, it is clear that $U \cup\{x, y, z\}$ induces an $S$-forest of $G$ as well. Let $U$ be a subset of $V_{i i}$ such that $U \cup\{x, y, z\}$ induces an $S$-forest of $G$. We show that $U \cup\{x, y, z, w\}$ induces an $S$-forest of $G$. Assume for contradiction that a subset of $U \cup\{x, y, z, w\}$ containing $w$ induces an $S$-cycle $C$ of $G$. If $C=\left\langle v_{1}, v_{2}, w\right\rangle$, then $\left\{v_{1}, v_{2}\right\} \subseteq N$, which implies a contradiction to $\left\{v_{1}, v_{2}, w\right\}$ containing a vertex that belongs to $S$, because $x, y, z, w \notin S$. If $C=\left\langle v_{1}, v_{2}, v_{3}, w\right\rangle$, then $\left\{v_{1}, v_{3}\right\} \subseteq N$, which implies that $v_{2}$ must belong to $S$ and, consequently, $v_{2} \in U$.

- The case for $\left\{v_{1}, v_{3}\right\}=\{x, y\}$ implies a contradiction to $v_{1} v_{3} \notin E$, because $x y \in E$.
- Assume that $\left\{v_{1}, v_{3}\right\}=\{y, z\}$. Then $y z \notin E$ and $v_{2} z \in E$ must hold. Since $x y \in E, x<_{t} y, z w \in E, z<_{t} w$ and $i i<_{r} x y, z w$ and $x y<_{\ell} z w$, we have $i<_{t} y, w$ and $i<_{b} x, z$ as well as $x<_{t} z<_{t} w$ and $y<_{b} w<_{b} z$. For $y z \notin E$ to hold, we get that $v_{2} \leq_{t} i<_{t} y<_{t} z$ and $v_{2} \leq_{b} i<_{b} w<_{b} z$, and in particular that $v_{2} z \notin E$, which is a contradiction.
- Assume that $\left\{v_{1}, v_{3}\right\}=\{x, z\}$. Then $x z \notin E$ and $v_{2} z \in E$ must hold. Since $x y \in E, x<_{t} y, z w \in E, z<_{t} w$ and $i i<_{r} x y, z w$ and $x y<_{\ell} z w$, we have $i<_{t} y, w$ and $i<_{b} x, z$ as well as $x<_{t} z<_{t} w$ and $y<_{b} w<_{b} z$. For $x z \notin E$ and $v_{2} z \in E$ to hold, we get that $x<_{t} z<_{t} v_{2} \leq_{t} i<_{t} y$ and $v_{2} \leq_{b} i<_{b} x<_{b} z$ and $y<_{b} x<_{b} z$, and in particular that $y z \in E$. If additionaly $v_{2} y \in E$, then $\left\langle x, v_{2}, y\right\rangle$ is an $S$-triangle of $G$, which implies a contradiction to $v_{2} \in U$; otherwise, $\left\langle x, v_{2}, z, y\right\rangle$ is an $S$-square of $G$, which implies a contradiction to $v_{2} \in U$ as well.

Therefore, we obtain a contradiction in all cases. We conclude that $A_{V_{i i}}^{x y \cup z w} \leftrightarrow$ $A_{V_{i i}}^{x y \cup z z}$. If $i z \notin E$, then completely symmetrical arguments apply in showing that $A_{V_{i i}}^{x y \cup z w} \leftrightarrow A_{V_{i i}}^{x y \cup w w}$.

Now assume that $i z, i w \in E$. Putting together the inequalities implied by this fact along with $x y \in E, x<_{t} y, z w \in E, z<_{t} w$ and $i i<_{r} x y, z w$ and $x y<_{\ell} z w$, we get that $x<_{t} z<_{t} i<_{t} y$, $w$ and $y<_{b} w<_{b} i<_{b} x, z$, and in particular that $i x, i y, x w, y z \in E$. Notice that $i$ has no neighbor in $G\left[V_{i i}\right]$, so the neighborhood of $i$ in $G\left[V_{i i} \cup\{x, y, z, w\}\right]$ is $\{x, y, z, w\}$. Assume that $i \in S$. Then $\langle i, x, y\rangle$ is an $S$-triangle of $G$, which implies that $i \notin A_{V_{i i}}^{x y \cup z w}$. By this fact and Observation 6.2.2 (1), it follows that $A_{V_{i i}}^{x y \cup z w} \leftrightarrow A_{V_{\Delta i i}}^{x y \cup z w}$. Now let us assume that $i \notin S$. Given a subset $U$ of $V_{i i} \backslash\{i\}$ such that $U \cup\{i, x, y, z, w\}$ induces an $S$-forest of $G$, it is clear that $U \cup\{x, y, z, w\}$ induces an $S$-forest of $G$ as well. Let $U$ be a subset of $V_{i i} \backslash\{i\}$ such that $U \cup\{x, y, z, w\}$ induces an $S$-forest of $G$. We show that $U \cup\{i, x, y, z, w\}$ induces an $S$-forest of $G$. Assume for contradiction that a subset of $U \cup\{i, x, y, z, w\}$ containing $i$ induces an $S$-cycle $C$ of $G$.

- If $C=\left\langle v_{1}, v_{2}, i\right\rangle$, then $\left\{v_{1}, v_{2}\right\} \subset\{x, y, z, w\}$, which implies a contradiction to $\left\{v_{1}, v_{2}, i\right\}$ containing a vertex that belongs to $S$, because $i, x, y, z, w \notin S$.
- If $C=\left\langle v_{1}, v_{2}, v_{3}, i\right\rangle$, then $\left\{v_{1}, v_{3}\right\} \subset\{x, y, z, w\}$, which implies that $v_{2}$ must belong to $S$ and, consequently, $v_{2} \in U$. Moreover, $v_{1} v_{3} \notin E$ must hold, so either $\left\{v_{1}, v_{3}\right\}=\{x, z\}$ or $\left\{v_{1}, v_{3}\right\}=\{y, w\}$. Assume that $\left\{v_{1}, v_{3}\right\}=\{x, z\}$. If additionally $v_{2} y \in E$, then $\left\langle x, v_{2}, y\right\rangle$ is an $S$-triangle of $G$, which implies a contradiction to $v_{2} \in U$; otherwise, $\left\langle x, v_{2}, z, y\right\rangle$ is an $S$-square of $G$, which implies a contradiction to $v_{2} \in U$ as well. The case for $\left\{v_{1}, v_{3}\right\}=\{y, w\}$ is completely symmetric.

Therefore, we obtain a contradiction in all cases. By Observation 6.2.2 (1), it follows that $A_{V_{i i}}^{x y \cup z w} \leftrightarrow A_{V_{\triangleleft i i}}^{x y \cup z w} \cup\{i\}$.

Based on Lemmas 6.2.4-6.2.8, we can compute $A_{X}^{Y}$ in the cases of $X=V_{i i}$, $i \in[n]$ that are considered by our algorithm. In the remaining lemmas, we address the cases of $X=V_{i j}, i j \in E$.

Lemma 6.2.9. Let $i j \in E$ such that $i<_{t} j$. Then,


Proof. If $i \notin A_{V_{i j}}^{\varnothing}$, then it follows that $A_{V_{i j}}^{\varnothing} \leftrightarrow A_{V_{\triangleleft_{i j}}}^{\varnothing}$ by Observation 6.2 .2 (1). Likewise, if $j \notin A_{V_{i j}}^{\varnothing}$, then it follows that $A_{V_{i j}}^{\varnothing} \leftrightarrow A_{V_{\triangle i j}}^{\varnothing}$. Let $i, j \in A_{V_{i j}}^{\varnothing}$. We distinguish two cases according to whether $i$ or $j$ belongs to $S$.

- Assume that $i, j \notin S$. Then $A_{V_{i j}}^{\varnothing} \leftrightarrow A_{V_{\triangleleft i j}}^{i j} \cup\{i, j\}$ by definition.
- Assume that $i \in S$ or $j \in S$. We show that the vertices of $A_{V_{i j}}^{\varnothing} \backslash\{i, j\}$ are all non-adjacent to $i$ or all non-adjacent to $j$. Let $h \in A_{V_{i j}}^{\varnothing} \backslash\{i, j\}$ such that $h i, h j \in E$. Then $\langle h, i, j\rangle$ is an $S$-triangle of $G$, yielding a contradiction to $h, i, j \in A_{V_{i j}}^{\varnothing}$. Thus, for every $h \in A_{V_{i j}}^{\varnothing} \backslash\{i, j\}$, we have $h i \notin E$ or $h j \notin E$. Let $g, h \in A_{V_{i j}}^{\varnothing} \backslash\{i, j\}$ such that $g j, h i \in E$ and $g i, h j \notin E$. Then $g, h<_{t} j$ and $g, h<_{b} i$. For $g j, h i \in E$ and $g i, h j \notin E$ to hold, we get that $g<_{t} i<_{t} h$ and $h<_{b} j<_{b} g$, and in particular that $g h \in E$. Hence, $\langle g, h, i, j\rangle$ is an $S$-square of $G$, yielding a contradiction to $g, h, i, j \in A_{V_{i j}}^{\varnothing}$. Thus, if a vertex of $A_{V_{i j}}^{\varnothing} \backslash\{i, j\}$ is adjacent to $i$ (resp. $j$ ), then every vertex of $A_{V_{i j}}^{\varnothing} \backslash\{i, j\}$ is non-adjacent to $j$ (resp. $i$ ). By Observation 6.2 .2 (2), it follows that $A_{V_{i j}}^{\varnothing} \backslash\{i, j\} \subseteq V_{\ll j j}$ or $A_{V_{i j}}^{\varnothing} \backslash\{i, j\} \subseteq V_{\ll i i}$. Suppose $A_{V_{i j}}^{\varnothing} \backslash\{i, j\} \subseteq V_{\ll j j}$. Observe that the neighborhood of $j$ in $G\left[V_{\ll j j} \cup\{i, j\}\right]$ is $\{i\}$. This implies that no subset of $V_{\ll j j} \cup\{i, j\}$ containing $j$ induces an $S$-cycle of $G$. We conclude that $A_{V_{i j}}^{\varnothing} \leftrightarrow A_{V_{\ll j j}}^{i i} \cup\{i, j\}$. Symmetrically, if $A_{V_{i j}}^{\varnothing} \backslash\{i, j\} \subseteq V_{\ll i i}$, then it follows that $A_{V_{i j}}^{\varnothing} \leftrightarrow A_{V_{\ll i i}}^{j j} \cup\{i, j\}$.

Therefore, the stated formula follows.
Lemma 6.2.10. Let $i j \in E$ such that $i<_{t} j$ and let $x \in[n] \backslash V_{i j}$. Moreover, let $\{i, j, x\}=\left\{x^{\prime}, y^{\prime}, z^{\prime}\right\}$ such that $x^{\prime} y^{\prime}<_{\ell} z^{\prime} z^{\prime}$.
(1) If $i x, j x \notin E$, then $A_{V_{i j}}^{x x} \leftrightarrow A_{V_{i j}}^{\varnothing}$.
(2) If ix $\in E$ and $j x \notin E$, then

$$
A_{V_{i j}}^{x x} \leftrightarrow \begin{cases}\max _{\text {weight }}\left\{A_{V_{\triangleleft i j}}^{x x}, A_{V_{\unlhd i j}}^{x x}, A_{V_{\varangle \varangle j j}}^{i i} \cup\{i, j\}, A_{V_{\varangle i i x}}^{j j} \cup\{i, j\}\right\}, & \text { if } i \in S \\ \max _{\text {weight }}\left\{A_{V_{\triangleleft i j}}^{x x}, A_{V_{\unlhd i j}}^{x x}, A_{V_{(\triangleleft i j) \bowtie(\varangle \varangle x)}}^{i j} \cup\{i, j\}\right\} & \text { or } j \in S \\ \max _{\text {weight }}\left\{A_{V_{\triangleleft i j}}^{x x}, A_{V_{\unlhd i j}}^{x x}, A_{V_{\triangleleft i j}}^{x^{\prime} y^{\prime} \cup z^{\prime} z^{\prime}} \cup\{i, j \notin S\right. \\ & \text { and } x \in S \\ & \text { if } i, j, x \notin S .\end{cases}
$$

(3) If $i x \notin E$ and $j x \in E$, then

$$
A_{V_{i j}}^{x x} \leftrightarrow \begin{cases}\max _{\text {weight }}\left\{A_{V_{\triangleleft i j}}^{x x}, A_{V_{\unlhd i j}}^{x x}, A_{V_{\ll x j}}^{i i} \cup\{i, j\}, A_{V_{\varangle \varangle i i}}^{j j} \cup\{i, j\}\right\}, & \text { if } i \in S \\ \max _{\text {weight }}\left\{A_{V_{\triangleleft i j}}^{x x}, A_{V_{\unlhd i j}}^{x x}, A_{V_{(\triangleleft i j) \bowtie(\varangle \varangle x)}}^{i j} \cup\{i, j\}\right\} & \text { or } j \in S \\ \max _{\text {weight }}\left\{A_{V_{\triangleleft i j}}^{x x}, A_{V_{\unlhd i j}}^{x x}, A_{V_{\triangleleft i j}}^{x^{\prime} y^{\prime} \cup z^{\prime} z^{\prime}} \cup\{i, j\}\right\} & \text { and } i, j \in S \\ & , \text { if } i, j, x \notin S .\end{cases}
$$

(4) If $i x, j x \in E$, then

$$
A_{V_{i j}}^{x x} \leftrightarrow \begin{cases}\max _{\text {weight }}\left\{A_{V_{\triangleleft i j}}^{x x}, A_{V_{\unlhd i j}}^{x x}\right\} & , \text { if } i \in S \text { or } j \in S \text { or } x \in S \\ \max _{\text {weight }}\left\{A_{V_{\triangleleft i j}}^{x x}, A_{V_{\unlhd i j}}^{x x}, A_{V_{\triangleleft i j}}^{x^{\prime} y^{\prime} \cup z^{\prime} z^{\prime}} \cup\{i, j\}\right\}, & \text { if } i, j, x \notin S .\end{cases}
$$

Proof. First assume that $i x, j x \notin E$. Since $i j \in E$ and $x \notin V_{i j}$, we have $i<_{t} j$ and $j<_{b} i$ as well as $j<_{t} x$ or $i<_{b} x$. For $i x, j x \notin E$ to hold, we get that $i<_{t} j<_{t} x$ and $j<_{b} i<_{b} x$. We also have $h \leq_{t} j$ and $h \leq_{b} i$ for every $h \in V_{i j}$ by definition. We conclude that $h<_{t} x$ and $h<_{b} x$ for every $h \in V_{i j}$, so $x$ has no neighbor in $G\left[V_{i j} \cup\{x\}\right]$. This implies that no subset of $V_{i j} \cup\{x\}$ containing $x$ induces an $S$-cycle of $G$. Hence, $A_{V_{i j}}^{x x} \leftrightarrow A_{V_{i j}}^{\varnothing}$ follows.

Next assume that $i x \in E$ or $j x \in E$. If $i \notin A_{V_{i j}}^{x x}$, then it follows that $A_{V_{i j}}^{x x} \leftrightarrow$ $A_{V_{\bar{\triangleleft}} i j}^{x x}$ by Observation 6.2 .2 (1). Likewise, if $j \notin A_{V_{i j}}^{x x}$, then it follows that $A_{V_{i j}}^{x x} \leftrightarrow A_{V_{\triangleleft i j}}^{x x}$. Let $i, j \in A_{V_{i j}}^{x x}$. We distinguish the following cases according to whether $i x$ or $j x$ belongs to $E$.

- Assume that $i x \in E$ and $j x \notin E$. Since $x \notin V_{i j}$, we have $j<_{t} x$ or $i<_{b} x$. Let $i<_{b} x$. Then, for $i x \in E$ to hold, we get that $x<_{t} i<_{t} j$ and $j<_{b} i<_{b} x$, and in particular that $j x \in E$, contradicting our assumption. Thus, we have $j<_{t} x$. For $i x \in E$ and $j x \notin E$ to hold, we get that $i<_{t} j<_{t} x$ and $j<_{b} x<_{b} i$. We also have $h \leq_{t} j$ and $h \leq_{b} j$ for every $h \in V_{j j}$ by definition. We conclude that $h<_{t} x$ and $h<_{b} x$ for every $h \in V_{j j}$, so $x$ has no neighbor in $G\left[V_{j j}\right]$. We further distinguish subcases depending on whether $i, j$ or $x$ belongs to $S$.
- Let $i \in S$ or $j \in S$. We show that the vertices of $A_{V_{i j}}^{x x} \backslash\{i, j\}$ are all non-adjacent to $i$ or all non-adjacent to $j$. Let $h \in A_{V_{i j}}^{x x} \backslash\{i, j\}$ such that $h i, h j \in E$. Then $\langle h, i, j\rangle$ is an $S$-triangle of $G$, yielding a
contradiction to $h, i, j \in A_{i j}^{x x}$. Thus, for every $h \in A_{V_{i j}}^{x x} \backslash\{i, j\}$, we have $h i \notin E$ or $h j \notin E$. Let $g, h \in A_{V_{i j}}^{x x} \backslash\{i, j\}$ such that $g j, h i \in E$ and $g i, h j \notin E$. Then $g, h<_{t} j$ and $g, h<_{b} i$. For $g j, h i \in E$ and $g i, h j \notin E$ to hold, we get that $g<_{t} i<_{t} h$ and $h<_{b} j<_{b} g$, and in particular that $g h \in E$. Hence, $\langle g, h, i, j\rangle$ is an $S$-square of $G$, yielding a contradiction to $g, h, i, j \in A_{V_{i j}}^{x x}$. Thus, if a vertex of $A_{V_{i j}}^{\varnothing} \backslash\{i, j\}$ is adjacent to $i$ (resp. $j$ ), then every vertex of $A_{V_{i j}}^{\varnothing} \backslash\{i, j\}$ is non-adjacent to $j$ (resp. $i$ ). By Observation 6.2.2 (2), it follows that $A_{V_{i j}}^{x x} \backslash\{i, j\} \subseteq V_{\ll j j}$ or $A_{V_{i j}}^{x x} \backslash\{i, j\} \subseteq V_{\ll i i}$.
First suppose $A_{V_{i j}}^{x x} \backslash\{i, j\} \subseteq V_{\ll j j}$. Observe that the neighborhoods of $j$ and $x$ in $G\left[V_{\ll j j} \cup\{i, j, x\}\right]$ are both $\{i\}$. This implies that no subset of $V_{\ll j j} \cup\{i, j, x\}$ containing $j$ or $x$ induces an $S$-cycle of $G$. We conclude that $A_{V_{i j}}^{x x} \leftrightarrow A_{V_{\ll j j}}^{i i} \cup\{i, j\}$.
Now suppose $A_{V_{i j}}^{x x} \backslash\{i, j\} \subseteq V_{\ll i i}$. Let $h \in A_{V_{i j}}^{x x} \backslash\{i, j\}$. Then $h<_{t} i$ and $h<_{b} i$. We show that $h x \notin E$. Assume for contradiction that $h x \in E$. Recall that $i<_{t} j<_{t} x$ and $j<_{b} x<_{b} i$. For $h x \in E$ to hold, we get that $h<_{t} i<_{t} j<_{t} x$ and $j<_{b} x<_{b} h<_{b} i$, and in particular that $h j \in E$. Hence, $\langle h, j, i, x\rangle$ is an $S$-square of $G$, yielding a contradiction to $h, i, j \in A_{V_{i j}}^{x x}$. Thus, for every $h \in A_{V_{i j}}^{x x} \backslash\{i, j\}$, we have $h x \notin E$. By Observation 6.2.2 (3), it follows that $A_{V_{i j}}^{x x} \backslash\{i, j\} \subseteq V_{\ll i x}$. Notice that the neighborhood of $x$ in $G\left[V_{\ll i x} \cup\{i, j, x\}\right]$ is $\{i\}$, so no subset of $V_{\ll i x} \cup\{i, j, x\}$ containing $x$ induces an $S$-cycle of $G$. Hence, $A_{V_{i j}}^{x x} \leftrightarrow A_{V_{\ll i x}}^{i j} \cup\{i, j\}$ follows. Also notice that the neighborhood of $i$ in $G\left[V_{\ll i x} \cup\{i, j\}\right]$ is $\{j\}$, so no subset of $V_{\ll i x} \cup\{i, j\}$ containing $i$ induces an $S$-cycle of $G$. We conclude that $A_{V_{i j}}^{x x} \leftrightarrow A_{V_{\ll i x}}^{j j} \cup\{i, j\}$.
- Let $i, j \notin S$ and $x \in S$. Let $h \in A_{V_{i j}}^{x x} \backslash\{i, j\}$. Then $h<_{t} j$ and $h<_{b} i$. We show that $h x \notin E$. Assume for contradiction that $h x \in E$. Recall that $i<_{t} j<_{t} x$ and $j<_{b} x<_{b} i$. For $h x \in E$ to hold, we get that $h, i<_{t} j<_{t} x$ and $j<_{b} x<_{b} h<_{b} i$, and in particular that $h j \in E$. If additionally $h i \in E$, then $\langle h, i, x\rangle$ is an $S$-triangle of $G$, which implies a contradiction to $h, i \in A_{V_{i j}}^{x x}$; otherwise, $\langle h, j, i, x\rangle$ is an $S$-square of $G$, which implies a contradiction to $h, i, j \in A_{V_{i j}}^{x x}$. Thus, for every $h \in A_{V_{i j}}^{x x} \backslash\{i, j\}$, we have $h x \notin E$. Notice that the neighborhood of $x$ in $G\left[V_{(\triangleleft i j) \bowtie(\varangle x x)} \cup\{i, j, x\}\right]$ is $\{i\}$, so no subset of $V_{(\triangleleft i j) \bowtie(\leftrightarrow x x)} \cup\{i, j, x\}$ containing $x$ induces an $S$-cycle of $G$. By Observation 6.2.2 (4), it follows that $A_{V_{i j}}^{x x} \leftrightarrow A_{V_{(\triangleleft i j) \bowtie(\ll x x)}}^{i j} \cup\{i, j\}$.
- Let $i, j, x \notin S$. By Observation 6.2.2 (1), it follows that $A_{V_{i j}}^{x x} \leftrightarrow$ $A_{V_{\triangleleft i j}}^{x^{\prime} y^{\prime} \cup z^{\prime} z^{\prime}} \cup\{i, j\}$.
- The case for $i x \notin E$ and $j x \in E$ is completely symmetric.
- Assume that $i x, j x \in E$. If a vertex of $\{i, x, y\}$ belongs to $S$, then $\langle i, j, x\rangle$ is an $S$-triangle of $G$, which implies a contradiction to $i, j \in A_{V_{i j}}^{x x}$. Thus, no vertex of $\{i, x, y\}$ belongs to $S$. By Observation 6.2.2 (1), it follows that $A_{V_{i j}}^{x x} \leftrightarrow A_{V_{\triangleleft i j}}^{x^{\prime} y^{\prime} \cup z^{\prime} z^{\prime}} \cup\{i, j\}$.

Therefore, we obtain the stated formulas in all cases.
Lemma 6.2.11. Let $i j \in E$ such that $i<_{t} j$ and let $x, y \in\left([n] \backslash V_{i j}\right) \backslash S$ such that $x y \in E, x<_{t} y$ and $i j<_{r} x y$. Moreover, if $i y, j x \in E$, then let $\{i, j, x, y\}=\left\{x^{\prime}, y^{\prime}, z^{\prime}, w^{\prime}\right\}$ such that $x^{\prime} y^{\prime}<_{\ell} z^{\prime} w^{\prime}$.
(1) If iy $\notin E$, then $A_{V_{i j}}^{x y} \leftrightarrow A_{V_{i j}}^{x x}$.
(2) If $j x \notin E$, then $A_{V_{i j}}^{x y} \leftrightarrow A_{V_{i j}}^{y y}$.
(3) If iy, $j x \in E$, then

$$
A_{i j}^{x y} \leftrightarrow \begin{cases}\max _{\text {weight }}\left\{A_{V_{\bar{\triangleleft} i j}}^{x y}, A_{V_{\triangle i j}}^{x y}\right\} & , \text { if } i \in S \text { or } j \in S \\ \max _{\text {weight }}\left\{A_{V_{\triangle i j}}^{x y}, A_{V_{\triangle i j}}^{x y}, A_{V_{\triangleleft i j}}^{x^{\prime} y^{\prime} \cup z^{\prime} w^{\prime}} \cup\{i, j\}\right\}, & \text { if } i, j \notin S .\end{cases}
$$

Proof. Assume that $i y \notin E$. Since $i j<_{r} x y$, we have $j<_{t} y$ and $i<_{b} x$. For $i y \notin E$ to hold, we get that $i<_{t} j<_{t} y$ and $j<_{b} i<_{b} y$. We also have $h \leq_{t} j$ and $h \leq_{b} i$ for every $h \in V_{i j}$ by definition. We conclude that $h<_{t} y$ and $h<_{b} y$ for every $h \in V_{i j}$, so the neighborhood of $y$ in $G\left[V_{i j} \cup\{x, y\}\right]$ is $\{x\}$. This implies that no subset of $V_{i j} \cup\{x, y\}$ containing $y$ induces an $S$-cycle of $G$. Hence, $A_{V_{i j}}^{x y} \leftrightarrow A_{V_{i j}}^{x x}$ follows. If $j x \notin E$, then completely symmetrical arguments apply in showing that $A_{V_{i j}}^{x y} \leftrightarrow A_{V_{i j}}^{y y}$.

Assume that $i y, j x \in E$. If $i \notin A_{V_{i j}}^{x y}$, then it follows that $A_{V_{i j}}^{x y} \leftrightarrow A_{V_{\triangleleft i j}}^{x y}$ by Observation 6.2.2 (1). Likewise, if $j \notin A_{V_{i j}}^{x y}$, then it follows that $A_{V_{i j}}^{x y} \leftrightarrow A_{V_{\triangle i j}}^{x y}$. Let $i, j \in A_{V_{i j}}^{x y}$. We show that $i, j \notin S$. If $i x \in E$ or $j y \in E$, then $\langle i, j, x\rangle$ or $\langle i, j, y\rangle$ is a triangle, otherwise $\langle i, j, x, y\rangle$ is a square. Thus, if $i \in S$ or $j \in S$, then we get that a subset of $\{i, j, x, y\}$ induces an $S$-cycle of $G$, which is a contradiction to $i, j \in A_{V_{i j}}^{x y}$. Hence, we have $i, j \notin S$. By Observation 6.2.2 (1), it follows $A_{V_{i j}}^{x y} \leftrightarrow A_{V_{\triangleleft i j}}^{x^{\prime} y^{\prime} \cup z^{\prime} w^{\prime}} \cup\{i, j\}$.

Lemma 6.2.12. Let $i j \in E$ such that $i<_{t} j$ and let $x, y, z \in\left([n] \backslash V_{i j}\right) \cup S$ such that $x y \in E, x<_{t} y$ and $i j<_{r} x y$ and $x y<_{\ell} z z$. Moreover, if $i z \in E$ or $j z \in E$, then let $\{i, j, x, y, z\}=\left\{x^{\prime}, y^{\prime}, z^{\prime}, w^{\prime}, a^{\prime}\right\}$ such that $x^{\prime} y^{\prime}<_{\ell} z^{\prime} w^{\prime}<_{\ell} a^{\prime} a^{\prime}$.
(1) If $i z, j z \notin E$, then $A_{V_{i j}}^{x y \cup z z} \leftrightarrow A_{V_{i j}}^{x y}$.
(2) If $i z \in E$ or $j z \in E$, then

$$
A_{V_{i j}}^{x y \cup z z} \leftrightarrow \begin{cases}\max _{\text {weight }}\left\{A_{V_{\bar{\triangleleft} i j}}^{x y \cup z z}, A_{V_{\unlhd i j}}^{x y \cup z z}\right\} & , \text { if } i \in S \text { or } j \in S \\ \max _{\text {weight }}\left\{A_{V_{\bar{\triangleleft} i j}}^{x y \cup z z}, A_{V_{\triangle i j}}^{x y \cup z z}, A_{V_{\triangleleft i j}}^{x^{\prime} y^{\prime} \cup z^{\prime} w^{\prime}} \cup\{i, j\}\right\}, & \text { if } i, j \notin S .\end{cases}
$$

Proof. First assume that $i z, j z \notin E$. Since $z \notin V_{i j}$, we get that $i<_{t} j<_{t} z$ and $j<_{b} i<_{b} z$. This implies that the neighborhood of $z$ in $G\left[V_{i j} \cup\{x, y, z\}\right]$ is a subset of $\{x, y\}$. We show that no subset of $V_{i j} \cup\{x, y, z\}$ containing $z$ induces an $S$-cycle of $G$. Assume for contradiction that a subset of $V_{i j} \cup\{x, y, z\}$ containing $z$ induces an $S$-cycle $C$ of $G$. If $C=\left\langle v_{1}, v_{2}, z\right\rangle$, then $\left\{v_{1}, v_{2}\right\}=$ $\{x, y\}$, which implies a contradiction to $\left\{v_{1}, v_{2}, z\right\}$ containing a vertex that belongs to $S$, because $x, y, z \notin S$. If $C=\left\langle v_{1}, v_{2}, v_{3}, z\right\rangle$, then $\left\{v_{1}, v_{3}\right\}=\{x, y\}$, which implies a contradiction to $v_{1} v_{3} \notin E$, because $x y \in E$. Thus, no subset of $V_{i j} \cup\{x, y, z\}$ containing $z$ induces an $S$-cycle of $G$. Hence, $A_{V_{i j}}^{x y \cup z z} \leftrightarrow A_{V_{i j}}^{x y}$ follows.

Assume that $i z \in E$ or $j z \in E$. If $i \notin A_{V_{i j}}^{x y \cup z z}$, then it follows that $A_{V_{i j}}^{x y \cup z z} \leftrightarrow$ $A_{V_{\bar{\triangleleft} i j}}^{x y \cup z z}$ by Observation 6.2.2 (1). Likewise, if $j \notin A_{V_{i j}}^{x y \cup z z}$, then it follows that $A_{V_{i j}}^{x y \cup z z} \leftrightarrow A_{V_{\unlhd i j}}^{x y \cup z z}$. Let $i, j \in A_{V_{i j}}^{x y \cup z z}$. We show that $i, j \notin S$. If $i x \in E$ or $j y \in E$, then $\langle i, j, x\rangle$ or $\langle i, j, y\rangle$ is a triangle, otherwise $\langle i, j, x, y\rangle$ is a square. Thus, if $i \in S$ or $j \in S$, then we get that a subset of $\{i, j, x, y\}$ induces an $S$-cycle of $G$, which is a contradiction to $i, j \in A_{V_{i j}}^{x y \cup z z}$. Hence, we have $i, j \notin S$. Observe that no vertex of $\left\{x^{\prime}, y^{\prime}, z^{\prime}, w^{\prime}, a^{\prime}\right\}$ belongs to $S$. Applying Lemma 6.2 .3 on $g h=\triangleleft i j, a b=x^{\prime} y^{\prime}, c d=z^{\prime} w^{\prime}$ and $e f=a^{\prime} a^{\prime}$, we get that for every subset $U$ of $V_{\triangleleft i j}$, the set $U \cup\left\{x^{\prime}, y^{\prime}, z^{\prime}, w^{\prime}\right\}$ induces an $S$-forest of $G$ if and only if the set $U \cup\left\{x^{\prime}, y^{\prime}, z^{\prime}, w^{\prime}, a^{\prime}\right\}$ induces an $S$-forest of $G$. By Observation 6.2.2 (1), it follows that $A_{V_{i j}}^{x y \cup z z} \leftrightarrow A_{V_{\triangleleft i j}}^{x^{\prime} y^{\prime} \cup z^{\prime} w^{\prime}} \cup\{i, j\}$.

Lemma 6.2.13. Let $i j \in E$ such that $i<_{t} j$ and let $x, y, z, w \in\left([n] \backslash V_{i j}\right) \cup S$ such that $x y \in E, x<_{t} y, z w \in E, z<_{t} w$ and $i j<_{r} x y, z w$ and $x y<_{\ell} z w$. Moreover, if iw, $j z \in E$, then let $\{i, j, x, y, z, w\}=\left\{x^{\prime}, y^{\prime}, z^{\prime}, w^{\prime}, a^{\prime}, b^{\prime}\right\}$ such that $x^{\prime} y^{\prime}<_{\ell} z^{\prime} w^{\prime}<_{\ell} a^{\prime} b^{\prime}$.
(1) If iw $\notin E$, then $A_{V_{i j}}^{x y \cup z w} \leftrightarrow A_{V_{i j}}^{x y \cup z z}$.
(2) If $j z \notin E$, then $A_{V_{i j}}^{x y \cup z w} \leftrightarrow A_{V_{i j}}^{x y \cup w w}$.
(3) If $i w, j z \in E$, then

$$
A_{V_{i j}}^{x y \cup z w} \leftrightarrow \begin{cases}\max _{\text {weight }}\left\{A_{V_{\bar{\triangleleft} i j}}^{x y \cup z w}, A_{V_{\unlhd i j}}^{x y \cup z w}\right\} & , \text { if } i \in S \text { or } j \in S \\ \max _{\text {weight }}^{x}\left\{A_{V_{\widetilde{\triangleleft i} i j}^{x y}}^{x y \cup z w}, A_{V_{\triangle i j}}^{x y \cup z w}, A_{V_{\triangle i j}}^{x^{\prime} y^{\prime} \cup z^{\prime} w^{\prime}} \cup\{i, j\}\right\}, & \text { if } i, j \notin S .\end{cases}
$$

Proof. First assume that $i w \notin E$. Since $i j \in E, i<_{t} j, x y \in E, x<_{t} y$, $z w \in E, z<_{t} w$ and $i j<_{r} x y, z w$ and $x y<_{\ell} z w$, we have $i<_{t} j<_{t} y, w$ and $j<_{t} i<_{b} x, z$ as well as $x<_{t} z<_{t} w$ and $y<_{b} w<_{b} z$. For $i w \notin E$ to hold, we get that $i<_{b} w$. This implies that the neighborhood of $w$ in $G\left[V_{i j} \cup\{x, y, z, w\}\right]$ is a subset $N$ of $\{x, y, z\}$. Given a subset $U$ of $V_{i j}$ such that $U \cup\{x, y, z, w\}$ induces an $S$-forest of $G$, it is clear that $U \cup\{x, y, z\}$ induces an $S$-forest of $G$ as well. Let $U$ be a subset of $V_{i j}$ such that $U \cup\{x, y, z\}$ induces an $S$-forest of $G$. We show that $U \cup\{x, y, z, w\}$ induces an $S$-forest of $G$. Assume for contradiction that a subset of $U \cup\{x, y, z, w\}$ containing $w$ induces an $S$-cycle $C$ of $G$.

- Let $C=\left\langle v_{1}, v_{2}, w\right\rangle$. Then $\left\{v_{1}, v_{2}\right\} \subseteq N$, which implies a contradiction to $\left\{v_{1}, v_{2}, w\right\}$ containing a vertex that belongs to $S$, because $x, y, z, w \notin S$.
- Let $C=\left\langle v_{1}, v_{2}, v_{3}, w\right\rangle$. Then $\left\{v_{1}, v_{3}\right\} \subseteq N$. Since $x, y, z, w \notin S$, we get that $v_{2}$ must belong to $S$, so $v_{2} \in U$.
- The case for $\left\{v_{1}, v_{3}\right\}=\{x, y\}$ implies a contradiction to $v_{1} v_{3} \notin E$, because $x y \in E$.
- Assume that $\left\{v_{1}, v_{3}\right\}=\{y, z\}$. Then $y z \notin E$ and $v_{2} w \in E$ must hold. For $y z \notin E$ to hold, we get that $v_{2} \leq_{t} j<_{t} y<_{t} z$ and $v_{2} \leq_{b} i<_{b} w<_{b} z$, and in particular that $v_{2} z \notin E$, which is a contradiction.
- Assume that $\left\{v_{1}, v_{3}\right\}=\{x, z\}$. Then $x z \notin E$ and $v_{2} z \in E$ must hold. For them to hold, we get that $x<_{t} z<_{t} v_{2} \leq_{t} j<_{t} y$ and $v_{2} \leq_{b} i<_{b} x<_{b} z$ and $y<_{b} x<_{b} z$, and in particular that $y z \in E$. If additionaly $v_{2} y \in E$, then $\left\langle x, v_{2}, y\right\rangle$ is an $S$-triangle of $G$, which implies a contradiction to $v_{2} \in U$; otherwise, $\left\langle x, v_{2}, z, y\right\rangle$ is an $S$-square of $G$, which implies a contradiction to $v_{2} \in U$ as well.

Therefore, we obtain a contradiction in all cases. We conclude that $A_{V_{i j}}^{x y \cup z w} \leftrightarrow$ $A_{V_{i j}}^{x y \cup z z}$. If $j z \notin E$, then completely symmetrical arguments apply in showing that $A_{V_{i j}}^{x y \cup z w} \leftrightarrow A_{V_{i j}}^{x y \cup w w}$.

Now assume that $i w, j z \in E$. If $i \notin A_{V_{i j}}^{x y \cup z w}$, then it follows that $A_{V_{i j}}^{x y \cup z w} \leftrightarrow$ $A_{V_{\bar{\triangleleft} i j}}^{x y \cup z w}$ by Observation 6.2.2 (1). Likewise, if $j \notin A_{V_{i j}}^{x y \cup z w}$, then it follows that $A_{V_{i j}}^{x y \cup z w} \leftrightarrow A_{V_{\triangle i j}}^{x y \cup z w}$. Let $i, j \in A_{V_{i j}}^{x y \cup z w}$. We show that $i, j \notin S$. If $i z \in E$ or $j w \in E$, then $\langle i, j, z\rangle$ or $\langle i, j, w\rangle$ is a triangle, otherwise $\langle i, j, z, w\rangle$ is a square. Thus, if $i \in S$ or $j \in S$, then we get that a subset of $\{i, j, z, w\}$ induces an $S$-cycle of $G$, which is a contradiction to $i, j \in A_{V_{i j}}^{x y \cup z w}$. Hence, we have $i, j \notin S$. Observe that no vertex of $\left\{x^{\prime}, y^{\prime}, z^{\prime}, w^{\prime}, a^{\prime}, b^{\prime}\right\}$ belongs to $S$. Applying Lemma 6.2 .3 to $g h=\triangleleft i j, a b=x^{\prime} y^{\prime}, c d=z^{\prime} w^{\prime}$ and $e f=a^{\prime} b^{\prime}$, we get that for every subset $U$ of $V_{\triangleleft i j}$, the set $U \cup\left\{x^{\prime}, y^{\prime}, z^{\prime}, w^{\prime}\right\}$ induces an $S$-forest of $G$ if and only if the set $U \cup\left\{x^{\prime}, y^{\prime}, z^{\prime}, w^{\prime}, a^{\prime}, b^{\prime}\right\}$ induces an $S$-forest of $G$. By Observation 6.2.2 (1), it follows that $A_{V_{i j}}^{x y \cup z w} \leftrightarrow A_{V_{\triangleleft i j}}^{x^{\prime} y^{\prime} \cup z^{\prime} w^{\prime}} \cup\{i, j\}$.

Based on Lemmas 6.2.9-6.2.13, we can compute $A_{X}^{Y}$ in the cases of $X=V_{i j}$, $i j \in E$ that are considered by our algorithm. Observe that all recursive formulas provided by Lemmas 6.2.4-6.2.13 reduce the computation of a single set $A_{X}^{Y}$ to the computation of solutions to strictly smaller subproblems that can also be computed via these formulas. We are now ready to present our claimed polynomial-time algorithm for solving the SFVS optimization problem on permutation graphs.

Theorem 6.2.14. The weighted SFVS optimization problem can be solved on permutation graphs in $\mathcal{O}\left(m^{3}\right)$ time.

Proof. Let us describe such an algorithm. Recall that we consider connected graphs with $n \leq m$ for the analysis of its running time. Given a permutation $\pi$, that is, the ordering of the vertices of the input graph with respect to $\leq_{b}$, we first construct the set $\mathcal{X}$. Observe that $|\mathcal{X}|=1+|[n]|+|E|=1+n+m$. In a preprocessing step, for every $i j \in \mathcal{X}$, we compute $\bar{\triangleleft} i j, \unlhd i j, \triangleleft i j, \leftrightarrow i j$ and $(\triangleleft i j) \bowtie(« x x)$ for all $x \in[n] \backslash V_{i j}$. Note that such a simple application requires $\mathcal{O}\left(n^{2}\right)$ time for a single $i j \in \mathcal{X}$, yielding a total running time of $\mathcal{O}\left(n^{2} m\right)$ for this step. Next, we iterate over the elements of $\mathcal{X}$ according to their ascending order with respect to $\leq_{r}$. For each $i j \in \mathcal{X}$, we compute $A_{X}^{\varnothing}$ according to Lemmas 6.2.4 and 6.2.9, and we iterate over the elements of $\mathcal{X}\left[[n] \backslash V_{i j}\right]$ in descending order with respect to $\leq_{\ell}$. For each $x y \in \mathcal{X}\left[[n] \backslash V_{i j}\right]$, we compute $A_{V_{i j}}^{x y}$ according to Lemmas 6.2.5, 6.2.6, 6.2.10 and 6.2.11, and we


Figure 6.3: Illustrating the partition $\{X, Y, Z, W\}$ of a maximal $S$-forest $F$ of the cobipartite graph $G$.
iterate over the elements of $\mathcal{X}\left[[n] \backslash V_{x y}\right]$ in descending order with respect to $\leq_{\ell}$. For each $z w \in \mathcal{X}\left[[n] \backslash V_{x y}\right]$, we compute $A_{V_{i j}}^{x y \cup x w}$ according to Lemmas 6.2.7, 6.2.8, 6.2.12 and 6.2.13. The set $A_{\pi(n) n}^{\varnothing}$ is a maximum weighted $S$-forest of $G$, so $[n] \backslash A_{\pi(n) n}^{\varnothing}$ is a minimum subset feedback vertex set of $(G, S)$ and the output of the algorithm. Observe that the number of sets $A_{X}^{Y}$ being computed is $\mathcal{O}\left(m^{3}\right)$ and the computation of a single set $A_{X}^{Y}$ takes constant time. We conclude that the total running time of the algorithm is $\mathcal{O}\left(m^{3}\right)$.

### 6.3 Cobipartite Graphs

Here we show that the number of minimal subset feedback vertex sets on a cobipartite graph is polynomial, which implies a polynomial-time algorithm for solving the SFVS optimization problem on the class of cobipartite graphs.

Theorem 6.3.1. The number of maximal $S$-forests of a cobipartite graph is at most $16 n^{4}$ and they can be enumerated in $\mathcal{O}\left(n^{4}\right)$ time.

Proof. The key observation here is that for every clique $C$ of $G$, an $S$-forest of $G$ containing a vertex of $C \cap S$ contains at most two vertices of $C$. Let $G=(V, E)$ be a cobipartite graph and let $\{A, B\}$ be a partition of $V$ into two cliques. We consider the partition $\left\{A_{S}, A_{R}, B_{S}, B_{R}\right\}$ of $V$ into the four cliques $A_{S}=A \cap S, A_{R}=A \backslash S, B_{S}=B \cap S$ and $B_{R}=B \backslash S$. Let $\{X, Y, Z, W\}$ be the partition of the vertex set of a maximal $S$-forest $F$ of $G$ such that $X \subseteq A_{S}$, $Y \subseteq A_{R}, Z \subseteq B_{S}$ and $W \subseteq B_{R}$ (see Figure 6.3). Then we have $|X| \leq 2$ and
$|Z| \leq 2$. Moreover, if $|X| \geq 1$ (resp. $|Z| \geq 1$ ), then we also have $|X|+|Y| \leq 2$ (resp. $|Z|+|W| \leq 2$ ). By examining the nine cases corresponding to the value combinations of $|X|$ and $|Z|$, we show that there exist at most $22 n^{4}$ maximal $S$-forests of $G$ and they can be enumerated in $\mathcal{O}\left(n^{4}\right)$ time. For every two sets $L$ and $R$, we denote by $L \Delta R$ their symmetric difference, which is the set $(L \backslash R) \cup(R \backslash L)$.

- Let $X=\varnothing$ and $Z=\varnothing$. Then $F$ contains no vertex of $S=A_{S} \cup B_{S}$. No subset of $V \backslash S=A_{R} \cup B_{R}$ induces an $S$-cycle of $G$. Thus, the partition of the vertex set of $F$ in this case is

1. $\left\{X=\varnothing, Y=A_{R}, Z=\varnothing, W=B_{R}\right\}$.

- Let $X=\left\{a_{S}\right\}$ and $Z=\varnothing$. Then either $Y=\varnothing$ or $Y=\left\{a_{R}\right\}$. First assume that $Y=\varnothing$. Let $U$ be a subset of $B_{R}$. Then $\left\{a_{S}\right\} \cup U$ induces an $S$-cycle of $G$ if and only if $U$ consists of two neighbors of $a_{S}$. We conclude that $W$ must contain at most one neighbor of $a_{S}$, so the partition of the vertex set of $F$ in this subcase is

2. either $\left\{X=\left\{a_{S}\right\}, Y=\varnothing, Z=\varnothing, W=\left\{b_{R}\right\} \cup\left(B_{R} \backslash N\left(a_{S}\right)\right)\right\}$, where $b_{R} \in N\left(a_{S}\right)$,
or $\left\{X=\left\{a_{S}\right\}, Y=\varnothing, Z=\varnothing, W=B_{R}\right\}$,
if no such $b_{R}$ exists.
Next assume that $Y=\left\{a_{R}\right\}$. Let $U$ be a subset of $B_{R}$. Then $\left\{a_{S}\right\} \cup U$ induces an $S$-cycle of $G$ if and only if $U$ consists of two neighbors of $a_{S}$. Moveover, $\left\{a_{S}, a_{R}\right\} \cup U$ induces an $S$-cycle of $G$ if and only if $U$ consists of a neighbor of $a_{S}$ and a (not necessarily distinct) neighbor of $a_{R}$. We conclude that $W$ must contain at most one neighbor of $a_{S}$ and that if $W$ contains a neighbor of $a_{S}$, then $W$ must contain no neighbor of $a_{R}$. Thus, the partition of the vertex set of $F$ in this subcase is
3. $\left\{X=\left\{a_{S}\right\}, Y=\left\{a_{R}\right\}, Z=\varnothing, W=\left\{b_{R}\right\} \cup\left(B_{R} \backslash N\left(\left\{a_{S}, a_{R}\right\}\right)\right)\right\}$,
where $b_{R} \in N\left(a_{S}\right) \backslash N\left(a_{R}\right)$;
4. $\left\{X=\left\{a_{S}\right\}, Y=\left\{a_{R}\right\}, Z=\varnothing, W=B_{R} \backslash N\left(a_{S}\right)\right\}$.

- Let $X=\varnothing$ and $Z=\left\{b_{S}\right\}$. Completely symmetrical arguments apply in showing that the partition of the vertex set of $F$ in this case is

5. either $\left\{X=\varnothing, Y=\left\{a_{R}\right\} \cup\left(A_{R} \backslash N\left(b_{S}\right)\right), Z=\left\{b_{S}\right\}, W=\varnothing\right\}$,
where $a_{R} \in N\left(b_{S}\right)$,
or $\left\{X=\varnothing, Y=A_{R}, Z=\left\{b_{S}\right\}, W=\varnothing\right\}$,
if no such $a_{R}$ exists;
6. $\left\{X=\varnothing, Y=\left\{a_{R}\right\} \cup\left(A_{R} \backslash N\left(\left\{b_{S}, b_{R}\right\}\right)\right), Z=\left\{b_{S}\right\}, W=\left\{b_{R}\right\}\right\}$,
where $a_{R} \in N\left(b_{S}\right) \backslash N\left(b_{R}\right) ;$
7. $\left\{X=\varnothing, Y=A_{R} \backslash N\left(b_{S}\right), Z=\left\{b_{S}\right\}, W=\left\{b_{R}\right\}\right\}$.

- Let $X=\left\{a_{S}\right\}$ and $Z=\left\{b_{S}\right\}$. Then either $Y=\varnothing$ or $Y=\left\{a_{R}\right\}$ holds as well as either $W=\varnothing$ or $W=\left\{b_{R}\right\}$ holds, so the partition of the vertex set of $F$ in this case is

8. $\left\{X=\left\{a_{S}\right\}, Y=\left\{a_{R}\right\}, Z=\left\{b_{S}\right\}, W=\left\{b_{R}\right\}\right\}$, where $a_{R}, b_{R}$ are such that $G\left[\left\{a_{S}, a_{R}, b_{S}, b_{R}\right\}\right]$ is an $S$-forest;
9. $\left\{X=\left\{a_{S}\right\}, Y=\left\{a_{R}\right\}, Z=\left\{b_{S}\right\}, W=\varnothing\right\}$,
where $a_{R}$ is such that $G\left[\left\{a_{S}, a_{R}, b_{S}\right\}\right]$ is an $S$-forest, if no $b_{R} \in B_{R}$ is such that $G\left[\left\{a_{S}, a_{R}, b_{S}, b_{R}\right\}\right]$ is an $S$-forest;
10. $\left\{X=\left\{a_{S}\right\}, Y=\varnothing, Z=\left\{b_{S}\right\}, W=\left\{b_{R}\right\}\right\}$,
where $b_{R}$ is such that $G\left[\left\{a_{S}, b_{S}, b_{R}\right\}\right]$ is an $S$-forest, if no $a_{R} \in A_{R}$ is such that $G\left[\left\{a_{S}, a_{R}, b_{S}, b_{R}\right\}\right]$ is an $S$-forest;
11. $\left\{X=\left\{a_{S}\right\}, Y=\varnothing, Z=\left\{b_{S}\right\}, W=\varnothing\right\}$,
if no $c_{R} \in A_{R} \cup B_{R}$ is such that $G\left[\left\{a_{S}, b_{S}, c_{R}\right\}\right]$ is an $S$-forest.

- Let $X=\left\{a_{S}, a_{S}^{\prime}\right\}$ and $Z=\varnothing$. Then $Y=\varnothing$. Let $U$ be a subset of $B_{R}$. Then $\left\{a_{S}\right\} \cup U$ (resp. $\left.\left\{a_{S}^{\prime}\right\} \cup U\right)$ induces an $S$-cycle of $G$ if and only if $U$ consists of two neighbors of $a_{S}$ (resp. $a_{S}^{\prime}$ ). Moreover, $\left\{a_{S}, a_{S}^{\prime}\right\} \cup U$ induces an $S$-cycle of $G$ if and only if $U$ consists of a neighbor of $a_{S}$ and a (not necessarily distinct) neighbor of $a_{S}^{\prime}$. We conclude that $W$ must contain at most one neighbor of $a_{S}$ and at most one neighbor of $a_{S}^{\prime}$, and that if $W$ contains a neighbor of $a_{S}$, then $W$ must contain no neighbor of $a_{S}^{\prime}$, and vice versa. Thus, the partition of the vertex set of $F$ in this case is

12. either $\left\{X=\left\{a_{S}, a_{S}^{\prime}\right\}, Y=\varnothing, Z=\varnothing, W=\left\{b_{R}\right\} \cup\left(B_{R} \backslash N\left(\left\{a_{S}, a_{S}^{\prime}\right\}\right)\right)\right\}$, where $b_{R} \in N\left(a_{S}\right) \Delta N\left(a_{S}^{\prime}\right)$,
or $\left\{X=\left\{a_{S}, a_{S}^{\prime}\right\}, Y=\varnothing, Z=\varnothing, W=B_{R} \backslash\left(N\left(a_{S}\right) \cap N\left(a_{S}^{\prime}\right)\right)\right\}$,
if no such $b_{R}$ exists.

- Let $X=\varnothing$ and $Z=\left\{b_{S}, b_{S}^{\prime}\right\}$. Completely symmetrical arguments apply in showing that the partition of the vertex set of $F$ in this case is

13. either $\left\{X=\varnothing, Y=\left\{a_{R}\right\} \cup\left(A_{R} \backslash N\left(\left\{b_{S}, b_{S}^{\prime}\right\}\right)\right), Z=\left\{b_{S}, b_{S}^{\prime}\right\}, W=\varnothing\right\}$, where $a_{R} \in N\left(b_{S}\right) \triangle N\left(b_{S}^{\prime}\right)$, or $\left\{X=\varnothing, Y=A_{R} \backslash\left(N\left(b_{S}\right) \cap N\left(b_{S}^{\prime}\right)\right), Z=\left\{b_{S}, b_{S}^{\prime}\right\}, W=\varnothing\right\}$, if no such $a_{R}$ exists.

- Let $X=\left\{a_{S}, a_{S}^{\prime}\right\}$ and $Z=\left\{b_{S}\right\}$. Then $Y=\varnothing$ holds as well as either $W=\varnothing$ or $W=\left\{b_{R}\right\}$ holds, so the partition of the vertex set of $F$ in this case is

14. either $\left\{X=\left\{a_{S}, a_{S}^{\prime}\right\}, Y=\varnothing, Z=\left\{b_{S}\right\}, W=\left\{b_{R}\right\}\right\}$,
where $b_{R}$ is such that $G\left[\left\{a_{S}, a_{S}^{\prime}, b_{S}, b_{R}\right\}\right]$ is an $S$-forest; or $\left\{X=\left\{a_{S}, a_{S}^{\prime}\right\}, Y=\varnothing, Z=\left\{b_{S}\right\}, W=\varnothing\right\}$,
if no such $b_{R}$ exists.

- Let $X=\left\{a_{S}\right\}$ and $Z=\left\{b_{S}, b_{S}^{\prime}\right\}$. Then either $Y=\varnothing$ or $Y=\left\{a_{R}\right\}$ holds as well as $W=\varnothing$ holds, so the partition of the vertex set of $F$ in this case is

15. either $\left\{X=\left\{a_{S}\right\}, Y=\left\{a_{R}\right\}, Z=\left\{b_{S}, b_{S}^{\prime}\right\}, W=\varnothing\right\}$,
where $a_{R}$ is such that $G\left[\left\{a_{S}, a_{R}, b_{S}, b_{S}^{\prime}\right\}\right]$ is an $S$-forest;
or $\left\{X=\left\{a_{S}\right\}, Y=\varnothing, Z=\left\{b_{S}, b_{S}^{\prime}\right\}, W=\varnothing\right\}$,
if no such $a_{R}$ exists.

- Let $X=\left\{a_{S}, a_{S}^{\prime}\right\}$ and $Z=\left\{b_{S}, b_{S}^{\prime}\right\}$. Then $Y=\varnothing$ and $W=\varnothing$, so the partition of the vertex set of $F$ in this case is

16. $\left\{X=\left\{a_{S}, a_{S}^{\prime}\right\}, Y=\varnothing, Z=\left\{b_{S}, b_{S}^{\prime}\right\}, W=\varnothing\right\}$.

Notice that every one of the above 16 forms of the partition $\{X, Y, Z, W\}$ of the maximal $S$-forest $F$ of $G$ involves choosing at most 4 distinct vertices of $G$. This implies that every one of these forms describes at most $n^{4}$ maximal $S$-forests of $G$. Therefore, the maximal $S$-forests of $G$ are at most $16 n^{4}$ in total.

## SFVS ON Subclasses of Chordal Graphs

In this chapter, we present our results for SFVS on particular subclasses of chordal graphs beyond interval graphs. The chapter is structured as follows: In Section 7.2, we make an important observation that we apply extensively in order to obtain the two polynomial-time algorithms that we provide in this chapter. In Section 7.3, we show how to transform a tree model of a chordal graph into one which satisfies a property that is required by our algorithms. In Section 7.4, we provide a polynomial-time algorithm for solving SFVS on graphs with bounded leafage and we establish $\mathrm{W}[1]$-hardness of the weighted SFVS problem on chordal graphs parameterized by leafage. In Section 7.5, we provide a polynomial-time algorithm for solving SFVS on rooted path graphs and we establish NP-hardness of SFVS on undirected path graphs. The results presented in this chapter were published in the following works:

- Charis Papadopoulos and Spyridon Tzimas. Computing a Mininum Subset Feedback Vertex Set on Chordal Graphs Parameterized by Leafage. $33^{\text {rd }}$ International Workshop on Combinatorial Algorithms (IWOCA 2022). Lecture Notes in Computer Science (LNCS), 13270:466-479 (2022).
- Charis Papadopoulos and Spyridon Tzimas. Computing a Mininum Subset Feedback Vertex Set on Chordal Graphs Parameterized by Leafage. Algorithmica (2023).


### 7.1 Preliminaries on the Tree Model Structure

Let $T$ be a rooted tree. We use $r(T)$ to denote its root. We assume that the edges of $T$ are directed away from $r(T)$. We denote the unique directed path from a node $s$ to a node $t$ by $s \rightarrow t$. If $s \rightarrow t$ exists in $T$, we say that $t$ is a descendant of $s$ and that $s$ is an ancestor of $t$. The leaves of an undirected tree $T$ are exactly the nodes of $T$ having degree at most one. The leaves of a rooted tree $T$ are exactly the nodes of $T$ having in-degree at most one and out-degree zero. For any tree $T$, we use $L(T)$ to denote the set of its leaves. Observe that for an undirected tree $T$ we have $|L(T)|=1$ if and only if $T$ has no edges, whereas for a rooted tree $T$ we have $|L(T)|=1$ if and only if $T$ is a directed path.

A binary relation defined on a set is called a partial order if it is transitive and anti-symmetric. Let $X$ be a set and $\leq$ be a partial order on $X$. We say that two elements $u$ and $v$ of $X$ are comparable with respect to $\leq$ if $u \leq v$ or $v \leq u$; otherwise, $u$ and $v$ are called incomparable with respect to $\leq$. If $u \leq v$ and $u \neq v$, then we simply write $u<v$. For all $X^{\prime} \subseteq X$, we write $\min _{\leq} X^{\prime}$ and $\max _{\leq} X^{\prime}$ to denote the sets of all minimal and maximal elements of $X^{\prime}$ with respect to $\leq$ respectively. Given a rooted tree $T=\left(V_{T}, E_{T}\right)$, we define a partial order on the nodes of $T$ as follows: for every $x, y \in V_{T}, x \leq_{T} y \Leftrightarrow y \rightarrow x$ exists in $T$. Regarding $\leq_{T}$ we make the following observations.

Observation 7.1.1. Let $T=\left(V_{T}, E_{T}\right)$ be a rooted tree. For every $x, y, y^{\prime} \in$ $V_{T}$, if $x \leq_{T} y$ and $x \leq_{T} y^{\prime}$, then $y$ and $y^{\prime}$ are comparable with respect to $\leq_{T}$.

Proof. Let $x \leq_{T} y$ and $x \leq_{T} y^{\prime}$. Then by definition $y \rightarrow x$ and $y^{\prime} \rightarrow x$ exist in $T$. Since $T$ is a rooted tree, every node has at most one parent in $T$. By induction, for every $k \in \mathbb{N}$, every node has at most one ancestor at distance $k$ in $T$. We set $y_{c}$ and $y_{f}$ to be the nodes among $y, y^{\prime}$ which are the closest and the farthest away from $x$ respectively. Then observe that $y_{f} \rightarrow x$ contains $y_{c}$ and in particular $y_{f} \rightarrow y_{c}$ exists in $T$, which implies that $y_{c} \leq_{T} y_{f}$ by definition, so $y$ and $y^{\prime}$ are comparable with respect to $\leq_{T}$.

Observation 7.1.2. Let $T$ be a rooted tree and let $T^{\prime}$ be a subtree of $T$. For every $l, r \in V\left(T^{\prime}\right)$ such that $l<r$, every node $b \in V(T)$ such that $l<b<r$ is also in $V\left(T^{\prime}\right)$.

Proof. By definition, $l<b<r$ implies that $r \rightarrow b$ and $b \rightarrow l$ exist in $T$. In other words, $r \rightarrow l$ exists in $T$ and contains $b$. Since $T^{\prime}$ is connected and
$l, r \in V\left(T^{\prime}\right)$, we conclude that all the nodes in $r \rightarrow l$ are in $V\left(T^{\prime}\right)$. In particular $b \in V\left(T^{\prime}\right)$.

Observation 7.1.3. Let $T$ be a rooted tree and let $V$ be a set of pairwise incomparable nodes of $T$ with respect to $\leq_{T}$. Then $|V| \leq|L(T)|$.

Proof. Notice that for every node $x$ of $T$, there exists a leaf $l$ of $T$ such that $l \leq_{T} x$. Assume that $|L(T)|<|V|$. Then there exists a leaf $l$ of $T$ and two distinct nodes $x, y \in V$ such that $l \leq_{T} x$, and $l \leq_{T} y$. By Observation 7.1.1, the nodes $x$ and $y$ are comparable with respect to $\leq_{T}$, a contradiction. We conclude that $|V| \leq|L(T)|$.

Leafage and vertex leafage A tree model of a graph $G=\left(V_{G}, E_{G}\right)$ is a pair $\left(T,\left\{T_{v}\right\}_{v \in V_{G}}\right)$ such that (1) $T$ is a tree, called a host tree ${ }^{1},(2)$ for each $v \in V_{G}, T_{v}$ is a subtree of $T$, and (3) for each $u, v \in V_{G}$ such that $u \neq v$, $u v \in E_{G}$ if and only if $V\left(T_{u}\right) \cap V\left(T_{v}\right) \neq \varnothing$. It is known that a graph is chordal if and only if it admits a tree model $[16,39]$. The tree model of a chordal graph is not necessarily unique. The leafage of a chordal graph $G$, denoted by $\ell(G)$, is the minimum number of leaves of the host tree among all tree models of $G$, that is, $\ell(G)$ is the smallest integer $\ell$ such that there exists a tree model $\left(T,\left\{T_{v}\right\}_{v \in V_{G}}\right)$ of $G$ with $|L(T)|=\ell[59]$. Moreover, every chordal graph $G$ admits a tree model for which its host tree $T$ has the minimum $|L(T)|$ and $|V(T)| \leq n[19,43] ;$ such a tree model can be constructed in $\mathcal{O}\left(n^{3}\right)$ time [43]. Thus the leafage $\ell(G)$ of a chordal graph $G$ is computable in polynomial time.

A relaxation of the leafage is the vertex leafage introduced by Chaplick and Stacho [19]. The vertex leafage of a chordal graph $G$, denoted by $v \ell(G)$, is the smallest integer $v \ell$ such that there exists a tree model $\left(T,\left\{T_{v}\right\}_{v \in V_{G}}\right)$ of $G$ where $\left|L\left(T_{v}\right)\right| \leq v \ell$ for all $v \in V_{G}$. Clearly, we have $v \ell(G) \leq \ell(G)$. Unlike the leafage, deciding whether the vertex leafage of a chordal graph is at most $v \ell$ is NP-complete for every fixed integer $v \ell \geq 3$ [19].

Notice that for any tree model $\left(T,\left\{T_{v}\right\}_{v \in V_{G}}\right)$ and for any $\ell, v \ell \in \mathbb{N}^{*}$ such that $|L(T)| \leq \ell$ and $\left|L\left(T_{v}\right)\right| \leq v \ell$ for all $v \in V_{G}$, after rooting $T$ in an arbitrary node, the same conditions still hold. Henceforth, we will only consider tree models with host trees that are rooted trees unless otherwise stated. Under these terms, observe that $(1) \ell(G) \leq 1 \Leftrightarrow G$ is an interval $\operatorname{graph}^{2},(2) v \ell(G) \leq 1 \Leftrightarrow G$

[^0]is a rooted path graph, and $(3) v \ell(G) \leq 2$ if $G$ is an undirected path graph.

### 7.2 Preliminaries for Solving SFVS

Let $G=\left(V_{G}, E_{G}\right)$ be a chordal graph, let $S \subseteq V_{G}$ and let $X, Y \subseteq V_{G}$ such that $X \cap Y=\varnothing$ and $G[Y] \in \mathcal{F}_{S}$. A partition $\mathcal{P}$ of $X$ is called nice if for any $S$-triangle $S_{t}$ of $G[X \cup Y]$, there is a part $P \in \mathcal{P}$ such that $V\left(S_{t}\right) \cap X \subseteq P$. In other words, any $S$-triangle of $G[X \cup Y]$ is involved with at most one part of any nice partition of $X$. With respect to the defined optimal solutions $A_{X}^{Y}$, we observe the following:

Observation 7.2.1. Let $G=\left(V_{G}, E_{G}\right)$ be a chordal graph, let $S \subseteq V_{G}$ and let $X, Y \subseteq V_{G}$ such that $X \cap Y=\varnothing$ and $G[Y] \in \mathcal{F}_{S}$. Then the following hold:
(1)

$$
\begin{aligned}
& \text { (1) } A_{X}^{Y} \leftrightarrow \bigcup_{P \in \mathcal{P}} A_{P}^{Y} \text { for any nice partition } \mathcal{P} \text { of } X \text {. } \\
& \text { (2) } A_{X}^{Y} \leftrightarrow A_{X}^{Y^{\prime}} \text { where } Y^{\prime}=Y \cap N\left(X^{\prime}\right) \text { for any } X \supseteq X^{\prime} \supseteq X \backslash\{u \in X \backslash S \mid \\
& Y \cap N(u) \subseteq Y \backslash S\} \text {. }
\end{aligned}
$$

Proof. For the first statement, assume that there is an $S$-triangle $S_{t}$ in $G[X \cup$ $Y]$. Then it must contain a vertex of some part $P$ of $\mathcal{P}$, as $G[Y]$ is an $S$-forest. By the definition of a nice partition, we have $V\left(S_{t}\right) \cap X \subseteq P$. Therefore, we deduce $A_{X}^{Y} \cap P \leftrightarrow A_{P}^{Y}$, which shows the claim.

For the second statement, observe that $G\left[Y^{\prime}\right] \in \mathcal{F}_{S}$, as $Y^{\prime} \subseteq Y$ and $G[Y] \in$ $\mathcal{F}_{S}$. Also, notice that any $S$-triangle in $G\left[X \cup Y^{\prime}\right]$ remains an $S$-triangle in $G[X \cup Y]$. Consider an $S$-triangle in $G[X \cup Y]$ induced by $\{x, y, z\}$ where $x \in X$ and $y \in Y$. We show that $y \in Y^{\prime}$ and $z \in X \cup Y^{\prime}$. If $x \in X^{\prime}$, then $y \in Y^{\prime}$ and $z \in X \cup Y^{\prime}$ by the fact that $Y^{\prime}=Y \cap N\left(X^{\prime}\right)$. Suppose that $x \in X \backslash S$ such that $Y \cap N(x) \subseteq Y \backslash S$. Then $y \in Y \backslash S$ and $z \in X \cup(Y \backslash S)$. This means that $z$ must be in $S$ and in particular $z \in X \cap S \subseteq X^{\prime}$. By the fact that $Y^{\prime}=Y \cap N\left(X^{\prime}\right)$, we conclude that $y \in Y^{\prime}$. Thus, any $S$-triangle in $G[X \cup Y]$ remains an $S$-triangle in $G\left[X \cup Y^{\prime}\right]$, which concludes the proof.

Observation 7.2 .1 suggests how to reduce the computation of $A_{X}^{Y}$ to the computation of optimal solutions to smaller instances. More precisely, by Observation 7.2.1 (1), if we obtain a nice partition $\mathcal{P}$ of the vertex set $X$, then we can reduce the computation of $A_{X}^{Y}$ to the computation of $A_{P}^{Y}$ for every $P \in$


Figure 7.1: We replace node $x$ of $T$ by the directed path $\left\langle x_{-k_{r}}, \ldots, x_{0}, \ldots, x_{k_{l}}\right\rangle$ such that in $T^{\prime}$ the node of $N_{T}^{-}(x)$ points to $x_{-k_{r}}$ and all nodes of $N_{T}^{+}(x)$ are pointed by $x_{k_{l}}$ instead.
$\mathcal{P}$, which are optimal solutions to smaller and pairwise-independent instances, and Observation 7.2 .1 (2) states that for computing $A_{X}^{Y}$, it is sufficient to consider only the vertices $y$ of $Y$ which have neighbours $x$ in $X$ such that at least one of $x$ and $y$ is in $S$.

### 7.3 Expanded Tree Model

Given a tree model of a chordal graph, we are interested in defining a partial order on the vertices of the graph that takes advantage of the underlying tree structure. For this purpose, it is necessary that each of the subtrees of the tree model corresponds to at most one vertex of the graph. Here we show how a tree model can be altered in order to obtain this property in a formal way. Assume that $G$ is a chordal graph.

Definition 7.3.1. A tree model $\left(T,\left\{T_{v}\right\}_{v \in V_{G}}\right)$ of $G$ is called expanded tree model if the sets of the collection $\left\{\left\{r\left(T_{v}\right)\right\}\right\}_{v \in V_{G}} \cup\left\{L\left(T_{v}\right)\right\}_{v \in V_{G}}$ are paiwisedisjoint.

We show that for any tree model $M$ of a chordal graph $G$, there exists an expanded tree model $M^{\prime}$ of $G$ that is structurally close to $M$. In fact, we provide an algorithm that, given a tree model of $G$, constructs such an expanded tree model of $G$.

Lemma 7.3.1. For any tree model $\left(T,\left\{T_{v}\right\}_{v \in V_{G}}\right)$ of $G$ and for any $\ell, v \ell \in \mathbb{N}^{*}$ such that $|L(T)|=\ell$ and $\left|L\left(T_{v}\right)\right| \leq v \ell$ for all $v \in V_{G}$, there is an expanded tree model $\left(T^{\prime},\left\{T_{v}^{\prime}\right\}_{v \in V_{G}}\right)$ of $G$ such that:

- $\left|L\left(T^{\prime}\right)\right|=|L(T)|=\ell$ and $\left|L\left(T_{v}^{\prime}\right)\right|=\left|L\left(T_{v}\right)\right| \leq v \ell$ for all $v \in V_{G}$, and
- $\left|V\left(T^{\prime}\right)\right| \leq|V(T)|+(1+v \ell) n$.

Moreover, given $\left(T,\left\{T_{v}\right\}_{v \in V_{G}}\right)$, the expanded tree model can be constructed in time $\mathcal{O}\left(n^{2}\right)$.

Proof. Consider a node $x$ of $T$. Assume that $x$ is the root of $k_{r}$ subtrees $T_{v_{-1}}, \ldots, T_{v_{-k_{r}}}$ and a leaf of $k_{l}$ subtrees $T_{v_{1}}, \ldots, T_{v_{k_{l}}}$ of $\left\{T_{v}\right\}_{v \in V_{G}}$ where $k_{r}+$ $k_{l} \geq 2$. We replace the node $x$ in $T$ by the gadget shown in Figure 7.1. We also modify every subtree $T_{v}$ of $\left\{T_{v}\right\}_{v \in V_{G}}$ as follows:

- If there exists an $i \in-\left[k_{r}\right]$ such that $T_{v}=T_{v_{i}}$ and $T_{v} \neq T_{v_{j}}$ for all $j \in\left[k_{l}\right]$, then we replace $x$ in $T_{v}$ by the part of the gadget involving the vertices $x_{i}, \ldots, x_{0}, \ldots, x_{k_{l}}$.
- If $T_{v} \neq T_{v_{i}}$ for all $i \in-\left[k_{r}\right]$ and there exists a $j \in\left[k_{l}\right]$ such that $T_{v}=T_{v_{j}}$, then we replace $x$ in $T_{v}$ by the part of the gadget involving the vertices $x_{-k_{r}}, \ldots, x_{0}, \ldots, x_{j}$.
- If there exists an $i \in-\left[k_{r}\right]$ such that $T_{v}=T_{v_{i}}$ and a $j \in\left[k_{l}\right]$ such that $T_{v}=T_{v_{j}}$, then we replace $x$ in $T_{v}$ by the part of the gadget involving the vertices $x_{i}, \ldots, x_{0}, \ldots, x_{j}$.
- If $T_{v} \neq T_{v_{i}}$ for all $i \in-\left[k_{r}\right]$ and $T_{v} \neq T_{v_{j}}$ for all $j \in\left[k_{l}\right]$, then
- if $x$ is a (necessarilly internal) node of $T_{v}$, we replace $x$ in $T_{v}$ by the whole gadget, otherwise $T_{v}^{\prime}=T_{v}$.

To see that $\left(T^{\prime},\left\{T_{v}^{\prime}\right\}_{v \in V_{G}}\right)$ is indeed a tree model of $G$, observe that for every $T_{u}, T_{w} \in\left\{T_{v}\right\}_{v \in V_{G}}$ :

- if $x \in V\left(T_{u}\right) \cap V\left(T_{w}\right)$, then $x_{0} \in V\left(T_{u}^{\prime}\right) \cap V\left(T_{w}^{\prime}\right)$, and
- if $x \notin V\left(T_{u}\right) \cap V\left(T_{w}\right)$, then $x_{-k_{l}}, \ldots, x_{k_{r}} \notin V\left(T_{u}^{\prime}\right) \cap V\left(T_{w}^{\prime}\right)$.

Thus the intersection graph of $\left(T^{\prime},\left\{T_{v}^{\prime}\right\}_{v \in V_{G}}\right)$ is isomorphic to $G$. Observe that among the sets $\left\{r\left(T_{v_{-k_{r}}}\right)\right\}, \ldots,\left\{r\left(T_{v_{-1}}\right)\right\}, L\left(T_{v_{1}}\right), \ldots, L\left(T_{v_{k_{l}}}\right)$, the node $x_{i}$ is only in $\left\{r\left(T_{v_{i}}\right)\right\}$ for all $i \in-\left[k_{r}\right]$ and only in $L\left(T_{v_{i}}\right)$ for all $i \in\left[k_{r}\right]$. Iteratively applying the above modifications to $\left(T,\left\{T_{v}\right\}_{v \in V_{G}}\right)$ results in an tree model of $G$ that satisfies Definition 7.3 .1 for being an expanded tree model.

Observe that the iterative procedure described above preserves the number of leaves of the tree and of all subtrees in the collection of the tree model. Let us now bound $\left|V\left(T^{\prime}\right)\right|$. Recall that every subtree in $\left\{T_{v}\right\}_{v \in V_{G}}$ has at most $v \ell$ leaves. In the worst case, every subtree in $\left\{T_{v}\right\}_{v \in V_{G}}$ has exactly $v \ell$ leaves and


Figure 7.2: Illustration of a chordal graph $G$ (top left), a tree model of $G$ (top center) and an expanded tree model of $G$ obtained via the iterative procedure described in the proof of Lemma 7.3 .1 (bottom). The paths of the two models corresponding to each vertex of $G$ are the ones formed from the nodes containing the color of that vertex.
no node of $T$ is the root of one subtree and a leaf of no subtree of $\left\{T_{v}\right\}_{v \in V_{G}}$ or vice versa. In this case, the iterative procedure described above will add $\sum_{v \in V_{G}}\left(\left|\left\{r\left(T_{v}\right)\right\}\right|+\left|L\left(T_{v}\right)\right|\right)=(1+v \ell) n$ nodes to $T$. We conclude that the procedure adds at most $(1+v \ell) n$ nodes to $T$ as well as to the $n$ subtrees in $\left\{T_{v}\right\}_{v \in V_{G}}$, resulting in the total running time of $\mathcal{O}\left(n^{2}\right)$.

An example of an expanded tree model produced by the iterative procedure described in the proof of Lemma 7.3.1 is shown in Figure 7.2. Hereafter we assume that $\left(T,\left\{T_{v}\right\}_{v \in V_{G}}\right)$ is an expanded tree model of $G$. For any vertex $u$ of $G$, we denote the node $r\left(T_{u}\right)$ by $r(u)$ for simplicity. We define the following partial order on the vertices of $G$ : for all $u, v \in V_{G}, u \leq_{G} v \Leftrightarrow r(u) \leq_{T} r(v)$. In other words, two vertices of $G$ are comparable with respect to $\leq_{G}$ if and only if there is a directed path between their corresponding roots in $T$. Since we defined $\leq_{G}$ and $\leq_{T}$ on disjoint sets, we will subsequently omit mentioning the relevant partial order explicitly.

Observation 7.3.2. Let $u, v, w, z \in V_{G}$. Then, the following hold:
(1) If $u v \in E_{G}$, then $u$ and $v$ are comparable.
(2) If $u \leq v, z \leq w$, and $u$ and $z$ are comparable, then $v$ and $w$ are comparable.
(3) If $u<v<w$ and $u w \in E_{G}$, then $v w \in E_{G}$.

Proof. For the first statement, assume that $x \in V\left(T_{u}\right) \cap V\left(T_{v}\right)$, which exists as $u v \in E_{G}$. Then the paths $r(u) \rightarrow x$ and $r(v) \rightarrow x$ exist in $T$. Equivalently, $x \leq r(u)$ and $x \leq r(v)$ hold. By Observation 7.1.1, we get that $r(u)$ and $r(v)$ are comparable, which implies that $u$ and $v$ are also comparable.

For the second statement, assume first that $u \leq z$. Then $r(u) \leq r(z) \leq$ $r(w)$ because also $z \leq w$. Additionally $r(u) \leq r(v)$ because $u \leq v$. Just as before, by Observation 7.1.1, we get that $r(v)$ and $r(w)$ are comparable, which implies that $v$ and $w$ are also comparable. The case for $z \leq u$ is completely symmetrical.

For the third statement, observe that $u<v<w$ implies that $r(u)<r(v)<$ $r(w)$. We show that $r(v) \in V\left(T_{w}\right)$. Since $u$ and $w$ are adjacent, there exists a node $x \in V\left(T_{u}\right) \cap V\left(T_{w}\right)$. Then the paths $r(u) \rightarrow x$ and $r(w) \rightarrow x$ exist in $T$, implying that $x \leq r(u)$ and $x \leq r(w)$. Since $x, r(w) \in V\left(T_{w}\right)$ and $x<r(v)<r(w)$, by Observation 7.1.2, we get that $r(v) \in V\left(T_{w}\right)$, so $v$ and $w$ are adjacent.

For all $u \in V_{G}$, we define $V_{u}$ to be the set $\left\{u^{\prime} \in V_{G} \mid u^{\prime} \leq u\right\}$. We also define $\triangleleft u$ to be the set $\max \left\{u^{\prime} \in V_{G} \mid u^{\prime}<u\right\}=\max \left(V_{u} \backslash\{u\}\right)$. Moreover, for all $u v \in E_{G}$, we define $\triangleleft u v$ to be the set $\max \left\{u^{\prime} \in V_{G} \mid u^{\prime}<u, v\right.$ and $\left(u^{\prime} u \notin\right.$ $E_{G}$ or $\left.\left.u^{\prime} v \notin E_{G}\right)\right\}=\max \left(\left(V_{u} \cap V_{v}\right) \backslash(N[u] \cap N[v])\right)$. Recall that for any edge $u v \in E_{G}$, either $u<v$ or $v<u$ by Observation 7.3.2 (1). If $u<v$ holds, then $\triangleleft u v=\max \left(V_{u} \backslash(N[u] \cap N(v))\right)$. For all $U \subseteq V_{G}$, we define $\mathcal{V}_{U}$ to be the collection $\left\{V_{u}\right\}_{u \in U}$. For the example of Figure 7.2, denoting the red, green, blue, cyan, magenta and yellow vertices by $r, g, b, c, m$ and $y$ respectively, the following hold:

$$
\begin{array}{llll}
V_{r}=\{r, m, y\} & \triangleleft r=\{m, y\} & & \triangleleft g b=\{m, y\} \\
V_{g}=\{r, g, m, y\} & \triangleleft g=\{r\} & \triangleleft r g=\{m\} & \triangleleft g c=\{r\} \\
V_{b}=\{r, g, b, c, m, y\} & \triangleleft b=\{c\} & \triangleleft r b=\{y\} & \triangleleft g y=\varnothing \\
V_{c}=\{r, g, c, m, y\} & \triangleleft c=\{g\} & \triangleleft r m=\varnothing & \\
V_{m}=\{m\} & \triangleleft m=\varnothing & \triangleleft r y=\varnothing & \triangleleft b c=\{r\} \\
V_{y}=\{y\} & \triangleleft y=\varnothing & & \triangleleft b m=\varnothing
\end{array}
$$

Having defined all the primary components, we can now provide a brief outline of our dynamic programming algorithms.

Step 1: Construction of expanded tree model. From a tree model of the chordal graph $G$ that we are given as input, we produce an expanded tree model $(T, \mathcal{T})$ as described in the proof of Lemma 7.3.1.

Step 2: Computation of auxiliary vertex sets. Traversing $T$ from its leaves to its root, upon reaching each node $v \in V_{T}$, if there exists a vertex $u \in V_{G}$ such that $r(u)=v$, then we compute the set $\triangleleft u$. Similarly for all other auxiliary vertex sets that are necessary for each algorithm.

Step 3: Computation of optimal solutions to subproblems. Traversing $T$ again from its leaves to its root, upon reaching each node $v \in V_{T}$, if there exists a vertex $u \in V_{G}$ such that $r(u)=v$, then we compute the optimal solution $A_{V_{u}}^{\varnothing}$ from previously computed optimal solutions to smaller subproblems. Similarly for optimal solutions to all other subproblems that are necessary for each algorithm.

The following two lemmas provide nice partitions of $X$, to be used in the application of Observation 7.2.1 (1), in certain cases of $X$ that are considered by both our algorithms.

Lemma 7.3.3. For every $u \in V_{G}$, the collection $\mathcal{V}_{\triangleleft u}$ is a partition of $V_{u} \backslash\{u\}$ into pairwise disconnected sets. For every $u, v \in V_{G}$ such that $u<v$ and $u v \in E_{G}$, the collection $\mathcal{V}_{\triangleleft u v}$ is a partition of $V_{u} \backslash(N[u] \cap N(v))$ into pairwise disconnected sets.

Proof. We prove the first statement. The proof of the second statement is completely analogous. Firstly notice that, by definition, the vertices of $\triangleleft u$ are pairwise incomparable. Consider two vertices $u_{1}^{\prime}$ and $u_{2}^{\prime}$ such that $u_{1}^{\prime} \leq u_{1}$ and $u_{2}^{\prime} \leq u_{2}$ where $u_{1}$ and $u_{2}$ are two vertices of $\triangleleft u$. Clearly, $u_{1}^{\prime} \in V_{u_{1}}$ and $u_{2}^{\prime} \in V_{u_{2}}$. By Observation 7.1.1 and Observation 7.3.2 (1-2), it follows that the vertices $u_{1}^{\prime}$ and $u_{2}^{\prime}$ are distinct and non-adjacent.

Lemma 7.3.4. For every $u \in V_{G}$, the collection $\mathcal{V}_{\triangleleft u}$ is a nice partition of $V_{u} \backslash\{u\}$. For every $u, v \in V_{G}$ such that $u<v$ and $u v \in E_{G}$, the collection $\mathcal{V}_{\triangleleft u v}$ is a nice partition of $V_{u} \backslash(N[u] \cap N(v))$.

Proof. We prove the first statement. The proof of the second statement is completely analogous. Let $X=V_{u} \backslash\{u\}$ and $Y \subseteq V_{G}$ such that $X \cap Y=\varnothing$. Suppose that $S_{t}$ is an $S$-triangle of $G[X \cup Y]$ for which the intersection of $V\left(S_{t}\right)$ and a part of $\mathcal{V}_{\triangleleft u}$ is non-empty for at least two such parts. Assume that $P_{1}$ and $P_{2}$ are two of those parts and let $u_{1} \in V\left(S_{t}\right) \cap P_{1}$ and $u_{2} \in V\left(S_{t}\right) \cap P_{2}$. Then $u_{1}$ and $u_{2}$ must be adjacent, which is in contradiction to Lemma 7.3.3.

The following Lemma simplifies the calculation of $Y^{\prime}$ in Observation 7.2.1 (2) in the case of $X=V_{u}$ for some $u \in V_{G}$.

Lemma 7.3.5. Let $u \in V_{G}$ and $Y \subseteq V_{G} \backslash V_{u}$. Then $Y \cap N\left(V_{u}\right)=Y \cap N(u)$.

Proof. From the facts that $u \in V_{u}$ and $Y \subseteq V_{G} \backslash V_{u}$, it directly follows that $Y \cap N(u) \subseteq Y \cap N\left(V_{u}\right)$. We will now show that also $Y \cap N\left(V_{u}\right) \subseteq Y \cap N(u)$. It suffices to show that $N\left(V_{u}\right) \subseteq N(u)$. Let $w \in N\left(V_{u}\right)$. Then there exists a vertex $v \in V_{u}$ such that $v w \in E_{G}$. It suffices to show that $w \in N(u)$. Assume that $u \neq v$, as otherwise the claim trivially holds. Then $v<u$, because $v \in V_{u}$. Moreover, Observation 7.3.2 (1) implies that either $w<v$ or $v<w$. Since $w<v<u$ contradicts the fact that $w \notin V_{u}$, we conclude that $v<w$. Then by applying Observation 7.3.2 (2) we obtain that $u$ and $w$ are comparable. Since $w \notin V_{u}$, it must be that $v<u<w$ and by Observation 7.3.2 (3) we conclude that $u w \in E_{G}$.

We are now ready to show the first recursive expressions of optimal solutions to subproblems, to be used for the computation of $A_{X}^{Y}$ in certain cases of $X$ and $Y$ that are considered by both our algorithms. Both statements involve the application of Observation 7.2.1 in combination with Lemma 7.3.4 and Lemma 7.3.5.

Lemma 7.3.6. Let $u \in V_{G}$ and $Y \subseteq V_{G} \backslash V_{u}$. If $u \notin A_{V_{u}}^{Y}$, then $A_{V_{u}}^{Y} \leftrightarrow$ $\bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{Y \cap N\left(u^{\prime}\right)}$.

Proof. Since $u \notin A_{V_{u}}^{Y}$, we have $A_{V_{u}}^{Y} \leftrightarrow A_{V_{u} \backslash\{u\}}^{Y}$. According to Lemma 7.3.4, the collection $\mathcal{V}_{\triangleleft u}$ is a nice partition of $V_{u} \backslash\{u\}$. By Observation 7.2.1 and Lemma 7.3.5, we get $A_{V_{u} \backslash\{u\}}^{Y} \leftrightarrow \bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{Y} \leftrightarrow \bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{Y \cap\left(V_{u^{\prime}}\right)} \leftrightarrow$ $\bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{Y \cap N\left(u^{\prime}\right)}$.

Lemma 7.3.7. Let $u \in V_{G}$. If $u \in A_{V_{u}}^{\varnothing}$, then $A_{V_{u}}^{\varnothing} \leftrightarrow\{u\} \cup \bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{\{u\} \cap N\left(u^{\prime}\right)}$.

Proof. Assume that $u \in A_{V_{u}}^{\varnothing}$. Then $A_{V_{u}}^{\varnothing} \leftrightarrow\{u\} \cup A_{V_{u} u\{u\} \text {. Recall that }}^{\{u\}}$. the collection $\mathcal{V}_{\triangleleft u}$ is a nice partition of $V_{u} \backslash\{u\}$. By Observation 7.2.1 and Lemma 7.3.5, we get $A_{V_{u} \backslash\{u\}}^{\{u\}} \leftrightarrow \bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{\{u\}} \leftrightarrow \bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{\{u\} \cap N\left(V_{u^{\prime}}\right)} \leftrightarrow$ $\bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{\{u\} \cap N\left(u^{\prime}\right)}$.

### 7.4 SFVS on Graphs with Bounded Leafage

In this section our goal is to show that SFVS can be solved in polynomial time on chordal graphs with bounded leafage. In particular, we consider chordal graphs that have an intersection model tree with at most $\ell$ leaves and we show that SFVS can be solved in $n^{\mathcal{O}(\ell)}$ time. We subsequently assume that we are given a chordal graph $G$ that admits an expanded tree model $\left(T,\left\{T_{v}\right\}_{v \in V_{G}}\right)$ with $|L(T)|=\ell$ due to Lemma 7.3.1.

Given a set of vertices of $G$, we collect the nodes and the leaves and of their corresponding subtrees: for every $U \subseteq V_{G}$, we define $V(U)=\bigcup_{u \in U} V\left(T_{u}\right)$ and $L(U)=\bigcup_{u \in U} L\left(T_{u}\right)$. Notice that for any non-empty $U \subseteq V_{G}$, the sets $V(U)$ and $L(U)$ are also non-empty, and the nodes of $L(U)$ admit a partial order $\leq_{T}$. Moreover, given a set of nodes of $T$, we collect the vertices corresponding to the subtrees of which they are leaves: for every $V \subseteq V_{T}$, we define $L^{-1}(V)$ to be the set $\left\{u \in V_{G} \mid L\left(T_{u}\right) \cap V \neq \varnothing\right\}$.

Observation 7.4.1. Let $U \subseteq V_{G}$ and $V \subseteq L(U)$. Then $L^{-1}(V) \subseteq U$.

Proof. The fact that $V \subseteq L(U)$ yields $L^{-1}(V) \subseteq L^{-1}(L(U))$. We will show that $L^{-1}(L(U)) \subseteq U$. Let $u$ be a vertex of $G$ such that $u \notin U$. Then, since $\left(T,\left\{T_{v}\right\}_{v \in V_{G}}\right)$ is an expanded tree model, Definition 7.3.1 implies that $L\left(T_{u}\right) \cap L(U)=\varnothing$. Thus $u \notin L^{-1}(L(U))$.

For every $U \subseteq V_{G}$, we define the representation of $U$ to be the set $R_{\leq 2}(U)=$ $R_{1}(U) \cup R_{2}(U)$ where $R_{1}(U)=L^{-1}(\min L(U))$ and $R_{2}(U)=$ $L^{-1}\left(\min L\left(U \backslash R_{1}(U)\right)\right)$. Observation 7.4.1 implies that $R_{\leq 2}(U) \subseteq U$ for every $U \subseteq V_{G}$. Observe that for any $V \subseteq V_{T}$, the set min $V$ of minimal nodes of $V$ is a set of pairwise-incomparable nodes, so $|\min V| \leq|L(T)|=\ell$ by Observation 7.1.3. This implies that $\left|R_{\leq 2}(U)\right| \leq 2 \ell$ for all $U \subseteq V_{G}$. Representations have the following property.

Observation 7.4.2. Let $u \in V_{G}$ and let $Y \subseteq V_{G} \backslash V_{u}$. Then $V(Y) \cap V\left(V_{u}\right)=$ $V\left(R_{1}(Y)\right) \cap V\left(V_{u}\right)$ and $V\left(Y \backslash R_{1}(Y)\right) \cap V\left(V_{u}\right)=V\left(R_{2}(Y)\right) \cap V\left(V_{u}\right)$.

Proof. We show that the first equation holds. Showing that the second equation holds is completely analogous. By Observation 7.4.1, we get $R_{1}(Y) \subseteq$ $Y \Rightarrow V\left(R_{1}(Y)\right) \subseteq V(Y) \Rightarrow V\left(R_{1}(Y)\right) \cap V\left(V_{u}\right) \subseteq V(Y) \cap V\left(V_{u}\right)$. We will show that also $V(Y) \cap V\left(V_{u}\right) \subseteq V\left(R_{1}(Y)\right) \cap V\left(V_{u}\right)$. Let $b \in V(Y) \cap V\left(V_{u}\right)$. Then there exist $u^{\prime} \in V_{u}$ and $v \in Y$ such that $b \in V\left(T_{u^{\prime}}\right) \cap V\left(T_{v}\right)$. Since $b \in V\left(T_{u^{\prime}}\right)$,
we get $b \leq r\left(u^{\prime}\right)$. Since $b \in V\left(T_{v}\right)$, there exists an $l \in L\left(T_{v}\right) \subseteq L(Y)$ such that $l \leq b$. Then there exists an $l^{\prime} \in \min L(Y)$ such that $l^{\prime} \leq l$. By definition of $R_{1}(Y)$, there exists a vertex $v^{\prime} \in R_{1}(Y)$ such that $l^{\prime} \in L\left(T_{v^{\prime}}\right)$. Putting it all together yields $l^{\prime} \leq l \leq b \leq r\left(u^{\prime}\right) \leq r(u)<r\left(v^{\prime}\right)$. By Observation 7.1.2, we conclude that $b \in V\left(T_{v^{\prime}}\right) \subseteq V\left(R_{1}(Y)\right)$.

We subsequently show that for computing $A_{X}^{Y}$, the vertex set $Y$ can be substituted by its representation $R_{\leq 2}(Y)$ in certain cases of $X$ and $Y$ that are considered by the algorithm of this section.

Lemma 7.4.3. Let $u \in V_{G}$ and $W \subseteq V_{G} \backslash V_{u}$ such that $W \neq \varnothing, G[W] \in \mathcal{F}_{S}$ and $\{u\} \cup W$ is a clique, and let $u \in A_{V_{u}}^{W}$.

- If $(\{u\} \cup W) \cap S \neq \varnothing$, then $W=\{w\}$ and no vertex of $V_{u} \cap N(u) \cap N(w)$ belongs to $A_{V_{u}}^{\{w\}}$.
- If $(\{u\} \cup W) \cap S=\varnothing$, then $A_{V_{u^{\prime}}}^{(\{u\} \cup W) \cap N\left(u^{\prime}\right)} \leftrightarrow A_{V_{u^{\prime}}}^{R_{\leq 2}\left((\{u\} \cup W) \cap N\left(u^{\prime}\right)\right)}$ for every vertex $u^{\prime} \in \triangleleft u$.

Proof. Assume that some vertex of $\{u\} \cup W$ is in $S$. Further assume that $|W| \geq$ 2. Then there are $w_{1}, w_{2} \in W$ such that $\left\{u, w_{1}, w_{2}\right\} \cap S \neq \varnothing$. Since $\{u\} \cup W$ is a clique, we have that $\left\{u, w_{1}, w_{2}\right\}$ induces an $S$-triangle, contradicting the fact that $u$ belongs to $A_{V_{u}}^{W}$. We deduce that $W=\{w\}$ because $W \neq \varnothing$. Observe that for any $u^{\prime} \in V_{u} \cap N(u) \cap N(w)$, the vertex set $\left\{u^{\prime}, u, w\right\}$ induces an $S$ triangle, since $u$ and $w$ are adjacent. Thus, no vertex of $V_{u} \cap N(u) \cap N(w)$ is in $A_{V_{u}}^{\{w\}}$.

Assume that no vertex of $\{u\} \cup W$ is in $S$. Consider a vertex $u^{\prime} \in \triangleleft u$. Observe that for any two vertices $a \in V_{u^{\prime}}$ and $b \in V_{G} \backslash V_{u^{\prime}}$ to be adjacent, since $r(a) \leq r\left(u^{\prime}\right)<r(b)$ already holds, there must exist an $l \in L\left(T_{b}\right)$ such that $l<r(a)$ also holds. Let $W^{\prime}=(\{u\} \cup W) \cap N\left(u^{\prime}\right)$ and $R=R_{\leq 2}\left(W^{\prime}\right)$. We will show that $A_{V_{u^{\prime}}}^{W^{\prime}} \leftrightarrow A_{V_{u^{\prime}}}^{R}$.

- Assume there are two vertices $u_{1}^{\prime \prime}, u_{2}^{\prime \prime} \in V_{u^{\prime}}$ and a vertex $w^{\prime} \in W^{\prime}$ such that $\left\{u_{1}^{\prime \prime}, u_{2}^{\prime \prime}, w^{\prime}\right\}$ induces an $S$-triangle. Then $u_{1}^{\prime \prime}, u_{2}^{\prime \prime}$ are adjacent and consequently, by Observation 7.3.2 (1), comparable, so without loss of generality we may assume that $r\left(u_{1}^{\prime \prime}\right)<r\left(u_{2}^{\prime \prime}\right)$. Let $l^{\prime} \in L\left(T_{w^{\prime}}\right)$ such that $l^{\prime}<r\left(u_{1}^{\prime \prime}\right)$. By definition of $R$, there is a vertex $w^{\prime \prime} \in R$ for which there is a node $l^{\prime \prime} \in L\left(T_{w^{\prime \prime}}\right)$ such that $l^{\prime \prime} \leq l^{\prime}$. This implies that the set $\left\{u_{1}^{\prime \prime}, u_{2}^{\prime \prime}, w^{\prime \prime}\right\}$ also induces an $S$-triangle.
- Assume there is a vertex $u^{\prime \prime} \in V_{u^{\prime}}$ and two vertices $w_{1}^{\prime}, w_{2}^{\prime} \in W^{\prime}$ such that $\left\{u^{\prime \prime}, w_{1}^{\prime}, w_{2}^{\prime}\right\}$ induces an $S$-triangle. Let $l_{1}^{\prime} \in L\left(T_{w_{1}^{\prime}}\right)$ and $l_{2}^{\prime} \in L\left(T_{w_{2}^{\prime}}\right)$ such that $l_{1}^{\prime}, l_{2}^{\prime}<r\left(u^{\prime \prime}\right)$. By definition of $R$, there are two distinct vertices $w_{1}^{\prime \prime}, w_{2}^{\prime \prime} \in R$ for which there are nodes $l_{1}^{\prime \prime} \in L\left(T_{w_{1}^{\prime \prime}}\right)$ and $l_{2}^{\prime \prime} \in L\left(T_{w_{2}^{\prime \prime}}\right)$ such that $l_{1}^{\prime \prime} \leq l_{1}^{\prime}$ and $l_{2}^{\prime \prime} \leq l_{2}^{\prime}$. This implies that the set $\left\{u^{\prime \prime}, w_{1}^{\prime \prime}, w_{2}^{\prime \prime}\right\}$ also induces an $S$-triangle.

We next show that Lemma 7.3.6, Lemma 7.3.7 and Lemma 7.4.3 suffice for the development of a dynamic programming scheme. As the size of the representation of any subset of $V_{G}$ is bounded by $2 \ell$, we need to store only a bounded number of optimal solutions to subproblems. In particular, we show that we need to compute $A_{X}^{Y}$ only for $\mathcal{O}(n)$ cases of $X$ and only for cases of $Y$ such that $|Y| \leq 2 \ell$ holds.

Theorem 7.4.4. There is an algorithm that, given a connected chordal graph $G$ and an expanded tree model $(T, \mathcal{T})$ of $G$ with $|L(T)|=\ell$, solves the weighted Subset Feedback Vertex Set problem in $\mathcal{O}\left(n^{2 \ell+1}\right)$ time.

Proof. Let $u_{\max }$ denote the (unique) vertex of $\max V_{G}$. Our task is to solve SFVS on $G$ by computing $A_{V_{u_{\max }}}^{\varnothing}$. For doing so, we device a dynamic programming algorithm that visits the nodes of $T$ in a bottom-up fashion starting from its leaves and moving towards its root. At each node $v \in V_{T}$, if there exists a vertex $u \in V_{G}$ such that $r(u)=v$, we store the values of $A_{V_{u}}^{\varnothing}$ and $A_{V_{u}}^{W}$ for every $W \subseteq V_{G} \backslash V_{u}$ such that $W \neq \varnothing, G[W] \in \mathcal{F}_{S}$ and $\{u\} \cup W$ is a clique. In order to compute $A_{V_{u}}^{\varnothing}$, we apply Lemma 7.3 .6 and Lemma 7.3.7. In particular, after retrieving all necessary values being stored on the corresponding descendants of $v$, we apply the formula

$$
A_{V_{u}}^{\varnothing}=\max _{\text {weight }}\left\{\bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{\varnothing}, \quad\{u\} \cup \bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{\{u\} \cap N\left(u^{\prime}\right)}\right\}
$$

Proof: The first case in the above formula is the case of $u \notin A_{V_{u}}^{\varnothing}$ and is due to Lemma 7.3.6, whereas the second case is the case of $u \in A_{V_{u}}^{\varnothing}$ and is due to Lemma 7.3.7.

For computing $A_{V_{u}}^{W}$, we apply Lemma 7.3.6 and Lemma 7.4.3. In particular, depending on $W$, after retrieving all necessary values being stored on the corresponding descendants of $v$, we apply the appropriate formula, as follows:

- If $(\{u\} \cup W) \cap S \neq \varnothing$ and $|W| \geq 2$, then we apply $A_{V_{u}}^{W}=\bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{W \cap N\left(u^{\prime}\right)}$. Proof: Lemma 7.4.3 implies that $u \notin A_{V_{u}}^{W}$. By Lemma 7.3.6 we get the above formula.
- If $(\{u\} \cup W) \cap S \neq \varnothing$ and $W=\{w\}$, then we apply
$A_{V_{u}}^{W}=\max _{\text {weight }}\left\{\bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{\{w\} \cap N\left(u^{\prime}\right)}, \quad\{u\} \cup \bigcup_{u^{\prime} \in \triangleleft u w} A_{V_{u^{\prime}}}^{\{u, w\} \cap N\left(u^{\prime}\right)}\right\}$.
Proof: The first case in the above formula is the case of $u \notin A_{V_{u}}^{\{w\}}$ and is due to Lemma 7.3.6. For the second case, assume that $u \in A_{V_{u}}^{\{w\}}$. Lemma 7.4.3 implies that $A_{V_{u}}^{\{w\}} \leftrightarrow\{u\} \cup A_{V_{u} \backslash(N[u] \cap N(w))}^{\{u, w\}}$. According to Lemma 7.3.4, the collection $\mathcal{V}_{\triangleleft u w}$ is a nice partition of $V_{u} \backslash(N[u] \cap$ $N(w))$. By Observation 7.2.1 and Lemma 7.3.5 we get $A_{V_{u} \backslash(N[u] \cap N(w))}^{\{u, w\}} \leftrightarrow$ $\left.\bigcup_{u^{\prime} \in \triangleleft u w} A_{V_{u^{\prime}}}^{\{u, w\}} \leftrightarrow \bigcup_{u^{\prime} \in \triangleleft u w} A_{V_{u^{\prime}}}^{\{u, w\} \cap N\left(V_{u^{\prime}}\right)} \leftrightarrow \bigcup_{u^{\prime} \in \triangleleft u w} A_{V_{u^{\prime}}}^{\{u, w\} \cap N\left(u^{\prime}\right)} . \quad\right\lrcorner$
- If $(\{u\} \cup W) \cap S=\varnothing$, then we apply
$A_{V_{u}}^{W}=\max _{\text {weight }}\left\{\bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{W \cap N\left(u^{\prime}\right)}, \quad\{u\} \cup \bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{R_{\leq 2}\left((\{u\} \cup W) \cap N\left(u^{\prime}\right)\right)}\right\}$.
Proof: The first case in the above formula is the case of $u \notin A_{V_{u}}^{\{w\}}$ and is due to Lemma 7.3.6. For the second case, assume that $u \in$ $A_{V_{u}}^{W}$. Then $A_{V_{u}}^{W} \leftrightarrow\{u\} \cup A_{V_{u} \backslash\{u\}}^{\{u\}}$. According to Lemma 7.3.4, the collection $\mathcal{V}_{\triangle u}$ is a nice partition of $V_{u} \backslash\{u\}$. By Observation 7.2.1, Lemma 7.3.5 and Lemma 7.4.3 we get $A_{V_{u} \backslash\{u\}}^{\{u\} \cup W} \leftrightarrow \bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{\{u\} \cup W} \leftrightarrow$ $\bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{(\{u\} \cup W) \cap N\left(V_{u^{\prime}}\right)} \leftrightarrow \bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{(\{u\} \cup W) \cap N\left(u^{\prime}\right)} \leftrightarrow$ $\bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{R_{\leq 2}^{\prime}\left((\{u\} \cup W) \cap N\left(u^{\prime}\right)\right)}$.

Regarding the correctness of the algorithm, we show that applying any of the above recursive formulas requires only sets that can also be computed via these formulas. Notice that an induced subgraph of a graph in $\mathcal{F}_{S}$ is also a graph in $\mathcal{F}_{S}$ and that a subset of a clique is also a clique. Now observe that applying any of the above recursive formulas requires only sets $A_{V_{u^{\prime}}}^{\varnothing}$ and $A_{V_{u^{\prime}}}^{W^{\prime}}$ where $u^{\prime} \in V_{G}$ and $W^{\prime} \subseteq V_{G} \backslash V_{u^{\prime}}$ such that $W^{\prime} \neq \varnothing, G\left[W^{\prime}\right] \in \mathcal{F}_{S}$ and $\left\{u^{\prime}\right\} \cup W^{\prime}$ is a clique. We conclude that all sets $A_{X}^{Y}$ that are required for the application of any of these formulas can also be computed via these formulas.

We now analyze the running time of our algorithm. We begin by determining for every pair $(x, y)$ of distinct nodes of the host tree $T$ whether $x<y$ or not. As the act of discovering all nodes $x$ that precede a node $y$ in $\leq_{T}$ takes $\mathcal{O}(n)$ time by traversing $T$ once, we complete this task in $\mathcal{O}\left(n^{2}\right)$ time. We then compute the sets $\triangleleft u$ and $\triangleleft u v$ for all $u \in V_{G}$ and for all $v \in V_{G}$ such that $u v \in E_{G}$. Since any such set can be computed in $\mathcal{O}(n)$ time by traversing $T$ once, we compute all such sets in $\mathcal{O}(n(n+m))$ time, which is simply $\mathcal{O}(n m)$ time as $G$ is connected. Let us also bound the size of such sets. Observe that by definition any such set $U$ is a set of pairwise-incomparable vertices. By definition of $\leq_{G}$, this implies that the set $V=\{r(u) \mid u \in U\}$ is a set of pairwise-incomparable nodes, yielding $|V| \leq|L(T)|=\ell$ by Observation 7.1.3. We conclude that any such set $U$ contains at most $\ell$ vertices. We proceed with the computation of the sets $A_{X}^{Y}$ where $X, Y \subseteq V_{G}$ such that $X \cap Y=\varnothing$ and $G[Y] \in \mathcal{F}_{S}$. According to the recursive formulas shown above and due to the fact that $\left|R_{\leq 2}(U)\right| \leq 2 \ell$ for all $U \subseteq V_{G}$, it is sufficient to compute for every $u \in V_{G}$ the sets $A_{X}^{Y}$ where $X=V_{u}$ and either $Y=\varnothing$ or $Y \subseteq N(u) \backslash V_{u}$ such that $G[Y] \in \mathcal{F}_{S},\{u\} \cup Y$ is a clique and $|Y| \leq 2 \ell$. Therefore, it suffices to compute $\mathcal{O}\left(n^{2 \ell+1}\right)$ sets $A_{X}^{Y}$. Now consider such a set $A_{X}^{Y}$. Its computation requires the retrieval of a number of stored values. Due to the bound on the size of the auxiliary sets shown above, that number is at most $2 \ell$. If the set $A_{X}^{Y}$ is computed via the last of the formulas shown above, we must also compute at most $\ell$ representations $R_{\leq 2}(U)=R_{1}(U) \cup R_{2}(U)$ of sets $U \subseteq V_{G}$ such that $|U| \leq 2 \ell+1$. Consider one such set $U$. Computing $R_{1}(U)$ (resp. $R_{2}(U)$ ) requires the computation of $\min L(U)$ (resp. min $L\left(U \backslash R_{1}(U)\right)$ ), which in turn requires determining for every pair $(x, y)$ of distinct nodes in $L(U)$ (resp. $L\left(U \backslash R_{1}(U)\right)$ ) whether $x<y$ or not. Since all these are predetermined, it suffices to retrieve a number of stored values. Recall that $\left|L\left(T_{v}\right)\right| \leq \ell$ for all $v \in V_{G}$. We get that $\left|L\left(U \backslash R_{1}(U)\right)\right| \leq|L(U)|=\sum_{v \in U}\left|L\left(T_{v}\right)\right| \leq(2 \ell+1) \ell$, which implies that the number of stored values to be retrieved is $\mathcal{O}\left(\ell^{4}\right)$. We conclude that the running time for computing the set $A_{X}^{Y}$ is $\mathcal{O}\left(\ell^{5}\right)$, which is constant time. Thus the total running time of our algorithm is $\mathcal{O}\left(n^{2 \ell+1}\right)$.

Notice that in the special case of $\ell=1$, the number of sets $A_{X}^{Y}$ that the algorithm of Theorem 7.4 .4 computes is actually $\mathcal{O}(n m)$ and consequently its total running time is $\mathcal{O}(n m)$. If we let the leafage of a chordal graph be the maximum leafage over all of its connected components, then we obtain the following result.

Corollary 7.4.5. The weighted Subset Feedback Vertex Set problem can be solved on chordal graphs with leafage at most $\ell$ in $n^{\mathcal{O}(\ell)}$ time.


Figure 7.3: The subtree $T\left(\left\{x_{i}^{+}, x_{i}^{-}, y_{i j}, x_{j}^{+}, x_{j}^{-}\right\}\right)$of $T$ for some $i, j \in[k]$ such that $i<j$.

Proof. Let $G$ be a chordal graph. For every connected component $C$ of $G$, we first recongize if $C$ is an interval graph and if so construct a tree model $M(C)$ of $C$ in linear time [9], otherwise we determine the leafage of $C$ and construct a tree model $M(C)$ of $C$ via the $\mathcal{O}\left(n^{3}\right)$-time algorithm of Habib and Stacho [43]. We then construct an expanded tree model $M^{\prime}(C)$ from $M(C)$ in $\mathcal{O}\left(n^{2}\right)$ time by Lemma 7.3.1. Applying Theorem 7.4.4 on $M^{\prime}(C)$, we compute $A_{V(C)}^{\varnothing}$ in $n^{\mathcal{O}(\ell)}$ time. It is not difficult to see that the collection $\{V(C) \mid C$ is a connected component of $G\}$ is a nice partition of $V(G)$. Thus by Observation 7.2 .1 the set $A_{V(G)}^{\varnothing}$ is the union of $A_{V(C)}^{\varnothing}$ over all of the connected components $C$ of $G$. Therefore, all above steps result in solving SFVS on $G$ and can be carried out in $n^{\mathcal{O}(\ell)}$ time.

Notice that in the special case of the input graph being an interval graph, the algorithm of Corollary 7.4.5 actually runs in $\mathcal{O}(n m)$ time, which is also the running time of the previously known algorithm for solving SFVS on interval graphs [69]. We next prove that we can hardly avoid the dependence of the exponent in the stated running time, since we show that weighted SuBset Feedback Vertex Set is W[1]-hard parameterized by the leafage of a chordal graph. Our reduction is inspired by the W[1]-hardness of Feedback Vertex Set parameterized by the mim-width given by Jaffke et al. [50].

Theorem 7.4.6. The weighted Subset Feedback Vertex Set decision problem on chordal graphs is W[1]-hard when parameterized by its leafage.

Proof. We provide a reduction from the Multicolored Clique problem. Given a graph $G=(V, E)$ and a partition $\left\{V_{i}\right\}_{i \in[k]}$ of $V$ into $k$ parts, the Multicolored Clique (MCC) problem asks whether $G$ has a clique that contains exactly one vertex of $V_{i}$ for every $i \in[k]$. It is known that MCC is $\mathrm{W}[1]$-hard when parameterized by $k[31,72]$.

Let $\left(G=(V, E),\left\{V_{i}\right\}_{i \in[k]}\right)$ be an instance of MCC. We assume that $k \geq 10$ and without loss of generality that there exists $p \in \mathbb{N}$ such that $V_{i}=\left\{v_{i}^{j}\right\}_{j \in[p]}$ for every $i \in[k]$. We consider the $\frac{k}{2}(k+3)$-star $T$ with internal node $r$ and leaves $x_{i}^{+}, x_{i}^{-}$for every $i \in[k]$ and $y_{i j}$ for every $i, j \in[k]$ such that $i<j$. We modify the star $T$ as follows: for every $i \in[k]$, through a series of edge subdivisions, we replace the edge $\left\langle r, x_{i}^{+}\right\rangle$by the path $\left\langle r=x_{i}^{0}, x_{i}^{1}, \ldots, x_{i}^{p}=x_{i}^{+}\right\rangle$ and the edge $\left\langle r, x_{i}^{-}\right\rangle$by the path $\left\langle r=x_{i}^{0}, x_{i}^{-1}, \ldots, x_{i}^{-p}=x_{i}^{-}\right\rangle$. Given a set $X$ of nodes of $T$, we write $T(X)$ to denote the minimal subtree of $T$ containing all nodes of $X$. The subtree $T(X)$ for a particular choice of $X$ is depicted in Figure 7.3. We define the following subtrees of $T$ :

- For every $i, j \in[k]$ such that $i<j$ and for every $a, b \in[p]$ such that $v_{i}^{a} v_{j}^{b} \in E$, we define $e_{i j}^{a b}=T\left(\left\{x_{i}^{a}, x_{i}^{a-p}, y_{i j}, x_{j}^{b}, x_{j}^{b-p}\right\}\right)$. We denote by $R$ the collection of all these subtrees.
- For all $i \in[k]$, we denote by $R_{i}$ the collection $\left\{e_{i j}^{a b} \in R \mid j \in[k]\right.$ and $\left.a, b \in[p]\right\} \cup\left\{e_{j i}^{b a} \in R \mid j \in[k]\right.$ and $\left.a, b \in[p]\right\}$.
- For all $i \in[k]$ and for all $a \in[p]$, we denote by $R_{i}^{a}$ the collection $\left\{e_{i j}^{a b} \in R \mid j \in[k]\right.$ and $\left.b \in[p]\right\} \cup\left\{e_{j i}^{b a} \in R \mid j \in[k]\right.$ and $\left.b \in[p]\right\}$.
- For all $i, j \in[k]$ such that $i<j$, we denote by $R_{i j}$ the collection $\left\{e_{i j}^{a b} \in R \mid a, b \in[p]\right\}$.
- For every $i \in[k]$ and $a \in[p]$, we define $s_{i}^{a, 1}=s_{i}^{a, 2}=T\left[\left\{x_{i}^{a}\right\}\right]$ and $s_{i}^{-a, 1}=s_{i}^{-a, 2}=T\left[\left\{x_{i}^{-a}\right\}\right]$. We denote by $S_{V}$ the collection of all these subtrees.
- For all $i \in[k]$, we denote by $S_{i}$ the collection $\left\{s_{i}^{a, c} \in S_{V} \mid a \in-[p] \cup[p]\right.$ and $\left.c \in\{1,2\}\right\}$.
- For all $i \in[k]$ and for all $a \in[p]$, we denote by $S_{i}^{a}$ the collection $\left\{s_{i}^{a^{\prime}, c} \in S_{V} \mid a^{\prime} \in-[p-a] \cup[a]\right.$ and $\left.c \in\{1,2\}\right\}$.
- For every $i, j \in[k]$ such that $i<j$, we define $s_{i j}=T\left[\left\{y_{i j}\right\}\right]$. We denote by $S_{E}$ the collection of all these subtrees.

We further denote by $S$ the collection $S_{V} \cup S_{E}$ and by $\mathcal{T}$ the collection $R \cup S$. We construct a graph $G^{\prime}$ that is the intersection graph of the undirected tree model $(T, \mathcal{T})$. Notice that $G^{\prime}$ is a chordal graph of leafage at most $\frac{k}{2}(k+3)$. We identify the vertices of $G^{\prime}$ with their corresponding subtrees in $\mathcal{T}$. By the construction of $(T, \mathcal{T})$, regarding the adjacencies between vertices of $G^{\prime}$ we observe the following:

- $R$ is a clique, because all its elements contain the node $r$.
- For every $i \in[k]$ and $a \in-[p] \cup[p]$, we have $N\left(s_{i}^{a, 1}\right) \cap S=\left\{s_{i}^{a, 2}\right\}$ and $N\left(s_{i}^{a, 2}\right) \cap S=\left\{s_{i}^{a, 1}\right\}$.
- For every $i \in[k]$ and $a \in[p]$, we have $N(e) \cap S_{i}=S_{i}^{a}$ for all $e \in R_{i}^{a}$.
- For every $i, j \in[k]$ such that $i<j$, we have $N\left(s_{i j}\right)=R_{i j}$.

We set the weight of all vertices of $R, S_{V}$ and $S_{E}$ to be $\frac{p}{2}, 1$ and $\frac{p}{2} m$, respectively. We will show that $\left(G,\left\{V_{i}\right\}_{i \in[k]}\right)$ is a YES-instance of MCC if and only if there exists a solution to SFVS on $\left(G^{\prime}, S\right)$ having weight $\frac{p}{2}\left(m-\frac{k}{2}(k-9)\right)$.

For the forward direction, let $\left\{v_{1}^{a_{1}}, \ldots, v_{k}^{a_{k}}\right\}$ be a solution of MCC on $(G$, $\left.\left\{V_{i}\right\}_{i \in[k]}\right)$. We set $R_{C}$ to be the collection $\left\{e_{i j}^{a_{i} a_{j}} \in R \mid i, j \in[k]\right\}$. Observe that $R_{C}$ contains exactly one element of $R_{i j}$ for each $i, j \in[k]$ such that $i<j$. We further set $U=\left(R \backslash R_{C}\right) \cup \bigcup_{i \in[k]} S_{i}^{a_{i}}$. Now observe that in $G-U$ each of the remaining vertices of $S$ has exactly one neighbour. Thus $U$ is a solution to SFVS on $\left(G^{\prime}, S\right)$ having weight $\frac{p}{2}\left(m-\frac{k}{2}(k-1)\right)+2 p k=\frac{p}{2}\left(m-\frac{k}{2}(k-9)\right)$.

For the reverse direction, let $U$ be a solution to SFVS on $\left(G^{\prime}, S\right)$ having weight $\frac{p}{2}\left(m-\frac{k}{2}(k-9)\right)$. Notice that no element of $S_{E}$ can be in $U$. Consequently, for every $i, j \in[k]$ such that $i<j$, we have $\left|R_{i j} \backslash U\right| \leq 1$, since any two elements of $R_{i j}$ along with $s_{i j}$ form an $S$-triangle of $G^{\prime}$. Any remaining $S$-triangle of $G^{\prime}$ is formed by either

- an element of $R_{i}^{a}$ and two adjacent elements of $S_{i}^{a}$ or
- an element of $R_{i}^{a}$, an element of $R_{i}^{a^{\prime}}$ and an element of $S_{i}^{a} \cap S_{i}^{a^{\prime}}$
for a particular choice of $i \in[k]$ and $a, a^{\prime} \in[p]$. Let $i \in[k]$.
Claim 7.4.7. If $\left|R_{i} \backslash U\right| \geq 1$, then $\left|S_{i} \cap U\right| \geq p$.
Proof: Assume that $e \in R_{i} \backslash U$. Then there exists an $a \in[p]$ such that $e \in R_{i}^{a}$. We conclude that for every $a^{\prime} \in-[p-a] \cup[a]$, at least one of $s_{i}^{a^{\prime}, 1}, s_{i}^{a^{\prime}, 2}$ must be in $U$, yielding $\left|S_{i} \cap U\right| \geq p$.

Claim 7.4.8. If $\left|R_{i} \backslash U\right| \geq 2$, then $\left|S_{i} \cap U\right| \geq 2 p$.
Proof: Assume that $e, e^{\prime}$ are two distinct elements of $R_{i} \backslash U$. Then there exist $a, a^{\prime} \in[p]$ such that $e \in R_{i}^{a}$ and $e^{\prime} \in R_{i}^{a^{\prime}}$. Without loss of generality, assume that $a \leq a^{\prime}$. We conclude that

- for every $a^{\prime \prime} \in-\left[p-a^{\prime}\right] \cup[a]$ both $s_{i}^{a^{\prime \prime}, 1}$ and $s_{i}^{a^{\prime \prime}, 2}$ must be in $U$ and
- for every $a^{\prime \prime} \in\left(-[p-a] \cup\left[a^{\prime}\right]\right) \backslash\left(-\left[p-a^{\prime}\right] \cup[a]\right)$ at least one of $s_{i}^{a^{\prime \prime}, 1}, s_{i}^{a^{\prime \prime}, 2}$ must be in $U$,
yielding $\left|S_{i} \cap U\right| \geq 2\left(\left(p-a^{\prime}\right)+a\right)+1\left(\left((p-a)+a^{\prime}\right)-\left(\left(p-a^{\prime}\right)+a\right)\right)=2 p$.

Claim 7.4.9. If $\left|R_{i} \backslash U\right| \geq 3$, then $\left|S_{i} \cap U\right|=2 p$ only if there exists $a \in[p]$ such that $R_{i} \backslash U \subseteq R_{i}^{a}$.

Proof: Assume that $e, e^{\prime}, e^{\prime \prime}$ are three distinct elements of $R_{i} \backslash U$. Then there exist $a, a^{\prime}, a^{\prime \prime} \in[p]$ such that and $e \in R_{i}^{a}, e^{\prime} \in R_{i}^{a^{\prime}}$ and $e^{\prime \prime} \in R_{i}^{a^{\prime \prime}}$. Without loss of generality, assume that $a \leq a^{\prime} \leq a^{\prime \prime}$. We conclude that

- for every $a^{\prime \prime \prime} \in-\left[p-a^{\prime}\right] \cup\left[a^{\prime}\right]$ both $s_{i}^{a^{\prime \prime \prime}, 1}$ and $s_{i}^{a^{\prime \prime \prime}, 2}$ must be in $U$ and
- for every $a^{\prime \prime \prime} \in\left(-[p-a] \cup\left[a^{\prime \prime}\right]\right) \backslash\left(-\left[p-a^{\prime}\right] \cup\left[a^{\prime}\right]\right)$ at least one of $s_{i}^{a^{\prime \prime \prime}, 1}, s_{i}^{a^{\prime \prime \prime}, 2}$ must be in $U$,
yielding $\left|S_{i} \cap U\right| \geq 2 p+1\left(\left((p-a)+a^{\prime \prime}\right)-\left(\left(p-a^{\prime}\right)+a^{\prime}\right)\right)=2 p+\left(a^{\prime \prime}-a\right)$. Therefore, for $\left|S_{i} \cap U\right|$ to be $2 p$, it must hold that $a=a^{\prime}=a^{\prime \prime}$, so it must hold that $e, e^{\prime}, e^{\prime \prime} \in R_{i}^{a}$.

Assume that $\left|\left\{i \in[k]\left|\left|R_{i} \backslash U\right|=1\right\} \mid=k^{\prime}\right.\right.$ and $\left|\left\{i \in[k]\left|\left|R_{i} \backslash U\right| \geq 2\right\} \mid=k^{\prime \prime}\right.\right.$. Then notice that $|R \backslash U| \leq k^{\prime}+\frac{k^{\prime \prime}}{2}\left(k^{\prime \prime}-1\right)$, so $|R \cap U| \geq m-k^{\prime}-\frac{k^{\prime \prime}}{2}\left(k^{\prime \prime}-1\right)$. Also, according to Claims 7.4.7 and 7.4.8, we have $\left|S_{V} \cap U\right|=\sum_{i \in[k]}\left|S_{i} \cap U\right| \geq$ $p\left(k^{\prime}+2 k^{\prime \prime}\right)$. Lastly, recall that $\left|S_{E} \cap U\right|=\varnothing$. Consequently, the weight of $U$ must be at least
$\frac{p}{2}\left(m-k^{\prime}-\frac{k^{\prime \prime}}{2}\left(k^{\prime \prime}-1\right)\right)+p\left(k^{\prime}+2 k^{\prime \prime}\right)=\frac{p}{2}\left(m+k^{\prime}-\frac{k^{\prime \prime}}{2}\left(k^{\prime \prime}-9\right)\right)=B\left(k^{\prime}, k^{\prime \prime}\right)$.
Clearly, $k^{\prime}, k^{\prime \prime} \in\{0,1, \ldots, k\}$. Regarding the values of $B$, we observe the following:

- $B\left(k^{\prime}, k^{\prime \prime}\right)<B\left(k^{\prime}+1, k^{\prime \prime}\right)$ for all $k^{\prime} \in\{0,1, \ldots, k-1\}$ and for all $k^{\prime \prime} \in$ $\{0,1, \ldots, k\}$,
- $B\left(k^{\prime}, k^{\prime \prime}\right) \geq B\left(k^{\prime}, 9\right)$ for all $k^{\prime} \in\{0,1, \ldots, k\}$ and for all $k^{\prime \prime} \in\{0,1, \ldots, 8\}$, and
- $B\left(k^{\prime}, k^{\prime \prime}\right)>B\left(k^{\prime}, k^{\prime \prime}+1\right)$ for all $k^{\prime} \in\{0,1, \ldots, k\}$ and for all $k^{\prime \prime} \in$ $\{9,10, \ldots, k-1\}$.

These imply that $B\left(k^{\prime}, k^{\prime \prime}\right)$ is minimum if and only if $k^{\prime}=0$ and $k^{\prime \prime}=k$. Therefore, a weight of $\frac{p}{2}\left(m-\frac{k}{2}(k-9)\right)=B(0, k)$ is within bounds for $U$ only if $k^{\prime}=0$ and $k^{\prime \prime}=k$. Furthermore, the weight of $U$ is $B(0, k)$ only if $|R \backslash U|=\frac{k}{2}(k-1)$ and $\left|S_{i} \cap U\right|=2 p$ for all $i \in[k]$. Now recall that $\left|R_{i j} \backslash U\right| \leq 1$ for all $i, j \in[k]$ such that $i<j$. We deduce that $\left|R_{i j} \backslash U\right|=1$ for all $i, j \in[k]$ such that $i<j$, which implies that $\left|R_{i} \backslash U\right|=k-1$ for all $i \in[k]$. Then, by Claim 7.4.9, for every $i \in[k]$, there exists an $a_{i} \in[p]$ such that $R_{i} \backslash U \subseteq R_{i}^{a_{i}}$. We conclude that the set $\left\{v_{1}^{a_{1}}, \ldots, v_{k}^{a_{k}}\right\}$ is a solution to MCC on $\left(G,\left\{V_{i}\right\}_{i \in[k]}\right)$.

### 7.5 SFVS on Graphs with Bounded Vertex Leafage

### 7.5.1 Rooted Path Graphs

Here we show how to extend our previous approach to solving SFVS to rooted path graphs. Recall that rooted path graphs are exactly the intersection graphs of directed paths on a rooted tree. We observe that rooted path graphs are a graph class of unbounded leafage.

Proposition 7.5.1. There are rooted path graphs on $n$ vertices having leafage $\Theta(n)$.

Proof. Let $G$ be the graph obtained from the $\ell$-star with $\ell \geq 2$ by subdividing all of its edges. Notice that $n=2 \ell+1$. We show that $G$ is a rooted path graph having leafage $\ell-1$.

Let $v_{1}, \ldots, v_{\ell}$ be the leaf vertices of $G$, let $u_{1}, \ldots, u_{\ell}$ be the vertices of $G$ such that $u_{i} v_{i} \in E(G)$ for every $i \in[\ell]$ and let $t$ be the remaining vertex of $G$. To show that $G$ is a rooted path graph, we construct a tree model $\left(T,\left\{T_{v}\right\}_{v \in V(G)}\right)$ of $G$ as follows. We obtain the host tree $T$ as the union of paths $P_{0}=\left(x_{\ell}, x_{\ell-1}, \ldots, x_{1}\right), P_{\ell}=\left(y_{\ell}, x_{\ell}\right)$ and $P_{i}=\left(x_{i}, y_{i}\right), i \in[\ell-1]$. We choose the subtrees to be $T_{t}=P_{0}, T_{u_{i}}=P_{i}$ and $T_{v_{i}}=\left(y_{i}\right), i \in[\ell]$. Notice that $T$ is a tree rooted on $y_{\ell}$ such that $L(T)=\ell-1$ and all $T_{v}, v \in V(G)$ are directed subpaths of $T$. It is not difficult to see that $\left(T,\left\{T_{v}\right\}_{v \in V(G)}\right)$ is a tree model of $G$, which shows that $G$ is indeed a rooted path graph.

Let us now show that for every tree model $\left(T^{\prime},\left\{T_{v}^{\prime}\right\}_{v \in V(G)}\right)$ of $G$, it holds that $\left|L\left(T^{\prime}\right)\right| \geq \ell-1$. The maximal cliques of $G$ are $C_{i}=\left\{t, u_{i}\right\}$ and $D_{i}=$ $\left\{u_{i}, v_{i}\right\}, i \in[\ell]$. For every maximal clique $C$ of $G$, there exists a node $c \in V\left(T^{\prime}\right)$ such that for every $v \in V(G)$, it holds that $c \in V\left(T_{v}^{\prime}\right) \Leftrightarrow v \in C$. Moreover, all these nodes are pairwise distinct. For every $C_{i}$ and for every $D_{i}$, we select one such node and denote it by $c_{i}$ and $d_{i}$ respectively. For all $V \subseteq V\left(T^{\prime}\right)$, we define $\triangleright V$ to be the (unique) node of the set $\min \left\{y \in V\left(T^{\prime}\right) \mid \forall x \in V: x \leq y\right\}$. Observe that for every $v \in V(G)$, for every $V \subseteq V\left(T_{v}^{\prime}\right)$, the node $\triangleright V$ is also in $V\left(T_{v}^{\prime}\right)$ because $T_{v}^{\prime}$ is connected. For all $i \in[\ell]$, we denote by $b_{i}$ the node $\triangleright\left\{c_{i}, d_{i}\right\}$ where $\left\{c_{i}, d_{i}\right\} \subseteq V\left(T_{u_{i}}^{\prime}\right)$. For all $i, j \in[\ell]$, we denote by $a_{i j}$ the node $\triangleright\left\{c_{i}, c_{j}\right\}$ where $\left\{c_{i}, c_{j}\right\} \subseteq V\left(T_{t}^{\prime}\right)$.
Claim 7.5.2. For every $i, j \in[\ell]$, if $d_{i}<d_{j}$ holds, then $d_{i}<a_{i j}<d_{j}$ holds.
Proof: For every $i, j \in[\ell]$, we have that the following relations hold:

$$
c_{i} \leq b_{i} \quad d_{i} \leq b_{i} \quad c_{j} \leq b_{j} \quad d_{j} \leq b_{j} \quad c_{i} \leq a_{i j} \quad c_{j} \leq a_{i j}
$$

By Observation 7.1.1, we obtain that $a_{i j}$ is comparable to both $b_{i}$ and $b_{j}$. Assume that $d_{i}<d_{j}$ holds. By Observation 7.1.1, we obtain that $b_{i}$ is comparable to both $b_{j}$ and $d_{j}$. If $d_{i}<d_{j} \leq b_{i}$ holds, then by Observation 7.1.2, we obtain that $d_{j} \in V\left(T_{u_{i}}\right)$, which is a contradiction, so $d_{i} \leq b_{i}<d_{j} \leq b_{j}$ must hold. Now by Observation 7.1.1, we obtain that $a_{i j}$ is comparable to $d_{j}$. If $c_{i} \leq b_{i}<d_{j} \leq a_{i j}$ holds, then by Observation 7.1.2, we obtain that $d_{j} \in V\left(T_{t}^{\prime}\right)$, which is a contradiction, so $a_{i j}<d_{j}$ must hold. Assume $a_{i j} \leq b_{i}$ holds. Then both $c_{i} \leq a_{i j} \leq b_{i}$ and $c_{j} \leq a_{i j}<b_{j}$ hold. By Observation 7.1.2, we obtain that $a_{i j} \in V\left(T_{u_{i}}^{\prime}\right) \cap V\left(T_{u_{j}}^{\prime}\right)$, which is a contradiction to $\left(T^{\prime},\left\{T_{v}^{\prime}\right\}_{v \in V(G)}\right)$ being a tree model of $G$. We conclude that $d_{i}<a_{i j}<d_{j}$ holds.

We will show that there are at least $\ell-1$ pairwise incomparable nodes in $D=\left\{d_{i}\right\}_{i \in[\ell]}$. Assume that there exist $i, j, k \in[\ell]$ such that $d_{i}<d_{j}<d_{k}$ holds. Then by Claim 7.5.2, we obtain that $d_{i}<a_{i j}<d_{j}<a_{j k}<d_{k}$ holds, and by Observation 7.1.2, we obtain that $d_{j} \in V\left(T_{t}^{\prime}\right)$, a contradiction. Now assume that there exist $i, j, k, l \in[\ell]$ such that both $d_{i}<d_{j}$ and $d_{k}<d_{l}$ hold and $d_{j}$ and $d_{l}$ are incomparable. Then by Claim 7.5.2, we obtain that both $d_{i}<a_{i j}<d_{j}$ and $d_{k}<a_{k l}<d_{l}$ hold. Let $a$ be the node $\triangleright\left\{a_{i j}, a_{k l}\right\}$ where $\left\{a_{i j}, a_{k l}\right\} \subseteq V\left(T_{t}^{\prime}\right)$. By Observation 7.1.1, we obtain that $a$ is comparable to both $d_{j}$ and $d_{l}$. If both $a \leq d_{j}$ and $a \leq d_{l}$ hold, then by Observation 7.1.1 we obtain that $d_{j}$ and $d_{l}$ are comparable, a contradiction, so at least one of $d_{j}<a$ and $d_{l}<a$ holds. Without loss of generality, assume that $d_{j}<a$ holds. Then by Observation 7.1.2, we obtain that $d_{j} \in V\left(T_{t}^{\prime}\right)$, a contradiction. We conclude that there exists at most one node in $D$ that succeeds another node
in $D$, which implies that at least $\ell-1$ nodes in $D$ are pairwise incomparable. By Observation 7.1.3, we obtain that $\left|L\left(T^{\prime}\right)\right| \geq \ell-1$, which concludes the proof.

Our goal in this section is to device an algorithm for solving SFVS on rooted path graphs in polynomial time. Just as for the algorithm of Section 7.4, we will derive recursive formulas for optimal solutions $A_{X}^{Y}$ and subsequently bound the number of optimal solutions to subproblems that the algorithm requires for solving the complete problem.

Assume that $G=\left(V_{G}, E_{G}\right)$ is a rooted path graph, $S \subseteq V_{G}$ and $\left(T,\left\{T_{v}\right\}_{v \in V_{G}}\right)$ is an expanded tree model of $G$. For every $u \in V_{G}$, we denote by $l(u)$ the (unique) leaf of its corresponding directed path $T_{u}$. For devicing the algorithm of this section, further special vertices and subsets are required. For every $u, v \in V_{G}$ such that $u<v$, we define $u \triangleleft v$ to be the (unique) vertex of $\max \left(\{u\} \cup\left\{u^{\prime} \in V_{G} \backslash S \mid u<u^{\prime}<v\right.\right.$ and $\left.\left.u^{\prime} \in N(u)\right\}\right)=\max \left(\{u\} \cup\left\{u^{\prime} \in\right.\right.$ $\left.V_{G} \backslash S \mid l\left(u^{\prime}\right)<r(u)<r\left(u^{\prime}\right)<r(v)\right\}$. Moreover, for every $V_{1}, V_{2}, V_{3} \subseteq V_{G}$, we define the following subsets of $V_{G} \backslash S$ :

$$
\begin{aligned}
& V\left[V_{1} ; ;\right]=\left\{u \in V_{G} \backslash S \mid \nexists v_{1} \in V_{1}: l(u)<r\left(v_{1}\right)\right\} \\
& V\left[; V_{2} ;\right]=\left\{u \in V_{G} \backslash S \mid \exists v_{2} \in V_{2}: l(u)<r\left(v_{2}\right)<r(u)\right\} \\
& V\left[; ; V_{3}\right]=\left\{u \in V_{G} \backslash S \mid \exists v_{3} \in V_{3}: r(u) \leq r\left(v_{3}\right)\right\} \\
& V\left[V_{1} ; V_{2} ;\right]=V\left[V_{1} ; ;\right] \cap V\left[; V_{2} ;\right] \\
& V\left[V_{1} ; ; V_{3}\right]=V\left[V_{1} ; ;\right] \cap V\left[; ; V_{3}\right] \\
& V\left[; V_{2} ; V_{3}\right]=V\left[; V_{2} ;\right] \cap V\left[; ; V_{3}\right] \\
& V\left[V_{1} ; V_{2} ; V_{3}\right]=V\left[V_{1} ; ;\right] \cap V\left[; V_{2} ;\right] \cap V\left[; ; V_{3}\right]
\end{aligned}
$$

For any $u, v \in V_{G}$, we denote the set $V_{u} \cup V[;\{u\} ;\{v\}]$ by $V_{u, v}$ for simplicity. Observe that the set $V_{u, u}$ is simply $V_{u}$.

Lemma 7.5.3. Let $u, w \in V_{G}$ such that $u<w$ and $u w \in E_{G}$. Then the collection $\mathcal{V}=\{V[\triangleleft u w ; ; \triangleleft u]\} \cup\left\{V_{u^{\prime}, u^{\prime} \triangleleft u}\right\}_{u^{\prime} \in \triangleleft u w}$ is a nice partition of $X=$ $\left(V_{u} \backslash\{u\}\right) \backslash(N(u) \cap N(w) \cap S)$ for every $Y \subseteq V_{G} \backslash X$ such that $Y \cap S=\varnothing$.

Proof. We first show that $\mathcal{V}$ is a partition of $X$. Recall that $\triangleleft u w$ is a set of pairwise incomparable vertices by definition. Consider a vertex $u^{\prime \prime} \in X$. Then exactly one of the following statements holds:

$$
\left\{\begin{array} { l } 
{ \exists u ^ { \prime } \in \triangleleft u w : r ( u ^ { \prime \prime } ) \leq r ( u ^ { \prime } ) } \\
{ \exists u ^ { \prime } \in \triangleleft u w : l ( u ^ { \prime \prime } ) < r ( u ^ { \prime } ) < r ( u ^ { \prime \prime } ) } \\
{ \nexists u ^ { \prime } \in \triangleleft u w : l ( u ^ { \prime \prime } ) < r ( u ^ { \prime } ) }
\end{array} \Leftrightarrow \left\{\begin{array}{l}
\exists u^{\prime} \in \triangleleft u w: u^{\prime \prime} \in V_{u^{\prime}} \\
\exists u^{\prime} \in \triangleleft u w: u^{\prime \prime} \in V\left[;\left\{u^{\prime}\right\} ;\left\{u^{\prime} \triangleleft u\right\}\right] \\
u^{\prime \prime} \in V[\triangleleft u w ; ; \triangleleft u]
\end{array}\right.\right.
$$

By Observation 7.1.1 and the definition of $\leq_{G}$, the vertex $u^{\prime} \in \triangleleft u w$ in the first two cases above is unique, otherwise we obtain a contradiction to the vertices of $\triangleleft u w$ being pairwise incomparable. This fact implies our claim.

Now let $Y \subseteq V_{G} \backslash X$ such that $Y \cap S=\varnothing$ and consider an $S$-triangle $S_{t}$ of $G[X \cup Y]$. Then there exists a vertex $u^{\prime} \in \triangleleft u w$ such that $V\left(S_{t}\right) \cap V_{u^{\prime}} \cap S \neq \varnothing$. Since $S_{t}$ is a triangle, every vertex in $V\left(S_{t}\right) \backslash V_{u^{\prime}}$ is adjacent to every vertex in $V\left(S_{t}\right) \cap V_{u^{\prime}}$. Then by Lemma 7.3.5, for every vertex $u^{\prime \prime} \in V\left(S_{t}\right) \backslash V_{u^{\prime}}$, the vertex $u^{\prime \prime}$ is adjacent to $u^{\prime}$, which implies that $l\left(u^{\prime \prime}\right)<r\left(u^{\prime}\right)<r\left(u^{\prime \prime}\right)$ holds. We conclude that $V\left(S_{t}\right) \subseteq V_{u^{\prime}, u^{\prime} \triangleleft u}$.

Observation 7.5.4. Let $X, Y \subseteq V_{G}$ such that $X \cap Y=\varnothing$ and $G[Y] \in \mathcal{F}_{S}$ and let $X^{\prime} \subseteq X$. If $\mathcal{P}$ is a nice partition of $X$ for $Y$, then $\mathcal{P}^{\prime}=\left\{P \cap X^{\prime} \mid P \in\right.$ $\left.\mathcal{P}: P \cap X^{\prime} \neq \varnothing\right\}$ is a nice partition of $X^{\prime}$ for $Y$.

Proof. The fact that $\mathcal{P}^{\prime}$ is a partition of $X^{\prime}$ follows trivially from the definition. For showing that $\mathcal{P}^{\prime}$ is a nice partition of $X^{\prime}$ for $Y$, it suffices to notice that any $S$-triangle in $G\left[X^{\prime} \cup Y\right]$ remains an $S$-triangle in $G[X \cup Y]$.

We are now ready to show the recursive expressions that hold exclusively for $G$ being a rooted path graph and are required by the algorithm of this section. First we obtain an expression to be used for the computation of sets $A_{X}^{Y}$ in case of $X=V_{u}$ and $Y=\{w\}$ where $u, w \in V_{G}$ such that $u<w$ and $u w \in E_{G}$.

Lemma 7.5.5. Let $u, w \in V_{G}$ such that $u<w$ and $u w \in E_{G}$, and let $u \in$ $A_{V_{u}}^{\{w\}}$.

- If $u \in S$ or $w \in S$, then $A_{V_{u}}^{\{w\}} \leftrightarrow\{u\} \cup \bigcup_{u^{\prime} \in \triangleleft u w} A_{V_{u^{\prime}}}^{\{u, w\} \cap N\left(u^{\prime}\right)}$.
- If $u, w \notin S$, then $A_{V_{u}}^{\{w\}} \leftrightarrow\{u\} \cup V[\triangleleft u w ; ; \triangleleft u] \cup \bigcup_{u^{\prime} \in \triangleleft u w} A_{V_{u^{\prime}, u^{\prime} \triangleleft u}^{\{u, w\}}}^{\left\{n\left(u^{\prime}\right)\right.}$.

Proof. Observe that $A_{V_{u}}^{\{w\}} \leftrightarrow\{u\} \cup A_{V_{u} \backslash\{u\}}^{\{u, w\}}$ by definition. Regarding triangles of $G\left[V_{u} \cup\{w\}\right]$, we observe the following property:
(P1) By the hypothesis, the vertices $u$ and $w$ are adjacent. Thus, for any $u^{\prime} \in V_{u} \cap N(u) \cap N(w)$, the vertex set $\left\{u^{\prime}, u, w\right\}$ induces a triangle.

If $u \in S$ or $w \in S$, then no vertex of $V_{u} \cap N(u) \cap N(w)$ is in $A_{V_{u}}^{\{w\}}$ because of (P1). By definition, we get $A_{V_{u} \backslash\{u\}}^{\{u, w\}} \leftrightarrow A_{V_{u} \backslash(N[u] \cap N(w))}^{\{u, w\}}$. According to Lemma 7.3.4, the collection $\mathcal{V}_{\triangleleft u w}$ is a nice partition of $V_{u} \backslash(N[u] \cap$ $N(w))$. By Observation 7.2.1 and Lemma 7.3.5, we get $A_{V_{u} \backslash(N[u] \cap N(w))}^{\{u, w\}} \leftrightarrow$ $\bigcup_{u^{\prime} \in \triangleleft u w} A_{V_{u^{\prime}}}^{\{u, w\}} \leftrightarrow \bigcup_{u^{\prime} \in \triangleleft u w} A_{V_{u^{\prime}}}^{\{u, w\} \cap N\left(V_{u^{\prime}}\right)} \leftrightarrow \bigcup_{u^{\prime} \in \triangleleft u w} A_{V_{u^{\prime}}}^{\{u, w\} \cap N\left(u^{\prime}\right)}$.

If $u, w \notin S$, then no vertex of $V_{u} \cap N(u) \cap N(w) \cap S$ is in $A_{V_{u}}^{\{w\}}$ because of (P1). Let $X=\left(V_{u} \backslash\{u\}\right) \backslash(N(u) \cap N(w) \cap S)$. By definition, we get $A_{V_{u} \backslash\{u\}}^{\{u, w\}} \leftrightarrow A_{X}^{\{u, w\}}$. According to Lemma 7.5.3, the collection $\{V[\triangleleft u w ; ; \triangleleft u]\} \cup\left\{V_{u^{\prime}, u^{\prime} \triangleleft u}\right\}_{u^{\prime} \in \triangleleft u w}$ is a nice partition of $X$ for $Y=\{u, w\}$. By Observation 7.2.1 and Lemma 7.3.5, we get $A_{X}^{\{u, w\}} \leftrightarrow A_{V[\triangleleft u w ; ; \triangleleft u]}^{\{u, w\}} \cup \bigcup_{u^{\prime} \in \triangleleft u w} A_{V_{u^{\prime}, u^{\prime} \triangleleft u}\{u, w\}} \leftrightarrow$ $V[\triangleleft u w ; ; \triangleleft u] \cup \bigcup_{u^{\prime} \in \triangleleft u w} A_{V_{u^{\prime}, u^{\prime} \triangleleft u}^{\{u, w\} \cap N\left(V_{u^{\prime}}\right)}}^{\{ } \leftrightarrow$ $V[\triangleleft u w ; ; \triangleleft u] \cup \bigcup_{u^{\prime} \in \triangleleft u w} A_{V_{u^{\prime}, u^{\prime} \triangleleft u}^{\{u, w\} \cap N\left(u^{\prime}\right)}}^{\{.}$.

We next obtain recursive expressions to be used for the computation of sets $A_{X}^{Y}$ in case of $X=V_{u, v}$ where $u \in V_{G}$ and $v \in V_{G} \backslash S$ such that $u<v$ and $u v \in E_{G}$. The first two Lemmas follow directly from the definition of sets $A_{X}^{Y}$ and the fact that $V_{u, v} \backslash\{v\}=V_{u, u \triangleleft v}$ for every $u, v \in V_{G}$ such that $u<v$.

Lemma 7.5.6. Let $u \in V_{G}$ and $v \in V_{G} \backslash S$ such that $u<v$ and $u v \in E_{G}$ and let $Y \subseteq V_{G} \backslash V_{u, v}$. If $v \notin A_{V_{u, v}}^{Y}$, then $A_{V_{u, v}}^{Y} \leftrightarrow A_{V_{u, u \triangleleft v}}^{Y}$.
Lemma 7.5.7. Let $u \in V_{G}$ and $v \in V_{G} \backslash S$ such that $u<v$ and $u v \in E_{G}$. If $v \in A_{V_{u, v}}^{\varnothing}$, then $A_{V_{u, v}}^{\varnothing} \leftrightarrow\{v\} \cup A_{V_{u, u \triangleleft v}}^{\{v\}}$.
Lemma 7.5.8. Let $u \in V_{G}$ and $v, w \in V_{G} \backslash S$ such that $u<v<w$ and $\{u, v, w\}$ is a clique and let $v \in A_{V_{u, v}}^{\{w\}}$. Then $A_{V_{u, v}}^{\{w\}} \leftrightarrow\{v\} \cup V[\triangleleft v w ;\{u\} ;\{u \triangleleft v\}] \cup$ $\bigcup_{u^{\prime} \in V_{u} \cap \triangleleft v w} A_{V_{u^{\prime}, u^{\prime} \triangleleft v}^{\{v, w\} \cap N\left(u^{\prime}\right)}}^{\{,}$

Proof. Observe that $A_{V_{u, v}}^{\{w\}} \leftrightarrow\{v\} \cup A_{V_{u, v} \backslash\{v\}}^{\{v, w\}} \leftrightarrow\{v\} \cup A_{V_{u, u \triangleleft v}}^{\{v, w\}}$ by definition. Regarding triangles of $G\left[V_{u, v} \cup\{w\}\right]$, we observe the following property:
(P2) By the hypothesis, the vertices $v$ and $w$ are adjacent. Thus, for any $u^{\prime} \in V_{u, v} \cap N(v) \cap N(w)$, the vertex set $\left\{u^{\prime}, v, w\right\}$ induces a triangle.

Since $v, w \notin S$, no vertex of $V_{u, v} \cap N(v) \cap N(w) \cap S$ is in $A_{V_{u, v}}^{\{w\}}$ because of (P2). Let $X=\left(V_{v} \backslash\{v\}\right) \backslash(N(v) \cap N(w) \cap S)$ and $X^{\prime}=V_{u, u \triangleleft v} \backslash(N(v) \cap N(w) \cap S)$.

By definition, we get $A_{V_{u, u}}^{\{v, w\}} \leftrightarrow A_{X^{\prime}}^{\{v, w\}}$. Now notice that $X^{\prime} \subseteq X$. According to Lemma 7.5.3 and Observation 7.5.4, the collection $\{V[\triangleleft v w ;\{u\} ;\{u \triangleleft v\}]\} \cup$ $\left\{V_{u^{\prime}, u^{\prime} \triangleleft v}\right\}_{u^{\prime} \in V_{u} \cap \triangleleft v w}$ is a nice partition of $X^{\prime}$ for $Y=\{v, w\}$. By Observation 7.2.1 and Lemma 7.3.5, we get $A_{X^{\prime}}^{\{v, w\}} \leftrightarrow$
$A_{V[\triangleleft v w ;\{u\} ;\{u \triangleleft v\}]}^{\{v, w\}} \cup \bigcup_{u^{\prime} \in V_{u} \cap \triangleleft v w} A_{V_{u^{\prime}, u^{\prime} \triangleleft v}\{v, w\}} \leftrightarrow$
$V[\triangleleft v w ;\{u\} ;\{u \triangleleft v\}] \cup \bigcup_{u^{\prime} \in V_{u} \cap \triangleleft v w} A_{V_{u^{\prime}, u^{\prime} \triangleleft v}\{v, w\} \cap N\left(V_{u^{\prime}}\right)} \leftrightarrow$
$V[\triangleleft v w ;\{u\} ;\{u \triangleleft v\}] \cup \bigcup_{u^{\prime} \in V_{u} \cap \triangleleft v w} A_{V_{u^{\prime}, u^{\prime} \triangleleft v}^{\{v, w\}}{ }^{\prime}}^{\substack{u^{\prime}, u^{\prime} \triangleleft v}\left(u^{\prime}\right)}$.
Now we are in position to state our claimed result, which is obtained via an algorithm similar to the one in the proof of Theorem 7.4.4.

Theorem 7.5.9. The weighted Subset Feedback Vertex Set problem can be solved on rooted path graphs in $\mathcal{O}\left(n^{2} m\right)$ time.

Proof. We first describe the algorithm. Given a rooted path graph $G=$ $\left(V_{G}, E_{G}\right)$, we construct a tree model $\left(T,\left\{T_{v}\right\}_{v \in V_{G}}\right)$ of $G$ such that all subtrees $T_{v}, v \in V_{G}$ are directed paths in $\mathcal{O}(n+m)$ time [29, 40]. We apply the iterative procedure described in the proof of Lemma 7.3.1 and obtain an expanded tree model $\left(T^{\prime},\left\{T_{v}^{\prime}\right\}_{v \in V_{G}}\right)$ of $G$ such that all subtrees $T_{v}^{\prime}, v \in V_{G}$ are directed paths in $\mathcal{O}\left(n^{2}\right)$ time. As the host tree $T$ of $G$ has at most $n$ nodes [19, 43], the expanded host tree $T^{\prime}$ has $\mathcal{O}(n)$ nodes. If $G$ is an interval graph, then SFVS can be solved via the algorithm described in the proof of Corollary 7.4.5 in $\mathcal{O}(n m)$ time. Otherwise, we solve SFVS by computing $A_{V_{u_{\max }}}^{\varnothing}$ where $u_{\text {max }}$ is the (unique) vertex of $\max V_{G}$.

For this purpose, we device a dynamic programming algorithm for computing $A_{V_{u_{\text {max }}}}^{\varnothing}$. The algorithm works on $T^{\prime}$ traversing it in a bottom-up fashion starting from its leaves and moving towards its root. It maintains tables for storing the values of computed sets $A_{X}^{Y}$ in the following four cases of $X$ and $Y$ :

- $X=V_{u}$ and $Y=\varnothing$ for every $u \in V_{G}$.
- $X=V_{u}$ and $Y=\{w\}$ for every $u, w \in V_{G}$ such that $u<w$ and $u w \in E_{G}$.
- $X=V_{u, v}$ and $Y=\varnothing$ for every $u \in V_{G}$ and $v \in V_{G} \backslash S$ such that $u<v$ and $u v \in E_{G}$.
- $X=V_{u, v}$ and $Y=\{w\}$ for every $u \in V_{G}$ and $v, w \in V_{G} \backslash S$ such that $u<v<w$ and $\{u, v, w\}$ is a clique.

For computing these sets, we derive the following recursive formulas:

- Let $u \in V_{G}$. Lemma 7.3.6 and Lemma 7.3.7 imply that

$$
A_{V_{u}}^{\varnothing}=\max _{\text {weight }}\left\{\bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{\varnothing}, \quad\{u\} \cup \bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{\{u\} \cap N\left(u^{\prime}\right)}\right\} .
$$

- Let $u, w \in V_{G}$ such that $u<w$ and $u w \in E_{G}$. Lemma 7.3.6 and Lemma 7.5.5 imply the following:
- If $u \in S$ or $w \in S$, then

$$
A_{V_{u}}^{\{w\}}=\max _{\text {weight }}\left\{\bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{\{w\} \cap N\left(u^{\prime}\right)}, \quad\{u\} \cup \bigcup_{u^{\prime} \in \triangleleft u w} A_{V_{u^{\prime}}}^{\{u, w\} \cap N\left(u^{\prime}\right)}\right\}
$$

- If $u, w \notin S$, then

$$
\begin{aligned}
A_{V_{u}}^{\{w\}}=\max _{\text {weight }} & \left\{\bigcup_{u^{\prime} \in \triangleleft u} A_{V_{u^{\prime}}}^{\{w\} \cap N\left(u^{\prime}\right)},\right. \\
& \{u\} \cup V[\triangleleft u w ; ; \triangleleft u] \cup \bigcup_{u^{\prime} \in \triangleleft u w} A_{V_{u^{\prime}, u^{\prime} \triangleleft u}^{\{u, w\} \cap N\left(u^{\prime}\right)}}^{\{u .}
\end{aligned}
$$

- Let $u \in V_{G}$ and $v \in V_{G} \backslash S$ such that $u<v$ and $u v \in E_{G}$. Lemma 7.5.6 and Lemma 7.5.7 imply that

$$
A_{V_{u, v}}^{\varnothing}=\max _{\text {weight }}\left\{A_{V_{u, u \triangleleft v}}^{\varnothing}, \quad\{v\} \cup A_{V_{u, u \triangleleft v}}^{\{v\}}\right\}
$$

- Let $u \in V_{G}$ and $v, w \in V_{G} \backslash S$ such that $u<v<w$ and $\{u, v, w\}$ is a clique. Lemma 7.5.6 and Lemma 7.5.8 imply that

$$
\begin{aligned}
A_{V_{u, v}}^{\{w\}}=\max _{\text {weight }}\{ & A_{V_{u, u \triangleleft v}}^{\{w\}}, \\
& \left.\{v\} \cup V[\triangleleft v w ;\{u\} ;\{u \triangleleft v\}] \cup \bigcup_{u^{\prime} \in V_{u} \cap \triangleleft v w} A_{V_{u^{\prime}, u^{\prime} \triangleleft v}^{\{v, w\} \cap N\left(u^{\prime}\right)}}^{\{w}\right\} .
\end{aligned}
$$

Regarding the correctness of the algorithm, observe that applying any of the above recursive formulas requires only sets $A_{X}^{Y}$ that can also be computed via these formulas.

To evaluate the running time of the algorithm, we assume that the input graph is a connected rooted path graph. If not, observe that we can
simply run our algorithm on each connected component of the input graph and subsequently combine all output solutions into a solution for the input graph. Notice that the number of sets $A_{X}^{Y}$ described above that the algorithm computes and subsequently stores their values in corresponding table entries is $\mathcal{O}(n m)$. Computing a single such set $A_{X}^{Y}$ via any of the recursive formulas shown above requires the retrieval of stored values from $\mathcal{O}(n)$ entries. These entries are determined via precomputed auxiliary objects. For some of these formulas, their application additionally requires the computation of a set $V\left[V_{1} ; V_{2} ; V_{3}\right]$. It is not difficult to see that any such set can be computed via a single transversal of the host tree $T^{\prime}$. As there are $\mathcal{O}(n)$ nodes in $T^{\prime}$, traversing it once takes $\mathcal{O}(n)$ time. Thus the total processing time is $\mathcal{O}\left(n^{2} m\right)$. Now consider the aforementioned auxiliary objects: they are the vertex sets $\triangleleft v, \triangleleft v w$ and $V_{u} \cap \triangleleft v w$ and the vertices $u \triangleleft v$ for appropriate $u, v, w \in V_{G}$. For computing the vertex sets $\triangleleft v$, it is sufficient the traverse $T^{\prime}$ once for every $v \in V_{G}$. Similarly, for computing the vertex sets $\triangleleft v w$, it is sufficient to traverse $T^{\prime}$ once for every $v, w \in V_{G}$ such that $v<w$ and $v w \in E_{G}$, and for computing the vertices $u \triangleleft v$, it is sufficient to traverse $T^{\prime}$ once for every $u, v \in V_{G}$ such that $u<v$ and $u v \in E_{G}$. We also determine for every pair $(x, y)$ of distinct nodes of $T^{\prime}$ whether $x<y$ or not. As mentioned in the proof of Theorem 7.4.4, this can be accomplished in $\mathcal{O}\left(n^{2}\right)$ time. Then for every $u, v, w \in V_{G}$ such that $u<v<w$ and $\{u, v, w\}$ is a clique, we compute the vertex set $V_{u} \cap \triangleleft v w$ in $\mathcal{O}(n)$ time by checking for every $u^{\prime} \in \triangleleft v w$ whether $u^{\prime} \leq u$. Thus the total preprocessing time is $\mathcal{O}\left(n^{2} m\right)$. Therefore, the total running time of our algorithm is $\mathcal{O}\left(n^{2} m\right)$.

### 7.5.2 Undirected Path Graphs

The results of Theorem 7.4.4 and Corollary 7.4.5 motivate us to investigate whether our approach can be further extended to provide similar results on larger classes of chordal graphs. The class of graphs with bounded vertex leafage is a natural candidate to consider for such an investigation. However we show that Subset Feedback Vertex Set is NP-complete on undirected path graphs which are a subclass of graphs with vertex leafage at most two. In particular, we provide a polynomial reduction from the NP-complete MAX Cut problem. Given a graph $G$, the Max Cut problem concerns the finding of a partition of $V(G)$ into two sets $A$ and $\bar{A}$ such that the number of edges with one endpoint in $A$ and the other one in $\bar{A}$ is maximum among all such partitions. For two disjoint sets of vertices $X$ and $Y$, we denote by $E(X, Y)$ the set $\{\{x, y\} \mid x \in X$ and $y \in Y\}$. The cut-set of a set $A \subseteq V(G)$ in $G$ is the set
of edges of $G$ with exactly one endpoint in $A$, which is $E(A, V(G) \backslash A) \cap E(G)$. In such terminology, Max CuT concerns the finding of a set $A \subseteq V(G)$ such that its cut-set in $G$ is of maximum size. The Max CuT problem is known to be NP-hard on general graphs [52] and to remain NP-hard even when the input graph is restricted to be a split or 3-colorable or undirected path graph [7]. We mention that our reduction is based on Max Cut on general graphs.

Towards the claimed reduction, to any graph $G$ on $n$ vertices and $m$ edges, we will associate a graph $H_{G}$ on $12 n^{2}+4 n+2 m$ vertices. First we describe the vertex set of $H_{G}$. For every vertex $v \in V(G)$, we consider the following sets:

- $X(v)=\left\{x_{v}^{1}, x_{v}^{2}, \ldots, x_{v}^{2 n}\right\}$ and $\bar{X}(v)=\left\{\bar{x}_{v}^{1}, \bar{x}_{v}^{2}, \ldots, \bar{x}_{v}^{2 n}\right\}$,
- $Y(v)=\left\{y_{v}^{1}, y_{v}^{2}, \ldots, y_{v}^{2 n+1}\right\}$ and $\bar{Y}(v)=\left\{\bar{y}_{v}^{1}, \bar{y}_{v}^{2}, \ldots, \bar{y}_{v}^{2 n+1}\right\}$,
- $Z(v)=\left\{z_{v}^{1}, z_{v}^{2}, \ldots, z_{v}^{2 n+1}, \bar{z}_{v}^{1}, \bar{z}_{v}^{2}, \ldots, \bar{z}_{v}^{2 n+1}\right\}$, and
- $W(v)=\left\{\left(v, v^{\prime}\right) \mid\left\{v, v^{\prime}\right\} \in E(G)\right\}$.

We consider all these sets to be pairwise-disjoint. The vertex set of $H_{G}$ is precisely the union of all these sets. Notice that for every edge $\{u, v\} \in E(G)$, the ordered pairs $(u, v)$ and $(v, u)$ are both vertices of $H_{G}$. We denote by $\bar{W}(v)$ the set $\left\{\left(v^{\prime}, v\right) \mid\left\{v^{\prime}, v\right\} \in E(G)\right\}$. The edge set of $H_{G}$ contains precisely the following:

- all edges required for the set $\bigcup_{v \in V(G)}(Y(v) \cup \bar{Y}(v) \cup W(v))$ to be a clique and
- for every vertex $v \in V(G)$ :
- all elements of the sets $E(X(v), Y(v)), E(\bar{X}(v), \bar{Y}(v))$, $E(X(v), W(v)), E(\bar{X}(v), \bar{W}(v))$,
- for every $i \in[n]$, the edges $\left\{x_{v}^{i}, x_{v}^{n+i}\right\},\left\{\bar{x}_{v}^{i}, \bar{x}_{v}^{n+i}\right\}$, and
- for every $j \in[2 n+1]$, the edges $\left\{y_{v}^{j}, z_{v}^{j}\right\},\left\{y_{v}^{j}, \bar{z}_{v}^{j}\right\},\left\{\bar{y}_{v}^{j}, z_{v}^{j}\right\},\left\{\bar{y}_{v}^{j}, \bar{z}_{v}^{j}\right\}$.

Observe that $x_{v}^{i}, x_{v}^{n+i}$ are true twins and $\bar{x}_{v}^{i}, \bar{x}_{v}^{n+i}$ are true twins, whereas $z_{v}^{j}, \bar{z}_{v}^{j}$ are false twins. This completes the construction of $H_{G}$. An example of a graph $G$ and its associated graph $H_{G}$ is given in Figure 7.4.

Lemma 7.5.10. For any graph $G$, the graph $H_{G}$ is an undirected path graph.


Figure 7.4: Illustration of a graph $G$ on three vertices (top left) and its associated undirected path graph $H_{G}$ (bottom). We also show the tree $T\left(H_{G}\right)$ described in the proof of Lemma 7.5.10 (top right). The vertices of $H_{G}$ that lie in the gray area form a clique.

Proof. In order to show that $H_{G}$ is an undirected path graph, we construct an
undirected tree $T\left(H_{G}\right)$ such that the vertices of $H_{G}$ correspond to particular paths of $T\left(H_{G}\right)$. To distinguish the vertex sets between $G$ and $T\left(H_{G}\right)$, we refer to the vertices of $T\left(H_{G}\right)$ as nodes. In order to construct $T\left(H_{G}\right)$, starting from a particular node $r$, for every vertex $v \in V(G)$, we consider the following paths:

- $P_{X}(v)=\left\langle r, x_{1}^{(v)}, \ldots, x_{n}^{(v)}\right\rangle$ and $P_{\bar{X}}(v)=\left\langle r, \bar{x}_{1}^{(v)}, \ldots, \bar{x}_{n}^{(v)}\right\rangle$ and
- for every $j \in[2 n+1], P_{Z}(v, j)=\left\langle r, z_{1}^{(v, j)}, z_{2}^{(v, j)}\right\rangle$.

Notice that the initial node $r$ is contained in all these paths. We consider them to be otherwise pairwise-disjoint. The tree $T\left(H_{G}\right)$ is precisely the union of all these paths. Next, we describe the paths of $T\left(H_{G}\right)$ that correspond to the vertices of $H_{G}$.

- For every $v \in V(G)$ and $i \in[n]$, to each of the vertices $x_{v}^{i}, x_{v}^{n+i}$ (resp. $\bar{x}_{v}^{i}$, $\bar{x}_{v}^{n+i}$ ) we correspond the path $\left\langle x_{i}^{(v)}\right\rangle\left(\right.$ resp. $\left.\left\langle\bar{x}_{i}^{(v)}\right\rangle\right)$.
- For every $v \in V(G)$ and $j \in[2 n+1]$,
- to the vertices $y_{v}^{j}$ and $\bar{y}_{v}^{j}$ we correspond the paths
$\left\langle x_{n}^{(v)}, \ldots, x_{1}^{(v)}, r, z_{1}^{(v, j)}, z_{2}^{(v, j)}\right\rangle$ and $\left.\left\langle\bar{x}_{n}^{(v)}, \ldots, \bar{x}_{1}^{(v)}, r, z_{1}^{(v, j)}, z_{2}^{(v, j)}\right\rangle\right)$ respectively, and
- to the vertices $z_{v}^{j}$ and $\bar{z}_{v}^{j}$ we correspond the paths $\left\langle z_{1}^{(v, j)}\right\rangle$ and $\left\langle z_{2}^{(v, j)}\right\rangle$ respectively.
- For every $\{u, v\} \in E(G)$, to the vertices $(u, v)$ and $(v, u)$ we correspond the paths $\left\langle x_{n}^{(u)}, \ldots, x_{1}^{(u)}, r, \bar{x}_{1}^{(v)}, \ldots, \bar{x}_{n}^{(v)}\right\rangle$ and $\left\langle x_{n}^{(v)}, \ldots, x_{1}^{(v)}, r, \bar{x}_{1}^{(u)}, \ldots, \bar{x}_{n}^{(u)}\right\rangle$ respectively.

Now it is not difficult to see that the intersection graph of the collection that contains precisely all these paths is isomorphic to $H_{G}$. Observe that all paths containing node $r$ correspond to the vertices of the clique $\bigcup_{v \in V(G)} Y(v) \cup$ $\bar{Y}(v) \cup W(v)$ and for every $v \in V(G)$, all paths that are subpaths of $P_{X}(v)$ and $P_{\bar{X}}(v)$ correspond to the vertices of $X(v)$ and $\bar{X}(v)$ respectively, and all paths that are subpaths of $P_{Z}(v, j), j \in[2 n+1]$ correspond to the vertices of $Z(v)$. Therefore, $H_{G}$ is an undirected path graph.

Let us now show that to any cut-set in $G$, there is an associated subset feedback vertex set in $H_{G}$. We first introduce some additional notation: $X=$
$\bigcup_{v \in V(G)} X(v), \bar{X}=\bigcup_{v \in V(G)} \bar{X}(v), Y=\bigcup_{v \in V(G)} Y(v), \bar{Y}=\bigcup_{v \in V(G)} \bar{Y}(v)$, $Z=\bigcup_{v \in V(G)} Z(v), W=\bigcup_{v \in V(G)} W(v)=\bigcup_{v \in V(G)} \bar{W}(v)$ and for every $A, B \subseteq$ $V(G), W(A, B)=\left(\bigcup_{a \in A} W(a)\right) \cap\left(\bigcup_{b \in B} \bar{W}(b)\right)$. For every $A \subseteq V(G)$, we denote by $\bar{A}$ the set $V(G) \backslash A$ for simplicity. We also define the vertex set

$$
U(A)=\left(\bigcup_{v \in A}(X(v) \cup \bar{Y}(v))\right) \cup\left(\bigcup_{v \in \bar{A}}(\bar{X}(v) \cup Y(v))\right) \cup(W \backslash W(A, \bar{A}))
$$

Observe that $|U(A)|=n(2 n+(2 n+1))+(2 m-|W(A, \bar{A})|)=4 n^{2}+n+2 m-$ $|W(A, \bar{A})|$ and $|W(A, \bar{A})|$ is the size of the cut-set of $A$ in $G$.

Lemma 7.5.11. Let $G$ be a graph and let $A \subseteq V(G)$. Then $U(A)$ is a subset feedback vertex set of $\left(H_{G}, S\right)$ where $S=X \cup \bar{X} \cup Z$.

Proof. We show that the undirected path graph $H_{G}-U(A)$ is an $S$-forest. Assume for contradiction that there is an $S$-triangle $S_{t}$ in $H_{G}-U(A)$. Then $S_{t}$ contains at least one vertex of $S$. We consider the following three cases:

- Let $x \in V\left(S_{t}\right) \cap X$. Then there exists $v \in V(G)$ such that $x \in X(v)$. Since $X\left(v^{\prime}\right) \subseteq U(A)$ for every $v^{\prime} \in A$, the vertex $v$ must be in $\bar{A}$. By the construction of $H_{G}$, any vertex of $X(v)$ has exactly one neighbor in $X(v)$. Thus there exists $y \in V\left(S_{t}\right)$ such that $y \notin X(v)$. Again by the construction of $H_{G}$, the neighborhood of any vertex of $X(v)$ in $H_{G}-X(v)$ is $Y(v) \cup W(v)$, which implies that $y \in Y(v) \cup W(v)$. Hence we reach a contradiction to the definition of $U(A)$, since $Y(v) \subseteq U(A)$ and $W(v) \subseteq W \backslash W(A, \bar{A}) \subseteq U(A)$.
- Let $\bar{x} \in V\left(S_{t}\right) \cap \bar{X}$. Arguments that are completely symmetrical to the ones employed in the previous case yield a contradiction to the definition of $U(A)$.
- Let $z \in V\left(S_{t}\right) \cap Z$. Then there exists $v \in V(G)$ such that $z \in Z(v)$ and by the construction of $H_{G}$, there exist $y \in Y(v)$ and $\bar{y} \in \bar{Y}(v)$ such that $N(z)=\{y, \bar{y}\}$. Thus $V\left(S_{t}\right)$ must be $\{z, y, \bar{y}\}$, which implies that $y, \bar{y} \notin U(A)$. Hence we reach a contradiction to the definition of $U(A)$, since either $Y(v) \subseteq U(A)$ and $\bar{Y}(v) \cap U(A)=\varnothing$ or vice versa.

Since we obtained a contradiction in all three cases, we conclude that there is no $S$-triangle in $H_{G}-U(A)$.

Now we are ready to show the main result of this section. Its forward direction follows from the previous lemma. Its reverse direction is obtained through a series of claims. These claims imply a procedure which progressively reconfigures any arbitrary initial subset feedback vertex set of $H_{G}$ until it becomes one that is associated to a cut-set of $G$.

Theorem 7.5.12. The unweighted Subset Feedback Vertex Set decision problem is NP-complete on undirected path graphs.

Proof. We provide a polynomial reduction from the NP-complete Max Cut problem. Given a graph $G$ on $n$ vertices and $m$ edges for the Max Cut problem, we construct the graph $H_{G}$. Observe that the size of $H_{G}$ is polynomial and the construction of $H_{G}$ can be done in polynomial time. By Lemma 7.5.10, $H_{G}$ is an undirected path graph. We set $S=X \cup \bar{X} \cup Z$. We claim that $G$ admits a cut-set of size at least $k$ if and only if $\left(H_{G}, S\right)$ admits a subset feedback vertex set of size at most $4 n^{2}+n+2 m-k$.

Lemma 7.5 .11 provides the forward direction. Here we show the reverse direction. For every $U \subseteq V\left(H_{G}\right)$, we denote by $\bar{U}$ the set $V\left(H_{G}\right) \backslash U$ for simplicity. We also define the vertex set $A_{U}=\{v \in V(G) \mid X(v) \subseteq U\}$. Let $U$ be a subset feedback vertex set of $\left(H_{G}, S\right)$. Then it is not difficult to see that $U\left(A_{U}\right)=U$ holds if and only if $U$ satisfies the following four properties:
(1) $Z \subseteq \bar{U}$.
(2) For all $v \in V(G)$, either $X(v) \subseteq U$ or $X(v) \subseteq \bar{U}$, and either $\bar{X}(v) \subseteq U$ or $\bar{X}(v) \subseteq \bar{U}$.
(3) For all $v \in V(G)$, either $X(v) \cup \bar{Y}(v) \subseteq U$ and $\bar{X}(v) \cup Y(v) \subseteq \bar{U}$, or vice versa.
(4) $W \backslash W\left(A_{U}, \overline{A_{U}}\right) \subseteq U$ and $W\left(A_{U}, \overline{A_{U}}\right) \subseteq \bar{U}$.

For every $i \in\{0,1, \ldots, 4\}$, we say that a subset of $V\left(H_{G}\right)$ is a tier- $i$ sfvs if it is a subset feedback vertex set of $\left(H_{G}, S\right)$ that satisfies the first $i$ properties listed above. Notice that if a subset of $V\left(H_{G}\right)$ is a tier- $i$ sfvs, then it is a tier- $j$ sfvs for all $j \in\{0,1, \ldots, i\}$. Also notice that any subset feedback vertex set of $\left(H_{G}, S\right)$ is a tier-0 sfvs. We will now show through a series of claims that for every tier- 0 sfvs, there exists a tier-4 sfvs of at most equal size.
Claim 7.5.13. For every tier-0 sfvs $U$, there exists a tier-1 sfvs $U^{\prime}$ such that $\left|U^{\prime}\right| \leq|U|$.

Proof: Let $U$ be a tier- 0 sfvs. If $Z \cap U=\varnothing$, then $U$ is already a tier- 1 sfvs. Assume otherwise. Then there exist $v \in V(G)$ and $j \in[2 n+1]$ such that $\left\{z_{v}^{j}, \bar{z}_{v}^{j}\right\} \cap U \neq \varnothing$. We construct the set $U^{\prime}=\left(U \backslash\left\{z_{v}^{j}, \bar{z}_{v}^{j}\right\}\right) \cup\left\{\bar{y}_{v}^{j}\right\}$. Notice that $\left|\left\{z_{v}^{j}, \bar{z}_{v}^{j}\right\} \cap U\right| \geq 1$ and $\left|\left\{\bar{y}_{v}^{j}\right\} \backslash U\right| \leq 1$, yielding $\left|U^{\prime}\right| \leq|U|$. Observe that by the construction of $H_{G}$, the neighborhoods of $z_{v}^{j}$ and $\bar{z}_{v}^{j}$ in $H_{G}-U^{\prime}$ are the same subset of $\left\{y_{v}^{j}\right\}$, thus neither $z_{v}^{j}$ nor $\bar{z}_{v}^{j}$ is a vertex of any triangle of $H_{G}-U^{\prime}$. As $z_{v}^{j}$ and $\bar{z}_{v}^{j}$ are the only vertices being removed from a tier- 0 sfvs, this implies that $U^{\prime}$ is also a tier-0 sfvs. Iteratively following this argumentation for every $v \in V(G)$ and $j \in[2 n+1]$ such that $\left\{z_{v}^{j}, \bar{z}_{v}^{j}\right\} \cap U \neq \varnothing$, we obtain a tier- 1 sfvs $U^{\prime}$ such that $\left|U^{\prime}\right| \leq|U|$.

Claim 7.5.14. For every tier-1 sfvs $U$ and $v \in V(G)$, it holds that $\mid(Y(v) \cup$ $\bar{Y}(v)) \cap U \mid \geq 2 n+1$.

Proof: Let $U$ be a tier- 1 sfvs. Consider a vertex $v \in V(G)$. Then $Z(v) \subseteq \bar{U}$. Since $Z(v) \subset S$ also holds, the triangles induced by the sets $\left\{y_{v}^{j}, \bar{y}_{v}^{j}, \bar{z}_{v}^{j}\right\}$, $j \in[2 n+1]$ are $2 n+1$ vertex-disjoint $S$-triangles of $H_{G}$. Therefore, at least $2 n+1$ vertices of $Y(v) \cup \bar{Y}(v)$ must be in $U$, because $H_{G}-U$ is an $S$-forest.

Claim 7.5.15. For every tier-1 sfvs $U$, there exists a tier-2 sfvs $U^{\prime}$ such that $\left|U^{\prime}\right| \leq|U|$.

Proof: Let $U$ be a tier-1 sfvs. Consider a vertex $v \in V(G)$ such that both $X(v) \cap U \neq \varnothing$ and $X(v) \cap \bar{U} \neq \varnothing$. Assume that $x \in X(v) \cap \bar{U}$. By the construction of $H_{G}$, we have that $N(x) \backslash X(v)=Y(v) \cup W(v)$ is a clique. Since $X(v) \subset S$ and $H_{G}-U$ is an $S$-forest, at most one vertex of $Y(v) \cup W(v)$ is in $\bar{U}$. We construct the set $U^{\prime}=(U \backslash X(v)) \cup(Y(v) \cup W(v))$. Notice that $|X(v) \cap U| \geq 1$ and $|(Y(v) \cup W(v)) \backslash U| \leq 1$, yielding $\left|U^{\prime}\right| \leq|U|$. The set $U^{\prime}$ is a tier-1 sfvs. This follows from the fact that by the construction of $H_{G}$, there are no triangles in $H_{G}[X(v)]$ and $N(X(v))=Y(v) \cup W(v) \subseteq U^{\prime}$. Now consider a vertex $v \in V(G)$ such that both $\bar{X}(v) \cap U \neq \varnothing$ and $\bar{X}(v) \cap \bar{U} \neq \varnothing$. Via completely symmetrical arguments, the set $U^{\prime \prime}=\left(U^{\prime} \backslash \bar{X}(v)\right) \cup(\bar{Y}(v) \cup \bar{W}(v))$ is a tier-1 sfvs such that $\left|U^{\prime \prime}\right| \leq\left|U^{\prime}\right|$. Iteratively following the argumentations regarding all applicable cases for every $v \in V(G)$, we obtain a tier-2 sfvs $U^{\prime}$ such that $\left|U^{\prime}\right| \leq|U|$.

Before we continue with our claims, we observe that for every tier-0 sfvs $U$ and $v \in V(G)$, if $X(v) \subseteq \bar{U}$, then $Y(v) \cup W(v) \subseteq U$, and if $\bar{X}(v) \subseteq \bar{U}$, then $\bar{Y}(v) \cup \bar{W}(v) \subseteq U$. This follows from the facts that $H_{G}-U$ is an $S$-forest, $X(v) \cup \bar{X}(v) \subset S$ and by the construction of $H_{G}$, for every $y \in Y(v) \cup W(v)$
(resp. $\bar{y} \in \bar{Y}(v) \cup \bar{W}(v))$, the set $\left\{x_{v}^{1}, x_{v}^{n+1}, y\right\}\left(\operatorname{resp} .\left\{\bar{x}_{v}^{1}, \bar{x}_{v}^{n+1}, \bar{y}\right\}\right)$ induces a triangle of $H_{G}$. In proving our remaining claims, we implicitly apply this observation.

Claim 7.5.16. For every tier-2 sfvs $U$, there exists a tier-3 sfvs $U^{\prime}$ such that $\left|U^{\prime}\right| \leq|U|$.

Proof: Let $U$ be a tier- 2 sfvs. Consider a vertex $v \in V(G)$. Then exactly one of the following holds:
(1) $X(v) \cup \bar{X}(v) \subseteq \bar{U}$
(2) $X(v) \subseteq U$ and $\bar{X}(v) \subseteq \bar{U}$
(3) $X(v) \subseteq \bar{U}$ and $\bar{X}(v) \subseteq U$
(4) $X(v) \cup \bar{X}(v) \subseteq U$

Assume that (1) holds. Then $Y(v) \cup \bar{Y}(v) \subseteq U$ holds. We construct the set $U^{\prime}=(U \backslash Y(v)) \cup X(v)$. Notice that $|Y(v) \cap U|=2 n+1$ and $|X(v) \backslash U|=2 n$, yielding $\left|U^{\prime}\right|<|U|$. It is not difficult to show that the set $U^{\prime}$ is a tier-2 sfvs.

Now assume that (2) holds. Then $\bar{Y}(v) \subseteq U$ holds. We construct the set $U^{\prime}=U \backslash Y(v)$. Clearly, $\left|U^{\prime}\right| \leq|U|$. It is not difficult to show that the set $U^{\prime}$ is a tier-2 sfvs. Assuming that (3) holds, completely symmetrical arguments yield that the set $U^{\prime}=U \backslash \bar{Y}(v)$ is a tier-2 sfvs such that $\left|U^{\prime}\right| \leq|U|$.

Lastly assume that (4) holds. By Claim 7.5.14, we have $\mid(Y(v) \cup \bar{Y}(v)) \backslash$ $U \mid \leq 2 n+1$. Without loss of generality, assume that $|\bar{Y}(v) \backslash U| \leq n$. We construct the set $U^{\prime}=(U \backslash(\bar{X}(v) \cup Y(v))) \cup(\bar{Y}(v) \cup \bar{W}(v))$. Notice that $|(\bar{X}(v) \cup Y(v)) \cap U| \geq 2 n+0=2 n$ and $|(\bar{Y}(v) \cup \bar{W}(v)) \backslash U| \leq n+(n-1)<2 n$, yielding $\left|U^{\prime}\right|<|U|$. It is not difficult to show that the set $U^{\prime}$ is a tier-2 sfvs.

Iteratively following the argumentation regarding the appropriate case for every $v \in V(G)$, we obtain a tier- 3 sfvs $\left|U^{\prime}\right|$ such that $\left|U^{\prime}\right| \leq|U|$.

Claim 7.5.17. For every tier-3 sfvs $U$, there exists a tier-4 sfvs $U^{\prime}$ such that $\left|U^{\prime}\right| \leq|U|$.

Proof: Let $U$ be a tier- 3 sfvs. Consider a vertex $w \in W$. Then there exist $u, v \in V(G)$ such that $w=(u, v)$ is the (unique) vertex of $W(u) \cap \bar{W}(v)$. Assume that $w \in W \backslash W\left(A_{U}, \overline{A_{U}}\right)$. Then $u \notin A_{U}$ or $v \notin \overline{A_{U}}$, which implies that $X(u) \subseteq \bar{U}$ or $\bar{X}(v) \subseteq \bar{U}$. In both cases, it follows that $w \in U$. Now assume that $w \in W\left(A_{U}, \overline{A_{U}}\right)$. Then $u \in A_{U}$ and $v \in \overline{A_{U}}$, which implies
that $X(u) \subseteq U$ and $\bar{X}(v) \subseteq U$. By the construction of $H_{G}$, we have that $N(w) \cap S=X(u) \cup \bar{X}(v)$. It follows that the set $U^{\prime}=U \backslash W\left(A_{U}, \overline{A_{U}}\right)$ is a tier-4 sfvs such that $\left|U^{\prime}\right| \leq|U|$.

To conclude our proof, we assume that $U$ is a tier-0 sfvs such that $|U| \leq$ $4 n^{2}+n+2 m-k$. Due to Claims 7.5.13, 7.5.15-7.5.17, there exists a tier-4 sfvs $U^{\prime}$ such that $\left|U^{\prime}\right| \leq|U|$. Then $U\left(A_{U^{\prime}}\right)=U^{\prime}$ holds. Recall that $\left|U\left(A_{U^{\prime}}\right)\right|=$ $4 n^{2}+n+2 m-\left|W\left(A_{U^{\prime}}, \overline{A_{U^{\prime}}}\right)\right|$ and $\left|W\left(A_{U^{\prime}}, \overline{A_{U^{\prime}}}\right)\right|$ is the size of the cut-set of $A_{U^{\prime}}$ in $G$. All of the above imply that the size of the cut-set of $A_{U^{\prime}}$ in $G$ is at least $k$.

## SFVS, FVS, NMC AND UNMC on $H$-free Graphs

In this chapter, we present our results for SFVS, FVS, NMC and UNMC on $H$-free graphs and in particular on $(\alpha+1) K_{1}$-free graphs, $\alpha \in \mathbb{N}$. Section 8.1 contains our results for SFVS: a polynomial-time algorithm for solving the weighted SFVS problem on $4 K_{1}$-free graphs, NP-hardness of the weighted SFVS problem on $5 K_{1}$-free graphs and a polynomial-time algorithm for solving the unweighted SFVS problem on $(\alpha+1) K_{1}$-free graphs. In Section 8.2, we provide a polynomial-time algorithm for solving the weighted FVS problem on $(\alpha+1) K_{1}$-free graphs and an alternative reduction for showing a matching W[1]-hardness of the unweighted FVS problem. Our results for the unweighted NMC and weighted UNMC problems which are corollaries of the results in Section 8.1 are contained in Sections 8.3 and 8.4 respectively. In Section 8.4, we also provide a polynomial-time algorithm for solving the unweighted UNMC problem on $(\alpha+1) K_{1}$-free graphs. All of the above are results of a study of these problems on graphs with bounded independent set number. Recall that:

- graphs with independent set number at most $\alpha \equiv(\alpha+1) K_{1}$-free graphs
- graphs with clique cover number at most $\alpha \equiv$ co- $\alpha$-partite graphs

Also observe that the relations illustrated in Figure 8.1 hold. The results presented in this chapter were published in the following works:


Figure 8.1: Relations between the graph classes appearing in this chapter.

- Charis Papadopoulos and Spyridon Tzimas. Subset Feedback Vertex Set on Graphs of Bounded Independent Set Size. $13^{\text {th }}$ International Symposium on Parameterized and Exact Computation (IPEC 2018). Leibniz International Proceedings in Informatics (LIPIcs), 115:20:1-20:14 (2019).
- Charis Papadopoulos and Spyridon Tzimas. Subset feedback vertex set on graphs of bounded independent set size. Theoretical Computer Science, 814:177-188 (2020).

However, we note that the results are presented in reanalysed form in light of the aforementioned relations between the graph classes considered in this chapter.

### 8.1 SFVS on Graphs with Bounded Independent Set Number

Let us give a couple of observations on the nature of SFVS on graphs with bounded independent set number. Firstly note that the bound on the size of an independent set is a hereditary property; for every induced subgraph $H$ of $G$, we have $\alpha(H) \leq \alpha(G)$. Moreover for any clique $C$ of $G$, any $S$-forest of $G$ contains at most two vertices of $S \cap C$.

Observation 8.1.1. Let $G$ be a graph with $\alpha(G) \leq \alpha$ and let $S \subseteq V$.
(1) For every set $X$ of at least $2 \alpha+1$ vertices, there exists a cycle in $G[X]$.
(2) Every $S$-forest of $G$ has at most $2 \alpha$ vertices from $S$.

Proof. Let $X$ be a set of at least $2 \alpha+1$ vertices. Assume that $G[X]$ is a forest. As an induced subgraph of $G$, any independent set of $G[X]$ has size at most $\alpha$. Since $G[X]$ is acyclic, there is a proper 2-coloring $A, B$ of the vertices of $G[X]$ such that $|A| \geq|B|$. By the fact that $|A| \leq \alpha$, we conclude that $|A|+|B| \leq 2 \alpha$, leading to a contradiction that $|X| \geq 2 \alpha+1$. Thus $G[X]$ contains a cycle.

For the second statement, let $F=\left(V_{F}, E_{F}\right)$ be an $S$-forest of $G$. By the first statement, if $S \cap V_{F}$ has at least $2 \alpha+1$ vertices then there is a cycle in $F\left[S \cap V_{F}\right]$, which implies an $S$-cycle in $F$. Thus $\left|S \cap V_{F}\right| \leq 2 \alpha$.

We note that Observation 8.1.1 allows us to construct by brute force all possible subsets of $S$ belonging to any $S$-forest in $n^{\mathcal{O}(\alpha)}$ time.

### 8.1.1 Weighted SFVS

Here we consider the weighted SFVS problem and we show a complexity dichotomy result with respect to the independent set number. We first provide a polynomial-time algorithm for solving the weighted SFVS optimization problem on graphs with independent set number at most three and then we show that the weighted SFVS decision problem is NP-complete on graphs with independent set number at least four.

Let $(G, S)$ be an instance of the weighted SFVS optimization problem such that $\alpha(G)=\alpha$. Let $H=\left(V_{H}, E_{H}\right)$ be an induced subgraph of $G$. Let $S_{0}=S \cap V_{H}$ and let $S_{1}=N_{H}\left(S_{0}\right)$. Furthermore, we denote by $S_{\leq 1}$ the set $S_{0} \cup S_{1}$. We partition the graph $H$ into two induced subgraphs $H_{\leq 1}$ and $H_{>1}$ as follows:

- $H_{\leq 1}$ is the subgraph $H\left[S_{\leq 1}\right]$ of $H$ that is induced by the vertices that are at distance at most one from the vertices of $S_{0}$.
- $H_{>1}$ is the subgraph $H-S_{\leq 1}$ of $H$ that is induced by the vertices that are at distance at least two from the vertices of $S_{0}$.


Figure 8.2: Illustrating an $S$-distance partition ( $F_{\leq 1}, F_{>1}$ ) of an $S$-forest $F$ with $S=\left\{s_{1}, s_{2}, s_{3}\right\}$ that shows the connected components $C_{1}, C_{2}, C_{3}$ of $F_{>1}$. The edges inside $F_{>1}$ are not drawn in order to highlight that the cut satisfies the given tuple $\left(A_{1}, A_{2}, A_{3}\right)$.

Such a partition is called the $S$-distance partition of $H$, denoted by ( $H_{\leq 1}, H_{>1}$ ). The set of edges of $H$ having one endpoint in $H_{\leq 1}$ and the other in $H_{>1}$ is called the cut of the partition $\left(H_{\leq 1}, H_{>1}\right)$. Notice that a vertex of $H_{\leq 1}$ that is adjacent to a vertex of $H_{>1}$ belongs to $S_{1}$.

Let $\left(C_{1}, \ldots, C_{d}\right)$ be an ordering of the partition of the vertices of $H_{>1}$ such that each $C_{i}, 1 \leq i \leq d$, induces a connected component in $H_{>1}$. Because $H_{>1}$ is an induced subgraph of $G$, it is clear that $d \leq \alpha$. Let $\left(A_{1}, \ldots, A_{d}\right)$ be a tuple of $d$ subsets of $S_{1}$, i.e., each $A_{i} \subseteq S_{1}$ holds. Observe that $\left(A_{1}, \ldots, A_{d}\right)$ neither partitions nor covers the set $S_{1}$. We say that the cut satisfies the tuple $\left(A_{1}, \ldots, A_{d}\right)$ if for any vertex $v \in C_{i}$, we have $\left(N(v) \cap S_{\leq 1}\right) \subseteq A_{i}$. Recall that an $S$-forest is an induced subgraph of $G$. Thus, an $S$-forest $F$ of $G$ admits an $S$-distance partition $\left(F_{\leq 1}, F_{>1}\right)$. The notion of an $S$-distance partition of $F$ with the corresponding cut is illustrated in Figure 8.2.

We now utilize the $S$-distance partition of $H$ in order to construct an algorithm that solves the weighted SFVS optimization problem on graphs with independent set number $\alpha$ and subsequently show that this algorithm is efficient for $\alpha \leq 3$. Our general approach relies on the following facts:

- By Observation 8.1.1 (2), we try all subsets $S^{\prime}$ of $S$ with at most $2 \alpha$ vertices and keep those sets that induce a forest. This step is used in constructing the vertices of $S$ within the graph $H_{\leq 1}$. In particular, for each such set $S^{\prime}$, we construct all $H_{\leq 1}$ such that $S_{0}=S^{\prime}$. We will show that the number of such subsets produced is bounded by $n^{\mathcal{O}(\alpha)}$.
- For each of the potential subgraphs $H_{\leq 1}$ constructed in the previous step, and for each $d \leq \alpha$, we determine all possible tuples $\left(A_{1}, \ldots, A_{d}\right)$ with $A_{i} \subseteq S_{1}$ having the following property: every induced subgraph of $G$ whose $S$-distance partition's first part is $H_{\leq 1}$ and its cut satisfies the tuple $\left(A_{1}, \ldots, A_{d}\right)$ is indeed an $S$-forest $F$ of $G$. We show that considering only these tuples is sufficient in Lemma 8.1.2.
- Up to that point, we can show that all steps can be executed in time $n^{\mathcal{O}(\alpha)}$. However for the next and final step we can only achieve polynomial running time if we restrict ourselves to $\alpha \leq 3$ due to the number of connected components of $F_{>1}$. For each tuple computed in the previous step, we find connected components $C_{1}, \ldots, C_{d}$ of maximum cumulative weight such that the cut of ( $F_{\leq 1}, G\left[C_{1} \cup \cdots \cup C_{d}\right]$ ) satisfies the tuple. For doing so, we take advantage of the small number of connected components $(d \leq 3)$ and an efficient way of computing a vertex-cut between such components.

We begin by showing that the $S$-distance partition of $H$ provides a useful tool towards computing a maximum $S$-forest. Given a set of vertices $X \subseteq N[S]$ and $d$ subsets $A_{i}$ of $X \backslash S$, we construct the graph aux ${ }_{A_{1}, \ldots, A_{d}}(X)$ that is obtained from $G[X]$ by adding $d$ vertices $w_{1}, \ldots, w_{d}$ such that every vertex $w_{i}$ is adjacent to all the vertices of $A_{i}$. In what follows, we always assume that $G$ is a graph having independent set size $\alpha$.

Lemma 8.1.2. Let $F$ be an $S$-forest of $G$ with $S$-distance partition $\left(F_{\leq 1}, F_{>1}\right)$ such that $S_{0} \neq \varnothing$. Then for some $d \leq \alpha$, there is a tuple $\left(A_{1}, \ldots, A_{d}\right)$ with $A_{i} \subseteq S_{1}$ such that
(i) the cut of $\left(F_{\leq 1}, F_{>1}\right)$ satisfies $\left(A_{1}, \ldots, A_{d}\right)$ and
(ii) every induced subgraph $H$ of $G$ with $S$-distance partition ( $H\left[S_{\leq 1}\right], H-$ $\left.S_{\leq 1}\right)$ that satisfies $\left(A_{1}, \ldots, A_{d}\right)$ is an $S$-forest.

Proof. Let $\left(C_{1}, \ldots, C_{d}\right)$ be an ordering of the partition of the vertices of $F_{>1}$ such that every $C_{i}$ induces a connected component in $F_{>1}$. We define a tuple $\left(A_{1}, \ldots, A_{d}\right)$ in which every $A_{i}=N\left(C_{i}\right) \cap S_{\leq 1}$, for $1 \leq i \leq d$. Clearly $A_{i} \subseteq$ $S_{1}$ since every vertex $F_{>1}$ is at distance at least two from $S_{0}$. Thus, by construction, the cut of ( $F_{\leq 1}, F_{>1}$ ) satisfies the tuple $\left(A_{1}, \ldots, A_{d}\right)$.

For the next claim, we first show that $\widehat{G}:=\operatorname{aux}_{A_{1}, \ldots, A_{d}}\left(S_{\leq 1}\right)$ is an $S$-forest. Assume for contradiction that there is an $S$-cycle $\widehat{C}$ in $\widehat{G}$. Since $F_{\leq 1}$ does not
contain any $S$-cycle, $\widehat{C}$ contains a vertex $w_{i}$ and at least two vertices $u_{i}, v_{i}$ from $A_{i}$, for some $1 \leq i \leq d$. By the fact that $A_{i}=N\left(C_{i}\right) \cap S_{\leq 1}$, there are vertices $x_{i}$ and $y_{i}$, not necessarily distinct, in $C_{i}$ that are adjacent to $u_{i}$ and $v_{i}$, respectively. Since $C_{i}$ induces a connected component of $F_{>1}$, there is a path between $x_{i}$ and $y_{i}$ that lies entirely in $F_{>1}\left[C_{i}\right]$. This means that we can replace the vertex $w_{i}$ of $\hat{C}$ by a path between $x_{i}$ and $y_{i}$ for every $i$, to obtain an $S$-cycle in $F$, leading to a contradiction. Thus, $\widehat{G}$ is an $S$-forest.

Let $H$ be an induced subgraph of $G$ with $S$-distance partition ( $H\left[S_{\leq 1}\right], H-$ $\left.S_{\leq 1}\right)$ that satisfies $\left(A_{1}, \ldots, A_{d}\right)$. Observe that $H\left[S_{\leq 1}\right]=F_{\leq 1}$ as they are induced subgraphs of the same vertex set of $G$. Thus $H\left[S_{\leq 1}\right]$ does not contain any $S$-cycle, because $F$ is an $S$-forest. Since the cut of ( $\left.H\left[S_{\leq 1}\right], H-S_{\leq 1}\right)$ satisfies $\left(A_{1}, \ldots, A_{d}\right)$, there is a partition $\left(T_{1}, \ldots, T_{d}\right)$ of the vertices of $H-S_{\leq 1}$ such that $T_{i}$ is a connected component of $H-S_{\leq 1}$ and $N\left(T_{i}\right) \subseteq A_{i}$, for $1 \leq i \leq d$. We show that $H$ is indeed an $S$-forest. For contradiction, assume an $S$-cycle $C$ in $H$. There are no $S$-cycles in $H\left[S_{\leq 1}\right]$ which implies that $C \cap T_{i} \neq \varnothing$, for some $1 \leq i \leq d$. For every such set, we replace the part $C \cap T_{i}$ by a vertex $w_{i}^{\prime}$. Denote by $H^{\prime}$ the resulting graph. Notice that $H^{\prime}[C]$ is a subgraph of $\widehat{G}[C]$ because $N_{H^{\prime}}\left(w_{i}^{\prime}\right) \subseteq N_{\widehat{G}}\left(w_{i}\right)$. This, however, implies an $S$-cycle in $\widehat{G}$, which gives the desired contradiction. Therefore, $H$ is an $S$-forest.

Notice that $G-S$ is trivially an $S$-forest of $G$. Moreover, $G-S$ is maximal among all $S$-forests of $G$ such that $S_{0}=\varnothing$. In what follows, we assume that $S_{0} \neq \varnothing$ and show how to bound the vertex set $S_{\leq 1}$ of $F_{\leq 1}$.

Lemma 8.1.3. Let $F$ be an $S$-forest of $G$ such that $S_{0} \neq \varnothing$.

1. If $\left|S_{0}\right| \leq 2 \alpha-2$ then $\left|S_{\leq 1}\right| \leq 4 \alpha-2$.
2. If $\left|S_{0}\right| \geq 2 \alpha-1$ then $\left|S_{\leq 1}\right| \leq 2 \alpha$.

Proof. Let $F$ be such an $S$-forest of $G$ with $\left|S_{0}\right| \geq 1$. By Observation 8.1.1 (2), we know that $\left|S_{0}\right| \leq 2 \alpha$. Notice that $\left|S_{\leq 1}\right|=\left|S_{0}\right|+\left|S_{1}\right|$. We consider separately the two cases of the claim.

Case 1. Let $1 \leq\left|S_{0}\right| \leq 2 \alpha-2$. Assume for contradiction that $\left|S_{\leq 1}\right|>4 \alpha-2$. We show that $F\left[S_{1}\right]$ contains a matching with at least $\alpha$ edges. Applying Observation 8.1.1 (1) shows that there is a cycle $C$ in $F\left[S_{\leq 1}\right]$. Since $F$ is an $S$-forest, this is not an $S$-cycle, so all vertices contained in $C$ are vertices of $S_{1}$. Let $V_{M}=\varnothing$. Iteratively adding the two endpoints of an edge of $C$ to $V_{M}$
and applying Observation 8.1.1 (1) to $F-V_{M}$ as long as $\left|S_{\leq 1} \backslash V_{M}\right|>2 \alpha$, we identify $\alpha$ edges of $S_{1}$ such that all their endpoints are distinct. Thus, $F\left[S_{1}\right]$, and in particular $F\left[V_{M}\right]$, contains a matching $M$ with at least $\alpha$ edges.

Let $C_{1}, \ldots, C_{d}$ be the connected components of $F\left[S_{0}\right]$. Notice that $d \leq \alpha$ because $F\left[S_{0}\right]$ is an induced subgraph of a graph with maximum independent set size $\alpha$. By construction, every vertex of $S_{1}$ is adjacent to at least one vertex of $S_{0}$. If the endpoints of an edge of $M$ in $S_{1}$ are adjacent to vertices of the same component $C_{i}, 1 \leq i \leq d$, then there is an $S$-cycle in $F$ since every vertex of $C_{i}$ belongs to $S$. Thus the endpoints of every edge of $M$ are adjacent to different connected components of $F\left[S_{0}\right]$. Now obtain a bipartite graph by contracting every component $C_{i}$ into a single vertex and every edge of $M$ into a single vertex and keep only the adjacencies between the components and the edges of $M$. Let $(A, B)$ be the bipartition of the resulting bipartite graph such that $A$ contains the components of $F\left[S_{0}\right]$ and $B$ contains the edges of $M$. Since $|A| \leq|B|$ and every vertex of $B$ is adjacent to at least two vertices of $A$, there is a cycle in the bipartite graph. Then, it is not difficult to see that the cycle of the contracted vertices corresponds to an $S$-cycle in $F$. Therefore there is an $S$-cycle in an $S$-forest, leading to a contradiction.

Case 2. Let $2 \alpha-1 \leq\left|S_{0}\right| \leq 2 \alpha$. Assume for contradiction that $\left|S_{\leq 1}\right|>2 \alpha$. We pick a subset $W$ of $S_{1}$ such that $\left|S_{0}\right|+|W|=2 \alpha+1$. Notice that $1 \leq|W| \leq 2$. Then Observation 8.1.1 (1) implies that there is a cycle in $F\left[S_{0} \cup W\right]$. Since $W$ has at most two vertices, we conclude that the induced cycle of $F\left[S_{0} \cup W\right]$ has at least one vertex from $S$, hence it is an $S$-cycle in $F$. Therefore, we reach a contradiction which implies that $\left|S_{\leq 1}\right| \leq 2 \alpha$.

Lemma 8.1.3 shows that we can compute all possible candidates for $S_{\leq 1}$ in polynomial time as follows.

- We first construct, by brute force, all subsets $S^{\prime}$ of $S$ having at most $2 \alpha$ vertices, according to Observation 8.1.1 (2).
- Then, for each such subset $S^{\prime}$, we incorporate a set $Y \subseteq N\left(S^{\prime}\right) \backslash S$ for which either $\left|S^{\prime}\right|+|Y| \leq 4 \alpha-2$, or $\left|S^{\prime}\right|+|Y| \leq 2 \alpha$, according to Lemma 8.1.3.
- Given the described sets $S^{\prime}$ and $Y$, we check if $G\left[S^{\prime} \cup Y\right]$ induces an $S$ forest and, if so, we include $S^{\prime} \cup Y$ into a list $L_{1}$ containing all candidates for $S_{\leq 1}$.

The correctness follows from Observation 8.1.1 and Lemma 8.1.3. Regarding the running time, notice that we create at most $n^{\mathcal{O}(\alpha)}$ subsets for each of $S^{\prime}$ and $Y \subseteq N\left(S^{\prime}\right) \backslash S$. Thus, in $n^{\mathcal{O}(\alpha)}$ time we can compute a list $L_{1}$ that contains all possible candidates for (the solution's) set $S_{\leq 1}$.

Let $S_{\leq 1}$ be a set of $L_{1}$. We now focus on the graph $G^{\prime}=G-\left(S_{\leq 1} \cup S\right)$ that contains the vertices that are at distance of at least two from $S_{0}$. Recall that we assume $S_{0} \neq \varnothing$, by the discussion prior to Lemma 8.1.3. Let $d$ be the number of connected components of $G^{\prime}$. It is clear that $d \leq \alpha$. In fact, since $\left|S_{0}\right| \geq 1$ and the vertices of $G^{\prime}$ are at distance of at least two from $S_{0}$, we have $d<\alpha$.

By brute force, we find all tuples $\left(A_{1}, \ldots, A_{d}\right)$ such that the following hold:
(i) $A_{i} \subseteq S_{1}$, for every $1 \leq i \leq d$, and
(ii) the graph $\operatorname{aux}_{A_{1}, \ldots, A_{d}}\left(S_{\leq 1}\right)$ is an $S$-forest.

Notice that by the proof of Lemma 8.1.2 (ii) it is sufficient to consider only such tuples. Since $A_{i} \subseteq S_{\leq 1}, d<\alpha$, and $\left|S_{\leq 1}\right| \leq 4 \alpha$, the number of tuples is $\alpha^{\mathcal{O}(\alpha)}$, so that we can obtain the desired set of tuples that satisfy both conditions in polynomial time.

In what follows, we consider the case for $\alpha \leq 3$. By the previous arguments, we are given a set $S_{\leq 1} \subseteq N[S]$ and tuples of the form $A_{1}$ or $\left(A_{1}, A_{2}\right)$ which are subsets of $S_{1}$. Our task is to compute a subset $V^{\prime}$ of the vertices of $G^{\prime}$ such that the vertices of $S_{\leq 1} \cup V^{\prime}$ induce a maximum $S$-forest and the cut of $\left(G\left[S_{\leq 1}\right], G\left[V^{\prime}\right]\right)$ satisfies $A_{1}$ or $\left(A_{1}, A_{2}\right)$, respectively. We distinguish the two cases with the following two lemmas.

Lemma 8.1.4. Let $X \subseteq N[S]$ and let $A_{1}$ be a subset of $X \backslash S$ such that both $G[X]$ and $\operatorname{aux}_{A_{1}}(X)$ are $S$-forests. There exists a polynomial-time algorithm that computes a maximum $S$-forest $F$ such that $S_{\leq 1}=X$ and the cut of its $S$-distance partition $\left(F_{\leq 1}, F_{>1}\right)$ satisfies $A_{1}$.

Proof. Since $F_{\leq 1}$ is a fixed $S$-forest of $F$, we need to determine the vertices of $V \backslash(X \cup S)$ that are included in $F_{>1}$. By the desired cut of $\left(F_{\leq 1}, F_{>1}\right)$, we are restricted to the vertices of $V \backslash(X \cup S)$ whose neighbors in $\bar{F}_{\leq 1}$ are only vertices of $A_{1}$. Those vertices can be described as follows:

$$
B_{1}=\left\{w \in V \backslash(X \cup S) \mid N(w) \cap S_{\leq 1} \subseteq A_{1}\right\}
$$

Since the cut satisfies a single subset $A_{1}$, we have at most one connected component of $G\left[B_{1}\right]$ in $F_{>1}$. In order to choose the correct connected component of $G\left[B_{1}\right]$, we try to include each of them in $F_{>1}$ and select the one having the maximum total weight. Notice that adding any component of $G\left[B_{1}\right]$ into $F_{>1}$ cannot create any $S$-cycle, because aux $A_{1}(X)$ is an $S$-forest. Thus, by Lemma 8.1.2, we correctly compute a maximum $S$-forest with the desired properties. Clearly the set $B_{1}$ can be constructed in polynomial time. Since the number of connected components $G\left[B_{1}\right]$ is at most two, all steps can be executed in polynomial time.

Next, we consider the case when we have a tuple $\left(A_{1}, A_{2}\right)$.
Lemma 8.1.5. Let $X \subseteq N[S]$ and let $A_{1}, A_{2}$ be subsets of $X \backslash S$ such that both $G[X]$ and $\operatorname{aux}_{A_{1}, A_{2}}(X)$ are $S$-forests. There exists a polynomial-time algorithm that computes a maximum $S$-forest $F$ such that $S_{\leq 1}=X$ and the cut of its $S$-distance partition $\left(F_{\leq 1}, F_{>1}\right)$ satisfies $\left(A_{1}, A_{2}\right)$.

Proof. Similar to the proof of Lemma 8.1.4, we first construct the sets $B_{1}$ and $B_{2}$ that contain all vertices of $V \backslash(X \cup S)$ whose neighbors in $F_{\leq 1}$ are only vertices of $A_{1}$ and $A_{2}$ respectively:

$$
\begin{aligned}
& B_{1}=\left\{w \in V \backslash(X \cup S) \mid N(w) \cap S_{\leq 1} \subseteq A_{1}\right\} \quad \text { and } \\
& B_{2}=\left\{w \in V \backslash(X \cup S) \mid N(w) \cap S_{\leq 1} \subseteq A_{2}\right\}
\end{aligned}
$$

As the desired cut of $\left(F_{\leq 1}, F_{>1}\right)$ satisfies $\left(A_{1}, A_{2}\right)$, there are two connected components of $F_{>1}$ which are subsets of the two sets $B_{1}$ and $B_{2}$, respectively. Let $C_{1}$ and $C_{2}$ be the connected components of $F_{>1}$ such that $C_{1} \subseteq B_{1}$ and $C_{2} \subseteq B_{2}$. Now observe that there should be two non-adjacent vertices $c_{1} \in B_{1}$ and $c_{2} \in B_{2}$ that belong to $C_{1}$ and $C_{2}$, respectively. We iterate over all possible pairs of non-adjacent vertices $c_{1} \in B_{1} \cap C_{1}$ and $c_{2} \in B_{2} \cap C_{2}$ in $\mathcal{O}\left(n^{2}\right)$ time. Assuming a given choice for $c_{1}$ and $c_{2}$, observe the following:

- Since $c_{1}$ and $c_{2}$ are vertices of different connected components of $F_{>1}$, the components themselves are further restricted to be subsets of $B_{1} \backslash N\left[c_{2}\right]$ and $B_{2} \backslash N\left[c_{1}\right]$, respectively. That is, $C_{1} \subseteq\left(B_{1} \backslash N\left[c_{2}\right]\right)$ and $C_{2} \subseteq$ $\left(B_{2} \backslash N\left[c_{1}\right]\right)$.
- Since $F$ has at least one vertex of $S, c_{1}, c_{2} \in V \backslash(X \cup S)$ are nonadjacent, and by the fact $d \leq 3$, we have that $B_{1} \backslash N\left[c_{2}\right]$ and $B_{2} \backslash N\left[c_{1}\right]$ induce cliques in $G$. Thus $B_{1} \backslash N\left[c_{2}\right] \subseteq N\left[c_{1}\right]$ and $B_{2} \backslash N\left[c_{1}\right] \subseteq N\left[c_{2}\right]$, respectively.
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Then by the second statement it is not difficult to see that $B_{1} \backslash N\left[c_{2}\right]$ and $B_{2} \backslash N\left[c_{1}\right]$ are disjoint. Let $B_{1}^{\prime}=\left(B_{1} \backslash N\left[c_{2}\right]\right) \backslash\left\{c_{1}\right\}$ and $B_{2}^{\prime}=\left(B_{2} \backslash N\left[c_{1}\right]\right) \backslash$ $\left\{c_{2}\right\}$. Now in order to find the maximum induced $S$-forest under the stated conditions and our assumption that $c_{1}$ and $c_{2}$ belong to the two connected components of $F_{>1}$, it suffices to find the maximum subset $C_{1} \cup C_{2}$ of $B_{1}^{\prime} \cup B_{2}^{\prime}$ such that there are no edges between the vertices of $C_{1} \cap B_{1}^{\prime}$ and the vertices of $C_{2} \cap B_{2}^{\prime}$. This boils down to computing a minimum weighted vertex cover on the bipartite graph $G^{\prime}$ obtained from $G\left[B_{1}^{\prime} \cup B_{2}^{\prime}\right]$ and removing the edges inside $G\left[B_{1}^{\prime}\right]$ and $G\left[B_{2}^{\prime}\right]$. By standard techniques using maximum flow arguments, we compute a minimum weighted vertex cover $U$ on $G^{\prime}$ in polynomial time [64, 67]. Therefore, $G\left[B_{1}^{\prime} \cup B_{2}^{\prime}\right]-U$ contains the connected components $C_{1} \backslash\left\{c_{1}\right\}$ and $C_{1} \backslash\left\{c_{2}\right\}$, as required.

Now we are equipped with the necessary tools in order to obtain our main result, namely a polynomial-time algorithm that solves weighted SFVS on graphs with independent set number at most 3 .

Theorem 8.1.6. The weighted SFVS optimization problem can be solved on graphs with independent set number at most 3 in $n^{\mathcal{O}(1)}$ time.

Proof. Let us briefly explain such an algorithm for computing a maximum $S$-forest $F$ of a graph $G$ having independent set size at most three. Initially we set $F^{*}=G-S$. Then, for every set $X \subseteq N[S]$ with $|X| \leq 4 \cdot 3$ such that $G[X]$ is an $S$-forest, we try by brute force every tuple $A_{1}$ and $\left(A_{1}, A_{2}\right)$ with $A_{i} \subseteq(X \backslash S)$ and check whether $\operatorname{aux}_{A_{1}}(X)$ or aux $A_{A_{1}, A_{2}}(X)$ is an $S$-forest. For each of such subsets, we find a maximum $S$-forest $F$ with an $S$-distance partition $\left(G[X], F_{>1}\right)$ having a cut satisfying $A_{1}$ or $\left(A_{1}, A_{2}\right)$, respectively, by applying the algorithms described in Lemma 8.1.4 and Lemma 8.1.5. At each step, we maintain the maximum weighted $S$-forest $F^{*}$ by comparing $F$ with $F^{*}$. Finally we provide the vertices $V \backslash V\left(F^{*}\right)$ as the set with the minimum total weight that are removed from $G$.

By Lemma 8.1.3, it is sufficient to consider the described subsets $X$. Since every induced subgraph of $G-X$ contains at most two connected components, Lemma 8.1.2 implies that all possible subsets $A_{1}$ or $\left(A_{1}, A_{2}\right)$ with the described properties are enough to consider. Thus, the correctness follows from Lemmata 8.1.3-8.1.5. Regarding the running time, notice that whether a graph contains an $S$-cycle can be tested in polynomial time. Thus, we can construct all described and valid subsets in $n^{\mathcal{O}(1)}$ time. Therefore the total running time of the algorithm is $n^{\mathcal{O}(1)}$, since each of the algorithms given in Lemma 8.1.4 and Lemma 8.1.5, respectively, requires polynomial time.
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Let us now show that extending Theorem 8.1.6 to graphs with larger independent set number is not possible. More precisely, with the following result we show that weighted SFVS is para-NP-complete parameterized by the independent set number.

Theorem 8.1.7. The weighted SFVS decision problem on graphs with independent set number exactly $\alpha$ and clique cover number exactly $\alpha$ is NP-complete if $a \geq 4$.

Proof. We will a provide a polynomial reduction for $\alpha=4$ which can be trivially generalized to any $\alpha \geq 4$. The reduction is from the unweighted VC decision problem on tripartite graphs which is NP-complete [37]. Let $G$ be a tripartite graph on $n$ vertices and let $\{A, B, C\}$ be a partition of $V(G)$ into three cliques. We construct a weighted graph $G^{\prime}$ from $G$ in polynomial time as follows.

- We assign unary weight to all vertices of $G$.
- We add a vertex $s$ and two vertices $r_{I}, t_{I}$ for every $I \in\{A, B, C\}$. We assign weight $n$ to all added vertices.
- For every $I \in\{A, B, C\}$, we add the edge $\left\{r_{I}, s\right\}$ and all edges necessary for turning $\left\{r_{I}, t_{I}\right\} \cup I$ into a clique.

This completes the construction of $G^{\prime}$. Since $\left\{s, t_{A}, t_{B}, t_{C}\right\}$ is an independent set and $\left\{\{s\},\left\{r_{A}, t_{A}\right\} \cup A,\left\{r_{B}, t_{B}\right\} \cup B,\left\{r_{C}, t_{C}\right\} \cup C\right\}$ is a partition of the $V\left(G^{\prime}\right)$ into cliques, the constructed graph $G^{\prime}$ is such that $\alpha\left(G^{\prime}\right)=\kappa\left(G^{\prime}\right)=4$.

Next we set $S=\{s\}$ and we claim that $G$ has a vertex cover of size at most $k<n$ if and only if $G^{\prime}$ has an $S$-fvs of weight at most $k$. Consider a vertex cover $U$ of $G$ of size at most $k$. By definition, $U$ hits all edges of $G$, so $G-U$ is an independent set. It follows that $\left\{r_{A}, t_{A}\right\} \cup(A \backslash U),\left\{r_{B}, t_{B}\right\} \cup(B \backslash U)$ and $\left\{r_{C}, t_{C}\right\} \cup(C \backslash U)$ are the connected components of $G^{\prime}-(\{s\} \cup U)$. Since $s$ is only adjacent to $r_{A}, r_{B}$ and $r_{C}$, no vertex set containing $s$ induces a cycle of $G^{\prime}-U$. Thus $G^{\prime}-U$ is a connected $S$-forest. Therefore $U$ is an $S$-fvs of $G^{\prime}$ of weight at most $k$, because all vertices of $G$ have unary weight in $G^{\prime}$.

For the opposite direction, consider an $S$-fvs $U$ of $G^{\prime}$ of weight at most $k<n$. If $U \nsubseteq V(G)$, then its weight is at least $n$. Thus $U \subseteq V(G)$. Assume that $U$ is not a vertex cover of $G$. By definition, there is an edge of $G$ that $U$ does not hit. Without loss of generality, assume that the endpoints of this edge are the vertices $a \in A$ and $b \in B$. Then $\left\langle s, r_{A}, a, b, r_{B}\right\rangle$ is an $S$-cycle in
$G^{\prime}-U$, which contradicts the fact that $U$ is an $S$-fvs of $G^{\prime}$. Therefore, $U$ is a vertex cover of $G$ of size at most $k$, because all vertices of $G$ have unary weight in $G^{\prime}$.

Combining the results of Theorems 8.1.6-8.1.7, we obtain the following complexity dichotomy results for weighted SFVS.

Corollary 8.1.8. Weighted SFVS on graphs with independent set number at most $\alpha$ is in P if $\alpha \leq 3$ and NP-complete otherwise. The same holds for weighted SFVS on graphs with independent set number exactly $\alpha$, on graphs with clique cover number at most $\alpha$, on graphs with clique cover number exactly $\alpha$, and on graphs with independent set number exactly $\alpha$ and clique cover number exactly $\alpha$.

### 8.1.2 Unweighted SFVS

Here we show that despite the existence of the above complexity dichotomy results for weighted SFVS, unweighted SFVS can be solved in polynomial time on graphs with bounded independent set number.

Theorem 8.1.9. The unweighted SFVS optimization problem can be solved on graphs with independent set number at most $\alpha$ in $n^{\mathcal{O}(\alpha)}$ time.

Proof. Let $G$ be a graph such that $\alpha(G) \leq \alpha$ and let $S \subseteq V(G)$. Consider a minimum $S$-fvs $U$ of $G$. Then $F=G-U$ is a maximum $S$-forest of $G$. By Observation 8.1.1 (2), the set $S \cap V(F)=S \backslash U$ contains at most $2 \alpha$ vertices. We now claim that the set $U \backslash S$ also contains at most $2 \alpha$ vertices. To see this, observe that if $U \backslash S$ would contain more than $2 \alpha$ vertices, then $S$ would be an $S$-fvs of $G$ of size smaller than the size of $U$, leading to a contradiction to the optimality of $U$. Thus both $S \backslash U$ and $U \backslash S$ contain at most $2 \alpha$ vertices.

We conclude that in order to find such a set $U$, it suffices to consider all sets $S^{\prime} \subseteq S$ and $U^{\prime} \subseteq V(G) \backslash S$ containing at most $2 \alpha$ vertices as candidates for $S \backslash U$ and $U \backslash S$ respectively. To see this, observe that $U \cap S=S \backslash(S \backslash U)$. The number of such sets $S^{\prime}$ and $U^{\prime}$ is at most $2 n^{2 \alpha+1}$. Moreover, checking whether an induced subgraph of $G$ is an $S$-forest takes $\mathcal{O}(n+m)$ time [14]. Therefore, in $n^{\mathcal{O}(\alpha)}$ time we compute a minimum $S$-fvs showing the claimed result.

### 8.2 FVS on Graphs with Bounded Independent Set Number

Here we show that in addition to unweighted SFVS, weighted FVS can also be solved in polynomial time on graphs with bounded independent set number.

Theorem 8.2.1. The weighted FVS optimization problem can be solved on graphs with independent set number at most $\alpha$ in $n^{\mathcal{O}(\alpha)}$ time.

Proof. Let $G$ be a graph such that $\alpha(G) \leq \alpha$. By Observation 8.1.1 (1), every forest of $G$ has at most $2 \alpha$ vertices. Thus, in order to compute a minimumweighted fvs of $G$, it suffices that we proceed as follows: We construct all sets $V \subseteq V(G)$ of size at most $2 \alpha$. Then, for every such set $V$, we check whether it induces a forest in $\mathcal{O}(n+m)$ time and if so, we construct the set $U=V(G) \backslash V$. Finally, we pick a set with the smallest weight among the constructed sets $U$. Therefore, the total running time of our algorithm is $n^{\mathcal{O}(\alpha)}$.

Regarding the dependence of the exponent on the independent set number in the running time of the algorithms given in Theorems 8.1.9 and 8.2.1, note that we can hardly avoid this fact, since unweighted FVS is W[1]-hard parameterized by the clique cover number as explicitly shown in [51] via a reduction from the Independent Set problem. The same W[1]-hardness can also be shown via an appropriate modification of the reduction from the MULticolored Clique problem given in [48] for showing that unweighted FVS on $H$-graphs is $\mathrm{W}[1]$-hard parameterized by mim-width. However, this latter reduction is quadratic in the parameter $k$. In the following result, we provide a simpler reduction which is linear in the parameter $k$.

Theorem 8.2.2. The unweighted FVS decision problem is $\mathrm{W}[1]$-hard parameterized by the clique cover number.

Proof. The reduction is from the Multicolored Independent Set problem: given a graph $G$ and a partition $\mathcal{V}=\left\{V_{i}\right\}_{i \in[k]}$ of $V(G)$ into $k$ parts, decide whether $G$ has an independent set of size $k$ containing exactly one vertex from each part of $\mathcal{V}$. We call such a set a multicolored independent set of $G$. It is known that Multicolored Independent Set is W[1]-hard parameterized by $k[31,72]$. Let $\left(G,\left\{V_{i}\right\}_{i \in[k]}\right)$ be an instance of Multicolored Independent Set such that $|V(G)|=n$. We construct a graph $G^{\prime}$ from $G$ as follows.

- For every $i \in[k]$, we add a vertex $l_{i}$ and all edges necessary for turning the set $V_{i} \cup\left\{l_{i}\right\}$ into a clique.
- We add a vertex $r$ and make it adjacent to every vertex of $V(G)$.

This completes the construction of $G^{\prime}$. Note that $\left|V\left(G^{\prime}\right)\right|=n+k+1$. We define the sets $L=\left\{l_{i}\right\}_{i \in[k]}$ and $I=\{r\} \cup L$. Observe that $I$ is an independent set of $G^{\prime}$ of size $k+1$ and $\{\{r\}\} \cup\left\{V_{i} \cup\left\{l_{i}\right\}\right\}_{i \in[k]}$ is a partition of $V\left(G^{\prime}\right)$ into $k+1$ cliques. We conclude that $\alpha\left(G^{\prime}\right)=\kappa\left(G^{\prime}\right)=k+1$. We claim that $G$ has a multicolored independent set if and only if $G^{\prime}$ has a fvs of size at most $n-k$.

Let $I_{\text {mis }}=\left\{v_{i} \in V_{i}\right\}_{i \in[k]}$ be a multicolored independent set of $G$. Consider the graph $F=G^{\prime}\left[I \cup I_{m i s}\right]$. By the construction of $G^{\prime}$, the graph $F$ is a tree. Therefore, the set $V\left(G^{\prime}\right) \backslash V(F)=V(G) \backslash I_{m i s}$ constitutes a fvs of $G^{\prime}$ of $n-k$ size.

For the opposite direction, let $U$ be a fvs of $G^{\prime}$ of size at most $n-k$. Then $F=G^{\prime}-U$ is a forest of $G^{\prime}$ that has at least $2 k+1$ vertices. We claim that the forest $F$ contains exactly one vertex from each set $V_{i}, i \in[k]$. Recall that a forest contains at most two vertices from any particular clique. Since the sets $V_{i} \cup\left\{l_{i}\right\}, i \in[k]$ are cliques of $G^{\prime}$, the forest $F$ must contain at most two vertices from each one of these cliques. Then it is not difficult to see that $F$ must contain exactly two vertices from each set $V_{i} \cup\left\{l_{i}\right\}, i \in[k]$ as well as the vertex $r$, because otherwise it would contain less than $2 k+1$ vertices. In particular, the forest $F$ must contain at least one vertex from each set $V_{i}$, $i \in[k]$. Since the sets $\{r\} \cup V_{i}, i \in[k]$ are also cliques of $G^{\prime}$, the forest $F$ must also contain at most two vertices from each one of these cliques. In particular, the forest $F$ must contain at most one vertex from each set $V_{i}$, $i \in[k]$. We conclude that the forest $F$ contains exactly one vertex from each set $V_{i}, i \in[k]$. Let $I_{m i s}=\left\{v_{i} \in V_{i}\right\}_{i \in[k]}$ be the set $V(F) \backslash I$. Without loss of generality, assume that $v_{1}$ and $v_{2}$ are adjacent. Then $\left\langle r, v_{1}, v_{2}\right\rangle$ is a cycle in $F$, which is a contradiction to $F$ being a forest. Therefore, the set $I_{\text {mis }}$ is a multicolored independent set of $G$.

Chen et al. [20] showed that Multicolored Independent Set admits no $f(k) \cdot n^{o(k)}$-time algorithm under the ETH. Since the reduction provided in the proof of Theorem 8.2.2 is linear in the parameter $k$, we get the following result conditioned on the ETH:

Corollary 8.2.3. Unweighted $F V S$ on graphs with independent set number exactly $k$ and clique cover number exactly $k$ cannot be solved in $f(k) \cdot n^{o(k)}$ time, unless the ETH fails.

The lower bound stated in Corollary 8.2.3 implies that if the ETH holds, then the running times of the algorithms given in Theorems 8.1.9 and 8.2.1 are tight for all graph classes considered in this chapter.

### 8.3 NMC on Graphs with Bounded Independent Set Number

Here we completely characterize the complexity of NMC on graphs with bounded independent set number. In particular, for graphs with independent set number exactly $\alpha$ and clique cover number exactly $\alpha \geq 3$, we adapt the reduction given in Theorem 8.1.7.

Theorem 8.3.1. $N M C$ on graphs with independent set number at most $\alpha$ is in P if $\alpha \leq 2$ and NP-complete otherwise. The same holds for NMC on graphs with independent set number exactly $\alpha$, on graphs with clique cover number at most $\alpha$, on graphs with clique cover number exactly $\alpha$ and on graphs with independent set number exactly $\alpha$ and clique cover number exactly $\alpha$.

Proof. Let $(G, T)$ be an instance of the weighted NMC optimization problem such that $\alpha(G)=\alpha \leq 2$. If $G[T]$ contains an edge, then we conclude that $(G, T)$ is a no-instance of the problem, since we are not allowed to include any vertex of $T$ in its solution. Otherwise, $T$ is an independent set, so $|T| \leq \alpha \leq 2$. If $|T| \leq 1$, then the solution to the problem is $\varnothing$, and if $|T|=2$, then we can solve the problem by standard maximum flow techniques [67].

Now we will provide a polynomial reduction to the unweighted NMC decision problem on graphs with independent set number exactly $\alpha$ and clique cover number exactly $\alpha$ for $\alpha=3$ which can be trivially generalized to any $\alpha \geq 3$. The reduction is from the NP-complete unweighted VC decision problem on tripartite graphs and is similar to the one given in Theorem 8.1.7. Let $G$ be a tripartite graph and let $\{A, B, C\}$ be a partition of $V(G)$ into three cliques. We construct a graph $G^{\prime}$ from $G$ by adding three vertices $t_{A}, t_{B}$ and $t_{C}$ and turning the three vertex sets $\left\{t_{A}\right\} \cup A,\left\{t_{A}\right\} \cup B$, and $\left\{t_{A}\right\} \cup C$ into cliques. Since $\left\{t_{A}, t_{B}, t_{C}\right\}$ is an independent set and $\left\{\left\{t_{A}\right\} \cup A,\left\{t_{A}\right\} \cup B,\left\{t_{A}\right\} \cup C\right\}$ is a partition of $V\left(G^{\prime}\right)$ into cliques, the constructed graph $G^{\prime}$ is such that $\alpha\left(G^{\prime}\right)=\kappa\left(G^{\prime}\right)=3$. We set $T=\left\{t_{A}, t_{B}, t_{C}\right\}$ and claim that $G$ has a vertex cover of size at most $k$ if and only if $G^{\prime}$ has a vertex subset of $V\left(G^{\prime}\right) \backslash T=V(G)$ of size at most $k$ which hits every vertex set that induces a path in $G^{\prime}$ between vertices of $T$. Consider a vertex cover $U$ of $G$ of size at most $k$. By defini-
tion, $U$ hits all edges of $G$, so $G-U$ is an independent set. It follows that $\left\{t_{A}\right\} \cup(A \backslash U),\left\{t_{B}\right\} \cup(B \backslash U)$ and $\left\{t_{C}\right\} \cup(C \backslash U)$ are the connected components of $G^{\prime}-U$. Thus $U$ is a vertex subset of $V(G)$ with the desired property. For the opposite direction, consider a set $U \subseteq V(G)$ with the desired property. Assume that $U$ is not a vertex cover of $G$. By definition, there is an edge of $G$ that $U$ does not hit. Without loss of generality, assume that the endpoints of this edge are the vertices $a \in A$ and $b \in B$. Then $\left\langle t_{A}, a, b, t_{B}\right\rangle$ is a path in $G^{\prime}-U$ between vertices of $T$, leading to a contradiction. Therefore, $U$ is a vertex cover of $G$ of size at most $k$.

### 8.4 UNMC on Graphs with Bounded Independent Set Number

Due to the difficulty of NMC even in its unweighted version and on graphs with small independent set number, we consider UNMC as a relaxed variant of NMC.

### 8.4.1 Weighted UNMC

Regarding the weighted version of UNMC, we provide a dichotomy result with respect to the independent set number. In particular, for graphs with independent set number at most $\alpha \leq 2$, we add a vertex of appropriately large weight, we make it adjacent to all terminals and we invoke the algorithm for solving the weighted SFVS optimization problem given in Theorem 8.1.6; and for graphs with independent set number exactly $\alpha$ and clique cover number exactly $\alpha \geq 3$, we assign appropriately large weight to all terminals and we reduce from the closely related unweighted NMC decision problem.

Theorem 8.4.1. Weighted UNMC on graphs with independent set number at most $\alpha$ is in P if $\alpha \leq 2$ and NP-complete otherwise. The same holds for weighted UNMC on graphs with independent set number exactly $\alpha$, on graphs with clique cover number at most $\alpha$, on graphs with clique cover number exactly $\alpha$ and on graphs with independent set number exactly $\alpha$ and clique cover number exactly $\alpha$.

Proof. Let $(G, T)$ be an instance of the weighted UNMC optimization problem such that $\alpha(G) \leq \alpha \leq 2$. We create an instance $\left(G^{\prime}, S\right)$ for the weighted SFVS optimization problem as follows. We construct a graph $G^{\prime}$ from $G$ by adding
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a vertex $s$ of weight $w(T)+1$ and making $s$ adjacent to all vertices of $T$. Since we added exactly one vertex to $G$, the constructed graph $G^{\prime}$ is such that $\alpha\left(G^{\prime}\right) \leq \alpha+1 \leq 3$. We also set $S=\{s\}$. Next we claim that every solution to the weighted UNMC optimization problem on $(G, T)$ is also a solution to the weighted SFVS optimization problem on $\left(G^{\prime}, S\right)$ and vice versa. Observe that a set $P \subseteq V(G)$ induces a path in $G$ between vertices of $T$ if and only if $\{s\} \cup P$ induces an $S$-cycle in $G^{\prime}$. It directly follows that a set $U \subseteq V(G)$ hits all paths in $G$ between vertices of $T$ if and only if $U$ is an $S$-fvs of $G^{\prime}$. Notice that $G^{\prime}-T$ is an $S$-forest of $G^{\prime}$. This implies that $w(U) \leq w(T)$ for every minimum $S$-fvs $U$ of $G^{\prime}$. Thus no minimum $S$-fvs of $G^{\prime}$ contains $s$. We conclude that $U \subseteq V(G)$ for every minimum $S$-fvs $U$ of $G^{\prime}$. Therefore, by running the algorithm for solving the weighted SFVS optimization problem given in Theorem 8.1.6 on $\left(G^{\prime}, S\right)$, we obtain a solution to the weighted UNMC optimization problem on $(G, T)$ in $n^{\mathcal{O}(1)}$ time.

Now let $(G, T, k)$ be an instance of the unweighted NMC decision problem such that $\alpha(G)=\kappa(G)=\alpha \geq 3$ and $k<n$. We assign weight $n$ to all vertices of $T$ and unary weight to all remaining vertices. Thus no solution to the weighted UNMC decision problem on $(G, T, k)$ contains vertices of $T$, which implies that the unweighted NMC and weighted UNMC problems are equivalent on $(G, T, k)$. Since the unweighted NMC decision problem on graphs with independent set number exactly $\alpha$ and clique cover number exactly $\alpha$ is NP-complete if $\alpha \geq 3$ by Theorem 8.3.1, it follows that the same holds for the weighted UNMC decision problem on the same graph class.

### 8.4.2 Unweighted UNMC

Next we show that the unweighted UNMC optimization problem can be solved in polynomial time on graphs with bounded independent set number using an idea which is similar to the one that we used in proving Theorem 8.1.9.

Theorem 8.4.2. The unweighted UNMC optimization problem can be solved on graphs with independent set number at most $\alpha$ in $n^{\mathcal{O}(\alpha)}$ time.

Proof. Let $(G, T)$ be an instance of the unweighted UNMC optimization problem such that $\alpha(G) \leq \alpha$. Notice that $G-T$ trivially contains no path between vertices of $T$. This implies that $|U| \leq|T|$ for every solution $U$ to the problem. Assume that $|T| \leq \alpha$. We construct all sets $U \subseteq V(G)$ of size at most $|T|$. Then, for every such set $U$, we check whether $G-U$ contains a path between vertices of $T$ in $n^{\mathcal{O}(1)}$ time and if so, we discard the set $U$. Finally, we pick
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one with the smallest size among the remaining constructed sets. Thus the total running time in this case is $n^{\mathcal{O}(|T|)}$, which is bounded by $n^{\mathcal{O}(\alpha)}$.

Now assume that $|T|>\alpha$. Recall that for every induced subgraph $H$ of $G$, $\alpha(H) \leq \alpha(G)$. We consider the graph $G[T]$. Since $\alpha(G[T]) \leq \alpha(G) \leq \alpha<|T|$, the set $T$ is not an independent set. Thus $G[T]$ contains at least one edge. Since every edge of $G[T]$ is trivially a path between vertices of $T$, every solution to the problem must hit all edges of $G[T]$ or, equivalently, every solution to the problem must be a superset of a vertex cover of $G[T]$. We construct all sets $T^{\prime} \subseteq T$ of size at most $\alpha$. Then, for every such set $T^{\prime}$, we check whether it is an independent set in $n^{\mathcal{O}(1)}$ time and if so,

Step 1. we construct the vertex cover $U_{v c}=T \backslash T^{\prime}$ of $G[T]$,
Step 2. we consider the graph $G^{\prime}=G-U_{v c}$,
Step 3. we obtain a solution $U^{\prime}$ to the problem on the instance ( $G^{\prime}, T^{\prime}$ ) as described in the previous case, because $\alpha\left(G^{\prime}\right) \leq \alpha(G) \leq \alpha$ and $\left|T^{\prime}\right| \leq \alpha$, and

Step 4. we construct the set $U=U_{v c} \cup U^{\prime}$.
Finally, we pick a set with the smallest size among the sets $U$ constructed in the previous step. Therefore, the total running time in this case is $|T|^{\mathcal{O}(\alpha)} \cdot n^{\mathcal{O}(\alpha)}$, which is bounded by $n^{\mathcal{O}(\alpha)}$. Thus in both cases we output a solution to the problem in $n^{\mathcal{O}(\alpha)}$ time.

Let us also show that we can hardly avoid the dependence of the exponent on the independent set number in the running time of the algorithm given in Theorem 8.4.2. Observe that the unweighted UNMC decision problem on an instance $(G, T=V(G), k)$ is equivalent to asking whether the graph $G$ contains an independent set of size at least $n-k$. That is, it is equivalent to the unweighted Independent Set decision problem on the instance ( $G, n-k$ ).

Theorem 8.4.3. The unweighted Independent Set decision problem is W[1]-hard parameterized by $\kappa+k$ where $\kappa$ is the clique cover number and $k$ is the solution size.

Proof. The reduction is from the Multicolored Independent Set problem. Let $\left(G,\left\{V_{i}\right\}_{i \in[k]}\right)$ be an instance of Multicolored Independent Set. We construct a graph $G^{\prime}$ from $G$ by simply adding all edges necessary for turning the set $V_{i}$ into a clique for every $i \in[k]$. Observe that $\alpha\left(G^{\prime}\right) \leq \kappa\left(G^{\prime}\right) \leq k$.
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Now it is not difficult to see that a set $U \subseteq V(G)$ is a solution to Multicolored Independent $\operatorname{Set}$ on $\left(G,\left\{V_{i}\right\}_{i \in[k]}\right)$ if and only if $U$ is a solution to the unweighted Independent Set decision problem on the instance $\left(G^{\prime}, k\right)$.

Notice that the reduction provided in the proof of Theorem 8.4.3 is linear in the parameter $k$. Thus, we get the following result conditioned on the ETH:

Corollary 8.4.4. Unweighted Independent Set on graphs with clique cover number at most $k$ cannot be solved in $f(k) \cdot n^{o(k)}$ time, unless the ETH fails.

The lower bound stated in Corollary 8.4.4 implies the same lower bound for unweighted Independent Set on all graph classes considered in this chapter and that if the ETH holds, then the running time of the algorithm given in Theorem 8.4.2 is tight for all these graph classes.
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## Concluding Remarks

In this thesis, we provided a systematic study of the complexity of SFVS on subclasses of AT-free graphs and on subclasses of chordal graphs, and of the complexity SFVS, FVS, NMC and UNMC on $(k+1) K_{1}$-free graphs. Towards tackling the complexity of SFVS on AT-free graphs, we proposed algorithms for solving SFVS on interval graphs, on permutation graphs and on cobipartite graphs which were the first positive results regarding the complexity of SFVS restricted to graph classes appearing in the literature. In order to cope with the known NP-hardness of SFVS on chordal graphs, we considered the structural parameters of leafage and vertex leafage as natural tools to exploit insights of the corresponding tree representation. We also considered the structural parameter of independent set number and we completely characterized the complexity of all studied problems with respect to this parameter.

### 9.1 Open Problems

Recalling the graph classes and the relationships between them illustrated in Figure 3.1, we observe that the complexity status of SFVS is still open in a few of them. There are also parameterized hierarchies of graph classes for which conditional lower bounds have not yet been established, thus it is not yet known whether their respective known complexities are tight. Let us state all these open problem explicitly.

## Subclasses of AT-free Graphs

Regarding subclasses of AT-free graphs, due to the algorithm proposed by Bergougnoux et al. [5], weighted SFVS is polynomial-time solvable on every graph class depicted in Figure 3.1 which we did not address in this thesis except for cocomparability graphs and AT-free graphs thermselves, which do not have bounded mim-width. Thus we ask the following:

Question 9.1.1. What is the complexity of SFVS on cocomparability graphs?
Question 9.1.2. What is the complexity of SFVS on AT-free graphs?

Moreover, for the hierarchies of $k$-permutation graphs and $k$-trapezoid graphs, which are known to be graphs with mim-width $\mathcal{O}(k)$ [3], SFVS may be solvable faster, as no conditional lower bound with respect to $k$ has yet been established, motivating us to ask the following:

Question 9.1.3. Is SFVS on $k$-permutation graphs solvable in $n^{o\left(k^{2}\right)}$ time?
Question 9.1.4. Is SFVS on $k$-trapezoid graphs solvable in $n^{o\left(k^{2}\right)}$ time?

## Subclasses of Chordal Graphs

Regarding subclasses of chordal graphs, the graph classes depicted in Figure 3.1 which we did not address in this thesis are directed path graphs and (split $\cap$ ) strongly chordal graphs. Thus we ask the following:

Question 9.1.5. What is the complexity of SFVS on directed path graphs?
Question 9.1.6. What is the complexity of SFVS on (split $\cap$ ) strongly chordal graphs?

Moreover, on the complexity of SFVS on graphs with leafage $\ell$ no conditional lower bound with respect to $\ell$ has yet been established, and in particular for its unweighted version not even $W[1]$-hardness has yet been shown, motivating us to ask the following:

Question 9.1.7. Is weighted SFVS on graphs with leafage $\ell$ solvable in $n^{o(\ell)}$ time?

Question 9.1.8. Is unweighted SFVS on graphs with leafage $\ell$ solvable in $f(\ell) \cdot n^{\mathcal{O}(1)}$ time?

## Structural Parameters

Regarding the hierarchies of co- $k$-partite graphs and $(k+1) K_{1}$-free graphs, we have completely characterized the complexity of the SFVS, FVS, NMC and UNMC problems, including showing $\mathrm{W}[1]$-hardness results and lower bounds conditioned on the ETH, thus there are no open problems.

We close this section, chapter and thesis with two open problems that are not evident from the illustration of Figure 3.1. On graphs with mim-width $w$, weighted FVS is known to be solvable in $n^{\mathcal{O}(w)}$ time [4, 50], whereas weighted SFVS is known to be solvable in $n^{\mathcal{O}\left(w^{2}\right)}$ time [5]. As no respective conditional lower bounds have yet been established:

Question 9.1.9. Is weighted FVS on graphs with mim-width $w$ solvable in $n^{o(w)}$ time?

Question 9.1.10. Is weighted SFVS on graphs with mim-width $w$ solvable in $n^{o\left(w^{2}\right)}$ time?
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[^0]:    ${ }^{1}$ The host tree is also known as a clique tree, usually when we are concerned with the maximal cliques of a chordal graph [39].
    ${ }^{2}$ If the host tree $T$ is an undirected tree, then $\ell(G) \leq 2 \Leftrightarrow G$ is an interval graph [19].

