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[IEPIAHUH

Ta teplocdTepa Yoapodewentind tpofifuata etvar Yvwo 1o tog etvor NP-mirien
ot YEVIXA Ypagpruata: dev Hewpeiton tidovo va umdpyel ahyoprduog TohuwmvLL-
%00 Ypovou Yo TNV eniAuct| Toug. Me xivntpo to yeyovog 6T TOAAG amd auTd Ta
TEOBAAUATA €YOUV EQUPUOYES GTOV TRAYHATIXO XOCUO, Ol EQEUVNTESC €YOUV ETI-
xeVTpWUEl 0TNV oyedlacy OAO xoL YENYOROTERKY oxEl3mY ahyopilunmy exdeTinoU
YEOVOU X0l OAO ol XUAUTEQMV TPOCEYYLOTIXWY oAyoplduwy Yoo TV eniluotg
Toug. Mo dhAn xatedduvon tng €peuvag — auTh Tou axolovdolue GTNY To-
eovoa dlateldr —, 1 omola EAafle peydhn winon Ta TeEheuTaio YPOVIoL AOYW TNG
avaxdAudng VEmv 1oyupny epyaheiny oto mhaioto tng Hopauetponomuévng TloAu-
TAOXOTNTAS, VoL 1) HEAETT] QUTWY TWV TROBANUATWY GE CUYXEXQULEVOL YEAUPHUUTA
oL euaviCouy Blapodpwy EWBOY ecwTepxT dour. Myeddlovtag alyoplduoug Tou
EXUETOAAEVOVTOL QUTH TNV ECWTEPIXT] OOUT), EVOEYETOL VO TURACY OVUE XAAVTEQES
eYYUNOEIS OE YpOVo extéleonc 1/xon TolbTnTar AUOTC O GUTH Tal GUYXEXPLUEVL
yeapruata. Evoéyetar enlong va dei€oupe dtL 1 Suoxohia evog mpofifuatog Slo-
TNEELTOL OE QUTE TOL YRAUPHULOTAL, TUEAYOVTAS UE AUTOV TOV TPOTIO TEQAULTERE Y VMO
Tdve ota €0 BOURAE TOL %AvouY To TEOBANUN 50OX0AO GTNV ETAUCT).

Yty nopodoa diateiy), ueAetolue IIPOBAHMATA Y TNOAOT TEPMATIKON Ko-
PT®ON: SoUévtmv evog ypapruotog (e Bdpn oTic X0pUPES) xou EVOS UTOGUVOAOU
XOPUPWY TWV YRUPHUATOS, TOU XUAE(TOL TO OUVOAO TEPMATIKWY KOPUPWY, oVO-
{ntolye LTOGHVOLO XOPLYPGY TOL Ypaphuatog ehayioTou yeyédoug (Bdpouc) to
omofo Téuver (kpoler) xGle UTOGUVONO XOPLUPADY TWV YEAUPHUUTOS TOU TEPLEYEL



TEQUOTIXT] XOPUPY| X0l EMAYEL UTOYRAPTUO TTOU eU@avilEL GUYXEXPWEVT douY| Tou
e€opTdton and to TEORANUL. AUt 1 xhdon TEoBAnudTeY TeEptEyEl eEEYoVTA YPo-
podewpnTd TEoBAUTA To oTold EYOUV EQUOUOYES TOGO EVTOS OGO XOL TEQUY
e Emotiune Troroyotodv. Ectidloupe tny pyehétn pog oc 800 cuyxexpiuéva
TEOBAAUTAL.

To éva elvon TEOBANUA xp00oNE XIXNAWY xou ebval YVWwoT6 TNy oyeTixn BiBAlo-
yeapla w¢ To IIPOBAHMA YTOXEYMENA AKYKAOY EIATOMENOY YIIOTPA®HMA-
10T (SFVS): So¥évtwv evic ypapruatog (ue Bdpn oTic xopupéc) xou evdc ou-
VOANOU TEQUATIXMV XOPUPWY, oValNTOVUE UTOGOVORO XOQUPKOY TOU YRUPHHUATOS
ehayiotou peyédoug (Bdpouc) to omolo xpolel xdle UTOGUVORO XOPUPHBY TOU
YEAUPAUATOS TOU TEQIEYEL TEQUATIXY X0pU@PT xan mdyel x0OxAo. Meketolue TO
SFVS oe vnoxidoec twov AT-ehediepwy YpopnudTOY %ot 68 UTOXAAOES TWV
YOPOXWY YRAUPNUATLY, Tar omolo elvol YpaprAuato Tou eival YVwoTo OTL EUQo-
vilouv mhovota ecwtepxn doun. Ioapéyouue alyopliuouc ToAuwvuuxo) Ypbdvou
yioo Ty emiAuon tou €uPapou SEVS otic axdrouldeg xhdoelC YpopnudTmy: Yeo-
pAuaTa dlaoTnudTey (yedvou O(nm)), yeophuata petoadéocwy (ypdvou O(m3)),
ouvdiuept Ypaprata (ypdvou O(nt)) xau ypaphuoro povoratiiy pllepévey dév-
dpwv (xpbvou O(n?m)) xau delyvoupe é1t o un-éuPopo SFVS etvon NP-tARpec
OTOL YEUPHUATA LOVOTIATUDY UN-XATeEVIUVTIXGDY 0EVOpnY. Emmicov, yio o €uPapo
SFVS, napéyoupe évay ahyoprduo yio Tny ETALGT TOU GTA YRUPHUATOL UE QUG-
uo 10 o0 k o omolog teéyel ot ypdvo nPCK) you Seiyvoupe eivar W([1]-80oxoho
TOEUUETEOTIOINUEVO a6 To k. Meletolue eniong o SFVS ota H-eheliepa ypo-
prpato, Ta onola elvon ypopruato Tou eggovilouvy €va eidog ecwTERIXAC SOoUTng
¢ anotéleopa amouctag evog dhhou. T to éufopo SFVS, mapéyouue évay
oy opLiuo TOAUKYLULIXOD Yeovou Yio TNy enilucy tou ot 4K -ehediepa ypo-
prpato o Oetyvoupe 6Tt ebvon NP-mAeec ota 5K 1-eheliepa ypapruata. I to
un-éuBapo SFVS, napéyouye évay olydpripo yio Ty eniluon tou oto (k+1) K-
ehelepa ypophiuata o onolog tpéyet ot ypovo nP*). To SFVS anotelel ye-
vixeuon tou xhooixol [TPOBAHMATOY AKTKAOY EIATOMENOY YIIOIPA®HMATOS
(FVS): Sodéviwv evic ypagphuatoc (ue Bdpn otic xopugéc), avalnTtolye UTo-
oUVONO %x0pLPKY TOL Ypaphuatog ehayioTou peyédoug (Bdpouc) to onolo xpolel
xdde UTOGUVOLO XOPLPAOY TOL YpuPhuaTog Tou endyel xUxho. To éufapo FVS
elvan Yoot g elvor emthioo oe ToAUwVLUIXG Yeovo ata AT-ehedlepa ypo-
prpaTo ot oo Yopdud yeaphuata. Iopéyouue évav ahydprduo yia tny entiuon
tou ot (k + 1) Kq-ehebiepa ypopruata o onolog Tpéyetl o€ Ypdvo n9®) you yia
10 Un-éuPopo FVS, beiyvoupe bt eivor W(1]-00ox0oho napopetponotnuévo and 1o
k uéow plag avaywyne n omola elvon Stapopetinh and auti| mou undpyel ot PBi-
Bhoypapio xou 6Tt ota (k4 1) Kj-ehedlepa ypaphuoto dev unopel va emhudel oe
xeovo f(k)-n°®) uré v ETH.
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To dhho mpdPBAnua oo onofo eaTidloupe etvar €va TEOBANUL xp0VONE LOVOTO-
TIOV xou ebvan Yvwo 16 ot oyetinn BiMoypagio g to IIPOBAHMA AIAXQPISMOY
YrNoA0T Korraan (NMC): Sodéviwv evic ypapruatog (Ue Bden otic xopugéc)
xo €vol GOVONO TEQUATIXMY XOPLPWY, Vol NTOVUE UTOGUVONO XORUPKOY TOU Y-
gphatog ehayiotou yeyédouc (Bdpouc) To onoio Sev TEpIEYEL TEPUATIXES XOPUPES
%0l xPOVEL Xdie UTOGUVORO XOPLPEWY TOU YEAUPHUATOS TOU ETAYEL LOVOTHTL UETO-
&0 600 TepuaTiX®y xopupwy. I to un-éufopo NMC, mapéyouue évay oalydpriuo
TOAVWVUULXOU YeOVou Yia TNV eTiAuct Tou ot 3K -ehebiepa youphuota xou Oe-
fyvoupe ot elvan NP-mAripec ota 4K -ehediepa ypapruata yéow ulag avaywyhc
1 omnola o tneiletar oTov Teploplond 6Tl 1 Abon 6to NMC Sev mepléyel Tepuatinég
xopugéc. Me xivntpo autd to Yeyovog, Yewpolue eniong to NMC yowpic autdy
TOV TEPLOPLoWO xal To xahoUue IIPOBAHMA ATIEPIOPISTOY AIAXQPISMOY X YNOAOY
Koprean (UNMC). T to éuBoapo UNMC, napéyoupe évay ahybprduo mohun-
VUUIXOU Ypovou yiol TNV enthuct Tou ota 3K -ehediepa ypopruorta o dely vouue
ot etvon NP-mArjpeg ot 4K 1-eheliepa ypagpruata. I to un-éupapo UNMC, mo-
pExoLUE Evay ahydprduo yia Ty enilvon tou ota (k+ 1) Kj-eheddepa ypophuoto
o onoloc tpéyel ot ypovo nPW) xou delyvoupe bt eivar W([1]-8oxoho mopape-
TpoTONUEVO amd To k xou 6Tt ota (k + 1) Kj-ehelepa ypagprhuata dev unopel vo
emhudel oe ypovo f(k) - n°k) o v ETH.

H napotoo dwtelfry dopceitan w¢ oxohovdweg: To Kegdhowo 1 anotehel yio €t
caywyY) oto aviixeipevo yerétng. To Mépoc I napéyel to anopaitnto Yewentind
unoPadpo: Mtouyeio g Ocwplog ITohumhoxdtntag xou tng Oswpelag Ipaprudtey
dtvovton oo Kegpdhouar 2 xou 3 avtiotorya xou oL oplopol twv und uekétn mpo-
BAnudtwy pall ue TEONYOLUEVWS YVOO T ATOTEAEGUATA GYETIXG UE TNV TOAUTAO-
%x6TNTé Toug divovton oto Kegdhowo 4. To Mépog IT napéyel ta anoteAéopato pog
oe alyoplipoug xou moAumhoxotnTa: MeTtd TNy Tapoyr) TwV anapaitnTwy TEoXo-
TapxTixwv oto Kegdhowo 5, mapouctdlouye tor amoTeAECUOTA UG O UTOXAACELS
TV AT-ehedlepwv YRuPNUATWY, OE UTOXAAGELS TV YOEOIXWY YRUPNUSTWY Xl
oe H-eheiepa ypagpruata ota Kepdhowo 6, 7 xou 8 avtiotoiyo. To Kegpdhoo 9
ONOXATPOVEL TNV OLUTEEY) UOIG HE HEELXS OO X0 OVOLX T TROBAY LT TTOU TTo-
EEYOLY XATEVYUVOELS Yial HEAAOVTLXY) €QELVAL
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ABSTRACT

Most graph-theoretic problems are known to be NP-complete on general
graphs; it is considered unlikely that there exist polynomial-time algorithms
for solving them. Motivated by the fact that many of these problems have
real-world applications, researchers have been primarily focused on designing
faster and faster exact exponential-time algorithms and better and better ap-
proximation algorithms for solving them. Another direction of research —
the one that we follow in this thesis —, which gained a lot of momentum in
recent years due to the discovery of new powerful tools within the framework
of Parameterized Complexity, is to study these problems on particular graphs
that exhibit various kinds of internal structure. By designing algorithms that
leverage this internal structure, we may provide better running time and/or
solution quality guarantees on these particular graphs. We may also show that
a problem’s hardness persists on these graphs, thusly yielding further insight
into the kinds of structure that make the problem hard to solve.

In this thesis, we study TERMINAL SET problems: given a (vertex-weighted)
graph and a vertex subset of the graph, called the terminal set, we search
for a minimum-sized (minimum-weighted) vertex subset of the graph which
intersects (hits) every vertex subset of the graph that contains a terminal
and induces a subgraph exhibiting a particular structure dependent on the
problem. This class of problems contains prominent graph-theoretic problems



which have applications both within and beyond the field of Computer Science.
We focus our study on two particular problems.

The one is a cycle hitting problem and is known in the relevant literature
as the SUBSET FEEDBACK VERTEX SET (SFVS) problem: given a (vertex-
weighted) graph and a terminal set, we search for a minimum-sized (minimum-
weighted) vertex subset of the graph which hits every vertex subset of the
graph that contains a terminal and induces a cycle. We study SFVS on sub-
classes of AT-free graphs and on subclasses of chordal graphs, which are graphs
that are known to exhibit rich internal structure. We provide polynomial-time
algorithms for solving weighted SFVS on the following graph classes: interval
graphs (O(nm)-time), permutation graphs (O(m3)-time), cobipartite graphs
(O(n*)-time) and rooted path graphs (O(n?m)-time); and we show that un-
weighted SFVS is NP-complete on undirected path graphs. Moreover, for
weighted SF'VS, we provide an algorithm for solving it on graphs with leafage
at most k which runs in n®%® time and we show that it is W[1]-hard pa-
rameterized by k. We also study SFVS on H-free graphs, which are graphs
that exhibit a kind of internal structure as a result of absence of another.
For weighted SFVS, we provide a polynomial-time algorithm for solving it
on 4K;-free graphs and we show that it is NP-complete on 5K;-free graphs.
For unweighted SFVS, we provide an algorithm for solving it on (k + 1)K;-
free graphs which runs in n®%) time. SFVS consists a generalization of the
classical FEEDBACK VERTEX SET (FVS) problem: given a (vertex-weighted)
graph, we search for a minimum-sized (minimum-weighted) vertex subset of
the graph which hits every vertex subset of the graph that induces a cycle.
Weighted FVS is known to be polynomial-time solvable on AT-free graphs and
on chordal graphs. We provide an algorithm for solving it on (k + 1) K;-free
graphs which runs in n®®*) time and for unweighted FVS, we show that it is
W(1]-hard parameterized by k via a reduction which is different than the one
existing in the literature and that on (k+1)K;-free graphs it cannot be solved
in f(k)-n°® time under the ETH.

The other problem that we focus on is a path hitting problem and is known
in the relevant literature as the NopE MurLTiIwAy CUT (NMC) problem: given
a (vertex-weighted) graph and a terminal set, we search for a minimum-sized
(minimum-weighted) terminal-free vertex subset of the graph which hits every
vertex subset of the graph that induces a path between two terminals. For
unweighted NMC, we provide a polynomial-time algorithm for solving it on
3Ki-free graphs and show that it is NP-complete on 4K;-free graphs via a
reduction which relies on the constraint that the solution to NMC is terminal-
free. Motivated by this fact, we also consider NMC without this constraint

vi



and we call it the UNCONSTRAINED NODE MuLTIWAY CUT (UNMC) problem.
For weighted UNMC, we provide a polynomial-time algorithm for solving it on
3K-free graphs and we show that it is NP-complete on 4K-free graphs. For
unweighted UNMC, we provide an algorithm for solving it on (k + 1) K;-free
graphs which runs in n®®) time and we show that it is W[1]-hard parameter-
ized by k and that on (k4 1)K -free graphs it cannot be solved in f(k) - n°)
time under the ETH.

This thesis is structured as follows: Chapter 1 consists an introduction to
the subject of study. Part I provides the necessary theoretical background:
Elements of Complexity Theory and Graph Theory are given in Chapters 2
and 3 respectively and the definitions of the studied graph-theoretical prob-
lems along with previously known results on their complexity are given in
Chapter 4. Part II provides our algorithmic and complexity-theoretic results:
After providing the necessary preliminaries in Chapter 5, we present our re-
sults on subclasses of AT-free graphs, on subclasses of chordal graphs and on
H-free graphs in Chapters 6, 7 and 8 respectively. Chapter 9 concludes our
thesis with some remarks and open problems providing directions for future
research.
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INTRODUCTION

1.1 Cycle Hitting Problems

In the (weighted) SUBSET FEEDBACK VERTEX SET (SFVS) problem, we
are given a (vertex-weighted) graph G = (V, E') and a terminal set S C V' and
we are asked to find a set U C V' of minimum size (weight) that intersects every
cycle passing through at least one terminal. SF'VS was introduced by Even et
al. who obtained a constant-factor approximation algorithm for its weighted
version [30]. The (weighted) SFVS problem is a generalization of the classical
(weighted) FEEDBACK VERTEX SET (FVS) problem, in which we are given
a (vertex-weighted) graph G = (V, E) and we are asked to find a set U C V
of minimum size (weight) that intersects every cycle; for S = V, the SFVS
problem is equivalent to the NP-complete FVS problem [52]. Both problems
find important applications in several aspects that arise in optimization theory,
constraint satisfaction, and bayesian inference [1, 2, 30, 32].

We begin with an brief overview of related work on the complexity of FVS
and SFVS restricted to graph classes. FVS is known to be NP-complete on bi-
partite graphs [75] and on planar graphs [37], whereas it becomes polynomial-
time solvable on chordal graphs [24, 73], on interval graphs [60], on permu-
tation graphs [10, 11, 12, 57], on their superclass of cocomparability graphs
[58] and even on their superclass of AT-free graphs [54]. Clearly, on graph
classes on which the FVS problem is NP-complete, so is the SFVS problem,
as the latter is a generalization of the former. Therefore, it is natural to study



Chapter 1 1.1. Cycle Hitting Problems

the complexity of SF'VS on graph classes on which FVS is polynomial-time
solvable. Prior to our work, very little was known regarding the complexity
of SE'VS on such graph classes. In fact, it was only known that SFVS is NP-
complete on split graphs [35]. However, such a result already implies that there
is a difference in the complexity of the two problems, as FVS is polynomial-
time solvable on their superclass of chordal graphs. The NP-completeness of
SFVS even on split graphs motivated a considerable amount of work by several
researchers to obtain fast exponential-time algorithms for solving it even when
restricted to chordal graphs or even further to split graphs [22, 33, 35, 41, 71].

We continue with an brief overview of related work on the parameterized
complexity of FVS and SFVS. FVS is known to be in FPT parameterized by
treewidth [26] and cliquewidth [15], which implies that FVS can be solved in
polynomial time on graphs with bounded such parameters. Jansen et al. [51]
showed that unweighted FVS is W[1]-hard parameterized by the clique cover
number and that it can be solved on graphs with maximum induced matching
number at most  in n®® time, so it is in XP parameterized by the maximum
induced matching number. Jaffke et al. proposed an algorithm that solves
weighted FVS on graphs with maximum-induced-matching--width (mim-width)
w in n°®) time [49]. Independently from the work of [49], Bergougnoux and
Kanté showed the same result through the notion of neighbor equivalence [4].
Despite their related names, graphs with bounded maximum induced matching
number are not related to graphs with bounded mim-width as indicated in [74].

The approach of [49] provides a powerful mechanism, as it unifies polynomial-
time algorithms for solving weighted FVS on several graph classes, including
interval graphs and permutation graphs. Such a mechanism raises the question
of whether the algorithm given in [49] can be extended to the more general
setting of weighted SFVS. However the proposed algorithm is based on the
crucial fact that the forest formed by deleting the nodes of a solution has
bounded number of internal nodes which is not necessarily true for the respec-
tive induced subgraph of weighted SFVS. Thus it seems difficult to control the
size of the solution whenever S C V.

Cygan et al. [28] and Kawarabayashi and Kobayashi [53] independently
showed that unweighted SFVS is in FPT parameterized by the solution size,
while Hols and Kratsch [45] provided a randomized polynomial kernel for the
problem. Moreover, by standard algorithmic techniques, weighted SFVS is in
FPT parameterized by treewidth. Bergougnoux et al. [5] recently proposed an
algorithm that solves weighted SFVS in n®®?) time given a decomposition of
the input graph of mim-width w.
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Subclasses of AT-free Graphs

A graph is AT-free if for every triple of pairwise non-adjacent vertices, the
neighborhood of one of them separates the two others. The class of AT-free
graphs is well-studied and it properly contains interval graphs, permutation
graphs and cocomparability graphs [13, 42]. Let us briefly argue that the ap-
proach of [54] to solving the weighted FVS problem on AT-free graphs cannot
be directly extended towards solving the weighted SFVS problem on (sub-
classes of) AT-free graphs. One of the basic tools in [54] relies on growing a
small representation of an independent set into a suitable forest. Although
such a representation is rather small on AT-free graphs, when considering
SFVS it is not necessary that the respective set is an independent set which
makes it difficult to control how the partial solution may be extended.

Here we initiate the study of SFVS restricted to graph classes from the
positive perspective. We consider its weighted version and give the first pos-
itive results on interval graphs and permutation graphs, both being proper
subclasses of AT-free graphs. Interval graphs and permutation graphs are un-
related to split graphs and are both characterized by a linear structure implied
by certain vertex orderings [13, 42, 73]. For both classes of graphs we design
polynomial-time algorithms based on dynamic programming of subproblems
implied by their natural linear ordering. One of our key ingredients is that we
augment our subproblems with a few additional vertices which are always in-
cluded in the subsolutions. Although for interval graphs such a strategy leads
to a simple algorithm, the case for permutation graphs requires augmenting
with more vertices, resulting in more numerous and complex recursive rela-
tions.

Moreover, towards the unknown complexity of the problem on the class
of AT-free graphs, we consider the class of cobipartite graphs and settle its
complexity status. Interestingly, most problems that are NP-hard on AT-free
graphs are already NP-hard on cobipartite graphs (see, for example, [62]).
Cobipartite graphs are the complements of bipartite graphs and are unrelated
to interval graphs and permutation graphs. We show that weighted SFVS
admits a simple solution on cobipartite graphs, and, thus, we eliminate the
possibility of obtaining NP-hardness on AT-free graphs through NP-hardness
on cobipartite graphs. Therefore, we provide the first positive results regarding
the complexity of the SFVS problem on subclasses of AT-free graphs. In
particular, we show that weighted SF'VS can be solved

e on interval graphs in O(nm) time,
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e on permutation graphs in O(m?) time and

e on cobipartite graphs in O(n*) time.

Subclasses of Chordal Graphs

Several fundamental optimization problems are known to be intractable
on chordal graphs, however they admit polynomial-time algorithms when re-
stricted to a proper subclass of chordal graphs such as interval graphs. Typical
examples of problems that exhibit this behavior are domination and induced
path problems [6, 8, 25, 44, 46, 66]. Although SFVS does not fall under
the themes of domination or induced path problems, it is known to be NP-
complete on chordal graphs [35], whereas it becomes polynomial-time solvable
on interval graphs [69]. Towards a better understanding of why many in-
tractable problems on chordal graphs admit polynomial-time algorithms on
interval graphs, we consider the algorithmic usage of a structural parameter
called leafage. Leafage, introduced by Lin et al. [59], is a graph parameter
that captures how close a chordal graph is to being an interval graph. As it
concerns chordal graphs, leafage essentially measures the smallest number of
leaves in a clique tree, an intersection representation of the given graph [39].
Thus our study of SE'VS on subclasses of chordal graphs constists an investiga-
tion of the extent to which the structure of the underlying tree representation
influences the computational complexity of SFVS.

Habib and Stacho [43] showed that the leafage of a connected chordal graph
can be computed in polynomial time. Their described algorithm also con-
structs a corresponding clique tree with the minimum number of leaves. Re-
garding other problems that behave well with the leafage, we mention the
MINIMUM DOMINATING SET problem which Fomin et al. [34] showed to be in
FPT parameterized by the leafage. We show that

e weighted SFVS can be solved on chordal graphs with leafage at most
¢ in O(n?*1) time, which is polynomial time on chordal graphs with
bounded /.

In particular, we provide an algorithm that given a chordal graph and a tree
model of it with £ leaves solves the problem in O(n**1!) time. Thus, by com-
bining the algorithm of Habib and Stacho [43] with our algorithm, we deduce
that weighted SFVS is in XP parameterized by the leafage. Our algorithm
works on an expanded tree model that is obtained from the given tree model
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and maintains all intersecting information without increasing the number of
leaves. Then in a bottom-up dynamic programming fashion, we visit every
node of the expanded tree model in order to compute partial solutions. At
each intermediate step, we store all necessary information of subsets of vertices
that are of size O(¥).

One advantage of leafage over mim-width is that we can compute the leafage
of a chordal graph in polynomial time, whereas we do not know how to com-
pute the mim-width of a chordal graph in polynomial time. However we note
that a graph with bounded leafage implies a graph with bounded mim-width
and, further, a decomposition of bounded mim-width can be computed in
polynomial time [34]. This can be seen through the notion of H-graphs. For
some fixed graph H, a graph is an H-graph if it is the intersection graph of
connected subgraphs of some subdivision of H. The intersection model of
subtrees of a tree T having ¢ leaves is a T’-graph where T” is obtained from
T by contracting nodes of degree two. Thus the size of T is at most 2/,
since T" has ¢ leaves. Moreover, given an H-graph and its intersection model,
a (linear) decomposition of mim-width at most 2|F(H)| can be computed in
polynomial time [34]. Therefore, given a graph with leafage at most ¢, there
is a polynomial-time algorithm that computes a decomposition of mim-width
O(¢). Combined with the algorithm for solving weighted SFVS on graphs of
bounded mim-width [5], one can solve weighted SFVS on graphs with leafage
at most £ in n®?) time. Notably, our n®®-time algorithm is a non-trivial
improvement on the running time obtained from the mim-width approach.

We complement our algorithmic result by showing that

e weighted SF'VS is W[1]-hard parameterized by the leafage via a reduction
from the MULTICOLORED CLIQUE problem.

Thus we can hardly avoid the dependence of the exponent in the stated running
time. Our reduction is inspired by the W[1]-hardness of unweighted FVS
parameterized by mim-width given by Jaffke et al. [50]. However we note that
our result holds on graphs with arbitrary vertex weights and we are not aware
if unweighted SFVS admits the same complexity behaviour.

Leaf power graphs are a subclass of chordal graphs that admit a decomposi-
tion of mim-width one [47], thus via the algorithm proposed by Bergougnoux
et al. [5] weighted SFVS can be solved in polynomial time on leaf power graphs
if an intersection model is given as input. However, to the best of our knowl-
edge, it is not known whether an intersection model of a leaf power graph can
be constructed in polynomial time. Rooted path graphs are the intersection
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graphs of directed paths in a rooted tree. They form a subclass of leaf pow-
ers and we observe that they form a class of unbounded leafage. Although
rooted path graphs admit a decomposition of mim-width one [47] and such
a decomposition can be constructed in polynomial time [29, 40], the running
time obtained through the bounded mim-width approach is rather impractical
as it requires to store a table of size O(n'?) even in this particular case [5].
We show that

e weighted SFVS can be solved on rooted path graphs in O(n?m) time.

As a byproduct of our dynamic programming scheme and the expanded tree
model, we show how our approach can be extended in order to handle rooted
path graphs. By analyzing further subsets of vertices at each intermediate
step, we manage to derive an algorithm for weighted SFVS on rooted path
graphs that runs in O(n?m) time. Observe that the stated running time is
comparable to the O(nm) time of the previously known algorithm on interval
graphs [69]. Interval graphs form a proper subclass of rooted path graphs.

Inspired by the algorithm on graphs with bounded leafage, we also consider
the natural relaxation of the leafage that is the wvertexr leafage of a graph.
Chaplick and Stacho [19] introduced the vertex leafage of a graph G as the
smallest number k such that there exists a tree model for G in which every
subtree corresponding to a vertex of G has at most k leaves. As leafage
measures the closeness to interval graphs (graphs with leafage at most two),
vertex leafage measures the closeness to undirected path graphs which are the
intersection graphs of paths in a tree (graphs with vertex leafage at most two).
We prove that

e unweighted SFVS is NP-complete on undirected path graphs

and, thus, the problem is para-NP-complete parameterized by the vertex
leafage. An interesting trait of our NP-completeness proof is that our reduction
comes from the MAX CuUT problem as opposed to known reductions for SFVS
which are usually based on, more natural, covering problems [35, 70]. From
our results for rooted path graphs and undirected path graphs, we obtain a
complexity dichotomy of the problem with respect to the vertex leafage: if the
vertex leafage is at most one (rooted path graphs) then SFVS is polynomial-
time solvable; otherwise, if the vertex leafage is at least two, SFVS is NP-
complete. Our findings regarding the complexity of SFVS on subclasses of
chordal graphs are summarized in Figure 1.1.
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H-free Graphs

We consider classes of H-free graphs which are characterized by a bounded
structural parameter. In particular, we consider («a + 1) K;-free graphs which
are exactly the graphs with independent set number at most a. Notice that
cobipartite graphs are 3K-free graphs.

We completely characterize the complexity of SFVS with respect to the
independent set number «. In particular, we show that

e weighted SF'VS can be solved in polynomial time on graphs with a@ < 3
by exploiting a structural characterization of the solution which involves
the distances from vertices to terminals, whereas it remains NP-complete
on graphs with o > 4 via a reduction from unweighted VERTEX COVER
on tripartite graphs.

Weighted FVS is polynomial-time solvable on graphs with bounded « [51].
Thus we expand our knowledge on the complexity difference of the two prob-
lems with respect to a structural graph parameter. In order to complement
our results, we show that

e unweighted SFVS can be solved in n®@ time, which is polynomial time
on graphs with bounded a.

Thus we provide a complexity difference between the weighted and the un-
weighted versions of the problem with respect to a natural structural param-
eter. We also show that

e weighted FVS can be solved in n®(® time, which is polynomial time on
graphs with bounded «, via an algorithm that is simpler and faster than
the one implied by [51] and

e unweighted FVS is W[1]-hard parameterized by « via an reduction from
MULTICOLORED INTEPENDENT SET which is different than the one given
in [51] and linear in a, and thus it cannot be solved in f(a) - n°) time
under the Ezponential Time Hypothesis (ETH) by combining our alter-
native reduction with the conditional lower bound given in [20], which
implies that the running times of our algorithms for solving unweighted
SEFVS and weighted FVS are tight.

Our findings regarding the complexity of FVS and SFVS on graphs with
bounded a are summarized in Figure 1.2.

12
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Chapter 1 1.2. Path Hitting Problems

1.2 Path Hitting Problems

In the (weighted) NoDE MuLTIWAY CUT (NMC) problem, we are given a
(vertex-weighted) graph G = (V, F) and a terminal set 7' C V and we are asked
to find a set U C V \ T of minimum size (weight) that intersects every path
between two terminals. Interestingly, there is a simple reduction from the NP-
complete NMC problem to the weighted SFVS problem where |S| = 1 [35].
We also consider a relaxation of NMC in which the solution U is allowed
to include terminals and we call it the UNCONSTRAINED NODE MULTIWAY
Cut (UNMC) problem. NMC is known to be in FPT parameterized by the
solution size [21, 61] and even above guaranteed value [27]. For further results
on variants of NMC we refer to [17, 38, 55].

H-free Graphs

We completely characterize the complexity of NMC with respect to the
independent set number «. In particular, we show that

e weighted NMC can be solved in polynomial time on graphs with o < 2,
whereas unweighted NMC remains NP-complete on graphs with a > 3
by adapting the reduction for weighted SFVS for o > 4.

We also completely characterize the complexity of UNMC with respect to
the independent set number a. In particular, we show that

e weighted UNMC can be solved in polynomial time on graphs with o < 2
by invoking our algorithm for weighted SFVS on graphs with a < 3,
whereas it remains NP-complete on graphs with @ > 3 via a reduction
from unweighted NMC, and

e unweighted UNMC can be solved in n€(® time, which is polynomial time
on graphs with bounded «, using an idea similar to the polynomial-time
algorithm for the unweighted SEVS problem, it is W[1]-hard parameter-
ized by « via a reduction from MULTICOLORED INDEPEDENT SET which
is linear on o, and thus it cannot be solved in f(a) - n°® time under
the ETH, which implies that the running time of our algorithm is tight.

14
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COMPLEXITY THEORY

Complexity Theory provides a mathematical framework for comparing the
efficiency of algorithms in terms of their requirements in time and space inde-
pendently of specific implementation or executing machine.

2.1 Computational Complexity

Computational Complexity aims to answer the following question (among
others): Given input of size n, how many elementary operations must an al-
gorithm perform in the worst case in order to terminate successfully? Thus,
we are interested in determining the running time of the algorithm as a func-
tion of the input size n. We are particularly interested in determining the
behaviour of this function as the input size n grows arbitrarily large, that is,
its asymptotic behaviour as n — co. For every function g : N — R, we define
the following collections of functions f: N — R,:

O(g(n)) = {f(n) lim sup ggjj; < oo} O(g(n)) = O(g(n)) N Ag(n))
= n imin M o(g(n)) = n imM:
(g() = { 1 | mint 2 > 0} otg(ap) = {500) | 1 223 —o

If the running time is f(n) € O(g(n)) where g is a polynomial function of n,
then we say that the running time is polynomial.

17
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In this thesis, we distinguish two kinds of problems: decision problems and
optimization problems. In a decision problem, the goal is to determine the
truth value of a proposition regarding the input. In an optimization problem,
the goal is to determine the optimal value of a function of the input.

2.1.1 Computational Complexity Classes

Problems that exhibit similar behaviour with respect to their complexity
form complexity classes. A natural starting point is to consider problems
which are polynomial-time solvable. These decision problems form the first
complexity class.

Polynomial (P)

A decision problem is in the class P if it is solvable in polynomial
time.

The desire is for decision problems to be in the class P. However, most prob-
lems of interest are not known to be polynomial-time solvable. Of particular
interest are the problems for which the problem of verifying a solution to
them is polynomial-time solvable. These decision problems form the second
complexity class.

Nondeterministic Polynomial (NP)

A decision problem is in the class NP if it is verifiable in polynomial
time.

It is not difficult to show that P C NP holds. However, it is not known
whether P C NP or P = NP holds. This is known as the P versus NP problem
and is considered one of the most difficult to resolve open problems in all of
Mathematics.

2.1.2 Hardness and Completeness
In tackling the P versus NP problem, we focus on the problems in NP which

are the hardest to solve. Consider two decision problems A and B. A reduction
from A to B is a polynomial-time algorithm that given an instance X of A

18
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constructs an instance Y of B such that X is a yes-instance of A if and only
if Y is a yes-instance of B. If there exists a reduction from A to B, we say
that A reduces to B and we write A < B. Notice that if A reduces to B and
B is in P, then A is also in P; a polynomial-time algorithm for solving A is
the following: given an instance X of A,

Step 1. we call a reduction from A to B on X to get an instance Y of B,
Step 2. we call a polynomial-time algorithm for solving B on Y, and

Step 3. we return the latter’s answer.

Therefore, A < B implies that A is not harder to solve than B or, in other
words, that B is at least as hard to solve as A. Now consider a complexity
class C of decision problems. A problem is said to be C-hard if every problem
in C reduces to it, and it is said to be C-complete if it is both in C and C-hard.
The definition implies that the C-complete problems are the problems in C
which are the hardest to solve. Observe that P = NP if and only if there exists
an NP-complete problem in P.

The problem which was first shown to be NP-complete by Cook and in-
dependently by Levin is the BOOLEAN SATISFIABILITY problem on formulas
in conjunctive normal form [23, 56]. A number of additional problems were
subsequently shown to be NP-complete by Karp via chained reductions from
this problem [52]. Garey and Johnson (1979) [37] contains a long list of NP-
complete problems from many fields, including Graph Theory.

Instead of the aforementioned problem, we may first show that the CIRCUIT
SATISFIABILITY problem is NP-complete. A boolean circuit is a circuit con-
sisting only of input gates, and-gates, or-gates, not-gates and a single output
gate.

CIRCUIT SATISFIABILITY

Input: A boolean circuit C.
Question: Is there an assignment on the inputs of C' for which the
output of C' is true?

19
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2.2 Parameterized Complexity

One of the ways of tackling NP-hard problems is to study their complexity
as a function of more than just one variable. All variables beyond the first one,
which must be the input size n, are called parameters. We typically consider
only one parameter which we denote by k.

2.2.1 Parameterized Complexity Classes

The goal of Parameterized Complexity is the design of algorithms with
running times that depend on the size n as weakly as possible. In particular,
the desire is for problems to be fixed-parameter tractable parameterized by the
parameter k.

Fixed-parameter Tractable (FPT)

A decision problem having instances of size n with parameter & is in
the class FPT if it is solvable in f(k)-n®®) time for some computable
function f.

“Slicewise” Polynomial (XP)

A decision problem having instances of size n with parameter & is in
the class XP if it is solvable in f(k)-n®@®¥) time for some computable
functions f and g.

It is not difficult to show that FPT C XP. Notice that if a problem is in XP,
then it is in P when restricted to instances with parameter k& = ¢ for every
constant ¢, hence the name of the class XP.

para-NP

A decision problem having instances of size n with parameter k is
in the class para-NP if it is verifiable in f(k) - n®1) time for some
computable function f.

It is not difficult to show that FPT C para-NP. A problem is para-NP-hard
if there exists a constant ¢ such that the problem is NP-hard when restricted

20



Chapter 2 2.2. Parameterized Complexity

to instances with parameter k = c¢. It is known that a para-NP-hard problem
cannot be in XP, unless P = NP.

2.2.2 Parameterized Hardness and Completeness

The framework of Parameterized Complexity also provides the tools to show
that it is unlikely for a problem to be in FPT under plausible complexity-
theoretic assumptions.

Consider two problems A and B. A reduction from A to B is a parameterized
reduction if given an instance X of size n with parameter k it constructs in
f(k) - n°M time an instance Y of size n/ with parameter k' < g(k) for some
computable functions f and g. Notice that if there exists a parameterized
reduction from A to B and B is in FPT, then A is in FPT.

We will now define additional parameterized complexity classes with respect
to which we will consider hardness and completeness. The depth of a boolean
circuit is the maximum length of a path from an input gate to the output
gate and its weft is the maximum number of gates with more than two inputs
contained on a path from an input gate to the output gate.

WEIGHTED CIRCUIT SATISFIABILITY (WCS)

Input: A boolean circuit C' and a number k € N.
Question: Is there an assignment on the inputs of C' such that exactly
k inputs are true for which the output of C is true?

W-hierarchy

For every ¢t € N*, a decision problem is in the class W[t] if there exists
d € N* such that there exists a parameterized reduction from the
problem to WCS on boolean circuits of depth at most d and weft at
most ¢.

It is not difficult to show that W[t] C W[t + 1] for all ¢ € N*. It is known
that FPT C W]Jl] and that FPT # W]1] implies that P # NP. To show
that a problem is unlikely to be in FPT, we show that it is W[1]-hard via a
parameterized reduction from a known W([1]-hard problem.
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2.2.3 Parameterized Complexity Lower Bounds

For problems that are shown to be in FPT or in XP, there is a desire for a
more fine-grained analysis of the running time with respect to the computable
functions f and g. In particular, there is a desire for determining assymptotical
lower bounds on f and g under plausible additional complexity-theoretical
assumptions. Such an assumption is the following:

Hypothesis (Exponential Time Hypothesis (ETH)). The 3-SAT problem on

clauses on n variables cannot be solved in 2°™ time.

It is known that the ETH holding implies that FPT # WJ[1]. Under the
assumption that the ETH holds, we can show parameterized lower bounds on
the complexity of other problems via appropriate parameterized reductions.
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GGRAPH THEORY

3.1 Graphs

A pair G = (V, E) is called a graph if E C {X CV | |X|=2}. The sets V
and E are called the vertex set and the edge set of the graph G respectively
and their elements are called vertices and edges respectively. Unless otherwise
stated, we denote the vertex set and the edge set of a graph G by V(G)
and E(G) respectively and we use n and m to denote |V(G)| and |E(G)]
respectively. A weighted graph G = (V, E) is a graph where each vertex v € V
is assigned weight that is a positive integer number. We denote by w(v) the
weight of each vertex v € V. For a vertex subset X C V, the weight of X is
>vex w(v).

For every set X, we denote by Pa(X) the collection {X’ C X | | X'| = 2}.
Let G = (V, E) be a graph. A graph G' = (V', E') is a subgraph of Gif V! CV
and E' C ENPy(V'). For every X C V, the subgraph of G induced by X is the
graph (X, ENP2(X)) and is denoted by G[X]. Moreover, we denote by G — X
the graph induced by the vertices of V' \ X. If X = {u}, we also write G — u.
The neighborhood of a vertex x of G is Ng(z) = {v € V : zv € E} and the
degree of xis |[Ng(x)|. A leaf is a vertex whose degree is at most 1. We say that
two vertices u,v € V' are adjacent if uv € E. We further say that two vertices
are true twins (resp. false twins) if they are adjacent (resp. non-adjacent) and
they have the same neighborhood. For X C V, Ng(X) = Uyex Na(v) \ X
and Ng[X] = Ng(X) uUX.
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A clique is a set of pairwise adjacent vertices, while an independent set
is a set of pairwise non-adjacent vertices. A path is a sequence of vertices
(vivg - - - v) where each pair of consecutive vertices v;v;11 forms an edge of
G. A graph is connected if there is a path between any pair of vertices. A
connected component of G is a maximal connected subgraph of G.

3.1.1 Elementary Graphs
Complete Graphs

A graph is a complete graph if its vertex set is a clique. The complete graph
on n vertices is denoted by K.

Paths and Cycles

A graph is a path if there exists an ordering of its vertices such that two ver-
tices are adjacent if and only if they are consecutive elements in the ordering.
The path graph on n vertices is denoted by P,.

A graph is a cycle if there exists an ordering of its vertices such that two
vertices are adjacent if and only if they are consecutive elements in the ordering
or the first and last vertices. The cycle graph on n vertices is denoted by C,.
We call cycles on three and four vertices triangles and squares respectively.

Forests, Trees and Stars

A graph is a forest if it has no cycle as a subgraph. A forest is a tree if it is
connected. A tree is a star if its vertices are all leaves except one. Notice that
this implies that the leaves of a star are all adjacent to its remaining vertex.
A star with ¢ leaves is called an {£-star.

Multipartite Graphs and Their Complements

For every k € N, a graph is a k-partite graph if its vertex set can be
partitioned into k independent sets. For the cases of k = 2 and k = 3, k-partite
graphs are also called bipartite graphs and tripartite graphs respectively.

For every k € N, a graph is a co-k-partite graph if its vertex set can be
partitioned into k cliques. For the cases of kK = 2 and k = 3, co-k-partite
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graphs are also called cobipartite graphs and cotripartite graphs respectively.

3.2 Graph Classes

Graph classes are collections of graphs that exhibit common structure. A
property that holds for and only for the graphs of a class is called a character-
ization of the class. In particular, the definition of a class is a characterization
of the class; and further characterizations of a class can be viewed as alter-
native equivalent definitions of the class. In this thesis, we are particularly
interested in the following two types of characterizations.

H-free Graphs

Let H be a (possibly infinite) collection of graphs. A graph G is an H-free
graph if no graph in # is an induced subgraph of G. For the case of H = {H },
H-free graphs are also called H -free graphs.

In this thesis, we are particularly interested in the classes of H-free graphs
where H = (k + 1)K;, k € N. Observe that for every k € N, co-k-partite
graphs are a subclass of (k 4 1) K;-free graphs.

Intersection Graphs

Let X be a set and let C be a collection of subsets of X. Set M = (X,C).
We define G(M) to be the graph (C,{{U1,Uz} € P2(C) | U1 N Uz # @}). We
say that M is an intersection model of G(M) and G(M) is an intersection
graph of M.

Let H be a graph and let C be a collection of subgraphs of H. Set M =
(H,C) and set M' ={V(H),{V(H') | H € C}}. We define G(M) to be the
graph G(M’). We say that M is an intersection model of G(M) and G(M)
is an intersection graph of M.

3.2.1 AT-free Graphs
A set of three vertices of a graph is called an asteroidal triple if for every two

vertices of the set there exists a path containing them that does not intersect
the neighbourhood of the third one. A graph is an AT-free graph if it has no
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asteroidal triple. We note that co-k-partite graphs are a subclass of AT-free
graphs if and only if £ < 2.

Interval Graphs

A graph is an interval graph if it is the intersection graph of (R,Z) where Z
is a collection of closed intervals of R. We will subsequently call such an inter-
section model an interval model. Whether a given graph is an interval graph
can be decided in linear time and if so, an interval model can be constructed
in linear time [36]. It is known that every induced cycle of an interval graph
is a triangle [60, 73].

Permutation Graphs

Given a permutation 7 = (7(1),...,m(n)) over {1,...,n}, the inversion
graph of 7, denoted by G(m), has vertex set {1,...,n} and two vertices i, j are
adjacent if and only if (i —7)(7(i) —7(j)) < 0. A graph is a permutation graph
if it is isomorphic to the inversion graph of a permutation [13, 42]. Permutation
graphs can also be characterized as a particular class of intersection graphs.
A graph is a permutation graph if it is the intersection graph of a collection of
line segments with one endpoint lying on Ly and the other on L; where Lg, L
are two parallel lines of the plane. We refer to the two parallel lines as the
top and bottom lines. We will subsequently call such an intersection model
a permutation model. Whether a given graph is a permutation graph can be
decided in linear time and if so, a permutation model can be constructed in
linear time [63]. It is known that every induced cycle of a permutation graph
is either an triangle or a square [10, 11, 12, 57, 73].

A graph is a k-permutation graph if it is the intersection graph of a collection
of polygonal chains on £+ 1 points with the i-th point lying on L;_; for every
i € [k + 1] where Lo, Ly, ..., Ly are k + 1 parallel lines in ascending order of
their distance to the first one and descending order of the distance to the last
one among them. It is not difficult to show that permutation graphs are 1-
permutation graphs and k-permutation graphs are (k+ 1)-permutation graphs
for every k € N*.
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Trapezoid Graphs

A graph is a trapezoid graph if it is the intersection graph of a collection
of trapezoids with one base lying on Ly and the other on L where Ly, L1 are
two parallel lines of the plane. It is not difficult to show that interval graphs
and permutation graphs are trapezoid graphs.

We call the union of k trapezoids a k-trapezoid if there exists an ordering of
the k trapezoids and for every trapezoid, there exists an ordering of its bases,
such that the second base of the i-th trapezoid is also the first base of the
(7 + 1)-th trapezoid for every i € [k — 1]. We conclude that a k-trapezoid can
be specified by a sequence of k + 1 bases. A graph is a k-trapezoid graph if
it is the intersection graph of a collection of k-trapezoids with the i-th base
lying on L;—; for every i € [k + 1] where Lo, L1,...,L; are k + 1 parallel
lines of the plane in ascending order of their distance to the first one and
descending order of the distance to the last one among them. It is not difficult
to show that trapezoid graphs are 1-trapezoid graphs and k-trapezoid graphs
are (k 4 1)-trapezoid graphs for every k € N*.

Cocomparability Graphs

A graph is a cocomparability graph if it is the intersection graph of a col-
lection of curves with one endpoint lying on Ly and the other on L; where
Ly, Ly are two parallel lines of the plane. It is known that k-trapezoid graphs
are cocomparability graphs.

3.2.2 Chordal Graphs

A graph is a chordal graph if every cycle of the graph that is not a triangle
has a chord or, equivalently, if every induced cycle of the graph is a triangle.
Chordal graphs can also be characterized as a particular class of intersection
graphs: A graph is a chordal graph if it is the intersection graph of (T,T)
where T' is a tree and 7T is a collection of subtrees of T. We will subsequently
call such an intersection model a tree model.

Split Graphs

A graph is a split graph if its vertex set can be partitioned into a clique and
an independent set. Observe that the host tree of a tree model of a split graph
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can be an f-star where £ is the size of the independent set in the bipartition
of the split graph’s vertex set.

Strongly Chordal Graphs

A chord of an even cycle is odd if the distance of its endpoints in the cycle
odd. A graph is a strongly chordal graph if it is a chordal graph and every
even cycle of the graph that is not a square has an odd chord. Thus strongly
chordal graphs are chordal graphs by definition.

Leaf Powers

Let G be a graph. We denote by T (G) the collection of all trees T' such
that L(T) = V(G). The graph G is a leaf power graph if there exist k € N*
and T € T(G) such that two vertices of G are adjacent if and only if their
distance in 7' is at most k. It is known that leaf power graphs are strongly
chordal graphs.

Undirected /Directed /Rooted Path Graphs and Interval Graphs

A number of subclasses of chordal graphs are defined as the classes of inter-
section graphs of tree models restricted to various kinds of trees and subtrees.
These are

undirected path graphs if all subtrees are paths,

e directed path graphs if the host tree is a directed tree and all subtrees
are directed paths,

e rooted path graphs if the host tree is a rooted tree and all subtrees are
directed paths, and

e interval graphs if the host tree is a path.

Structural properties and recognition algorithms are known for all these graph
classes [18, 65, 68]. It is not difficult to see that interval graphs are rooted path
graphs, which are directed path graphs, which are undirected path graphs.
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Chapter 3 3.3. Graph Parameters

3.3 Graph Parameters

3.3.1 Graph Parameters of General Graphs

Parameters of graphs that are being studied in the literature generally fall
into one of two categories. The numbers are sizes of optimal substructures of
graphs and the widths are measures indicative of the complexity of the global
structure of graphs.

Clique Cover Number

A collection C of subsets of a set S is called a cover of S if UC = S. A cover
C of a set S is called a partition of S if all elements of C are non-empty and
pairwise disjoint. Given a cover C of a set S and a total order < on C, it is not
difficult to show that the collection ' = {X \U{X' e C | X' < X} | X €C}\
{@} is a partition of S such that |C’| < |C|.

A collection C of vertex subsets of a graph G is called a clique cover of G if
C is a cover of V(G) and all elements of C are cliques of G. The clique cover
number of a graph G, denoted by x(G), is the minimum cardinality of a clique
cover of G.

Independent Set Number

A set I of vertices of a graph G is called an independent set of G if there
are no edges in G[I]. The independent set number of a graph G, denoted by
a(@), is the maximum cardinality of an independent set of G. Observe that
a(G) < k(G) for every graph G.

Maximum Induced Matching Number

A set P of pairwise-disjoint edges of a graph G is called an induced matching
of G if there are no edges in G[UP] beside the ones in P. The mazimum induced
matching number of a graph G, denoted by p(G), is the maximum cardinality
of an induced matching of G. Observe that u(G) < «(G) for every graph G.
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Maximum-Induced-Matching--width (Mim-width)

For every graph G and for every bipartition {Vi,V2} of V(G), we define
G[V1, V] to be the graph G[V;1 U V3] minus all edges in G[V1] and all edges in
G[Va]. Thus, G[V1, Va] is a bipartite graph and {V1, Va} is a bipartition of its
vertex set into independent sets.

Let G be a graph. We denote by 7<3(G) the collection of all trees T with
maximum degree at most 3 such that L(T') = V(G). For every tree T € T<3(G)
and for every edge e of T', we denote the two connected components of T'— e by
T¢, TS. Then {L$(T) = L(T)NV(TF), LY(T) = L(T)NV(T$)} is a bipartition
of L(T') = V(G). The mim-width of G is the number:

min{max{u(G[L{(T), L5(T)]) | e € E(T)} | T € T<3(G)}

3.3.2 Graph Parameters of Chordal Graphs

For the class of chordal graphs in particular, a couple of parameters have
been introduced that measure the structural complexity of a chordal graph
via measuring the size of an optimal tree model of the graph.

For every chordal graph G, we denote the collection of all tree models of G

by Mtree(G)~

Leafage

The leafage of a chordal graph G is the minimum number of leaves that the
host tree of a tree model of G can have.

UG) = min{L(T) | (T, T) € Myee(G)}

Vertex Leafage

The vertex leafage of a chordal graph G is the minimum maximum number
of leaves that a subtree of a tree model of G can have.

vl(Q) = min{max{L(T") | T € T} | (T, T) € Myee(G)}

Notice that by definition v¢(G) < ¢(G) for every chordal graph G.
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SUBGRAPH HITTING PROBLEMS

As mentioned in the previous chapter, graphs lend themselves very well to
modelling real world structures, be they physical or virtual. Thus, it comes
at no surprise that solving problems defined on graphs tend to have various
diverse real world applications. In this thesis, we consider a number of hitting
problems on graphs and we consider them both as decision problems and as
optimization problems.

In this chapter, we provide these problems’ definitions. First, we introduce
some relevant definitions and notation. We say that a set A hits a set B if
AN B # @. Given a collection C of subsets of a set X and a set A C X, we
say that A is a hitting set of C if A hits all elements of C. For any collection
C of graphs, we denote by V(C) the collection of vertex sets of all elements of
C. For every collection C C P(V(G)), we use max C to denote the collection

weight
argmax{w(U) | U € C}.

4.1 Path Hitting Problems

For any graph G and k € N, we denote by Pr(G) the collection of all
Py, subgraphs of G. Furthermore, for any graph G, we denote by P(G) the
collection | J{Px(G) | k € N}, and for any ' C V(G), we denote by P(G,T)
the collection of all paths of G with endpoints in T'.
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4.1.1 Vertex Cover (VC)

Decision Problem

Optimization Problem

Notice that the edge set E of a graph G is exactly the collection V(P2(G)).

4.1.2 Node Multiway Cut (NMC)

Decision Problem

Optimization Problem
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4.1.3 Unconstrained Node Multiway Cut (UNMC)

Decision Problem

Optimization Problem

4.2 Cycle Hitting Problems

For any graph G and k € N such that k£ > 3, we denote by Cx(G) the
collection of all Cj subgraphs of G. Furthermore, for any graph G, we denote
by C(G) the collection | J{Cx(G) | k € N, k > 3}, and for any T' C V(G), we
denote by C(G,T) the collection of all cycles of G that are hit by 7.

4.2.1 Feedback Vertex Set (FVS)

Decision Problem
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Optimization Problem

4.2.2 Subset Feedback Vertex Set (SFVS)

Decision Problem

Optimization Problem




Part 11

Our Results
and Open Problems
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PRELIMINARIES

We begin this chapter with some general mathematical definitions and nota-
tion. Then we give our definitions and notation regarding the SFVS problem.
Finally, we present our dynamic programming scheme for solving SFVS on
classes of graphs that exhibit a suitable structure.

For every p € N, we use [p] and —[p] to denote the sets {1,2,...,p} and
{=1,-2,...,—p} respectively. A binary relation over a set is called a partial
order if it is reflexive, transitive and antisymmetric. Let X be a set and let
< be a partial order on X. For all X’ C X, we use min< X’ and max< X’
to denote the sets of all minimal and maximal elements of X’ with respect to
< respectively. Any two elements u and v of X are called comparable with
respect to < if u < v or v < w; otherwise, u and v are called incomparable with
respect to <. If u < v and u # v, then we simply write u < v. A partial order
on a set is called a total order if any two elements of the set are comparable
with respect to the order. In the particular case that < is a total order on X,
we use min< X’ and max< X’ to denote the (unique) minimum and maximum
element of X’ with respect to < respectively. We omit explicit textual or
symbolic reference to the particular relation if it can be safely inferred from
context.
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5.1 Subset Forests and Subset Feedback Vertex Sets

Let G be a graph and let S C V(G) be a set of terminals to be given as
input to the SFVS problem. We say that

e a cycle (resp. triangle, square) is an S-cycle (resp. S-triangle, S-square)
if it contains a vertex in S

e a subgraph F' of G is an S-forest of GG if F' does not contain an S-cycle;
and

e aset U CV(G)isan S-fus of G if G — U is an S-forest.

We use Fg to denote the collection of all S-forests of G. In such terms, SFVS
can be restated as follows:

SUBSET FEEDBACK VERTEX SET (SFVS)

Input: A graph G and a set S C V(G).
Output: An S-fvs of G of minimum weight.

5.2 Solving SFVS via Dynamic Programming
For solving SFVS we consider the following more convenient problem:

INDUCED SUBSET FOREST (ISF)

Input: A graph G and a set S C V(G).
Output: A set U C V(G) of maximum weight such that G[U] € Fgs.

Notice that a set U is a solution to ISF on (G, S) if and only if V(G) \ U is
a solution to SFVS on (G,S). On classes of graphs that exhibit a suitable
structure, we solve SF'VS via a dynamic programming scheme. We consider
the following subproblems of ISF:

PARTIAL INDUCED SUBSET FOREST (PISF)

Input: A graph G and sets S, X,Y C V(G) such that X NY # .
Output: A set U C X of maximum weight such that G[U UY] € Fg.

40



Chapter 5 5.2. Solving SFVS via Dynamic Programming

Observe that a set is a solution to ISF on (G, S) if and only if it is a solution to
PISF on (G, S,V(G),@). We use A to denote an arbitrary solution to PISF
on (G,S,X,Y). For every two expressions e; and ey involving such arbitrary
solutions, we write e; <> es to denote that the collection of all evaluations of
e1 equals the collection of all evaluations of ep. Clearly AY <+ @ for every
Y C V(G). For each considered graph class, we derive recursive formulas
for computing A§ for particular sets X and Y necessary for that class and
we show that it is sufficient to compute A}/( only for a polynomial number
of sets X and Y. Within the scope of our algorithms, we use A}/( to denote
the particular solution to PISF on (G, S, X,Y) that we compute instead of

an arbitrary one and we use max C to denote an arbitrary element of the
welght

collection argmax{w(U) | U € C} instead of the collection itself.

In the proofs of statements appearing in subsequent chapters, we will make
implicit use of the following Observation:

Observation 5.2.1. Let X, Y C V(G) such that X #Y .

(1) For every x € X, if no subset of X UY containing x induces an S-cycle

of G, then A% « A§\{x} U{z}.

(2) For everyy €Y, if no subset of X UY containing y induces an S-cycle
of G, then A% < A§\{y}.

Proof. We show the first statement. Showing the second statement is com-
pletely analogous. Let x € X such that no subset of X UY containing z
induces an S-cycle of G. Clearly, for every U C X, if GIlU U{z} UY] € Fg,
then GIlUUY] € Fg. Now let U C X such that GIlUUY] € Fs. We show that
GU U{z} UY] € Fs as well. Assume for contradiction that a subset C' of
UU{z}UY induces an S-cycle of G. If = ¢ C, then we obtain a contradiction
to GIUUY] € Fg. If x € C, then we obtain a contradiction to the property
of xz. We conclude that no subset of U U {x} UY induces an S-cycle of G,
completing our proof. O
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SEFVS ON SUBCLASSES OF AT-
FREE (GRAPHS

In this chapter, we provide polynomial-time algorithms for solving SFVS
on interval graphs, permutation graphs and cobipartite graphs. These are
the first polynomial-time algorithms for solving SF'VS on particular classes of
graphs appearing in the literature. The results presented in this chapter were
published in the following works:

e Charis Papadopoulos and Spyridon Tzimas. Polynomial-Time Algo-
rithms for the Subset Feedback Vertex Set Problem on Interval Graphs
and Permutation Graphs. 215 International Symposium on Fundamen-
tals of Computation Theory (FCT 2017). Lecture Notes in Computer
Science (LNCS), 10472:381-394 (2017).

e Charis Papadopoulos and Spyridon Tzimas. Polynomial-time algorithms
for the subset feedback vertex set problem on interval graphs and per-
mutation graphs. Discrete Applied Mathematics, 258:204-221 (2019).
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6.1 Interval Graphs

We begin with the case of interval graphs. An example of an interval graph
is shown in Figure 6.1. Let G = (V, E) be a vertex-weighted interval graph.
We compute an interval model (R,Z) of G. Without loss of generality, we
assume that the endpoints of the n intervals in Z are 2n distinct points of R.
We sort the vertices of G in ascending order of the right endpoints of their
corresponding intervals in Z. To simplify our presentation, we identify the
sorted vertices of G with the integers of [n]. For every i € [n], we denote
the left and right endpoints of its corresponding interval in Z by £(i) and r(7)
respectively.

We consider the two relations on [n] that are defined by the endpoints of the
intervals as follows: i <; j < £(i) < 4(j) and i <, j < r(i) < r(j). Since < is
a total order on R, we get that <, and <, are total orders on [n]|. For every
i € [n], notice that [i] = {h € [n]: h <, i} and [n]\ [i] = {z € [n] : i <, z}.

We define two different types of predecessors of the interval i with respect
to <,., which correspond to the subproblems that our dynamic programming
algorithm wants to solve. These are i — 1 and <1i := max({0} U [i] \ N[i]).
Intuitively, if we consider time increasing from left to right, then ¢ — 1 is the
last interval that ends before ¢ ends and <7 is the last interval that ends before
1 begins. For both predecessors, our definition returns 0 if and only if such an
interval does not exist. For the example of Figure 6.1, denoting the red, green,
blue, cyan, magenta and yellow vertices by 7, g, b, ¢, m and y respectively, the
following hold:

0<c=1<m=2<b=3<r=4<y=5<g=6

[r] = {rb,c,m} r—1=b <r =c
[g] :{Tag7bacvmay} 9—1=y <g =0
[b] :{bacam} b—1=m <b =0
[c] ={c} c—1=0 <c =0
[m] = {c,m} m—1=¢ <m=c
[

y] ={r,b,e,m,y} y—1l=r <y =b
Observation 6.1.1. Leti € [n] and let j € [n]\ [i] such that ij € E. Then,

(1) [i] =[i — 1] U {i} and

(2) li—1] = [<j] U ([i = 1] N N(j)).
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Figure 6.1: Illustration of an interval graph G and an interval model of G.

Proof. Notice that [0] = @. The first statement trivially holds. For the second
statement, observe that [i — 1] can be partitioned into the set of non-neighbors
and the set of neighbors of j contained in [i — 1]. The definition of <3j implies
that [<aj] = [j] \ N[j]. Since i < j and ij € E, we get that <1j <i—1 < j,
so [<1j] C [i — 1] C [j]. We conclude that [<1j] = [i — 1] \ N(j). O

Lemma 6.1.2. Let i € [n]. Then A[Q] < Iax {Aﬁ—l]’A{l U {2}}

Proof. By Observation 6.1.1 (1), [i] = [ —1JU{i}. If i ¢ Ag, then we get that

Aﬁ “ Aﬁ - Otherwise, we get that Aﬁ “ A[{Z}l] U {i}. O
To simplify the proofs in the forthcoming lemmas, we use the following
observation.

Observation 6.1.3. Let i € [n] and let x,y € [n]\ [i] such that x <, y and
iy,zy € E. Then (i,z,y) is a triangle of G.

Proof. Assuming r(i) < ¢(y) results in vertices i and y being non-adjacent, a
contradiction to iy € E, so we have £(y) < r(i). This inequality along with
r(i) < r(x) and {(x) < l(y) yields ¢(x) < r(i) < r(x), which implies that
iz € E. Therefore, (i,x,y) is a triangle of G. O

Lemma 6.1.4. Let i € [n] and let = € [n]\ [i]. Moreover, let {z',y'} = {i,z}
such that ' <;vy'.

(1) If ix ¢ E, then AE.T} “ A[@]

{z}  4{=}
- {z} woight {A[ 1 Ay
(2) Ifix € E, then A[i] VRN o} {m}
max {A A U{z}}, if i,z ¢ 8S.

weight [i-1]

U{z}}, ifie SorxzelS
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Proof. Assume first that ¢z ¢ E. Then r(i) < ¢(x), because we already have
r(i) < r(x), so x has no neighbor in G[[i] U {x}]. Thus no subset of [i] U {z}

containing x induces an S-cycle of GG, implying that AH} > Aﬁ],

Next assume that iz € E. If i ¢ AH}, then, by Observation 6.1.1 (1), we

get that Ai{igf} > A[{f_}l]. In what follows, let us assume that i € A[{igf}. We

distinguish two cases according to whether ¢ and x belong to S.

e Let i € Sorxz € S. By Observation 6.1.1 (1), we have A[{;} \ {i} C

[i — 1]. If there exists a vertex h € A[{Z.T} \ {i} such that hy’ € E, then,
by Observation 6.1.3, (h,z’,y’) is an S-triangle of G. Thus, we have
hy ¢ E for every vertex h € A[{;]C} \ {i}. By Observation 6.1.1 (2), we
get that A[{;]C} \ {i} C [<«1y]. Observe that the neighborhood of ¢ in
Gl[<y/]u{z’,y'}] is {«’}. Thus, no subset of [<1y’|U{z’,y'} containing
y' induces an S-cycle of G. We conclude that AH} “ Ai[zi,] U {i}.

e Let i,z ¢ S. By Observation 6.1.1 (1), we get AET} “ Ai{;fl}] U {i}.

Therefore, in every case, we obtain the desired formula. O
Lemma 6.1.5. Let i € [n] and let z,y € ([n] \ [7]) \ S such that © <, y and
xy € E. Moreover, let {x',y/,2'} = {i,x,y} such that 2’ <, y' <, 7.

(1) Ifiy ¢ E, then A‘[{i]x’y} “ AE&T}.

(o) N
(2) Ifiy € E, then AiT" o e Lt 4 ) %fl.ei
vireligﬁt{ [i—1] “[i—1] U{Z}}, ifi¢sS.

Proof. First assume that iy ¢ E. Then r(i) < £(y), because we already have
(i) < r(y), so the neighborhood of y in G[[i]|U{z,y}] is {z}. Thus, no subset of
[i]U{z,y} containing y induces an S-cycle of G. It follows that A[{zfic’y} < A[{i]x}.

Next assume that iy € E. By Observation 6.1.3, (i,z,y) is a triangle of
G. Ifi ¢ Aé‘]ﬁ’y}, then, by Observation 6.1.1 (1), we have A[{;f’y} > A[{;‘q_zﬁ If
i € S, then (i, z,y) is an S-triangle of G, so i ¢ Ai{i?y}. In what follows, we will

assume that i ¢ S and i € Aé:f’y} and we will show that Aéf’y} < A[{f_/ﬁ/} U{i}.
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Asie Aéf’y}, by Observation 6.1.1 (1), we get that Agf’y} “ A[{:fnl’]y} u{i}.

By definition, A[{;ﬂ’f’ Y and A[{ﬁﬁl} are subsets of [i—1] of maximum weight such
that their unions with {i,z,y} = {2/,v/, 2’} and {2/, y'} respectively induce
an S-forest of G. Observe that no vertex of {2',y/, 2’} belongs to S by the
hypothesis on x,y and the assumption on i. Given a subset U of [i — 1] such
that UU{2/, v/, 2’} induces an S-forest of G, it is clear that UU{2’, 3’} induces
an S-forest of G as well. Let U be a subset of [i — 1] such that U U {2/, vy}
induces an S-forest of G. We show that UU{2’, ¢/, 2’} induces an S-forest of G.
Assume for contradiction that a subset of UU{a’,¢/, 2’} induces an S-triangle
(v1,v2,2") of G. Since 2’ ¢ S, without loss of generality, assume that v € S.
This particularly means that v; € U, because z/,y’ ¢ S as well. By the fact
that vy € [i — 1], we have v; <, 2/,¢/,2’. Recall that 2’ <y ¥/ <, 2’ and that
(',y,2') is a triangle of G. By Observation 6.1.3, we get that (vq,2/,y’) is
an S-triangle of G, a contradiction to U U {2’,3'} inducing an S-forest of G.
We conclude that AE[;fl’]y b o Ai{f:ﬁ,}' Therefore, A[{ﬁ’y} “ A[{iﬁ,} U {i} as
desired. O

Now we are equipped with the necessary tools to obtain the main result of
this section, namely a polynomial-time algorithm for solving SFVS on interval
graphs.

Theorem 6.1.6. The weighted SE'VS optimization problem can be solved on
interval graphs in O(nm) time.

Proof. We briefly describe such an algorithm based on Lemmas 6.1.2, 6.1.4,
and 6.1.5. In a preprocessing step, we compute i for all intervals i € [n].
We visit all intervals from 1 to n in ascending order with respect to <,. For
every interval ¢ that we visit, we first compute A% according to Lemma 6.1.2
and then compute A[{i"f} and Aéf’y} for every x,y € [n] \ [i] such that x <, y
and zy € E according to Lemmas 6.1.4 and 6.1.5 respectively. We output
[n] \Afn | as already explained. The correctness of the algorithm follows from

the aforementioned Lemmas.

Regarding its running time, recall that n < m. Computing ¢ for a single
interval ¢ € [n] can be done in O(m) time, because the intervals are sorted
with respect to <,. The computation of a single set A}f( takes constant time.

Moreover, for each i € [n], the number of sets A{Z.z} and A{f’y} being computed
are at most n 4+ m. Therefore, the overall running time of the algorithm is
O(nm). O
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6.2 Permutation Graphs

We continue with the case of permutation graphs. An example of a per-
mutation graph is shown in Figure 6.2. Let G = (V, E) be a vertex-weighted
permutation graph such that G = G(7) for some permutation 7. Then V' = [n]
and E = {ij € Po([n]) | (i — 7)(7~1(i) — 7~1(j)) < 0} by definition. We con-
struct an equivalent permutation model as follows: For every i € [n], the line
segment corresponding to the vertex ¢ is the line segment with one endpoint
being the i-th point of the top line and the other being the (7~1(i))-th point
of the bottom line.

To simplify our presentation, we also consider the line segment with end-
points being the 0-th points of both lines and extent 7 to include 0 — 7(0) = 0.
The orderings of the considered line segments’ endpoints on the top and bot-
tom lines of the permutation model induce two total orders on {0} U [n] which
we denote by <; and < respectively. In terms of the permutation m, these
orders are defined as follows: i <; j < i < jand i <, j < 7 1(i) < 771(5)
for all 4,7 € {0} U [n].

We define X := {ii := {i} | i € {0} U [n]} U E. We define two partial orders
<y and <, on X as follows: gh <ypij < (¢ <; i and h <; j) and gh <, ij &
(9 <piand h <; j) for all gh,ij € X such that g < h and i < j. Intuitively,
every element of X corresponds to the union of one or two intersecting line
segments and <, and <, correspond to partial orders with respect to their
leftmost and rightmost endpoints on both lines respectively. We particularly
write <; and <, to denote that the inequalities on both lines are strict. For
every set X C {0} U [n], we define X[X] :={ij e X |i,j € X}. If X # &,
then it is not difficult to see that the minimum element of X[X| with respect
to <y and its maximum element with respect to <, are min<, X min<, X and
max<, X max<, X respectively and, consequently, are the unique elements of
min<, X'[X] and max<, X[X] respectively.

Let ij € X such that ¢ <; j. We define V;; := {h € [n] | hh <, ij}. We next
define the predecessors <ij, <ij, <1¢j and <ij of ij with respect to <, to be
the (unique) elements of max<, X[{0} U Vj; \ {i}], max< X[{0} U V;; \ {j}],
max<, X[{0}UV;;\{i,j}] and max<, X[{0}UV;;\N[{i, j}]] respectively. These
are precisely the greatest predecessors of ij with respect to <, such that they
have no element in {i}, {j}, {i,7} and N[{i, j}| respectively. Given gh € X,
we also define gh > ij to be the (unique) element of max<, X [{0}U(VyNVij)],
which is the greatest common predecessor of gh and ij with respect to <,.
For the example of Figure 6.2, denoting the red, green, blue, cyan, magenta
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LN

Figure 6.2: An example of a permutation graph G and a permutation model

of G.

and yellow vertices by r, g, b, ¢, m and y respectively, the following hold:

O<y=l<m=2<r=3<c=4<b=5<g=6

Vip = {’I"} VYCg = {’I", g, ba ¢, m, y} Vmb = {707 ba m, y}
V;"Q = {T7g} Voo = {T7 b,c,m, y} Vinm = {m7 y}
%g = {g} chc = {’I", ¢, m?Z/} V;JT = {T7y}
VE)g = {T7gv b7 y} er = {T7 m, y} Vyg = {T,g, y}
V;)b = {T7 ba y} Vmg = {Tv.ga b’ m, y} %y = {y}
Qrr= <rr= <rr= <rr =00
<99 = dgg= <gg= <gg =00
abb = <Jbb= <bb= <bb=yr
gece = dec= deec= ee = mr
gmm = dmm = dmm = ]Imm = yy
dyy = Jyy= <yy= <Jyy =00
rg = gg <rg =rr <rg = 00 <rg = 00
<bg = yg <bg = bb <bg = yr <ibg = 00
dcg =mg Dcg = cb <cg =mb  <decg = 00
Jch = mb <ecb = cc <chb =mr <cb = yr
gmr =yr dmr=mm <dmr=yy <mr =00
<mg =bg <dmg=mb <mg=>b <Img =00
gmb=0bb <dmb=mr <mb=yr <Imb=yy
JQyr =rr <yr = yy <yr = 00 <yr = 00
<Qyg=rg Jyg=yr  <wg=rr <yg=00

Observation 6.2.1. Let gh,ij € X such thati <; j. Then (1) V=i; = Vi;\{i},
(2) Vaij = Vig \ {3}, (3) Vaij = Vis \{i,5}, (4) Veij = Vij \ N[{i,j}] and

(5) Vyhsais = Van N Vij.
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Proof. We show the first statement. The remaining statements are shown in
similar fashion. By the definition of Gij, we have hh <, Qij for every vertex
h € Vi \ {i}, so Vi; \ {i} C V5. We show that Vz;; C Vi; \ {i} as well. Let
Gig = 4'y’ such that ' <; j'. Then ¢, 5/ € Vj; \ {i}, which implies that j' <; j
and i' <p 7. Consider a vertex h € Vz;;. Then h <; j' <; j and h <, V" <} 1,
which implies that h € Vj; \ {i}. Thus V5;; C Vi; \ {i} as well. We conclude
that V55 = Vi; \ {i} as desired. O

Observation 6.2.2. Let ij € X such that i <; j and let x € [n]\ V;;. Then

(1) Vij = Vzij U{i} = Vai; U{j} = Vai; U{i, 5},
(2) Vaij = Vii U (Vaig NN (i) = Vjj U (Vaij NN (3)),
(3) Vaii = V<<n'j U (V<<m‘ n N(])), V<<1jj = V<<n‘j @] (V<<1jj N N(’L)), and

(4) Vaij = Viijya(<ae) Y (Vaii NN (2)).

Proof. The first statement consists an alternative formulation of the first three
statements of Observation 6.2.1.

For showing the first equality of the second statement, it suffices to show
that Vs = Vi \ N(@). Notice that ii <, ij implies that V;; C V;; =

= Vi \ ({#, J} UN(i)) € Vi \ ({3,5} UN(3))
= Vi \ N[1] € (Vi \ {i, j}) \ N (2) (if i <¢ j, then j & Vi)
= Vi € Vaij \ N(9). (Observation 6.2.1 (3)—(4))

We show that Vii; \ N(i) C Vi as well. Let <1ij = 4’5’ such that ¢ <, j'.
Then ¢, j' € Vi; \ {4,j}, which implies that j* <; j and ¢ <, 7. Consider a
vertex h € Vgi;. Then h <; j' <; j and h <, 7' <p i. Assume that hi ¢ E.
Since we already have h <j i, we get that h <; ¢ and h < ¢, which implies
that h € Vi \ N[i] = Veyi. Thus Vg \ N (i) C Vi as well. We conclude that
Vaii = Vaij \ N(4) as desired. Completely symmetrical arguments show the
second equality.

For showing the first equality of the third statement, it suffices to show that
Vaij = Vaii \ N(j). Notice that i <, ij implies that V;; C V;; =

= Vi \ N[{i,5}] € Vi; \ N[{i, j}]
= (Vi \ N[\ N(j) € Vig \ N[{i, j}] (if 7 <¢ j, then j & Vi)
= Vi \ N(j) € Vs (Observation 6.2.1 (4))
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We show that Vj C Vs \ N(j) as well. Let <ij = ¢/’ such that ¢ <; j'.
Then ¢, 5" € Vi; \ N[{3,j}], which implies that ;' <; ¢ <; j and ¢/ <}, j < .
Consider a vertex h € Vgj. Then h <; j' <4 i <4 jand h <, ¢ <3 j <p 1,
which implies that h € (Vi; \ N[i]) \ N(j) = Vais \ N(j). Thus Vij C Veis \
N(j) as well. We conclude that V;j = Vi \ N(j) as desired. Completely
symmetrical arguments show the second equality.

For showing the last statement, it suffices to show that V(qij)m(Qm) = V<n-j\
N(z). Notice that Vi N Vaze C Vaij = (Vaij N Vaga) \N(2) C Vaij \N(z) =
= Vaij N (Ve \ N[z]) € Vg \ N(x) (Observation 6.2.1 (3))
= Vaij N Vaze € Vaij \ N(z) (Observation 6.2.1 (4))

= Viqijys(<izz) S Vaij \ N(z). (Observation 6.2.1 (5))

We show that Vai; \ N(2) € Vigija(<as) as well. Let <ij = 4'j" such that
i <¢ j'. Then @', j" € Vj; \ {4, j}, which implies that j* <; j and ¢’ <; 7. Since
x ¢ Vij, we have j <; x or i <, . Without loss of generality, assume that
J <t z. Consider a vertex h € V4. Then h <; j' <¢ j and h <p @' <y 1.
Assume that hez ¢ E. Since we already have h <; z, we get that h <; =
and h <, x, which implies that h € Vg; N (Voz \ N[z]) = Vaij N Vg =
Vigijysa(<ze)- Thus Vaij \ N(z) € Vigijis(<zz) a8 well. We conclude that
Vigijysa(<ae) = Vaij \ N(x) as desired. O

Our dynamic programming algorithm for this section solves SF'VS on per-
mutation graphs by recursively solving appropriate subproblems as previously.
However, it differs from our dynamic programming algorithm for the previous
section in the following manner: for solving SF'VS on interval graphs we con-
sider subproblems that correspond to elements of {0}U[n], whereas for solving
SFVS on permutation graphs we consider subproblems that correspond to el-
ements of X. Recall that for solving SF'VS on interval graphs it suffices to
compute solutions A}f( to subproblems for cases of Y consisting of at most two
elements of {0} U [n]. In the following lemma, we show that for solving SFVS
on permutation graphs it suffices to compute solutions A}/( to subproblems for
cases of Y being the union of at most two elements of X.

Lemma 6.2.3. Let gh € X', g <; h and let a,b,c,d, e, f € ([n]\ Vgn) \ S such
that ab € E, a <; b and gh <, ab, cd € E, ¢ <y d and gh <, cd, ef € X,
gh<r€f s ifefGE
<
e <t/ and{ h<iforg<pe, ife=f
every U C Vi, the following statements are equivalent:

and ab <y cd <y ef. Then, for
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(1) GIU U{a,b,c,d,e, f}] € Fs (iti) GIU U{a,b,c,d, f}] € Fs
(i) GlU U{a,b,c,d,e}] € Fg (iv) G[U U{a,b,c,d}] € Fg

Proof. In the context of this proof, we consider statement (i) only if ef € F,
statement (ii) only if ef € E or e = f such that g <; e, and statement (iii)
only if ef € E or e = f such that h <, f. Notice that this is sufficient,
because statements (i), (ii), and (iii) are equivalent if e = f. We next show all
directions among the four statements.

(i) = (ii) = (iv) and (i) = (iii) = (iv). These facts are trivial, because an
induced subgraph of an S-forest of G is also an S-forest of G.

(iv) = (ii). Assume for contradiction that a subset of UU{a, b, ¢, d, e} contain-
ing e induces an S-cycle C' of G. Since every induced cycle of a permutation
graph is either a triangle or a square, C' is either an S-triangle or an S-square.

e Let C be the S-triangle (v1, va, e). Since e ¢ S, without loss of generality,
assume that v; € S. Then vy € U, because a,b,c,d ¢ S as well. Since
gh <, ab,cd and g <p e, we have v; <; h <; b,d and v; < g <p a,c,e.
For vie € E to hold, we get that e <; vi. By ab <y cd <y ef, we
also have a <; ¢ <; e and b <; d <p c¢. Putting it all together, we
get that a <; ¢ <¢ v1 <¢ b and v1,b <p a,c, and in particular that
via,vic,be € E. If additionally v1b € E or ac € E, then (v1,a,b) or
(v1,a,c) is an S-triangle of G; otherwise, (v1,a,b, c) is an S-square of G.

e Let C be the S-square (v1,v2,v3,€). If v; € S or vg € S, then we obtain
that there exists a subset of U U {a,b, c,d} that induces an S-cycle of
G by following the exact previous argumentation. Let us assume that
ve € S. Then vy € U. Since gh <, ab and ab <y c¢d <y ef, we have
vg <t h<gband v9 <pg<paaswellasa <re <y fand b <y f <pe.
Moreover, for vivy, vovs, v3e, evy € E to hold, either vy, vy <¢ v9,e and
V9, € <p U1, v3 hold, or ve, e <; v1,v3 and vy, v3 <p V2, e hold. Assume the
former. Then v1,v3 <; b and b <p v1,v3, so v1b,v3b € E. If additionally
vob € E, then (vi,v9,b) is an S-triangle of G; otherwise, (v1,va,vs,b)
is an S-square of G. Now assume the latter. Then a <; v1,v3 and
v1,v3 <p a, so via,vsa € E. If additionally vea € E, then (vq,vs,a) is
an S-triangle of G; otherwise, (v1,vs,v3,a) is an S-square of G.

Thus, there exists a subset of UU{a, b, ¢, d} that induces an S-cycle of G in all
cases, which is a contradiction to statement (iv). Therefore, no subset of U U
{a,b,c,d, e} containing e induces an S-cycle of G. This fact and statement (iv)
imply statement (ii).
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(iv) = (ili). Symmetrical arguments to the previous case show this direction.

(ii) = (i). Assume for contradiction that a subset of U U {a,b,¢,d, e, f} con-
taining f induces an S-cycle C of G.

e Let C be the S-triangle (vy,ve, f). Since f ¢ S, without loss of gener-
ality, assume that v; € S. Then vy € U, because a,b,c,d,e ¢ S as well.
Since gh <, ab,cd,ef, we have v1 <; h <z b,d, f and v1 <p g <p a,c,e.
For v1f € E to hold, we get that f < v1. By ab <y c¢d <y ef, we
also have a <; ¢ <; d and b < d < f. Putting it all together, we
get that vi,a <¢ b,d and b < d <p v1 <p a, and in particular that
vib,v1d,ad € E. If additionally via € E or bd € E, then (vi,a,b) or
(v1,b,d) is an S-triangle of G; otherwise, (v1,b, a,d) is an S-square of G.

e Let C be the S-square (vi,v9,vs, f). If v1 € S or v3 € S, then we obtain
that there exists a subset of U U {a,b,c,d, e} that induces an S-cycle of
G by following the exact previous argumentation. Let us assume that
ve € S. Then vy € U. Since gh <, ab and ab <y c¢d <y ef, we have
v <t h <gband vg <p g <paaswellasa <se <y fand b <p f <p
e. Moreover, for vive, vovs, v3e,evy € E to hold, either vy, vy < vo, f
and v9, f <p wi,vs hold, or ve, f <; vi,v3 and vi,v3 <p vo, f hold.
Assume the former. Then vi,v3 <¢ b and b <p v1,vs, so v1b,v3b € E.
If additionally veb € E, then (vi,vg,b); otherwise, (v, ve,vs,b) is an S-
square of G. Now assume the latter. Then a <; v1,v3 and v1,v3 <p a,
so via,v3a € E. If additionally vaa € E, then (v1, ve, a) is an S-triangle
of G; otherwise, (v1,v2,v3,a) is an S-square of G.

Thus, there exists a subset of U U {a, b, c,d, e} that induces an S-cycle of G
in all cases, which is a contradiction to statement (ii). Therefore, no subset
of UU{a,b,c,d,e, f} containing f induces an S-cycle of G. This fact and
statement (ii) imply statement (i).

(iii) = (i). Symmetrical arguments to the previous case show this direction.

Notice that all other directions ((ii) = (iii), (ili) = (ii), and (iv) = (i)),
follow from the previous cases. Therefore, all four statements are equivalent,
as desired. 0

The following lemmas provide recursive formulas to be used for the com-
putation of A}/( in the cases that are considered by our algorithm. We first
address the cases of X = Vj;, 7 € [n].
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Lemma 6.2.4. Leti € [n]. Then Ay <« A‘@,q“, U {i}.

Proof. Notice that we have h <; i and h <; i for every h € V;; \ {i} by
definition, so i has no neighbor in G[Vj;]. This implies that no subset of Vj;
containing i induces an S-cycle of G. By Observation 6.2.2 (1), it follows that
Ay < Ay U {i} O

Lemma 6.2.5. Leti € [n] and let z € [n] \ Vi;.

(1) If iz ¢ E, then A{F < Ay .

(2) If iz € E, then Ay < AJ U {i}.

Proof. First assume that ix ¢ E. Then either i <; x and i <, x hold or = <; i
and x <p ¢ hold. Since x ¢ Vj;, we get that i <; z and ¢ <, x must hold. We
also have h <; 7 and h < ¢ for every h € V;; by definition. We conclude that
h <; x and h <p x for every h € Vj;, so x has no neighbor in G[V;; U {z}].
This implies that no subset of Vj; U {z} containing x induces an S-cycle of G.
Hence, A7 < A%i follows.

Next assume that ix € E. Notice that i has no neighbor in G[V;], so the
neighborhood of ¢ in G[V;;U{x}] is {z}. This implies that no subset of V;; U{x}
containing 7 induces an S-cycle of G. By Observation 6.2.2 (1), it follows that
AT e Ay Ui} O

Lemma 6.2.6. Let i € [n] and let x,y € ([n] \ Vi) \ S such that zy € E,
r <z y and it <, xy.

(1) Ifiy ¢ E, then A@Z o A
(2) Ifiz ¢ E, then A} +» A

AT ifie S
Ifix. i E AYY Vaii )
(8) If ix,iy € E, then v, < { A‘x/z” Uit ifi ¢S

Proof. First assume that iy ¢ E. Then either ¢ <; y and ¢ <; y hold or y <; i
and y <p ¢ hold. Since zy € F, x <; y and i <, xy, we have i <; y and 7 <p .
Putting it all together, we get that ¢ <; y and ¢ <p y must hold. We also have
h <¢; i and h <, ¢ for every h € V;; by definition. We conclude that h <; y
and h <p y for every h € Vj;, so the neighborhood of y in G[V;; U {x,y}] is
{z}. This implies that no subset of V;;U{z,y} containing y induces an S-cycle
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of G. Hence, Ay/ « A" follows. If iz ¢ E, then completely symmetrical
arguments apply in showing that A:f/i & A?{/i

Next assume that ix,iy € E. Notice that ¢ has no neighbor in G[Vj;], so
the neighborhood of i in G[V;; U {x,y}] is {z,y}. We distinguish two cases
according to whether i belongs to S. Suppose that i € S. Then (i,z,y) is an
S-triangle of G, so i ¢ Ay’ . By this fact and Observation 6.2.2 (1), it follows
that A7/ < A7 .

Next suppose that i ¢ S. We will show that no subset of V;; U {x,y} con-
taining 7 induces an S-cycle of G. Assume for contradiction that a subset of
Vii U{z,y} containing i induces an S-cycle C' of G. Recall that every induced
cycle of a permutation graph is either a triangle or a square. If C' is the
S-triangle (v1,v9,4) of G, then {vy,v2} = {z,y}, as we recall that the neigh-
borhood of i in G[V;; U{x,y}] is {z,y}. However, this implies a contradiction
to {v1,v2,7} containing a vertex that belongs to S, because i,z,y ¢ S. If
C' is the S-square (v1,v9,vs,1) of G, then {vi,v3} = {z,y}, which implies a
contradiction to vivs ¢ E, because zy € E. Therefore, no subset of V;; U{z, y}
containing i induces an S-cycle of G. By this fact and Observation 6.2.2 (1),
it follows that Ay < A"‘E/Z“ U {i}. O

Lemma 6.2.7. Let i € [n] and let x,y,z € ([n] \ Vii) \ S such that xy € E,
<ty and it <, xy and xy <; zz.

, u
(1) If iz ¢ E, then Ay < Ay

ALY ifieS
Ifiz€ E ATYIE Vi ’
(2) If iz € E, then 4y, { AT G, ifi g s.

Proof. First assume that iz ¢ E. Then either i <; z and i <; z hold or
z <¢ i and z <p ¢ hold. Since z ¢ Vj;, we get that i <; z and i < z must
hold. We also have h <; i and h <; i for every h € V;; by definition. We
conclude that h <; z and h < z for every h € Vj;, so the neighborhood of z in
G[ViiU{z,y, z}] is a subset of {z,y}. Now completely analogous arguments as
in the proof of Lemma 6.2.6 apply in showing that no subset of Vj; U{z,y, z}
containing z induces an S-cycle of G. Hence, Af/iuzz > A%}Z follows.

Next assume that ¢z € E. Then either i <; z and z <p ¢ hold or z <; 7 and
1 <p z hold. Since zy € E, x <y y and 17 <, xy and xy <; zz, we have i,z <; y
and i,y <p = as well as  <; y,z and y < z,z. Putting it all together, we
get that either ¢, x <; y,z and y <p 2z <p @ <p x hold or = <; z <¢ ¢ <; y and
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1,y <p x,z hold. In particular, the former implies that iy,xz € E and the
latter implies that ixz,yz € E. Notice that i has no neighbor in G[Vj;], so the
neighborhood of i in G[V;;U{x,y, z}] is a subset N of {z,y, z}. We distinguish
two cases depending on whether ¢ belongs in S.

e Let i € S. We will show that ¢ ¢ A%/iuzz. For the sake of contradiction,
let i € Af/iuzz. If iz, iy € E, then (i, z,y) is an S-triangle of G. If iz ¢ FE,
then iy, xz € F must hold. If additionally yz € E, then (i,y, z) is an
S-triangle of G; otherwise, (i,y,x, z) is an S-square of G. The case for
iy ¢ E is completely symmetric. We conclude that there always exists a
subset of {i,x,y, z} containing i that induces an S-cycle of G, which is
a contradiction, so i ¢ Af/iuzz. By this fact and Observation 6.2.2 (1),
it follows that A7?"* ¢ A7PV%.

e Leti ¢ S. Given asubset U of V;;\{i} such that UU{i, z,y, z} induces an
S-forest of G, it is clear that UU{x, y, z} induces an S-forest of G as well.
Let U be a subset of V; \ {i} such that U U {x,y, z} induces an S-forest
of G. We show that U U {3, z,y, 2z} induces an S-forest of G. Assume
for contradiction that a subset of U U {i, z,y, 2} induces an S-cycle C of
G. If C = (v1,v9,1), then {v1,v2} C N, which implies a contradiction to
{v1,v9,1} containing a vertex that belongs to S, because i,z,y,z ¢ S.
If C = (v1,v2,v3,1), then {vi,v3} C N, which implies that vy must
belong to S and, consequently, vy € U. The case for {vi,vs} = {z,y}
implies a contradiction to vivs ¢ E, because zy € E. Assume that
{v1,v3} = {y,z}. Then yz ¢ E and, consequently, iy, zz € E must
hold. If additionally vox € E, then (y,vs,x) is an S-triangle of G,
which implies a contradiction to v € U; otherwise, (y,vs,z,z) is an
S-square of (G, which implies a contradiction to vo € U as well. The
case for {vy,v3} = {z, 2z} is completely symmetric. Therefore, we obtain
a contradiction in all cases. By Observation 6.2.2 (1), it follows that
A?,iuzz “ Af}iizz U {i}.

Thus, in every case, we show that the stated formula holds, which completes
our proof. O

Lemma 6.2.8. Let i € [n] and let z,y, z,w € ([n] \ Vii) \ S such that xy € E,
T <y, 2w € FE, z < w and it <, xy, zw and xy <p zw.

(1) [fiw ¢ B, then AT 5 ATV,

, U U
(2) Ifiz ¢ E, then Af/i B A"f/i e
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AryoEw ifieS
Ifiz. i Aa:yUzw Vaii ’
(3) Ifiz,iw € E, then Ay """ < { Af/ziw Ui, ifid S

Proof. First assume that iw ¢ E. Then either ¢ <; w and i <; w hold or
w <; 7 and w <p i hold. Since zw € F, z <; w and i <, zw, we have i <; z
and ¢ <p w. Putting it all together, we get that ¢ <; w and 7 <; w must
hold. We also have h <; i and h <; i for every h € V;; by definition. We
conclude that h <; w and h <, w for every h € Vj;, so the neighborhood of
w in G[Vi; U{z,y,z,w}] is a subset N of {z,y,z}. Given a subset U of Vj;
such that UU{z,y, z, w} induces an S-forest of G, it is clear that U U{x,y, z}
induces an S-forest of G as well. Let U be a subset of V;; such that UU{z,y, z}
induces an S-forest of G. We show that U U {z,y, z,w} induces an S-forest
of G. Assume for contradiction that a subset of U U {x,y, z,w} containing
w induces an S-cycle C of G. If C' = (vy,ve,w), then {vi,ve} C N, which
implies a contradiction to {vi,ve,w} containing a vertex that belongs to S,
because z,y, z,w ¢ S. If C = (v1,v9,v3,w), then {vy,v3} C N, which implies
that vy must belong to S and, consequently, vy € U.

e The case for {vi,v3} = {x,y} implies a contradiction to vivy ¢ E,
because zy € E.

e Assume that {vi,v3} = {y,z}. Then yz ¢ E and vyz € F must hold.
Since zy € E, v < y, zw € F, z < w and i1 <, xy, zw and xy <g zw,
we have i <; y,w and 7 <p x,z as well as <y z < w and y <, w <p 2.
For yz ¢ E to hold, we get that vy <; 1 <; y <; z and ve <p i <p w <y 2,
and in particular that vez ¢ E, which is a contradiction.

e Assume that {vi,v3} = {z,z}. Then zz ¢ E and vz € E must hold.
Since zy € E, v <t y, zw € F, z <; w and i1 <, xy, zw and xy <p zw,
we have i <; y,w and 7 <p x,z as well as  <; 2z <; w and y <p w <p 2.
For xz ¢ E and vyz € F to hold, we get that x <; z <; v <; i <; y and
vy <pt <px <pzandy <y <p 2z and in particular that yz € E. If
additionaly voy € E, then (x,v9,y) is an S-triangle of G, which implies
a contradiction to vy € U; otherwise, (z,v9,2,y) is an S-square of G,
which implies a contradiction to vy € U as well.

Therefore, we obtain a contradiction in all cases. We conclude that Af/iuzw <
A:"“;ZUZZ. If iz ¢ E, then completely symmetrical arguments apply in showing

that Aszzw (_)Anyww
Vii Vii ’
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Now assume that iz,iw € E. Putting together the inequalities implied by
this fact along with 2y € E, x <; y, 2w € E, z <; w and & <, zy, zw and
xy <p zw, we get that © <; 2 <41 < y,w and y <p w <p ¢ <p x,2, and in
particular that iz, iy, zw,yz € E. Notice that ¢ has no neighbor in G[Vj;], so
the neighborhood of i in G[V;; U{z,y, z,w}] is {z,y, z,w}. Assume that i € S.
Then (i,x,y) is an S-triangle of G, which implies that i ¢ A‘ryuzw. By this
fact and Observation 6.2.2 (1), it follows that Anyzw > Anyzw Now let us
assume that ¢ ¢ S. Given a subset U of Vj; \ {z} 'such that U'u {i,z,y,z,w}
induces an S-forest of G, it is clear that U U {z,y, z,w} induces an S-forest
of G as well. Let U be a subset of V;; \ {i} such that U U {z,y, z, w} induces
an S-forest of G. We show that U U {i, z,y, z, w} induces an S-forest of G.
Assume for contradiction that a subset of UU{3, z,y, z, w} containing i induces
an S-cycle C' of G.

o If C = (v1,v2,1), then {vi,v2} C {z,y,z,w}, which implies a contra-
diction to {vi,v9,i} containing a vertex that belongs to S, because
i, Yy, z,w ¢ S.

o If C = (v1,v9,v3,1), then {v1,v3} C {x,y, 2, w}, which implies that vo
must belong to S and, consequently, vo € U. Moreover, vivs ¢ E must
hold, so either {vy,v3} = {x,z} or {v1,v3} = {y,w}. Assume that
{v1,v3} = {x, z}. If additionally voy € FE, then (x,vq,y) is an S-triangle
of G, which implies a contradiction to vy € U; otherwise, (z,v9, z,y) is
an S-square of G, which implies a contradiction to vo € U as well. The
case for {v1,v3} = {y,w} is completely symmetric.

Therefore, we obtain a contradiction in all cases. By Observation 6.2.2 (1), it
follows that Af/iuzw < A@Zifzw U {i}. O

Based on Lemmas 6.2.4-6.2.8, we can compute A}/( in the cases of X =V,
i € [n] that are considered by our algorithm. In the remaining lemmas, we
address the cases of X = V;, ij € E.

Lemma 6.2.9. Letij € E such that i <; j. Then,

o o o s ,
oo “rlrelizﬁt {AV AV, V@] u{i,j}, AV@Z U{Z,j}}, ifieSorjesS

%) (%} 17 e
\Eellgﬁt {AVZz’j7AV§1ij’AV<n] U {Z j}} 9 ZfZaj ¢ S
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Chapter 6 6.2. Permutation Graphs

Proof. 1f i ¢ Ag > then it follows that Ag “ AT Vs by Observation 6.2.2 (1).

Likewise, if j ¢ A , then it follows that Az R A‘Zj .y et i) € Ag We
distinguish two cases accordmg to whether i or J belongs to S.

e Assume that ¢,5 ¢ S. Then A%j > Aiﬁ;”_j U {4, 7} by definition.

e Assume that ¢ € S or j € S. We show that the vertices of A‘@,ij \ {i,5}
are all non-adjacent to ¢ or all non-adjacent to j. Let h € A%j \ {i,7}
such that hi,hj € E. Then (h,i,j) is an S-triangle of G, yielding a
contradiction to h,i,j € A‘@/ij. Thus, for every h € A‘Q/i]_ \ {i,5}, we
have hi ¢ F or hj ¢ E. Let g,h € A%j \ {4,7} such that gj,hi € E
and gi,hj ¢ E. Then g,h <; j and ¢g,h <p i. For gj,hi € E and
gi,hj ¢ E to hold, we get that g <; i <; h and h < j <p g, and in
particular that gh € E. Hence, (g, h,,j) is an S-square of G, yielding
a contradiction to g, h,i,j € AY@/%]-‘ Thus, if a vertex of A‘@/ij \ {i,7} is
adjacent to i (resp. j), then every vertex of A%j \ {4, 7} is non-adjacent to
Jj (resp. 7). By Observation 6.2.2 (2), it follows that A%j \{7,7} € Vjyj
or A%j \ {7,7} C V«i;. Suppose A%j \ {#,j} C Vjj. Observe that the
neighborhood of j in G[V;; U{4,j}] is {¢}. This implies that no subset
of V;j U{i, j} containing j induces an S-cycle of G. We conclude that
A7 & A§}< U {i,j}. Symmetrically, if A{ZJ \{%,j} € Vs, then it

74]

follows that Ag AJV?«] u{i,j}.

Therefore, the stated formula follows. ]

Lemma 6.2.10. Let ij € E such that i <; j and let x € [n]\ V;. Moreover,
let {i,j,x} = {2, y,2'} such that 'y’ <, 2'2’.

(1) If iz, jx ¢ E, then AyE & A%j.

(2) Ifix € E and jo ¢ E, then

T T 1 .. L
V]\‘;gz‘ﬁt {AVzn-jaAVﬂija Vajj U {Z .7} AV<<nz {%]}}7 ZfZ €S
orjes
Ay, < vlvlfc}iagbﬁ {AVW AngAV(m-]-)M(@m) U {Z,J}} if i) ¢S
and z € S
(L’ y Uz 2 e
max LA AT AV U i) ) L ifijadS.
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(3) If iz ¢ E and jx € E, then

max LA AT AV UG} A U dY ) i S
orjes
AVz‘j g vg:}lagdﬁt {AVZZ‘J"Avﬂij’Av(qij)M(«mx) U {Z’]}} ) Zfl,] ¢ S
and x € S
2y’ Uz 2! L. e -
max LAV AV AT 0 () L ifijadS.
(4) If iz, jx € E, then
max {A”{Cffi_,A@zi} ,ifieSorjeSorxes
ATT weight < =t
‘/7;' ley/Uz’z’ .. ep e .
| me { AR, AR AV UGG i S,

Proof. First assume that iz, jo ¢ E. Since ij € E and z ¢ V;;, we have i <; j
and j <p i as well as j <; x or i <, x. For iz,jx ¢ F to hold, we get that
i <¢J <¢xand j <pi<pwx. Wealso have h <; j and h <y i for every h € V;;
by definition. We conclude that h <; x and h <, = for every h € V;;, so = has
no neighbor in G[V;;U{x}]. This implies that no subset of V;;U{z} containing
x induces an S-cycle of G. Hence, A‘{”,f] e A%j follows.

Next assume that ix € F or jo € E. If 1 ¢ A‘{”/Z , then it follows that A{}Z >
Aféij by Observation 6.2.2 (1). Likewise, if j ¢ Vi,» then it follows that
Af/f] > A%};U. Let 7,5 € A%/Z . We distinguish the following cases according to
whether ix or jx belongs to E.

e Assume that iz € E and jx ¢ E. Since z ¢ Vj;, we have j <; x or
i <p x. Let i <p x. Then, for iz € E to hold, we get that x <; ¢ <; j
and j <p i <p x, and in particular that jx € FE, contradicting our
assumption. Thus, we have j <; x. For ix € E and jz ¢ F to hold, we
get that ¢+ <; j <¢ z and j <p © <p . We also have h <; j and h < j
for every h € Vj; by definition. We conclude that h <; x and h <; = for
every h € Vj;, so « has no neighbor in G[V};]. We further distinguish
subcases depending on whether 4, j or  belongs to S.

— Let i € Sor j € S. We show that the vertices of Ay \ {i,j} are
all non-adjacent to ¢ or all non-adjacent to j. Let h € A:‘”,j”] \ {i,7}
such that hi, hj € E. Then (h,i, j) is an S-triangle of G, yielding a
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contradiction to h,i,j € A7F. Thus, for every h € A%}Z \ {i,7}, we
have hi ¢ E or hj ¢ E. Let g,h € A%/fj \ {4, 7} such that gj, hi € E
and gi,hj ¢ E. Then g,h <; j and g,h <p i. For gj,hi € E and
gi,hj ¢ E to hold, we get that g <; i <; h and h <}, j <p g,
and in particular that gh € E. Hence, (g, h,i,7) is an S-square of
G, yielding a contradiction to g, h,,j € A“’}z . Thus, if a vertex of
A‘Q/ij \{1, 7} is adjacent to i (resp. j), then every vertex of A%j \{7,7}
is non-adjacent to j (resp. 7). By Observation 6.2.2 (2), it follows
that A:\E/f] \ {7173} C Vgjj or A%/fj \{’L,]} C Vii-

First suppose A%/z \{%,7} € V4jj. Observe that the neighborhoods
of j and z in G[V«j; U {4, j,x}] are both {i}. This implies that no
subset of Vg ;; U{i,j, 2} containing j or x induces an S-cycle of G.
We conclude that Ay? < Ay_ U {i,5}.

Now suppose Ay \{i,7} C Vaii. Let h e Ay \{7,7}. Then h <; i
and h <p 7. We shovv that hz ¢ E. Assume for contradiction that
hx € E. Recall that i <; j <¢ z and j <  <p i. For hx € FE
to hold, we get that h <; i <; j <¢ z and j <p = <p h <p 4,
and in particular that hj € E. Hence, (h,j,i,2) is an S-square
of G, yielding a contradiction to h,é,j € A”. Thus, for every
h e A7 \ {i,7}, we have hx ¢ E. By Observation 6.2.2 (3), i
follows that A“}C/Z \ {7,7} € Viiz. Notice that the nelghborhood
of x in G[Vir U {3,j,2}] is {i}, so no subset of Vi, U {i,j,2}
containing x induces an S-cycle of G. Hence, Am ~ A%ﬁ@ u{i,j}
follows. Also notice that the neighborhood of ¢ in G [Viz U {i,7}]
is {j}, so no subset of Vi, U{7,j} containing 7 induces an S-cycle
of G. We conclude that A{f « A]V]<< u{i,j}.

— Leti,j ¢ Sandx € S. Let h € A%/f]\{z,]} Then h <; j and h <y 1.
We show that hz ¢ E. Assume for contradiction that hx € E.
Recall that ¢ <; j < x and j <p = <p i. For hx € E to hold, we
get that h,7 <; j <t xz and j <p x <p h <p 7, and in particular that
hj € E. If additionally hi € E, then (h,i,z) is an S-triangle of G,
which implies a contradiction to h,i € A‘x/f] ; otherwise, (h,j,i,x) is
an S-square of GG, which implies a contradiction to h,i,j € AQ‘”/Z .
Thus, for every h € Ay \ {i,7}, we have hx ¢ E. Notice that the
neighborhood of = in G[V(;jyq(<izz) U 1%, J, 2}] is {i}, so no subset
of Vigijya(<iwz) U {1, J, ¥} containing = induces an S-cycle of G. By
Observation 6.2.2 (4), it follows that A? < AY u{i,j}.

‘/(<17,])l><1(<<lzz)

61



Chapter 6 6.2. Permutation Graphs

— Let 4,5,z ¢ S. By Observation 6.2.2 (1), it follows that A“”/Z “

1,/ 1! . .
A@j;z Ui, gt

e The case for iz ¢ F and jx € E is completely symmetric.

e Assume that iz, jo € E. If a vertex of {i, z,y} belongs to S, then (i, j, x)
is an S-triangle of G, which implies a contradiction to ¢, j € A%}fj . Thus,

no vertex of {i,z,y} belongs to S. By Observation 6.2.2 (1), it follows
that AfY  ApY 7% U {i, j}.

Therefore, we obtain the stated formulas in all cases. O

Lemma 6.2.11. Let ij € E such that i <; j and let z,y € ([n]\ Vi;) \ S
such that xy € E, x <¢ y and ij <, xy. Moreover, if iy,jx € E, then let
{i,7,m,y} = {2', v/, 2/, w'} such that 2y <y 2'w’.

(1) Ifiy ¢ E, then A:‘E/?j] “— A%,i

(2) If jo ¢ E, then Af}zjj “— Az‘/,i/j.

(8) If iy, jx € E, then

xy Ty p . .
s “r,religﬁ {AVZM’ Avﬂij} , ifteSorjes
1 Ty Ty 'y Uz’ w’ .. e
“Ilelfgﬁt {Avaij7AV§1ij’AV<1ij U {%]}}7 Zfluj ¢ S

Proof. Assume that iy ¢ E. Since ij <, xy, we have j <; y and i <; x. For
iy ¢ E to hold, we get that i <; j <; y and j <p ¢ <p y. We also have h <; j
and h <p ¢ for every h € V;; by definition. We conclude that h <; y and
h < y for every h € Vjj;, so the neighborhood of y in G[V;; U {x,y}] is {z}.
This implies that no subset of Vi; U {x,y} containing y induces an S-cycle
of G. Hence, Af/f’] < AP? follows. If jx ¢ E, then completely symmetrical
arguments apply in showing that A%}Z YRS A%/i’j.

Assume that iy, jo € E. If i ¢ Af/?j, then it follows that Af}:j YRS Ag‘r’g“ by
Observation 6.2.2 (1). Likewise, if j ¢ A7/ , then it follows that A7/ < A7 .
%] ] dij

Let i,j € Af/i We show that i,j ¢ S. If iz € E or jy € E, then (i, j,x) or
(i,7,y) is a triangle, otherwise (i, j, z,y) is a square. Thus, if i € S or j € 5,
then we get that a subset of {i,j,z,y} induces an S-cycle of G, which is a
contradiction to 4, j € Af,i Hence, we have i, j ¢ S. By Observation 6.2.2 (1),

it follows A < ALY U {i, 5}, 0
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Lemma 6.2.12. Let ij € E such that i <; j and let z,y,z € ([n] \ Vi;) U S

such that xy € E, © <; y and ij <, vy and xy <y zz. Moreover, if iz € E or

jz € E, then let {i,j,x,y,z} = {a',y, 2/, w',a'} such that 2’y <y 2w <, d'd’.
(1) If iz, jz ¢ E, then Af/f]yzz > A%/i

(2) If iz € E or jz € E, then

max {Axyuzz A@W?Z} ,ifieSorjes
Axyu,zz o weight Vi <ij
Vij a:yUzz ryUzz z'y'Uz'w’ .o e
e { AP AP ATV UG i ¢ S,

Proof. First assume that iz, jz ¢ E. Since z ¢ Vj;, we get that i <; j <; z and
J <p i <p 2. This implies that the neighborhood of z in G[V;; U {z,y,2}] is a
subset of {z,y}. We show that no subset of V;; U{x,y, z} containing z induces
an S-cycle of G. Assume for contradiction that a subset of Vi; U {z,y, 2}
containing z induces an S-cycle C of G. If C = (v, v, 2), then {vi,v2} =
{z,y}, which implies a contradiction to {vy,vs,z} containing a vertex that
belongs to S, because x,y,z ¢ S. If C' = (v1,v9,v3, 2), then {vi,vs} = {z,y},
which implies a contradiction to vivs ¢ E, because xy € E. Thus, no subset
of V;j U{z,y, 2z} containing z induces an S-cycle of G. Hence, A%’JUZZ TS Af/i
follows.

Assume that iz € Eor jz € E. Ifi ¢ A@szz, then it follows that AI‘E/ZUZZ VAN
Axyuzz by Observation 6.2.2 (1). Likewise, if j ¢ A:przz then it follows that

Anyzz Anyzz' Let i,j € A"Tyuzz. We show that i,j ¢ S. If iz € E or
Jy 6 E, then <z J,x) or (i,7,y) 1s a triangle, otherwise (i, j,x,y) is a square.
Thus, if ¢ € S or j € S, then we get that a subset of {7,j,z,y} induces
an S-cycle of G, which is a contradiction to i,j € A‘xf?pzz. Hence, we have
i,j ¢ S. Observe that no vertex of {z,1y/,2',w’, a’} belongs to S. Applying
Lemma 6.2.3 on gh = <ij, ab = z'y/, ed = 2'w’ and ef = a'a’, we get that
for every subset U of V;;, the set U U {a',v/,2’,w'} induces an S-forest of
G if and only if the set U U {2/,y/,2/,w’,a’} induces an S-forest of G. By
Observation 6.2.2 (1), it follows that A@ZUZZ < Af,lji;yzlw/ u{i,j}. O

Lemma 6.2.13. Let ij € E such that i <; j and let z,y,z,w € ([n] \ V;;) US
such that xy € B, ©x <4y, zw € B, z < w and ij <, xy,zw and xy <; zw.
Moreover, if iw,jz € E, then let {i,j,x,y,z,w} = {a',y/,2',w',d’, '} such
that 'y’ <, 2'w’ <, d'b’.
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(1) If iw ¢ E, then Af,f;”w < Af/iuzz
(2) If j2 ¢ E, then A@ffzw < A@prw.

(8) If iw,jz € E, then

ryUzw ryUzw .p o .
max {AVZU ’Avglij } ,ifieSorjes
AmyUzw o weight
Vij ATYVrw  payUzw Am’y’Uz/w’ U dii fiid S
\f/’rellzil(t Vaig 7 Vaiy 0 Vi {,L’]} ) Zf@,] ¢ .

Proof. First assume that tw ¢ E. Since ij € E, i <¢ j, vy € E, © <4 vy,
zw € B, z <t w and ij <, zy, zw and zy <y zw, we have i <; j <; y,w and
Jj<ti<pz,zaswellas x <; z <y w and y <p w <; z. For iw ¢ E to hold, we
get that ¢ <; w. This implies that the neighborhood of w in G[V;;U{z, y, z, w}]
is a subset N of {z,y,z}. Given a subset U of Vj; such that U U {z,y, 2z, w}
induces an S-forest of G, it is clear that U U {x,y, z} induces an S-forest of G
as well. Let U be a subset of V;; such that U U {z,y, 2z} induces an S-forest
of G. We show that U U {z,y, z,w} induces an S-forest of G. Assume for
contradiction that a subset of U U{z,y, z, w} containing w induces an S-cycle

Cof G.

e Let C' = (v1,v2,w). Then {v1,v2} C N, which implies a contradiction to
{v1, v, w} containing a vertex that belongs to S, because z,y, z,w ¢ S.

e Let C = (v1,v2,v3,w). Then {vy,v3} C N. Since z,y,z,w ¢ S, we get
that vy must belong to .S, so vo € U.

— The case for {vy,v3} = {z,y} implies a contradiction to vivs ¢ E,
because zy € F.

— Assume that {v1,v3} = {y,z}. Then yz ¢ E and vow € F must
hold. For yz ¢ FE to hold, we get that vo <; j <; y <; z and
vy <p i <p w <p z, and in particular that vez ¢ E, which is a
contradiction.

— Assume that {vi,v3} = {x,z}. Then zz ¢ E and vez € E must
hold. For them to hold, we get that x <; z <t vo <p J < y
and vo <p i <p x <p z and y <p © <p 2, and in particular that
yz € E. If additionaly voy € E, then (x,v9,y) is an S-triangle of
G, which implies a contradiction to ve € U; otherwise, (z,vs, z,y)
is an S-square of G, which implies a contradiction to vo € U as
well.
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Therefore, we obtain a contradiction in all cases. We conclude that A@ZFJZ“’ VRN
A@ZUZZ If jz ¢ E, then completely symmetrical arguments apply in showing
U U
that Af,i s Af/i v,
Now assume that iw, jz € E. If i ¢ A@szw, then it follows that A‘x/i’juzw “
AT by Observation 6.2.2 (1). Likewise, if j ¢ ATV then it follows that
6 U U Vi
A‘I}Z/J RRES A”%ijzw. Let 4,5 € Af;:’] “. We show that i, ¢ S. If iz € F or
jw € E, then (i, j, z) or (i, j,w) is a triangle, otherwise (i, j, z,w) is a square.
Thus, if i € S or j € S, then we get that a subset of {i,7,z,w} induces
an S-cycle of G, which is a contradiction to i,j € Af/iypzw. Hence, we have
i,7 ¢ S. Observe that no vertex of {2/, vy, 2/, w’,a’,b'} belongs to S. Applying
Lemma 6.2.3 to gh = <ij, ab = 2'y’, cd = 2'w’ and ef = d'l/, we get that
for every subset U of V;;, the set U U {2/,v/,2',w'} induces an S-forest of
G if and only if the set U U {a’,y/,2',w’,a’,b'} induces an S-forest of G. By

Observation 6.2.2 (1), it follows that A@szw < A%,:’;szlwl u{i,j}. O

Based on Lemmas 6.2.9-6.2.13, we can compute A§ in the cases of X = Vj;,
ij € FE that are considered by our algorithm. Observe that all recursive
formulas provided by Lemmas 6.2.4-6.2.13 reduce the computation of a single
set A}/( to the computation of solutions to strictly smaller subproblems that
can also be computed via these formulas. We are now ready to present our
claimed polynomial-time algorithm for solving the SF'VS optimization problem
on permutation graphs.

Theorem 6.2.14. The weighted SF'VS optimization problem can be solved on
permutation graphs in O(m3) time.

Proof. Let us describe such an algorithm. Recall that we consider connected
graphs with n < m for the analysis of its running time. Given a permutation
m, that is, the ordering of the vertices of the input graph with respect to <,
we first construct the set X'. Observe that |X| =1+ |[n]|+ |[E|=1+n+m.
In a preprocessing step, for every ij € X, we compute <ij, <ij, <ij, <ij
and (<ij) > (zz) for all x € [n] \ Vj;. Note that such a simple application
requires O(n?) time for a single ij € X, yielding a total running time of
O(n?m) for this step. Next, we iterate over the elements of X according to
their ascending order with respect to <,. For each 5 € X, we compute A?(
according to Lemmas 6.2.4 and 6.2.9, and we iterate over the elements of
X[[n] \ Vi;] in descending order with respect to <,. For each zy € X[[n]\ Vi,
we compute A?}; according to Lemmas 6.2.5, 6.2.6, 6.2.10 and 6.2.11, and we
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Figure 6.3: Illustrating the partition {X,Y, Z, W} of a maximal S-forest F' of
the cobipartite graph G.

iterate over the elements of X'[[n]\V,,] in descending order with respect to <,.
For each zw € X[[n] \ Vyyl, we compute A@prw according to Lemmas 6.2.7,

6.2.8, 6.2.12 and 6.2.13. The set Af(n)n is a maximum weighted S-forest of

G, so [n] \ Af(n)n is a minimum subset feedback vertex set of (G, S) and the
output of the algorithm. Observe that the number of sets A}/( being computed
is O(m?®) and the computation of a single set A% takes constant time. We

conclude that the total running time of the algorithm is O(m?). O

6.3 Cobipartite Graphs

Here we show that the number of minimal subset feedback vertex sets on
a cobipartite graph is polynomial, which implies a polynomial-time algorithm
for solving the SFVS optimization problem on the class of cobipartite graphs.

Theorem 6.3.1. The number of maximal S-forests of a cobipartite graph is
at most 16n* and they can be enumerated in O(n?) time.

Proof. The key observation here is that for every clique C of G, an S-forest
of G containing a vertex of C'N S contains at most two vertices of C'. Let
G = (V, E) be a cobipartite graph and let { A, B} be a partition of V' into two
cliques. We consider the partition {Ag, Ar, Bs, Br} of V into the four cliques
As=ANS, A =A\S, Bs=BNSand Bp =B\ S. Let {X,Y,Z, W} be
the partition of the vertex set of a maximal S-forest F' of G such that X C Ag,
Y C Ag, Z C Bg and W C Bp, (see Figure 6.3). Then we have |X| < 2 and
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|Z| < 2. Moreover, if | X| > 1 (resp. |Z| > 1), then we also have |X|+ |Y| <2
(resp. |Z]+|W| < 2). By examining the nine cases corresponding to the value
combinations of | X| and |Z|, we show that there exist at most 22n* maximal
S-forests of G and they can be enumerated in O(n?*) time. For every two sets
L and R, we denote by L A R their symmetric difference, which is the set
(L\R)U(R\L).

e Let X = @ and Z = @. Then F contains no vertex of S = AgU Bg. No
subset of V'\ S = Agr U Bp induces an S-cycle of G. Thus, the partition
of the vertex set of F' in this case is

1. {X=2,Y = Ap,Z = @,W = Bg}.

e Let X = {ag} and Z = @. Then either Y = @ or Y = {agr}. First
assume that Y = @. Let U be a subset of Bg. Then {ag}UU induces an
S-cycle of G if and only if U consists of two neighbors of ag. We conclude
that W must contain at most one neighbor of ag, so the partition of the
vertex set of F' in this subcase is

2. either {X ={as},Y =90,Z =0, W = {br} U(Br\ N(as))},
where b € N(ag),
or {X ={as},Y =92,7Z=2,W = Br},

if no such bp exists.

Next assume that Y = {ar}. Let U be a subset of Bg. Then {ag} UU
induces an S-cycle of G if and only if U consists of two neighbors of ag.
Moveover, {ag,ar}UU induces an S-cycle of G if and only if U consists
of a neighbor of ag and a (not necessarily distinct) neighbor of ar. We
conclude that W must contain at most one neighbor of ag and that if
W contains a neighbor of ag, then W must contain no neighbor of ap.
Thus, the partition of the vertex set of F' in this subcase is

3. {X ={as},Y ={ar}, Z =2,W = {bg} U (Br \ N({as,ar}))},
where br € N(ag) \ N(ag);
4. {X ={as},Y ={ar},Z =2, W = Br \ N(ag)}.

e Let X = @ and Z = {bg}. Completely symmetrical arguments apply in
showing that the partition of the vertex set of F' in this case is

5. either {X = @,Y = {ar} U(Ar \ N(bs)), Z = {bs}, W = &},
where ap € N(bs),
or {X =0,Y =Ap, Z ={bs}, W = &},
if no such ap exists;
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6. {X =2,Y ={ar}U(Ar\ N({bs,br})), Z = {bs}, W = {br}},
where ap € N(bs) \ N(bgr);

7. {X=02,Y =Ag\N(bs),Z = {bs}, W = {br}}.

e Let X ={ag} and Z = {bg}. Then either Y = & or Y = {ag} holds as
well as either W = @& or W = {bg} holds, so the partition of the vertex
set of F' in this case is

8. {X ={as}, Y ={ar}, Z = {bs},W = {bgr}},
where ap, bg are such that G[{ag,ag,bs,br}] is an S-forest;
9. {X = {aS}7Y = {QR}, Z = {bS}7W = Q}a
where ap is such that G[{ag, ag,bs}] is an S-forest,
if no b € Bp is such that G[{ag,ar,bs,br}] is an S-forest;
10. {X = {as}, Y =90 7= {bs}, W = {bR}},
where bp is such that G[{ag, bs,br}] is an S-forest,
if no ag € Ag is such that G[{as,ar,bs,br}| is an S-forest;
11. {X = {as},Y =0,7 = {bg},W = @},
if no cg € ApU By, is such that G[{ag, bs, cr}] is an S-forest.

o Let X = {ag,as} and Z = @. Then Y = &. Let U be a subset of Bg.
Then {ag} UU (resp. {als} UU) induces an S-cycle of G if and only if
U consists of two neighbors of ag (resp. a’y). Moreover, {ag,as} UU
induces an S-cycle of GG if and only if U consists of a neighbor of ag and
a (not necessarily distinct) neighbor of aq. We conclude that W must
contain at most one neighbor of ag and at most one neighbor of a’, and
that if W contains a neighbor of ag, then W must contain no neighbor
of a’s, and vice versa. Thus, the partition of the vertex set of F' in this
case is

12. either {X = {ag,d’s},Y = 2,72 = &, W = {bp}U(Br\N ({as,d’s}))},
where br € N(ag) A N(ay),
or {X ={as,ds},Y =2,Z=2,W =Bgr\ (N(as) N N(as))},
if no such bp exists.

o Let X = @ and Z = {bg, by}. Completely symmetrical arguments apply
in showing that the partition of the vertex set of F' in this case is

13. either {X = @,Y = {ar} U (Ar \ N({bs,bs})), Z = {bs, b5}, W = &},
where ag € N(bg) & N(b),
or {X =0,Y =Ar\ (N(bs) N N(y)), Z = {bs,bs}, W = &},
if no such ap exists.
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o Let X = {ag,adl} and Z = {bg}. Then Y = & holds as well as either
W = @ or W = {bgr} holds, so the partition of the vertex set of F' in
this case is

14. either {X = {ag,ds},Y = @,Z = {bs},W = {br}},
where bg is such that G[{as, a',bs,br}| is an S-forest;
or {X ={ag,ds},Y =90,7Z = {bs},W = o},
if no such bg exists.

o Let X = {ag} and Z = {bg,bs}. Then either Y = & or Y = {ar} holds
as well as W = @ holds, so the partition of the vertex set of F' in this
case is

15. either {X = {as},Y = {ar}, Z = {bs, b5}, W = &},
where ap is such that G[{ag, ag,bs, bs}] is an S-forest;
or {X ={as},Y =2,7Z = {bg, b5}, W = o},
if no such ag exists.

o Let X = {as,a’s} and Z = {bs,bs}. Then Y = @ and W = &, so the
partition of the vertex set of F' in this case is

16. {X = {ag,a},Y =2, Z = {bs, U}, W = &}

Notice that every one of the above 16 forms of the partition {X,Y,Z, W} of
the maximal S-forest F' of G involves choosing at most 4 distinct vertices of
G. This implies that every one of these forms describes at most n* maximal
S-forests of G. Therefore, the maximal S-forests of G are at most 16n* in
total. O
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SEFVS ON SUBCLASSES OF
CHORDAL GGRAPHS

In this chapter, we present our results for SF'VS on particular subclasses of
chordal graphs beyond interval graphs. The chapter is structured as follows:
In Section 7.2, we make an important observation that we apply extensively
in order to obtain the two polynomial-time algorithms that we provide in this
chapter. In Section 7.3, we show how to transform a tree model of a chordal
graph into one which satisfies a property that is required by our algorithms.
In Section 7.4, we provide a polynomial-time algorithm for solving SFVS on
graphs with bounded leafage and we establish W[1]-hardness of the weighted
SFVS problem on chordal graphs parameterized by leafage. In Section 7.5, we
provide a polynomial-time algorithm for solving SF'VS on rooted path graphs
and we establish NP-hardness of SFVS on undirected path graphs. The results
presented in this chapter were published in the following works:

e Charis Papadopoulos and Spyridon Tzimas. Computing a Mininum Sub-
set Feedback Vertex Set on Chordal Graphs Parameterized by Leafage.
33' International Workshop on Combinatorial Algorithms (ITWOCA 2022).
Lecture Notes in Computer Science (LNCS), 13270:466-479 (2022).

e Charis Papadopoulos and Spyridon Tzimas. Computing a Mininum Sub-
set Feedback Vertex Set on Chordal Graphs Parameterized by Leafage.
Algorithmica (2023).
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7.1 Preliminaries on the Tree Model Structure

Let T be a rooted tree. We use r(7T") to denote its root. We assume that
the edges of T are directed away from r(7'). We denote the unique directed
path from a node s to a node t by s — t. If s — ¢ exists in T', we say that ¢ is
a descendant of s and that s is an ancestor of t. The leaves of an undirected
tree T are exactly the nodes of T" having degree at most one. The leaves of
a rooted tree T' are exactly the nodes of T" having in-degree at most one and
out-degree zero. For any tree T, we use L(T) to denote the set of its leaves.
Observe that for an undirected tree 7" we have |L(T)| = 1 if and only if 7" has
no edges, whereas for a rooted tree T we have |L(T)| = 1 if and only if T is a
directed path.

A binary relation defined on a set is called a partial order if it is transitive
and anti-symmetric. Let X be a set and < be a partial order on X. We say
that two elements u and v of X are comparable with respect to < if u < wv or
v < u; otherwise, u and v are called incomparable with respect to <. If u <w
and u # v, then we simply write u < v. For all X’ C X, we write min< X’
and max< X’ to denote the sets of all minimal and maximal elements of X'
with respect to < respectively. Given a rooted tree T'= (Vp, Er), we define a
partial order on the nodes of T" as follows: forevery z,y € Vp,z <py &y —x
exists in T'. Regarding <7 we make the following observations.

Observation 7.1.1. Let T = (Vp, Er) be a rooted tree. For every x,y,y" €
Vi, ifx <py and x <7 3/, then y and y' are comparable with respect to <r.

Proof. Let x < y and <7 3. Then by definition y — z and 3’ — x exist
in T. Since T is a rooted tree, every node has at most one parent in 7. By
induction, for every k € N, every node has at most one ancestor at distance
kin T. We set y. and y; to be the nodes among y,y" which are the closest
and the farthest away from x respectively. Then observe that y; — z contains
Ye and in particular yy — y. exists in T', which implies that y. <7 y; by
definition, so y and vy’ are comparable with respect to <r. O

Observation 7.1.2. Let T be a rooted tree and let T' be a subtree of T. For
every l,r € V(T') such that | < r, every node b € V(T') such thatl <b <r is
also in V(T').

Proof. By definition, | < b < r implies that » — b and b — [ exist in T.
In other words, r — [ exists in T and contains b. Since T” is connected and
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l,r € V(T"), we conclude that all the nodes in r — [ are in V(7”). In particular
be V(T). O

Observation 7.1.3. Let T be a rooted tree and let V' be a set of pairwise
incomparable nodes of T" with respect to <r. Then |V| < |L(T)|.

Proof. Notice that for every node x of T', there exists a leaf [ of T" such that
I <p x. Assume that |L(T)| < |V]. Then there exists a leaf [ of T" and two
distinct nodes x,y € V such that | <7 z, and [ <7 y. By Observation 7.1.1,
the nodes x and y are comparable with respect to <7, a contradiction. We
conclude that |V| < |L(T)]. O

Leafage and vertex leafage A tree model of a graph G = (Viz, Eg) is a
pair (T, {T,}vev,) such that (1) T is a tree, called a host treel, (2) for each
v € Vg, T, is a subtree of T, and (3) for each u,v € Viz such that u # v,
uv € Eg if and only if V(T,,) NV (Ty,) # @. It is known that a graph is chordal
if and only if it admits a tree model [16, 39]. The tree model of a chordal
graph is not necessarily unique. The leafage of a chordal graph G, denoted by
¢(G), is the minimum number of leaves of the host tree among all tree models
of G, that is, /(@) is the smallest integer ¢ such that there exists a tree model
(T, {Ty}vev,) of G with |L(T)| = £ [59]. Moreover, every chordal graph G
admits a tree model for which its host tree 7" has the minimum |L(7')| and
|V(T)| < n [19, 43]; such a tree model can be constructed in O(n?) time [43].
Thus the leafage ¢(G) of a chordal graph G is computable in polynomial time.

A relaxation of the leafage is the vertex leafage introduced by Chaplick and
Stacho [19]. The vertex leafage of a chordal graph G, denoted by v¢(G), is
the smallest integer v¢ such that there exists a tree model (T, {7, }yev,,) of G
where |L(T,)| < vl for all v € V. Clearly, we have vf(G) < ¢(G). Unlike the
leafage, deciding whether the vertex leafage of a chordal graph is at most v£
is NP-complete for every fixed integer v¢ > 3 [19].

Notice that for any tree model (7', {7}, },ev;, ) and for any ¢, v¢ € N* such that
|L(T')| < ¢and |L(T,)| < vl forallv € Vg, after rooting T' in an arbitrary node,
the same conditions still hold. Henceforth, we will only consider tree models
with host trees that are rooted trees unless otherwise stated. Under these
terms, observe that (1) £(G) < 1 < G is an interval graph?, (2) v/(G) <1 & G

!The host tree is also known as a clique tree, usually when we are concerned with the
maximal cliques of a chordal graph [39].
2If the host tree T is an undirected tree, then £(G) < 2 < G is an interval graph [19].
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is a rooted path graph, and (3) v/(G) < 2 if G is an undirected path graph.

7.2 Preliminaries for Solving SFVS

Let G = (Vig, Eg) be a chordal graph, let S C Vi and let X,Y C Viz such
that X NY = @ and G[Y] € Fs. A partition P of X is called nice if for any
S-triangle S; of G[X UY], there is a part P € P such that V(S;) N X C P.
In other words, any S-triangle of G[X U Y] is involved with at most one part
of any nice partition of X. With respect to the defined optimal solutions A,
we observe the following:

Observation 7.2.1. Let G = (Vg, Eq) be a chordal graph, let S C Vg and
let X, Y C Vi such that X NY = @ and G[Y] € Fs. Then the following hold:

(1) A% & U AY for any nice partition P of X.
pPecP

(2) A% & AY where Y =Y N N(X') forany X D X' D X\ {ue X\ S|
YNN(u) CY\S}

Proof. For the first statement, assume that there is an S-triangle S; in G[X U
Y']. Then it must contain a vertex of some part P of P, as G[Y] is an S-forest.
By the definition of a nice partition, we have V' (S;) N X C P. Therefore, we
deduce A§ N P <+ A%, which shows the claim.

For the second statement, observe that G[Y'] € Fg, as Y/ CY and G[Y] €
Fg. Also, notice that any S-triangle in G[X U Y’] remains an S-triangle in
G[X UY]. Consider an S-triangle in G[X U Y] induced by {z,y, 2} where
r € Xandy €Y. Weshow that y € Y and z € XUY'. If x € X', then
y € Y and z € X UY’ by the fact that Y/ = Y N N(X’). Suppose that
x € X\ S suchthat YN N(z) CY\S. ThenyeY\Sand z€ XU (Y \S).
This means that z must be in S and in particular 2 € X NS C X'. By the
fact that Y/ =Y N N(X’), we conclude that y € Y’. Thus, any S-triangle in
G[X UY] remains an S-triangle in G[X UY”], which concludes the proof. [

Observation 7.2.1 suggests how to reduce the computation of A}f( to the
computation of optimal solutions to smaller instances. More precisely, by
Observation 7.2.1 (1), if we obtain a nice partition P of the vertex set X, then
we can reduce the computation of A% to the computation of A}; for every P €
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Figure 7.1: We replace node z of T' by the directed path (x_g, ,...,20,...,2x,)
such that in 7" the node of N (z) points to z_, and all nodes of N (x) are
pointed by zy, instead.

P, which are optimal solutions to smaller and pairwise-independent instances,
and Observation 7.2.1 (2) states that for computing A}/(, it is sufficient to
consider only the vertices y of Y which have neighbours « in X such that at
least one of x and y is in S.

7.3 Expanded Tree Model

Given a tree model of a chordal graph, we are interested in defining a partial
order on the vertices of the graph that takes advantage of the underlying tree
structure. For this purpose, it is necessary that each of the subtrees of the
tree model corresponds to at most one vertex of the graph. Here we show how
a tree model can be altered in order to obtain this property in a formal way.
Assume that G is a chordal graph.

Definition 7.3.1. A tree model (T, {T,}vev,) of G is called expanded tree
model if the sets of the collection {{r(Ty)}}vevy U {L(Ty)}vev,, are paiwise-
disjoint.

We show that for any tree model M of a chordal graph G, there exists
an expanded tree model M’ of G that is structurally close to M. In fact,
we provide an algorithm that, given a tree model of GG, constructs such an
expanded tree model of G.

Lemma 7.3.1. For any tree model (T, {T}, }vev,,) of G and for any {,vl € N*
such that |L(T)| = £ and |L(T,)| < vl for allv € Vi, there is an expanded tree
model (T',{T}}vev,) of G such that:

o |L(T"| =I|L(T)| =¥ and |L(T))| = |L(Ty)| < vl for allv € Vg, and
o V(T <|V(T)|+ (14 vl)n.
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Moreover, given (T,{T,}vevy, ), the ezpanded tree model can be constructed in
time O(n?).

Proof. Consider a node z of T. Assume that = is the root of k. subtrees
Ty_ys---5 Ty, and a leaf of k; subtrees Ty, ... s Ty, of {T\}yev, where k, +
k; > 2. We replace the node x in T by the gadget shown in Figure 7.1. We
also modify every subtree T;, of {T} }yev,, as follows:

o If there exists an i € —[k;] such that T, = T, and T, # T, for all
j € [ki], then we replace = in T, by the part of the gadget involving the
vertices Xy, ..., Lo, ..., Tk

o If T, # T, for all i € —[k,] and there exists a j € [k;| such that T, = T, ,
then we replace x in T}, by the part of the gadget involving the vertices
gy ooy Oy ooy T

e If there exists an i € —[k,] such that T, = T;,, and a j € [k;] such that
T, = T,;, then we replace z in T, by the part of the gadget involving
the vertices x;,...,xo,..., ;.

o If T, #T,, for all i € —[k,] and T}, # T, for all j € [k;], then

— if z is a (necessarilly internal) node of T}, we replace z in T;, by the
whole gadget, otherwise T), = T,.

To see that (17,{T, }vev,) is indeed a tree model of G, observe that for every
TuaTw € {TU}UEVG:

o if £ € V(T,) NV (Ty), then xg € V(T)) N V(T),), and
o if x ¢ V(T,) NV (Ty), then x_y,, ...,z ¢ V(T,) NV (T),).

Thus the intersection graph of (17, {T} },ev,,) is isomorphic to G. Observe that
among the sets {r(T,_, )}, ..., {r(To_))}, L(Tv,), -, L(Thy,), the node z; is
only in {r(7,,)} for all i € —[k,] and only in L(T,,) for all i € [k,]. Iteratively
applying the above modifications to (7', {7} }vcv,) results in an tree model of
G that satisfies Definition 7.3.1 for being an expanded tree model.

Observe that the iterative procedure described above preserves the number
of leaves of the tree and of all subtrees in the collection of the tree model. Let
us now bound |V (T”)|. Recall that every subtree in {7 },cv,, has at most v/
leaves. In the worst case, every subtree in {7}, },cy,, has exactly v/ leaves and
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e
@
Gasea e eeeo

Figure 7.2: Tllustration of a chordal graph G (top left), a tree model of G (top
center) and an expanded tree model of G obtained via the iterative procedure
described in the proof of Lemma 7.3.1 (bottom). The paths of the two models
corresponding to each vertex of G are the ones formed from the nodes con-
taining the color of that vertex.

&

no node of T is the root of one subtree and a leaf of no subtree of {1}, },evy
or vice versa. In this case, the iterative procedure described above will add
> veve ({r(To) H + [L(T)]) = (1 + vf)n nodes to T. We conclude that the
procedure adds at most (1 4+ vf)n nodes to T" as well as to the n subtrees in
{T,}vevy, resulting in the total running time of O(n?). O

An example of an expanded tree model produced by the iterative procedure
described in the proof of Lemma 7.3.1 is shown in Figure 7.2. Hereafter we
assume that (7, {T,}vev,) is an expanded tree model of G. For any vertex u
of G, we denote the node r(T),) by r(u) for simplicity. We define the following
partial order on the vertices of G: for all u,v € Vi, u <g v < r(u) <r r(v).
In other words, two vertices of G are comparable with respect to <q if and
only if there is a directed path between their corresponding roots in 7. Since
we defined <g and <7 on disjoint sets, we will subsequently omit mentioning
the relevant partial order explicitly.

Observation 7.3.2. Let u,v,w,z € Vg. Then, the following hold:

(1) If uv € Egq, then u and v are comparable.

(2) If u <w, z<w, and u and z are comparable, then v and w are compa-
rable.

(8) If u < v <w and uw € Eg, then vw € Eg.
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Proof. For the first statement, assume that x € V(T,,) N V(T,), which exists
as uv € Fg. Then the paths r(u) — = and r(v) — x exist in T. Equivalently,
x < r(u) and x < r(v) hold. By Observation 7.1.1, we get that r(u) and r(v)
are comparable, which implies that v and v are also comparable.

For the second statement, assume first that v < z. Then r(u) < r(z) <
r(w) because also z < w. Additionally r(u) < r(v) because u < v. Just as
before, by Observation 7.1.1, we get that r(v) and r(w) are comparable, which
implies that v and w are also comparable. The case for z < u is completely
symmetrical.

For the third statement, observe that © < v < w implies that r(u) < r(v) <
r(w). We show that r(v) € V(T,). Since v and w are adjacent, there exists
a node z € V(T,) NV (Ty). Then the paths r(u) — x and r(w) — = exist
in T, implying that z < r(u) and x < r(w). Since z,r(w) € V(Ty) and
x < r(v) < r(w), by Observation 7.1.2, we get that r(v) € V(Ty), so v and w
are adjacent. O

For all u € Vg, we define V,, to be the set {v' € Vi | v/ < u}. We also
define <u to be the set max{u’ € V¢ | v’ < u} = max(V,,\ {u}). Moreover, for
all wv € Eg, we define <uwv to be the set max{u' € Vg | ' < u,v and (v'u ¢
Eq or v'v ¢ Eg)} = max((V, N V,) \ (N[u] N N[v])). Recall that for any edge
wv € Eg, either u < v or v < u by Observation 7.3.2 (1). If v < v holds,
then <uv = max(V,, \ (N[u] N N(v))). For all U C Vg, we define Vy to be the
collection {V, }yer. For the example of Figure 7.2, denoting the red, green,
blue, cyan, magenta and yellow vertices by 7, g, b, ¢, m and y respectively, the
following hold:

Vi = {T’mvy} <r = {m7y} <gb = {m’y}
Ve ={r.g,m,y} <g ={r}  <arg ={m} <gc ={r}

Vo ={r,g,b,c;m,y} <b = {c} b ={y} <y =2

Ve :{T,g,c,m,y} <c :{g} <rm =<

Vi = {m} <am = @ ry = <dbe = {r}

Vy ={y} Qy =9 <bm = @

Having defined all the primary components, we can now provide a brief
outline of our dynamic programming algorithms.

Step 1: Construction of expanded tree model. From a tree model of the
chordal graph G that we are given as input, we produce an expanded
tree model (7', 7) as described in the proof of Lemma 7.3.1.
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Step 2: Computation of auxiliary vertex sets. Traversing T from its leaves
to its root, upon reaching each node v € Vp, if there exists a vertex
u € Vi such that r(u) = v, then we compute the set <u. Similarly for
all other auxiliary vertex sets that are necessary for each algorithm.

Step 3: Computation of optimal solutions to subproblems. Traversing
T again from its leaves to its root, upon reaching each node v € Vp, if
there exists a vertex u € Vg such that r(u) = v, then we compute
the optimal solution A‘g/u from previously computed optimal solutions to
smaller subproblems. Similarly for optimal solutions to all other sub-
problems that are necessary for each algorithm.

The following two lemmas provide nice partitions of X, to be used in the
application of Observation 7.2.1 (1), in certain cases of X that are considered
by both our algorithms.

Lemma 7.3.3. For every u € Vg, the collection Vo, is a partition of Vi, \ {u}
into pairwise disconnected sets. For every u,v € Vg such that u < v and
uv € Eg, the collection Vayy s a partition of Vi, \ (N]u] NN (v)) into pairwise
disconnected sets.

Proof. We prove the first statement. The proof of the second statement is
completely analogous. Firstly notice that, by definition, the vertices of <iu are
pairwise incomparable. Consider two vertices u}j and wu) such that v} < uy
and u), < ug where u; and uy are two vertices of <u. Clearly, v} € V,, and
ub € Vy,. By Observation 7.1.1 and Observation 7.3.2 (1-2), it follows that
the vertices u} and u), are distinct and non-adjacent. O

Lemma 7.3.4. For every u € Vg, the collection V4, is a nice partition of
Vi \ {u}. For every u,v € Vg such that u < v and wv € Eg, the collection
Vauwy 18 a nice partition of Vi, \ (N[u] N N (v)).

Proof. We prove the first statement. The proof of the second statement is
completely analogous. Let X =V, \ {u} and Y C Vi such that X NY = .
Suppose that Sy is an S-triangle of G[X UY| for which the intersection of V'(.S¢)
and a part of V4, is non-empty for at least two such parts. Assume that P; and
Py are two of those parts and let u; € V(S;) N Py and ug € V(S;) N Py. Then
u1 and ug must be adjacent, which is in contradiction to Lemma 7.3.3. O

The following Lemma simplifies the calculation of Y’ in Observation 7.2.1 (2)
in the case of X =V, for some u € V.
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Lemma 7.3.5. Letu € Vg andY CVg\V,. Then Y N N(V,) =Y N N(u).

Proof. From the facts that u € V,, and Y C Vg \ V,,, it directly follows that
YNN(u) CYNN(V,). We will now show that also Y N N(V,,) CY N N(u).
It suffices to show that N(V,,) C N(u). Let w € N(V,). Then there exists a
vertex v € V,, such that vw € Eg. It suffices to show that w € N(u). Assume
that u # v, as otherwise the claim trivially holds. Then v < u, because v € V,,.
Moreover, Observation 7.3.2 (1) implies that either w < v or v < w. Since
w < v < u contradicts the fact that w ¢ V,,, we conclude that v < w. Then by
applying Observation 7.3.2 (2) we obtain that v and w are comparable. Since
w ¢ V,, it must be that v < u < w and by Observation 7.3.2 (3) we conclude
that uw € Eq. O

We are now ready to show the first recursive expressions of optimal solutions
to subproblems, to be used for the computation of A§ in certain cases of X
and Y that are considered by both our algorithms. Both statements involve
the application of Observation 7.2.1 in combination with Lemma 7.3.4 and
Lemma 7.3.5.

Lemma 7.3. 6 Let w e Vg and Y C Vg \ V. Ifu ¢ AYu, then A%;u >

U AYQN

u' €E<u

Proof. Since u ¢ AY , we have A e A}‘; \fu}’ According to Lemma 7.3.4,
the collection Vg, is a nice part1t1on of V,, \ {u}. By Observation 7.2.1

Y YON(V )
u’€<1uAV/ AN Uu€<m Vi

YNN(u')
Uu’6<1u AVu/ : O

and Lemma 7.3.5, we get A‘Z\{u} <~ U

Lemma 7.3.7. Letu € Vg. Ifu € Agu, then A?,u < {ul U U A%/}VW(H’)_

u' €E<u

Proof. Assume that u € Ay . Then A‘@,u < {u} U A;{}:{{u}. Recall that

the collection Vg, is a nice partition of V, \ {u}. By Observation 7.2.1

and Lemma 7.3.5, we get Ai{z}\{u} < Uweau A{u} < Uweau A{u}mN(V') “

Usrc o A{u}ﬁN( u') 0
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7.4 SFVS on Graphs with Bounded Leafage

In this section our goal is to show that SFVS can be solved in polyno-
mial time on chordal graphs with bounded leafage. In particular, we consider
chordal graphs that have an intersection model tree with at most ¢ leaves and
we show that SFVS can be solved in n®® time. We subsequently assume
that we are given a chordal graph G that admits an expanded tree model
(T, {Ty}vev,) with |L(T')| = ¢ due to Lemma 7.3.1.

Given a set of vertices of G, we collect the nodes and the leaves and of their
corresponding subtrees: for every U C Vi, we define V/(U) = |,y V(1) and
L(U) = Uyepy L(Ty). Notice that for any non-empty U C Vg, the sets V(U)
and L(U) are also non-empty, and the nodes of L(U) admit a partial order
<7. Moreover, given a set of nodes of T', we collect the vertices corresponding
to the subtrees of which they are leaves: for every V C Vi, we define L=(V)
to be the set {u € Vo | L(Ty,) NV # &},

Observation 7.4.1. Let U C Vg and V C L(U). Then L~1(V) C U.

Proof. The fact that V C L(U) yields L=Y(V) € L=Y(L(U)). We will show
that L=Y(L(U)) € U. Let u be a vertex of G such that u ¢ U. Then,

since (T,{Ty}vevy) is an expanded tree model, Definition 7.3.1 implies that
L(T,)NLU) = @. Thus u ¢ L~YL(U)). O

For every U C Vi, we define the representation of U to be the set R<3(U) =
R1(U)U Ry(U) where Ry(U) = L~ (min L(U)) and Ro(U) =
L~Y(min L(U \ R1(U))). Observation 7.4.1 implies that R<o(U) C U for every
U C Vg. Observe that for any V' C Vp, the set min V' of minimal nodes of V'
is a set of pairwise-incomparable nodes, so | min V| < |L(T)| = ¢ by Observa-
tion 7.1.3. This implies that |[R<o(U)| < 2¢ for all U C V. Representations
have the following property.

Observation 7.4.2. Let u € Vg and let Y C Vg \Vy. Then V(Y)NV(V,) =
VIRi(Y)NV(V,) and V(Y \ Ri(Y))NV(V,) = V(R(Y)) NV (Va).

Proof. We show that the first equation holds. Showing that the second equa-
tion holds is completely analogous. By Observation 7.4.1, we get R;(Y) C
Y=V(R(Y)CVY)=V(R(Y)NV(V,) CV(Y)NV(V,). We will show
that also V(Y)NV(V,) C V(R (Y))NV(V,). Let b € V(Y)NV(V,). Then
there exist v’ € V,, and v € Y such that b € V/(T,,) NV (T,). Since b € V(T,),
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we get b < r(u'). Since b € V(Ty,), there exists an [ € L(T,) C L(Y) such that
I < b. Then there exists an I’ € min L(Y") such that I’ < [. By definition of
Ry (Y), there exists a vertex v' € Ry(Y) such that I’ € L(T,/). Putting it all
together yields I <1 < b < r(u) < r(u) < r(v'). By Observation 7.1.2, we
conclude that b € V(T) C V(R1(Y)). O

We subsequently show that for computing A§, the vertex set Y can be
substituted by its representation R<2(Y) in certain cases of X and Y that are
considered by the algorithm of this section.

Lemma 7.4.3. Let u € Vg and W C Vg \ V,, such that W # @, GIW]| € Fg
and {u} UW is a clique, and let u € A} .

o If {ufUW)NS # @, then W = {w} and no vertex of V, NN (u) NN (w)
belongs to A&f}.

o F({u}UW)NS =@, then ALIIWIONW) g Ba(fudUmIANG) g,
every verter v’ € <u.

Proof. Assume that some vertex of {u}UW isin S. Further assume that |W| >
2. Then there are wy, ws € W such that {u, w1, ws} NS # &. Since {u} UW is
a clique, we have that {u,w;, w9} induces an S-triangle, contradicting the fact
that u belongs to A}/ . We deduce that W = {w} because W # @. Observe
that for any v € V,, N N(u) N N(w), the vertex set {v/,u, w} induces an S-
triangle, since u and w are adjacent. Thus, no vertex of V,, N N(u) N N(w) is
in A;{}:}}.

Assume that no vertex of {u} UW is in S. Counsider a vertex u’ € <u.
Observe that for any two vertices a € V,y and b € V5 \ Vi to be adjacent,
since (a) < r(u') < r(b) already holds, there must exist an I € L(T}) such
that [ < r(a) also holds. Let W' = ({u} UW)NN(v') and R = R<o(W'). We
will show that A} < A .

e Assume there are two vertices uf,u} € V,, and a vertex v’ € W' such
that {u},uy,w'} induces an S-triangle. Then wuf,uj are adjacent and
consequently, by Observation 7.3.2 (1), comparable, so without loss of
generality we may assume that r(uf) < r(uf). Let I" € L(T,s) such
that I < r(uf). By definition of R, there is a vertex w” € R for which
there is a node " € L(T,~) such that {” <’. This implies that the set
{uff,uf,w"} also induces an S-triangle.
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e Assume there is a vertex u” € V,, and two vertices w), w € W’ such that
{u",wy,ws} induces an S-triangle. Let I} € L(Ty, ) and Iy € L(T,) such
that 11,1, < r(u”). By definition of R, there are two distinct vertices
wy, w’2' € R for which there are nodes I{ € L(T,») and l5 € L(T /2/) such
that If < 1} and I§ < l}. This implies that the set {u”,w],w}} also
induces an S-triangle. 0

We next show that Lemma 7.3.6, Lemma 7.3.7 and Lemma 7.4.3 suffice
for the development of a dynamic programming scheme. As the size of the
representation of any subset of V7 is bounded by 2¢, we need to store only a
bounded number of optimal solutions to subproblems. In particular, we show

that we need to compute A% only for O(n) cases of X and only for cases of
Y such that |Y| < 2¢ holds.

Theorem 7.4.4. There is an algorithm that, given a connected chordal graph
G and an expanded tree model (T,T) of G with |L(T')| = ¢, solves the weighted
SUBSET FEEDBACK VERTEX SET problem in O(n**1) time.

Proof. Let upax denote the (unique) vertex of max Vi;. Our task is to solve
SFVS on G by computing A . For doing so, we device a dynamic pro-
gramming algorithm that v1s1ts the nodes of T in a bottom-up fashion starting
from its leaves and moving towards its root. At each node v € Vp, if there
exists a vertex u € Vi such that r(u) = v, we store the values of A‘% and AW
for every W C Vg \ V,, such that W # @, G[W] € Fgand {u} UW is a chque
In order to compute A%, we apply Lemma 7.3.6 and Lemma 7.3.7. In par-
ticular, after retrieving all necessary values being stored on the corresponding
descendants of v, we apply the formula

Agﬂ:max{ U AV,? {u}u U A{u}ﬁN )}

weight
u' €< u' €<

Proof: The first case in the above formula is the case of u ¢ A?/u and is due
to Lemma 7.3.6, whereas the second case is the case of u € A‘Q/u and is due to
Lemma 7.3.7. g

For computing AV , we apply Lemma 7.3.6 and Lemma 7.4.3. In particular,
depending on W, after retrieving all necessary values being stored on the
corresponding descendants of v, we apply the appropriate formula, as follows:
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o If ({u}UW)NS # @ and |W| > 2, then we apply AW U AWﬂN(u’)

u'E<du

Proof: Lemma 7.4.3 implies that u ¢ A%. By Lemma 7.3.6 we get the
above formula. .

o If {ufUW)NS # @ and W = {w}, then we apply
AV = max U Aéw/}nN(u/), {u} U U Aéy;w}mN(ul)

“ weight
u'€<du u/ €<duw

Proof: The first case in the above formula is the case of u ¢ A&j} and
is due to Lemma 7.3.6. For the second case, assume that u € A;{}:}.
Lemma 7.4.3 implies that A&j} < {u} U Aé/z’\u(};\f[u]ﬂN(w))' According
to Lemma 7.3.4, the collection V,,, is a nice partition of V,, \ (N[u] N

{u,w
N(w)). By Observation 7.2.1 and Lemma 7.3.5 we get AV \(N[u}mN(w))
A;{/u:w} o U A{u w}NN (V) {u,w}NN(u )

Uu’€<mw u' E<duw AN Uu’€<mw AV W -

o If {u}UW)NS =@, then we apply
AY = max § | AYOVOO | afisomeN >>}.

“ weight
u' €E<u u'€<du
Proof: The first case in the above formula is the case of u ¢ A&j}
and is due to Lemma 7.3.6. For the second case, assume that u €

AV Then AY « {u} U A;{/u}\?w}f According to Lemma 7.3.4, the

collection V,, is a nice partition of V,, \ {u}. By Observation 7.2.1,

Lemma 7.3.5 and Lemma 7.4.3 we get A{“}\E{X & Upean AT &
upUW)NN (V1) uUW)NN

U eau A({ Jmnat < Uweau Ag/{u/}u SINED

Uu/equ A‘inQ(({u}UW)nN(u )) 1

Regarding the correctness of the algorithm, we show that applying any of
the above recursive formulas requires only sets that can also be computed via
these formulas. Notice that an induced subgraph of a graph in Fg is also a
graph in Fg and that a subset of a clique is also a clique. Now observe that
applying any of the above recursive formulas requires only sets A , and AW
where v’ € Vg and W/ C Viz\ Vs such that W' # &, GIW'] € Fg and {u’}UW’
is a clique. We conclude that all sets A}f( that are required for the application
of any of these formulas can also be computed via these formulas.
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We now analyze the running time of our algorithm. We begin by determin-
ing for every pair (z,y) of distinct nodes of the host tree 7" whether x < y or
not. As the act of discovering all nodes = that precede a node y in < takes
O(n) time by traversing T once, we complete this task in O(n?) time. We
then compute the sets <lu and <uwv for all u € Vg and for all v € Vg such that
uv € Eg. Since any such set can be computed in O(n) time by traversing T’
once, we compute all such sets in O(n(n + m)) time, which is simply O(nm)
time as (G is connected. Let us also bound the size of such sets. Observe
that by definition any such set U is a set of pairwise-incomparable vertices.
By definition of <¢, this implies that the set V = {r(u) | u € U} is a set of
pairwise-incomparable nodes, yielding |V| < |L(T)| = ¢ by Observation 7.1.3.
We conclude that any such set U contains at most £ vertices. We proceed with
the computation of the sets A}/{ where X,Y C Vi such that X NY = & and
G[Y] € Fg. According to the recursive formulas shown above and due to the
fact that |R<2(U)| < 2¢ for all U C Vg, it is sufficient to compute for every
u € Vg the sets A% where X = V,, and either Y = @ or Y C N(u)\V,, such that
GlY] € Fg, {u}UY is a clique and |Y'| < 2¢. Therefore, it suffices to compute
O(n?*+1) sets A%. Now consider such a set A%. Tts computation requires the
retrieval of a number of stored values. Due to the bound on the size of the aux-
iliary sets shown above, that number is at most 2¢. If the set A}/( is computed
via the last of the formulas shown above, we must also compute at most ¢ rep-
resentations R<(U) = R1(U) U Ra(U) of sets U C Vi such that |U| <20+ 1.
Consider one such set U. Computing R;(U) (resp. R2(U)) requires the com-
putation of min L(U) (resp. min L(U \ R;(U))), which in turn requires deter-
mining for every pair (z,y) of distinct nodes in L(U) (resp. L(U \ R1(U)))
whether & < y or not. Since all these are predetermined, it suffices to retrieve
a number of stored values. Recall that |L(T,)| < ¢ for all v € V. We get
that [L(U\ R1(U))| < |L(U)| = > e |L(Ty)] < (204 1)¢, which implies that
the number of stored values to be retrieved is O(¢*). We conclude that the
running time for computing the set A% is O(¢%), which is constant time. Thus
the total running time of our algorithm is O(n?+1). O

Notice that in the special case of £ = 1, the number of sets A§ that the
algorithm of Theorem 7.4.4 computes is actually O(nm) and consequently its
total running time is O(nm). If we let the leafage of a chordal graph be the
maximum leafage over all of its connected components, then we obtain the
following result.

Corollary 7.4.5. The weighted SUBSET FEEDBACK VERTEX SET problem
can be solved on chordal graphs with leafage at most € in n®® time.
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Figure 7.3: The subtree T({w;r,x;,yij,x;r,xj }) of T for some i,j € [k] such
that ¢ < j.

Proof. Let G be a chordal graph. For every connected component C' of G,
we first recongize if C' is an interval graph and if so construct a tree model
M(C) of C in linear time [9], otherwise we determine the leafage of C' and
construct a tree model M(C) of C via the O(n3)-time algorithm of Habib
and Stacho [43]. We then construct an expanded tree model M'(C) from
M(C) in O(n?) time by Lemma 7.3.1. Applying Theorem 7.4.4 on M'(C),
we compute A?/ o) in n°® time. It is not difficult to see that the collection
{V(C) | C is a connected component of G} is a nice partition of V(G). Thus
by Observation 7.2.1 the set A‘@/ ¢ 1s the union of A‘@/(C) over all of the con-
nected components C' of G. Therefore, all above steps result in solving SFVS
on G and can be carried out in n®® time. O

Notice that in the special case of the input graph being an interval graph,
the algorithm of Corollary 7.4.5 actually runs in O(nm) time, which is also
the running time of the previously known algorithm for solving SFVS on in-
terval graphs [69]. We next prove that we can hardly avoid the dependence of
the exponent in the stated running time, since we show that weighted SuB-
SET FEEDBACK VERTEX SET is W[l]-hard parameterized by the leafage of a
chordal graph. Our reduction is inspired by the W[1]-hardness of FEEDBACK
VERTEX SET parameterized by the mim-width given by Jaffke et al. [50].

Theorem 7.4.6. The weighted SUBSET FEEDBACK VERTEX SET decision
problem on chordal graphs is W[1]-hard when parameterized by its leafage.

Proof. We provide a reduction from the MULTICOLORED CLIQUE problem.
Given a graph G = (V,E) and a partition {V;};cx) of V' into k parts, the
MuLTICOLORED CLIQUE (MCC) problem asks whether G has a clique that
contains exactly one vertex of V; for every i € [k]. It is known that MCC is
W]1]-hard when parameterized by k [31, 72].
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Let (G = (V, E),{Vi}icr) be an instance of MCC. We assume that k& > 10

and without loss of generality that there exists p € N such that V; = {vi }ielp)
for every i € [k]. We consider the %(k + 3)-star 7' with internal node r and
leaves x;,x; for every i € [k] and y;; for every i,j € [k] such that i < j.
We modify the star T" as follows: for every i € [k], through a series of edge
0 1 p_

)

subdivisions, we replace the edge (r,z;) by the path (r = 29,2}, ... 2?7 = 2]
—p

and the edge (r,x; ) by the path (r = 29, 2; ', ... 2,7 = ;). Given a set X
of nodes of T', we write T(X) to denote the minimal subtree of 7' containing
all nodes of X. The subtree T'(X) for a particular choice of X is depicted in

Figure 7.3. We define the following subtrees of T"

e For every i,j € [k] such that ¢ < j and for every a,b € [p] such that
va? € E, we define e%b = T({zt, 277, yij,:ng?, IL‘?ip}). We denote by R
the collection of all these subtrees.

— For all ¢ € [k], we denote by R; the collection
{e%l? €R|jelk]and a,be [p]}U{e?‘i’ € R|j€ k] and a,b € [p]}.

— For all i € [k] and for all a € [p], we denote by R¢ the collection
{e%l-’ERHE [k] and b € [p]}U{e??ER\jG [k] and b € [p]}.

— For all i,j € [k] such that ¢ < j, we denote by R;; the collection
{eft e R|a,be [p]}.

e For every i € [k] and a € [p|, we define s?’l = s?’Q = T[{z¢}] and
s5; " = 57" = T[{x;7%}]. We denote by Sy the collection of all these
subtrees.

— For all i € [k], we denote by S; the collection
{si*€ Sy |a€ —[p|U[p] and c € {1,2}}.

— For all i € [k] and for all a € [p], we denote by S¢ the collection
(s €Sy |a e—[p—a]Uld and ¢ € {1,2}}.

e For every i, j € [k] such that i < j, we define s;; = T'[{y;;}]. We denote
by SEg the collection of all these subtrees.

We further denote by S the collection Sy U Sg and by T the collection RU S.
We construct a graph G’ that is the intersection graph of the undirected tree
model (T, 7). Notice that G’ is a chordal graph of leafage at most & (k + 3).
We identify the vertices of G’ with their corresponding subtrees in 7. By the
construction of (T, T), regarding the adjacencies between vertices of G’ we
observe the following:
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e R is a clique, because all its elements contain the node r.

e For every i € [k] and a € —[p] U [p], we have N(s*') NS = {s**} and
N(sp?)ns = {s'}

e For every i € [k] and a € [p], we have N(e) NS; = S¢ for all e € RY.

e For every 4, j € [k] such that i < j, we have N(s;;) = Ry;.

We set the weight of all vertices of R, Sy and Sg to be £, 1 and £m, respec-
tively. We will show that (G, {V;}icx)) is a YEs-instance of MCC if and only

if there exists a solution to SFVS on (G’, S) having weight 5(m — &(k — 9)).

For the forward direction, let {v*,...,v;*} be a solution of MCC on (G,
{Viticp)). We set Ro to be the collection {e?;aj € R |i,j € [k]}. Observe
that Rc contains exactly one element of R;; for each ¢, j € [k] such that i < j.
We further set U = (R\ Re) UU;epy Si*- Now observe that in G — U each of
the remaining vertices of S has exactly one neighbour. Thus U is a solution
to SFVS on (G’, S) having weight 2(m — &(k — 1)) + 2pk = E(m — £(k - 9)).

For the reverse direction, let U be a solution to SFVS on (G, S) having
weight Z(m — £(k — 9)). Notice that no element of Sg can be in U. Conse-
quently, for every i,j € [k] such that i < j, we have |R;; \ U| < 1, since any
two elements of R;; along with s;; form an S-triangle of G'. Any remaining
S-triangle of G’ is formed by either

e an element of R{ and two adjacent elements of S{ or

e an element of R, an element of R?l and an element of S N Sia/

for a particular choice of i € [k] and a,d’ € [p]. Let i € [k].
Claim 7.4.7. If |R; \U| > 1, then |S; N U| > p.

Proof: Assume that e € R; \ U. Then there exists an a € [p] such that e € RY.
We conclude that for every a’ € —[p — a] U [a], at least one of s ', 5% must

be in U, yielding |S; N U| > p. N
Claim 7.4.8. If |[R; \U| > 2, then |S; N U| > 2p.

Proof: Assume that e, e’ are two distinct elements of R; \ U. Then there exist
a,a’ € [p] such that e € R? and €’ € Rf/. Without loss of generality, assume
that a < a/. We conclude that
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e for every a” € —[p — d’] U [a] both s?”’l and 3?”’2 must be in U and

e for every o’ € (—[p—a]U[d])\ (—[p—d’]U]a]) at least one of 5?//’1, 52

must be in U, Z
yielding [S; NU| > 2((p — @) +a) + L(((p —a) +a') = ((p— @) + a)) =2p.

Claim 7.4.9. If |R; \ U| > 3, then |S; N U| = 2p only if there ezists a € [p]
such that R; \ U C R{.

Proof: Assume that e, €', ¢” are three distinct elements of R; \ U. Then there
exist a,a’,a” € [p] such that and e € R?, €' € Rf/ and e’ € Rf//. Without loss
of generality, assume that a < a’ < a”. We conclude that

e for every a” € —[p — d’] U[d’] both s?m’l and s?m’Q must be in U and

/ m
1 a2

e for every o’ € (—[p—a]U[a”])\ (—[p—d']U[da']) at least one of 3?// S
must be in U,

yiclding S 1U| > 2p + 1(((p — a) + a*) — ((p — @) + ) = 2 + (a” — a).
Therefore, for |S; NU| to be 2p, it must hold that a = @’ = a”, so it must hold
that e, €/, e’ € R 2

Assume that |{i € [k] | |R;\U| = 1}| = k" and |{i € [k] | |R;\U| > 2}| = k".
Then notice that |R\ U| < k' + (k" — 1), s0 [RNU| > m — K — & (k" —1).
Also, according to Claims 7.4.7 and 7.4.8, we have [Sy NU| = 3,y [Si N U| =
p(k' 4+ 2k"). Lastly, recall that |Sp N U| = @. Consequently, the weight of U
must be at least

k//

k//
g (m —K =S - 1)) +p(K'+2k") = g <m K =K~ 9)> = B(K, k).

Clearly, k' k" € {0,1,...,k}. Regarding the values of B, we observe the
following:

o B(K, k') < B(K + 1,K") for all ¥’ € {0,1,...,k — 1} and for all ¥’ €
{0,1,...,k},

e B(K' k") > B(K,9) forall ¥’ € {0,1,...,k} and for all k" € {0,1,...,8},
and
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e B(K k") > B(K,k" + 1) for all ¥ € {0,1,...,k} and for all k" €
9,10,...,k —1}.

These imply that B(k’, k") is minimum if and only if ¥ = 0 and k" = k.
Therefore, a weight of 5(m — £(k — 9)) = B(0,k) is within bounds for U
only if ¥ = 0 and k” = k. Furthermore, the weight of U is B(0,k) only
if R\U| = 5(k—1) and |S; N U| = 2p for all i € [k]. Now recall that
|R;; \U| <1 for all i,j € [k] such that ¢ < j. We deduce that |R;; \ U| =1
for all 4,j € [k] such that ¢ < j, which implies that |R; \ U| = k — 1 for all
i € [k]. Then, by Claim 7.4.9, for every ¢ € [k], there exists an a; € [p]| such
that R; \ U C R{". We conclude that the set {v]",...,v;*} is a solution to
MCC on (G, {VZ}ze[k]) [

7.5 SFVS on Graphs with Bounded Vertex Leafage

7.5.1 Rooted Path Graphs

Here we show how to extend our previous approach to solving SFVS to
rooted path graphs. Recall that rooted path graphs are exactly the intersection
graphs of directed paths on a rooted tree. We observe that rooted path graphs
are a graph class of unbounded leafage.

Proposition 7.5.1. There are rooted path graphs on n vertices having leafage

O(n).

Proof. Let G be the graph obtained from the /-star with £ > 2 by subdividing
all of its edges. Notice that n = 2¢ + 1. We show that G is a rooted path
graph having leafage ¢ — 1.

Let v1,...,vy be the leaf vertices of G, let uq,...,up be the vertices of G
such that uw;v; € E(G) for every ¢ € [¢] and let ¢ be the remaining vertex
of G. To show that G is a rooted path graph, we construct a tree model
(T, {Tv}vev(a)) of G as follows. We obtain the host tree T' as the union of
paths Py = (z¢,2¢—1,...,21), Pr = (ye,x¢) and P; = (x;,y;), i € [ —1]. We
choose the subtrees to be Ty = Py, T,,, = P; and Ty,, = (v;), @ € [{]. Notice
that T is a tree rooted on yy such that L(T) =¢ —1 and all T,,, v € V(G) are
directed subpaths of T'. It is not difficult to see that (T, {T,},cv(q)) is a tree
model of G, which shows that G is indeed a rooted path graph.
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Let us now show that for every tree model (7", {T} },cv () of G, it holds
that |L(T")| > ¢ — 1. The maximal cliques of G are C; = {t,u;} and D; =
{u;,v;}, i € [f]. For every maximal clique C of G, there exists a node ¢ € V(T")
such that for every v € V(G), it holds that ¢ € V(T))) < v € C. Moreover,
all these nodes are pairwise distinct. For every C; and for every D;, we select
one such node and denote it by ¢; and d; respectively. For all V- C V(T"), we
define >V to be the (unique) node of the set min{y € V(1") | Vx € V : z < y}.
Observe that for every v € V(G), for every V C V(T,), the node >V is also
in V(T)) because T}, is connected. For all i € [¢], we denote by b; the node
>{ci,d;} where {c;,d;} € V(T ). For all i, j € [{], we denote by a;; the node
>{c;, ¢;} where {c¢;,¢;} C V(T)).

Claim 7.5.2. For every i,j € [{], if d; < dj holds, then d; < a;j < d; holds.
Proof: For every i,j € [¢], we have that the following relations hold:
¢ < b d; <b; c; < bj dj < bj ¢ < ag; c; < aj

By Observation 7.1.1, we obtain that a;; is comparable to both b; and b;.
Assume that d; < d; holds. By Observation 7.1.1, we obtain that b; is compa-
rable to both b; and d;. If d; < d; < b; holds, then by Observation 7.1.2, we
obtain that d; € V(Ty,), which is a contradiction, so d; < b; < d; < b; must
hold. Now by Observation 7.1.1, we obtain that a;; is comparable to d;. If
¢; < b; < dj < a;; holds, then by Observation 7.1.2, we obtain that d; € V(T}),
which is a contradiction, so a;; < d; must hold. Assume a;; < b; holds. Then
both ¢; < a;; < b; and ¢; < a;; < b; hold. By Observation 7.1.2, we obtain
that a;; € V(I;,) NV (T, ), which is a contradiction to (1", {T}},ev(q)) being
a tree model of G. We conclude that d; < a;; < d; holds. J

We will show that there are at least £ — 1 pairwise incomparable nodes in
D = {di}icjy- Assume that there exist i,j,k € [{] such that d; < d; < dy
holds. Then by Claim 7.5.2, we obtain that d; < a;; < dj < ajr < dj, holds,
and by Observation 7.1.2, we obtain that d; € V(T}), a contradiction. Now
assume that there exist i, 7, k,! € [(] such that both d; < d; and dj, < d; hold
and d; and d; are incomparable. Then by Claim 7.5.2, we obtain that both
d; < a;j < dj and dj, < ap < d; hold. Let a be the node >{a;;,ar} where
{aij,ar} € V(T}). By Observation 7.1.1, we obtain that a is comparable to
both d; and d;. If both a < d; and a < d; hold, then by Observation 7.1.1
we obtain that d; and d; are comparable, a contradiction, so at least one of
d; < a and d; < a holds. Without loss of generality, assume that d; < a holds.
Then by Observation 7.1.2, we obtain that d; € V(7}), a contradiction. We
conclude that there exists at most one node in D that succeeds another node
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in D, which implies that at least £ — 1 nodes in D are pairwise incomparable.
By Observation 7.1.3, we obtain that |L(T")| > ¢ — 1, which concludes the
proof. O

Our goal in this section is to device an algorithm for solving SF'VS on rooted
path graphs in polynomial time. Just as for the algorithm of Section 7.4,
we will derive recursive formulas for optimal solutions A§ and subsequently
bound the number of optimal solutions to subproblems that the algorithm
requires for solving the complete problem.

Assume that G = (V, E) is arooted path graph, S C Vi and (T, {T, }vevy)
is an expanded tree model of G. For every u € Vi, we denote by [(u) the
(unique) leaf of its corresponding directed path T,. For devicing the algo-
rithm of this section, further special vertices and subsets are required. For
every u,v € Vg such that u < v, we define u<tv to be the (unique) vertex of
max({u} U{u € Vg \ S |u < v <wvandu € N(u)}) = max({u} U {u €
Ve \ S |1(u) < r(u) <r(u) < r(v)}. Moreover, for every Vi, Vs, Vs C Vi, we
define the following subsets of Vi \ S:

VIV = {u e Vg \ S| Pvr € Vi :l(u) < r(vy)}
V[ Va; ] = {u e Ve \ S| vy € Va:l(u) <r(ve) <r(u)}
V[;; V3] = {ue Vg \S|Jus € Va:r(u) <r(vs)}

[va?v] [Vlw]ﬂv[;‘/%]
VI[Vi;; Vsl = Vi [ n V[ V3]
VIV Vs] = V[ Vs [ N V55 Vs

VIVi; Vs V3] = VIV N V[ Vas | NV ;5 Va]

For any u,v € Vg, we denote the set V,, UV [;{u}; {v}] by Vi, for simplicity.
Observe that the set V,, , is simply V.

Lemma 7.5.3. Let u,w € Vg such that v < w and uvw € Eqg. Then the
collection V = {V[Quw;; Qul} U {Viy v autweauw @S a nice partition of X =
(Vu\{u}) \ (N(u) N N(w) N S) for every Y C Vg \ X such that Y NS = @.

Proof. We first show that V is a partition of X. Recall that <uw is a set of
pairwise incomparable vertices by definition. Consider a vertex u” € X. Then
exactly one of the following statements holds:

' € <quw :r(u”) < r) ' € <quw :u" € Vy
' € quw (W) < r@) <r@”) << e quw:u” e V] {u}; {v<u}]
M € <uw : I(u") < r(u) u’ € Vi<uw;; <ul
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By Observation 7.1.1 and the definition of <, the vertex u’ € <uw in the first
two cases above is unique, otherwise we obtain a contradiction to the vertices
of <uw being pairwise incomparable. This fact implies our claim.

Now let Y C Viz \ X such that Y NS = @ and consider an S-triangle S; of
G[X UY]. Then there exists a vertex v’ € <uw such that V(S;)NV,, NS # @.
Since S; is a triangle, every vertex in V(S;) \ Vs is adjacent to every vertex
in V(S;) N V. Then by Lemma 7.3.5, for every vertex u” € V(S;) \ Vi, the
vertex u” is adjacent to ', which implies that [(u”) < r(u’) < r(u”) holds.
We conclude that V(S;) C Vi wau- d

Observation 7.5.4. Let XY C Vg such that X NY = & and G[Y] € Fg
and let X! C X. If P is a nice partition of X forY, then P’ ={PNX'| P €
P:PnNX' #a} is a nice partition of X' forY.

Proof. The fact that P’ is a partition of X’ follows trivially from the definition.
For showing that P’ is a nice partition of X’ for Y, it suffices to notice that
any S-triangle in G[X’ UY] remains an S-triangle in G[X UY]. O

We are now ready to show the recursive expressions that hold exclusively
for G being a rooted path graph and are required by the algorithm of this
section. First we obtain an expression to be used for the computation of sets
AY in case of X =V, and Y = {w} where u,w € Vg such that u < w and
uw € Fg.

Lemma 7.5.5. Let u,w € Vg such that u < w and uvw € FEg, and let u €
Al
Vau

o IfueSorwels, then A%U} < {ul U U A;{/u;w}ﬂN(u’).

u! €E<uw

o« fuyw¢ S, then AV & {u} UV[quw;;au]u | ] AfwION0,

u' E<duw

! <Qu

Proof. Observe that A;{}j} <~ {u}U A%’\#}{i} by definition. Regarding triangles

of G[V, U {w}], we observe the following property:

(P1) By the hypothesis, the vertices u and w are adjacent. Thus, for any
u' € VN N(u) N N(w), the vertex set {u,u, w} induces a triangle.
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If ue Sorwe S, then no vertex of V,, N N(u) N N(w) is in A;[/ZJ} be-

e {u,w} {u,w}
cause of (P1). By definition, we get AVu\{u} “ AVu\(N[u]ﬁN(w))' Accord-
ing to Lemma 7.3.4, the collection Vg, is a nice partition of V;, \ (N[u] N
N(w)). By Observation 7.2.1 and Lemma 7.3.5, we get Al >

fuw) {uw)AN(V, ) ey
u,w u,w " w,w NN (u/
Uu’€<luw AVu/ « Uu’€<1uw AVu/ A Uu’€<luw AVu/ '

If u,w ¢ S, then no vertex of V, NN (u) NN (w)NS is in Ai{}:} because of (P1).

Let X = (V,\{u)\(N ()N (w)NS). By definition, we get A{"'(}, < AY"").

According to Lemma 7.5.3, the collection {V[<uw;; <u]} U{Viy v/ au bu/cauw 18
a nice partition of X for Y = {u, w}. By Observation 7.2.1 and Lemma 7.3.5,

we get A%’w} A Ai{/u[iujw;mu] UUw cauw A%lw}; <

,u'u
{u,w}nN(V,,)

V[<1uw, ) Qu] U Uu’€<1u’w Vil au H
b mN !
V[<uw;; <u] U Uu/e<1uw %ﬁ«u " )' )

We next obtain recursive expressions to be used for the computation of sets
A§ in case of X = V,,, where u € Vg and v € Viz \ S such that v < v and
uv € Eg. The first two Lemmas follow directly from the definition of sets A§
and the fact that Vi, \ {v} = Vi, uav for every u,v € Vg such that u < v.

Lemma 7.5.6. Let u € Vg and v € Vg \ S such that u < v and ww € Eg and
let Y CVa\ Vi Ifv ¢ A%;M, then A%;M — AY

Vu,uﬂv'
Lemma 7.5.7. Let u € Vg and v € Vg \ S such that u < v and uv € Eg. If
vE A?/u .+ then A?/u Lo {viu Al

Vu,u<lv'
Lemma 7.5.8. Letu € Vg andv,w € Vg\S such thatu < v < w and {u,v,w}
is a clique and let v € A‘{;:i Then A‘{;:i < {v} U V[<vw;{u}; {uv}] U

U Ag),w}ﬁN(u’).

au'<Ju

u' eVyN<quw

Proof. Observe that Agj}; < {v} U A&i’?\}{v} <~ {v} U A%’ZJL by definition.

Regarding triangles of G[V,,, U {w}], we observe the following property:

(P2) By the hypothesis, the vertices v and w are adjacent. Thus, for any
u €V, N N(v) N N(w), the vertex set {v/,v, w} induces a triangle.

Since v, w ¢ S, no vertex of V,, , NN (v) NN (w)NS is in A&fi because of (P2).
Let X = (Vu, \ {v})\ (N(v)NN(w)NS) and X' =V, 4 \ (N(v) NN (w)NS).

94



Chapter 7 7.5. SFVS on Graphs with Bounded Vertex Leafage

By definition, we get Agi’,ﬁu > A_{;,’w}. Now notice that X’ C X. According
to Lemma 7.5.3 and Observation 7.5.4, the collection {V[<vw; {u}; {u<v}]} U
{Vi w<w twevinavw 18 @ nice partition of X’ for ¥ = {v,w}. By Observa-
tion 7.2.1 and Lemma 7.3.5, we get Agg,’w} &~

{v,w} {v,w}
Vi<vw;{u};{u<v}] U Uu’GVuFKlvw AV 'l

u'u' v
v,w NN (Vs
Vi<vw; {u}; {u<v}] U Uulevurkww A;{/ ! ];m Var) oy

u'u' v

V[<]’Uw; {u}v {U<IU}] U Uu’EVuﬂ<n)w A%Zw};mN(ul)' [

,u' Ju
Now we are in position to state our claimed result, which is obtained via an
algorithm similar to the one in the proof of Theorem 7.4.4.

Theorem 7.5.9. The weighted SUBSET FEEDBACK VERTEX SET problem
can be solved on rooted path graphs in O(n?m) time.

Proof. We first describe the algorithm. Given a rooted path graph G =
(Va, Eq), we construct a tree model (T, {Ty}yev) of G such that all sub-
trees T, v € Vg are directed paths in O(n + m) time [29, 40]. We apply
the iterative procedure described in the proof of Lemma 7.3.1 and obtain an
expanded tree model (17", {T} },ev,,) of G such that all subtrees T, v € Vi; are
directed paths in O(n?) time. As the host tree T' of G has at most n nodes
[19, 43], the expanded host tree 7" has O(n) nodes. If G is an interval graph,
then SFVS can be solved via the algorithm described in the proof of Corol-
lary 7.4.5 in O(nm) time. Otherwise, we solve SFVS by computing A

V'Umax

where umax is the (unique) vertex of max V.

For this purpose, we device a dynamic programming algorithm for comput-
ing A?,u . The algorithm works on T’ traversing it in a bottom-up fashion
startingmffom its leaves and moving towards its root. It maintains tables for
storing the values of computed sets AY in the following four cases of X and
Y:

e X =V,and Y = @ for every u € V.
e X =V, andY = {w} for every u, w € Vi such that u < w and uw € Eg.

e X =V,, and Y = & for every u € Vg and v € V5 \ S such that u < v
and uv € Eq.

e X =V,, and Y = {w} for every u € V7 and v,w € Vi \ S such that
u < v <wand {u,v,w} is a clique.
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For computing these sets, we derive the following recursive formulas:

e Let u € V5. Lemma 7.3.6 and Lemma 7.3.7 imply that
o {u}NN(u)
Av, = vﬂi}%ﬁ{ /U Ay, fupu /U 4y, }
ceu u'eu

o Let u,w € Vg such that v < w and ww € Eg. Lemma 7.3.6 and
Lemma 7.5.5 imply the following;:

— IfueSorwels, then

-] U A, o U o)

weight
u' €<u u’ €EQuw
— If u,w ¢ S, then
Aé/w} = max U A;{/w}mN(u/),
“ weight e u!
. {u,w}nN (')
{u} UV [uw;; <u] U U Ay o }
u’' €<Juw

e Let u € Vg and v € Vg \ S such that v < v and uv € Eg. Lemma 7.5.6
and Lemma 7.5.7 imply that

— {v}

Agu,v - “r,Ie.llgﬁt {A‘g/u,u<l'u7 {'U} U AVZ,UQU} :

e Let u € Vi and v,w € Vg \ S such that u < v < w and {u,v,w} is a
clique. Lemma 7.5.6 and Lemma 7.5.8 imply that

A&fi = max A{ w}

weight Vu,ucw?

foyUViavws {uh {uaofju [J AR

u' eVyN<dow

Regarding the correctness of the algorithm, observe that applying any of
the above recursive formulas requires only sets A§ that can also be computed
via these formulas.

To evaluate the running time of the algorithm, we assume that the in-
put graph is a connected rooted path graph. If not, observe that we can
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simply run our algorithm on each connected component of the input graph
and subsequently combine all output solutions into a solution for the input
graph. Notice that the number of sets A}/( described above that the algo-
rithm computes and subsequently stores their values in corresponding table
entries is O(nm). Computing a single such set A}/( via any of the recursive
formulas shown above requires the retrieval of stored values from O(n) entries.
These entries are determined via precomputed auxiliary objects. For some of
these formulas, their application additionally requires the computation of a
set V[Vi; Va; V5], Tt is not difficult to see that any such set can be computed
via a single transversal of the host tree T77. As there are O(n) nodes in 77,
traversing it once takes O(n) time. Thus the total processing time is O(n’m).
Now consider the aforementioned auxiliary objects: they are the vertex sets
<w, <vw and V, N <vw and the vertices u<iv for appropriate u,v,w € Vg.
For computing the vertex sets <1v, it is sufficient the traverse T” once for ev-
ery v € V. Similarly, for computing the vertex sets <vw, it is sufficient to
traverse T” once for every v,w € Vg such that v < w and vw € Fg, and
for computing the vertices u<iv, it is sufficient to traverse T” once for every
u,v € Vg such that u < v and uwv € Eg. We also determine for every pair
(x,y) of distinct nodes of 77 whether x < y or not. As mentioned in the proof
of Theorem 7.4.4, this can be accomplished in O(n?) time. Then for every
u,v,w € Vg such that v < v < w and {u,v,w} is a clique, we compute the
vertex set V,, N <vw in O(n) time by checking for every v’ € <ww whether
u' < u. Thus the total preprocessing time is O(n?m). Therefore, the total
running time of our algorithm is O(n?m). O

7.5.2 Undirected Path Graphs

The results of Theorem 7.4.4 and Corollary 7.4.5 motivate us to investigate
whether our approach can be further extended to provide similar results on
larger classes of chordal graphs. The class of graphs with bounded vertex
leafage is a natural candidate to consider for such an investigation. However
we show that SUBSET FEEDBACK VERTEX SET is NP-complete on undirected
path graphs which are a subclass of graphs with vertex leafage at most two.
In particular, we provide a polynomial reduction from the NP-complete MAX
CuT problem. Given a graph G, the MAX CuUT problem concerns the finding
of a partition of V(@) into two sets A and A such that the number of edges
with one endpoint in A and the other one in A is maximum among all such
partitions. For two disjoint sets of vertices X and Y, we denote by F(X,Y) the
set {{z,y} |z € X and y € Y}. The cut-set of aset A C V(G) in G is the set
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of edges of G with exactly one endpoint in A, which is E(A, V(G)\ A)NE(G).
In such terminology, MAX CUT concerns the finding of a set A C V(G) such
that its cut-set in G is of maximum size. The MAX CUT problem is known
to be NP-hard on general graphs [52] and to remain NP-hard even when the
input graph is restricted to be a split or 3-colorable or undirected path graph
[7]. We mention that our reduction is based on MAX CUT on general graphs.

Towards the claimed reduction, to any graph G on n vertices and m edges,
we will associate a graph Hg on 12n? + 4n + 2m vertices. First we describe
the vertex set of Hg. For every vertex v € V(G), we consider the following
sets:

La? o 22 and X(v) = {7}, 22,..., 72"},

{z,
(U) = { v?yw X 'ﬂyanrl} and Y( ) = {yzl)vg?n s 7yvn+1}
(’U) :{ 2n+1 =1 2 , %n+1}7 and

122, .. yZyy 2
o W(v)={(v,) [{v,v'} € E(G)}.

We consider all these sets to be pairwise-disjoint. The vertex set of Hg is
precisely the union of all these sets. Notice that for every edge {u,v} € E(G),
the ordered pairs (u,v) and (v, u) are both vertices of Hg. We denote by W (v)
the set {(v/,v) | {v/,v} € E(G)}. The edge set of Hg contains precisely the
following:

e all edges required for the set (J,cy (¢ (Y (v) UY (v)UW (v)) to be a clique
and

e for every vertex v € V(G):

— all elements of the sets E(X(v),Y (v)), E(X(v),Y (v)),
E(X(v), W(v)), E(X(v), W(v)),

— for every i € [n], the edges {z¢,z7} {z!, 70"}, and

~ for every j € [2n+ 1], the edges {yl, =1}, {3, 70}, {7, 50}, {7, 50

Observe that 28, 7+ are true twins and Zi, Z""* are true twins, whereas 2}, 77,
are false twins. This completes the construction of Hn. An example of a graph

G and its associated graph Hg is given in Figure 7.4.

Lemma 7.5.10. For any graph G, the graph Hg is an undirected path graph.
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Figure 7.4: Illustration of a graph G on three vertices (top left) and its as-
sociated undirected path graph Hg (bottom). We also show the tree T'(Hg)
described in the proof of Lemma 7.5.10 (top right). The vertices of Hg that
lie in the gray area form a clique.

Proof. In order to show that Hq is an undirected path graph, we construct an
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undirected tree T'(H¢) such that the vertices of Hg correspond to particular
paths of T(Hg). To distinguish the vertex sets between G and T(Hg), we
refer to the vertices of T'(H¢) as nodes. In order to construct T'(Hg), starting
from a particular node r, for every vertex v € V(G), we consider the following
paths:

e Px(v) = (r,:cgv), . ,xslv)> and Pg(v) = (r, fgv), . ,E%U)> and

e for every j € [2n + 1], Pz(v,j) = (r, z%v’j),zgv’j))

Notice that the initial node r is contained in all these paths. We consider
them to be otherwise pairwise-disjoint. The tree T'(H¢) is precisely the union

of all these paths. Next, we describe the paths of T'(Hg) that correspond to
the vertices of Hg.

e For every v € V(G) and i € [n], to each of the vertices 2%, 277 (resp. T,
71 we correspond the path (xl(v)> (resp. (El(v)>)
e For every v € V(G) and j € [2n+ 1],
— to the vertices y{, and @% we correspond the paths ‘ .
<x£;)), e ,xgv), T, zgw), zév’])> and (ng), . ,E&U),T, z%v’j), zgv’]))) re-

spectively, and

— to the vertices 2 and 7 we correspond the paths (z?’j )> and (zév’j )>

respectively.

e For every {u,v} € E(G), to the vertices (u,v) and (v, u) we correspond
the paths <.1‘£lu), ... ,:Egu),?”, fgv), .. ,fﬁl’)> and <:):£ZU), ... ,:ngv),r, Tgu), . ,f&u»

respectively.

Now it is not difficult to see that the intersection graph of the collection that
contains precisely all these paths is isomorphic to Hg. Observe that all paths
containing node r correspond to the vertices of the clique ey (¢ Y (v) U
Y (v) UW (v) and for every v € V(G), all paths that are subpaths of Px(v)
and Pg(v) correspond to the vertices of X (v) and X (v) respectively, and all
paths that are subpaths of Pz (v, j), j € [2n + 1] correspond to the vertices of
Z(v). Therefore, Hg is an undirected path graph. O

Let us now show that to any cut-set in G, there is an associated subset
feedback vertex set in Hg. We first introduce some additional notation: X =
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UUEV(G) X(v), X = UvEV(G) y(”)? Y = UUEV(G)X('U)v Y = UvGV(G) ?(”U),
Z = UvEV(G) ZW), W =Uyev ey W) = UUEV(G) W (v) and for every A, B C
V(G), W(A,B) = (Upea W(a)) N (Upep W(b)). For every A C V(G), we

denote by A the set V(G) \ A for simplicity. We also define the vertex set

U(A) = (U (X(v) UY(U))) Ul J @@ uy) | uw\w(a,A).

vEA UEZ

Observe that |[U(A)| = n(2n+ (2n+1)) + (2m — |W (A, A)|) = 4n? +n+2m —
|W (A, A)| and [W (A, A)] is the size of the cut-set of A in G.

Lemma 7.5.11. Let G be a graph and let A C V(G). Then U(A) is a subset
feedback vertex set of (Hg,S) where S =X UX U Z.

Proof. We show that the undirected path graph Hg — U(A) is an S-forest.
Assume for contradiction that there is an S-triangle S; in Hg — U(A). Then
S; contains at least one vertex of S. We consider the following three cases:

e Let x € V(Sy) N X. Then there exists v € V(G) such that x € X(v).
Since X (v') C U(A) for every v € A, the vertex v must be in A. By
the construction of Hg, any vertex of X (v) has exactly one neighbor
in X (v). Thus there exists y € V(S;) such that y ¢ X(v). Again
by the construction of Hg, the neighborhood of any vertex of X (v) in
Hg — X (v) is Y(v) UW (v), which implies that y € Y (v) UW (v). Hence
we reach a contradiction to the definition of U(A), since Y (v) C U(A)
and W (v) C W\ W(A, A) CU(A).

e Let T € V(S;) N X. Arguments that are completely symmetrical to the
ones employed in the previous case yield a contradiction to the definition

of U(A).

e Let 2z € V(S¢) N Z. Then there exists v € V(G) such that z € Z(v)
and by the construction of Hg, there exist y € Y (v) and 5 € Y (v) such
that N(z) = {y,y}. Thus V(S;) must be {z,y,7}, which implies that
v,y ¢ U(A). Hence we reach a contradiction to the definition of U(A),
since either Y (v) C U(A) and Y (v) NU(A) = @ or vice versa.

Since we obtained a contradiction in all three cases, we conclude that there is
no S-triangle in Hg — U(A). O
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Now we are ready to show the main result of this section. Its forward
direction follows from the previous lemma. Its reverse direction is obtained
through a series of claims. These claims imply a procedure which progressively
reconfigures any arbitrary initial subset feedback vertex set of Hg until it
becomes one that is associated to a cut-set of G.

Theorem 7.5.12. The unweighted SUBSET FEEDBACK VERTEX SET decision
problem is NP-complete on undirected path graphs.

Proof. We provide a polynomial reduction from the NP-complete Max Cut
problem. Given a graph G on n vertices and m edges for the MAX CUT prob-
lem, we construct the graph Hg. Observe that the size of Hg is polynomial
and the construction of Hg can be done in polynomial time. By Lemma 7.5.10,
Hg is an undirected path graph. We set S = X UX U Z. We claim that G ad-
mits a cut-set of size at least k if and only if (Hg, S) admits a subset feedback
vertex set of size at most 4n% + n + 2m — k.

Lemma 7.5.11 provides the forward direction. Here we show the reverse
direction. For every U C V(Hg), we denote by U the set V(Hg) \ U for
simplicity. We also define the vertex set Ay = {v € V(G) | X(v) C U}. Let
U be a subset feedback vertex set of (Hg,S). Then it is not difficult to see
that U(Ay) = U holds if and only if U satisfies the following four properties:

(1) ZCU.

(2) For all v € V(G), either X(v) C U or X(v) C U, and either X(v) C U
or X(v) CU.

(3) For all v € V(G), either X (v)UY (v) C U and X (v)UY (v) C U, or vice

versa.

(4) W\ W(Ay,Ay) CU and W (Ay, Ay) C U.

For every i € {0,1,...,4}, we say that a subset of V(H¢) is a tier-i sfvs if it
is a subset feedback vertex set of (Hg,S) that satisfies the first i properties
listed above. Notice that if a subset of V/(H¢) is a tier-i sfvs, then it is a tier-j
sfvs for all j € {0,1,...,4}. Also notice that any subset feedback vertex set of
(Hg, S) is a tier-0 sfvs. We will now show through a series of claims that for
every tier-0 sfvs, there exists a tier-4 sfvs of at most equal size.

Claim 7.5.13. For every tier-0 sfvs U, there exists a tier-1 sfvs U’ such that
U’ < |U].
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Proof: Let U be a tier-0 sfvs. If ZNU = @, then U is already a tier-1 sfvs.
Assume otherwise. Then there exist v € V(G) and j € [2n + 1] such that
{21, 2} NU # @. We construct the set U’ = (U \ {z),%}) U{y%}. Notice that
{20, 2} NU| > 1 and {7} \ U| < 1, yielding |U’| < |U|. Observe that by the
construction of Hg, the neighborhoods of 2 and Z}, in Hg — U’ are the same
subset of {7}, thus neither 2}, nor zJ, is a vertex of any triangle of Hg —U’. As
2}, and 75 are the only vertices being removed from a tier-0 sfvs, this implies
that U’ is also a tier-0 sfvs. Iteratively following this argumentation for every
v € V(G) and j € [2n + 1] such that {z},Z} NU # @, we obtain a tier-1 sfvs
U’ such that |U'| < |U|. 4

Claim 7.5.14. For every tier-1 sfus U and v € V(G), it holds that |(Y (v) U

Y(0))NU| > 2n+1.

Proof: Let U be a tier-1 sfvs. Consider a vertex v € V(G). Then Z(v) C U.
Since Z(v) C S also holds, the triangles induced by the sets {y’, 7,25},
J € [2n + 1] are 2n + 1 vertex-disjoint S-triangles of Hg. Therefore, at least
2n+ 1 vertices of Y (v) UY (v) must be in U, because Hg — U is an S-forest.

Claim 7.5.15. For every tier-1 sfvs U, there exists a tier-2 sfvs U’ such that
Ul < |U|.

Proof: Let U be a tier-1 sfvs. Consider a vertex v € V(G) such that both
X(w)NU # @ and X(v) NU # @. Assume that + € X(v) N U. By the
construction of H¢g, we have that N(z) \ X(v) = Y(v) UW(v) is a clique.
Since X (v) C S and Hg — U is an S-forest, at most one vertex of Y (v) UW (v)
is in U. We construct the set U’ = (U \ X (v)) U (Y (v) UW (v)). Notice that
| X(v)NU| > 1and [(Y(v)UW(v))\U| <1, yielding |U’| < |U|. The set U’ is
a tier-1 sfvs. This follows from the fact that by the construction of Hg, there
are no triangles in Hg[X (v)] and N (X (v)) = Y (v)UW (v) C U’. Now consider
a vertex v € V(@) such that both X(v) NU # @ and X(v) NU # @. Via
completely symmetrical arguments, the set U” = (U’"\ X (v)) U (Y (v) UW (v))
is a tier-1 sfvs such that |U”| < |U’|. Tteratively following the argumentations
regarding all applicable cases for every v € V(G), we obtain a tier-2 sfvs U’
such that |U'| < |U|. 4

Before we continue with our claims, we observe that for every tier-0 sfvs U
and v € V(G), if X(v) C U, then Y (v) UW (v) C U, and if X(v) C U, then
Y (v) UW(v) C U. This follows from the facts that Hg — U is an S-forest,
X(v) UX(v) C S and by the construction of Hg, for every y € Y (v) U W (v)
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(resp. ¥ € Y (v) U W (v)), the set {zl 21 ¢y} (resp. {zl, 72", 7}) induces
a triangle of Hg. In proving our remaining claims, we implicitly apply this

observation.
Claim 7.5.16. For every tier-2 sfvs U, there exists a tier-3 sfvs U’ such that
U1 < |Ul.

Proof: Let U be a tier-2 sfvs. Consider a vertex v € V(G). Then exactly one
of the following holds:

(1) X(v)UX(v)CU
(2) X(v) CU and X(v) CU
(3) X(v) CU and X(v) CU
(4) X(w)UX(v) CU

Assume that (1) holds. Then Y (v) UY (v) C U holds. We construct the set
U =(U\Y(v))UX(v). Notice that |Y(v)NU| =2n+1 and | X (v) \U| = 2n,
yielding |U’| < |U|. It is not difficult to show that the set U’ is a tier-2 sfvs.

Now assume that (2) holds. Then Y (v) C U holds. We construct the set
U =U\Y(v). Clearly, [U'| < |U|. It is not difficult to show that the set U’
is a tier-2 sfvs. Assuming that (3) holds, completely symmetrical arguments
yield that the set U’ = U \ Y (v) is a tier-2 sfvs such that |U’| < |U].

Lastly assume that (4) holds. By Claim 7.5.14, we have |(Y(v) UY (v))\
U| < 2n + 1. Without loss of generality, assume that |Y(v) \ U] < n. We
construct the set U’ = (U \ (X(v) UY (v))) U (Y (v) UW(v)). Notice that
(X (v)UY (v))NU| > 2n+0 = 2n and |(Y (v) UW (v))\U| < n+(n—1) < 2n,
yielding |U’| < |U]. It is not difficult to show that the set U’ is a tier-2 sfvs.

Iteratively following the argumentation regarding the appropriate case for
every v € V(G), we obtain a tier-3 sfvs |U’| such that |U’| < |U]. 4

Claim 7.5.17. For every tier-3 sfvs U, there exists a tier-4 sfvs U’ such that
U’ < [U].

Proof: Let U be a tier-3 sfvs. Consider a vertex w € W. Then there exist
u,v € V(G) such that w = (u,v) is the (unique) vertex of W (u) N W (v).
Assume that w € W\ W(Ay, Ay). Then u ¢ Ay or v ¢ Ay, which implies
that X(u) C U or X(v) C U. In both cases, it follows that w € U. Now
assume that w € W(Ay,Ay). Then uw € Ay and v € Ay, which implies
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that X(u) C U and X (v) C U. By the construction of Hg, we have that
N(w)N S = X(u) UX(v). It follows that the set U’ = U \ W(Ay, Ay) is a
tier-4 sfvs such that |U’'| < |U|. g

To conclude our proof, we assume that U is a tier-0 sfvs such that |U| <
4n? 4+n+2m—k. Due to Claims 7.5.13, 7.5.15-7.5.17, there exists a tier-4 sfvs
U’ such that |U’| < |U|. Then U(Ays) = U’ holds. Recall that |U(Ay)| =
4n? 4+ n+2m — |W(Ay:, Ay)| and |W (Ayr, Agr)| is the size of the cut-set of
Ay in G. All of the above imply that the size of the cut-set of Ay in G is at
least k. O
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SEFVS, FVS, NMC AND
UNMC ON H-FREE GRAPHS

In this chapter, we present our results for SEFVS, FVS, NMC and UNMC on
H-free graphs and in particular on («a + 1)K;-free graphs, a € N. Section 8.1
contains our results for SFVS: a polynomial-time algorithm for solving the
weighted SFVS problem on 4K;i-free graphs, NP-hardness of the weighted
SFVS problem on 5K;-free graphs and a polynomial-time algorithm for solving
the unweighted SFVS problem on (a + 1)K;-free graphs. In Section 8.2, we
provide a polynomial-time algorithm for solving the weighted FVS problem
on (a+ 1)K;-free graphs and an alternative reduction for showing a matching
WI[1]-hardness of the unweighted FVS problem. Our results for the unweighted
NMC and weighted UNMC problems which are corollaries of the results in
Section 8.1 are contained in Sections 8.3 and 8.4 respectively. In Section 8.4,
we also provide a polynomial-time algorithm for solving the unweighted UNMC
problem on (a + 1) Kj-free graphs. All of the above are results of a study of
these problems on graphs with bounded independent set number. Recall that:

e graphs with independent set number at most o« = (a4 1) K;-free graphs

e graphs with clique cover number at most a = co-a-partite graphs

Also observe that the relations illustrated in Figure 8.1 hold. The results
presented in this chapter were published in the following works:
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independent set number | 5 clique cover number
at most « - at most o
{ {
Ul Ul
l l
independent set number clique cover number
exactly o exactly a

5 c
o —c—

independent set number ﬁ clique cover number
exactly a exactly a

Figure 8.1: Relations between the graph classes appearing in this chapter.

e Charis Papadopoulos and Spyridon Tzimas. Subset Feedback Vertex Set
on Graphs of Bounded Independent Set Size. 13" International Sym-
posium on Parameterized and Exact Computation (IPEC 2018). Leib-
niz International Proceedings in Informatics (LIPIcs), 115:20:1-20:14
(2019).

e Charis Papadopoulos and Spyridon Tzimas. Subset feedback vertex set
on graphs of bounded independent set size. Theoretical Computer Sci-
ence, 814:177-188 (2020).

However, we note that the results are presented in reanalysed form in light
of the aforementioned relations between the graph classes considered in this
chapter.

8.1 SFVS on Graphs with Bounded Independent
Set Number

Let us give a couple of observations on the nature of SFVS on graphs with
bounded independent set number. Firstly note that the bound on the size of
an independent set is a hereditary property; for every induced subgraph H of
G, we have o(H) < a(G). Moreover for any clique C of G, any S-forest of G
contains at most two vertices of S NC.
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Observation 8.1.1. Let G be a graph with a(G) < a and let S C V.

(1) For every set X of at least 2a + 1 vertices, there exists a cycle in G[X].

(2) Every S-forest of G has at most 2« vertices from S.

Proof. Let X be a set of at least 2ac+1 vertices. Assume that G[X] is a forest.
As an induced subgraph of G, any independent set of G[X] has size at most «.
Since G[X] is acyclic, there is a proper 2-coloring A, B of the vertices of G[X]
such that |A| > |B|. By the fact that |A| < a, we conclude that |A|+|B| < 2«
leading to a contradiction that |X| > 2« + 1. Thus G[X] contains a cycle.

For the second statement, let F' = (Vp, EF) be an S-forest of G. By the
first statement, if S N Vp has at least 2ac + 1 vertices then there is a cycle in
F[S N Vg], which implies an S-cycle in F. Thus |SNVe| < 2a. O

We note that Observation 8.1.1 allows us to construct by brute force all
possible subsets of S belonging to any S-forest in n(® time.

8.1.1 Weighted SFVS

Here we consider the weighted SFVS problem and we show a complexity
dichotomy result with respect to the independent set number. We first pro-
vide a polynomial-time algorithm for solving the weighted SFVS optimization
problem on graphs with independent set number at most three and then we
show that the weighted SFVS decision problem is NP-complete on graphs with
independent set number at least four.

Let (G, S) be an instance of the weighted SFVS optimization problem such
that o(G) = a. Let H = (Vy,Epg) be an induced subgraph of G. Let
So = SNVy and let S; = Ny (Sp). Furthermore, we denote by S<; the set
So U S1. We partition the graph H into two induced subgraphs H<; and H;
as follows:

e Hcj is the subgraph H[S<;] of H that is induced by the vertices that
are at distance at most one from the vertices of Sy.

e H-; is the subgraph H — S<; of H that is induced by the vertices that
are at distance at least two from the vertices of Sj.
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Fey

Ay = {v1,v9}
Ay = {v,v3}
Az = {va}
Fsq

Figure 8.2: Illustrating an S-distance partition (F<i, F%;) of an S-forest F'
with S = {s1, s2, s3} that shows the connected components C1,Co, C5 of Fx.
The edges inside F<q are not drawn in order to highlight that the cut satisfies
the given tuple (Aj, Ag, A3).

Such a partition is called the S-distance partition of H, denoted by (H<1, Hs1).
The set of edges of H having one endpoint in H<; and the other in Hy is
called the cut of the partition (H<i, H>1). Notice that a vertex of H<; that
is adjacent to a vertex of H~; belongs to S7.

Let (C1,...,Cy) be an ordering of the partition of the vertices of H~; such
that each C;, 1 < i < d, induces a connected component in H~1. Because
H- is an induced subgraph of G, it is clear that d < . Let (Aj,...,Aq) be
a tuple of d subsets of Sy, i.e., each A; C S; holds. Observe that (Ay,...,Aq)
neither partitions nor covers the set S;. We say that the cut satisfies the tuple
(A1, ..., Ay) if for any vertex v € Cj, we have (N (v) N S<1) C A;. Recall that
an S-forest is an induced subgraph of G. Thus, an S-forest F' of G admits an
S-distance partition (F<i, F~1). The notion of an S-distance partition of F
with the corresponding cut is illustrated in Figure 8.2.

We now utilize the S-distance partition of H in order to construct an al-
gorithm that solves the weighted SFVS optimization problem on graphs with
independent set number a and subsequently show that this algorithm is effi-
cient for a < 3. Our general approach relies on the following facts:

e By Observation 8.1.1 (2), we try all subsets S’ of S with at most 2«
vertices and keep those sets that induce a forest. This step is used in
constructing the vertices of S within the graph H<;. In particular, for
each such set S’, we construct all H<; such that Sy = 5’". We will show
that the number of such subsets produced is bounded by n®(®.

110



Chapter 8 8.1. SFVS on Graphs with Bounded Independent Set Number

e For each of the potential subgraphs H<; constructed in the previous
step, and for each d < «, we determine all possible tuples (A41,...,Ay)
with A; C S; having the following property: every induced subgraph
of G whose S-distance partition’s first part is H<; and its cut satisfies
the tuple (Ai,...,Ay) is indeed an S-forest F of G. We show that
considering only these tuples is sufficient in Lemma 8.1.2.

e Up to that point, we can show that all steps can be executed in time
n®(@ . However for the next and final step we can only achieve polyno-
mial running time if we restrict ourselves to @ < 3 due to the number of
connected components of Fq. For each tuple computed in the previous
step, we find connected components C1, ..., Cy of maximum cumulative
weight such that the cut of (F<i, G[Cy U --- U Cy]) satisfies the tuple.
For doing so, we take advantage of the small number of connected com-
ponents (d < 3) and an efficient way of computing a vertex-cut between
such components.

We begin by showing that the S-distance partition of H provides a useful
tool towards computing a maximum S-forest. Given a set of vertices X C N[S]
and d subsets A; of X \ S, we construct the graph auxa, . 4,(X) that is
obtained from G[X] by adding d vertices wy, ..., wq such that every vertex wj
is adjacent to all the vertices of A;. In what follows, we always assume that
G is a graph having independent set size a.

Lemma 8.1.2. Let F' be an S-forest of G with S-distance partition (F<1, Fs1)
such that Sy # @. Then for some d < «, there is a tuple (Ay,...,Aq) with
A; C S such that

(i) the cut of (F<1,Fs1) satisfies (A1, ..., Aq) and

(ii) every induced subgraph H of G with S-distance partition (H[S<i], H —
S<1) that satisfies (A1, ..., Aq) is an S-forest.

Proof. Let (C1,...,Cy4) be an ordering of the partition of the vertices of Fq
such that every C; induces a connected component in F 1. We define a tuple
(A1,...,Ag) in which every A; = N(C;) N S<y, for 1 < i < d. Clearly 4; C
S1 since every vertex FLp is at distance at least two from Sy. Thus, by
construction, the cut of (F<i, F51) satisfies the tuple (A41,..., Aq).

For the next claim, we first show that G = auxga, .. A,(S<1) is an S-forest.
Assume for contradiction that there is an S-cycle C'in G. Since F<; does not
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contain any S-cycle, C contains a vertex w; and at least two vertices wu;, v;
from A;, for some 1 < i < d. By the fact that A; = N(C;) N S<1, there are
vertices x; and y;, not necessarily distinct, in C; that are adjacent to u; and
v, respectively. Since C; induces a connected component of FLi, there is a
path between z; and y; that lies entirely in F-1[C;]. This means that we can
replace the vertex w; of C by a path between z; and y; for every i, to obtain
an S-cycle in F, leading to a contradiction. Thus, G is an S-forest.

Let H be an induced subgraph of G with S-distance partition (H[S<1], H —
S<1) that satisfies (Ai,...,Aq). Observe that H[S<i] = F<; as they are
induced subgraphs of the same vertex set of G. Thus H|[S<;] does not contain
any S-cycle, because F' is an S-forest. Since the cut of (H[S<;],H — S<1)
satisfies (A1, ..., Aq), there is a partition (77, ..., Ty) of the vertices of H—S<;
such that 7; is a connected component of H — S<; and N(T;) C A;, for
1 <i < d. We show that H is indeed an S-forest. For contradiction, assume
an S-cycle C in H. There are no S-cycles in H[S<;] which implies that
CnNT; # @, for some 1 < i < d. For every such set, we replace the part
C' NT; by a vertex w}. Denote by H' the resulting graph. Notice that H'[C]
is a subgraph of G[C] because Npr(w;) € Ng(w;). This, however, implies
an S-cycle in @, which gives the desired contradiction. Therefore, H is an
S-forest. O

Notice that G — S is trivially an S-forest of G. Moreover, G — S is maximal
among all S-forests of G such that Sy = @. In what follows, we assume that
So # @ and show how to bound the vertex set S<i of Fy.

Lemma 8.1.3. Let F' be an S-forest of G such that Sy # @.

1. If |So| < 2a — 2 then |S<i| < 4o — 2.

2. If |So| > 2ac — 1 then |S<i1| < 2a.

Proof. Let F be such an S-forest of G with |Sg| > 1. By Observation 8.1.1 (2),
we know that |Sp| < 2a. Notice that |S<i| = [So| + |S1|. We consider sepa-
rately the two cases of the claim.

Case 1. Let 1 < |Sp| < 2c0 — 2. Assume for contradiction that |S<;| > 4a — 2.
We show that F[Si] contains a matching with at least o edges. Applying
Observation 8.1.1 (1) shows that there is a cycle C' in F[S<1]. Since F' is an
S-forest, this is not an S-cycle, so all vertices contained in C are vertices of
S1. Let Vyy = @. Iteratively adding the two endpoints of an edge of C to Vi,
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and applying Observation 8.1.1 (1) to F' — Vs as long as |S<1 \ V| > 2, we
identify « edges of Sy such that all their endpoints are distinct. Thus, F'[S1],
and in particular F'[V)y], contains a matching M with at least « edges.

Let C4,...,Cq be the connected components of F[Sy]. Notice that d < «
because F[Sp] is an induced subgraph of a graph with maximum independent
set size . By construction, every vertex of S; is adjacent to at least one
vertex of Sy. If the endpoints of an edge of M in Sy are adjacent to vertices of
the same component C;, 1 < i < d, then there is an S-cycle in F' since every
vertex of C; belongs to S. Thus the endpoints of every edge of M are adjacent
to different connected components of F[Sy]. Now obtain a bipartite graph by
contracting every component C; into a single vertex and every edge of M into
a single vertex and keep only the adjacencies between the components and
the edges of M. Let (A, B) be the bipartition of the resulting bipartite graph
such that A contains the components of F'[Sp] and B contains the edges of M.
Since |A| < |B| and every vertex of B is adjacent to at least two vertices of
A, there is a cycle in the bipartite graph. Then, it is not difficult to see that
the cycle of the contracted vertices corresponds to an S-cycle in F'. Therefore
there is an S-cycle in an S-forest, leading to a contradiction.

Case 2. Let 2a—1 < |Sy| < 2cv. Assume for contradiction that [S<i| > 2a. We
pick a subset W of Sy such that |Sp|+ |W| = 2a+1. Notice that 1 < |[W| < 2.
Then Observation 8.1.1 (1) implies that there is a cycle in F'[Sp U W]. Since
W has at most two vertices, we conclude that the induced cycle of F[SyU W]
has at least one vertex from S, hence it is an S-cycle in F'. Therefore, we
reach a contradiction which implies that |S<;| < 2a. O

Lemma 8.1.3 shows that we can compute all possible candidates for S<; in
polynomial time as follows.

e We first construct, by brute force, all subsets S” of S having at most 2«
vertices, according to Observation 8.1.1 (2).

e Then, for each such subset S’, we incorporate a set Y C N(S')\ S
for which either |S'| + |Y| < 4a — 2, or |S’| + |Y| < 2a, according to
Lemma 8.1.3.

e Given the described sets S’ and Y, we check if G[S’ UY] induces an S-
forest and, if so, we include S’UY into a list L1 containing all candidates
fOT Sgl.
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The correctness follows from Observation 8.1.1 and Lemma 8.1.3. Regarding
the running time, notice that we create at most n®(® subsets for each of S’
and Y C N(S")\S. Thus, in n®® time we can compute a list L; that contains
all possible candidates for (the solution’s) set S<;.

Let S<; be a set of L. We now focus on the graph G’ = G — (S<1 U S)
that contains the vertices that are at distance of at least two from Sjy. Recall
that we assume Sy # @, by the discussion prior to Lemma 8.1.3. Let d be the
number of connected components of G’. It is clear that d < «. In fact, since
|So| > 1 and the vertices of G’ are at distance of at least two from Sy, we have
d< a.

By brute force, we find all tuples (Aj, ..., Ag) such that the following hold:

(i) A; C Sy, for every 1 <i < d, and

(ii) the graph auxa, . a,(S<1) is an S-forest.

Notice that by the proof of Lemma 8.1.2 (ii) it is sufficient to consider only
such tuples. Since A; C S<i1, d < a, and [S<i| < 4, the number of tuples
is a©(@ 5o that we can obtain the desired set of tuples that satisfy both
conditions in polynomial time.

In what follows, we consider the case for a < 3. By the previous arguments,
we are given a set S<; C N[S| and tuples of the form A; or (A;, A2) which
are subsets of S;. Our task is to compute a subset V' of the vertices of G’
such that the vertices of S<; UV’ induce a maximum S-forest and the cut of
(G[S<1], G[V']) satisfies A; or (A1, Ag), respectively. We distinguish the two
cases with the following two lemmas.

Lemma 8.1.4. Let X C N[S] and let Ay be a subset of X \ S such that both
G[X] and auxa, (X) are S-forests. There exists a polynomial-time algorithm
that computes a mazimum S-forest F' such that S<i = X and the cut of its
S-distance partition (F<i, Fs1) satisfies Aj.

Proof. Since F<; is a fixed S-forest of F', we need to determine the vertices
of V'\ (X US) that are included in F%;. By the desired cut of (F<q, Fs1), we
are restricted to the vertices of V' \ (X U .S) whose neighbors in F<; are only
vertices of A1. Those vertices can be described as follows:

Blz{wEV\(XUS)|N(w)ﬂS§1§A1}
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Since the cut satisfies a single subset A, we have at most one connected com-
ponent of G[B;] in F~;. In order to choose the correct connected component
of G[By], we try to include each of them in F-; and select the one having
the maximum total weight. Notice that adding any component of G[Bj] into
F-1 cannot create any S-cycle, because auxa, (X) is an S-forest. Thus, by
Lemma 8.1.2, we correctly compute a maximum S-forest with the desired
properties. Clearly the set By can be constructed in polynomial time. Since
the number of connected components G[B;] is at most two, all steps can be
executed in polynomial time. O

Next, we consider the case when we have a tuple (A, Ag).

Lemma 8.1.5. Let X C N[S] and let A1, Az be subsets of X\ S such that both
G[X] and auxa, 4,(X) are S-forests. There exists a polynomial-time algorithm
that computes a mazximum S-forest F' such that S<1 = X and the cut of its
S-distance partition (F<i,Fs1) satisfies (A1, Az).

Proof. Similar to the proof of Lemma 8.1.4, we first construct the sets By and
By that contain all vertices of V' '\ (X U S) whose neighbors in F<; are only
vertices of A1 and A, respectively:

Blz{wEV\(XUS)|N(w)ﬂ5’§1§A1} and
BQZ{’LUEV\(XUS)’N(w)ﬂsSlgAg}

As the desired cut of (F<i, F%1) satisfies (A, Az), there are two connected
components of F\1 which are subsets of the two sets By and Bs, respectively.
Let C7 and Cs be the connected components of F5q such that C; C By and
Cy C By. Now observe that there should be two non-adjacent vertices ¢; € By
and ¢y € By that belong to C and Cs, respectively. We iterate over all possible
pairs of non-adjacent vertices ¢; € By N Cy and co € Bo Ny in (’)(n2) time.
Assuming a given choice for ¢; and ¢y, observe the following:

e Since c; and ¢y are vertices of different connected components of F~ 1, the
components themselves are further restricted to be subsets of B; \ N|co]
and By \ NJci], respectively. That is, C1 C (B; \ N|ez]) and Cy C
(B2 \ Nle1])-

e Since F' has at least one vertex of S, c¢1,c2 € V' \ (X US) are non-
adjacent, and by the fact d < 3, we have that By \ N|cz] and By \ Nci]
induce cliques in G. Thus B; \ N[ez] € NJei] and By \ Nc1] € Nea],
respectively.
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Then by the second statement it is not difficult to see that B; \ N[cz] and
By \ N[cq] are disjoint. Let B} = (B \ N|c2]) \ {c1} and B = (B2 \ Nlc1]) \
{c2}. Now in order to find the maximum induced S-forest under the stated
conditions and our assumption that ¢; and cy belong to the two connected
components of F51, it suffices to find the maximum subset C1 UC3 of B} U B}
such that there are no edges between the vertices of C1 N B and the vertices of
Cy N B). This boils down to computing a minimum weighted vertex cover on
the bipartite graph G’ obtained from G[Bj U B}] and removing the edges inside
G|[Bj] and G[Bj]. By standard techniques using maximum flow arguments,
we compute a minimum weighted vertex cover U on G’ in polynomial time
[64, 67]. Therefore, G[B{UB}]—U contains the connected components C7\{c; }
and C \ {c2}, as required. O

Now we are equipped with the necessary tools in order to obtain our main
result, namely a polynomial-time algorithm that solves weighted SFVS on
graphs with independent set number at most 3.

Theorem 8.1.6. The weighted SF'VS optimization problem can be solved on
graphs with independent set number at most 3 in n°Y time.

Proof. Let us briefly explain such an algorithm for computing a maximum
S-forest F' of a graph G having independent set size at most three. Initially
we set F* = G — S. Then, for every set X C N[S] with |X| < 4 -3 such
that G[X] is an S-forest, we try by brute force every tuple A; and (A1, A2)
with A; C (X'\ S) and check whether aux4, (X) or auxa, 4,(X) is an S-forest.
For each of such subsets, we find a maximum S-forest F' with an S-distance
partition (G[X], F~1) having a cut satisfying A; or (A;, Aa), respectively, by
applying the algorithms described in Lemma 8.1.4 and Lemma 8.1.5. At each
step, we maintain the maximum weighted S-forest F'* by comparing F' with
F*. Finally we provide the vertices V' \ V(F*) as the set with the minimum
total weight that are removed from G.

By Lemma 8.1.3, it is sufficient to consider the described subsets X. Since
every induced subgraph of G — X contains at most two connected compo-
nents, Lemma 8.1.2 implies that all possible subsets A; or (A1, A2) with the
described properties are enough to consider. Thus, the correctness follows
from Lemmata 8.1.3-8.1.5. Regarding the running time, notice that whether
a graph contains an S-cycle can be tested in polynomial time. Thus, we can
construct all described and valid subsets in n®M time. Therefore the total
running time of the algorithm is n®®, since each of the algorithms given in
Lemma 8.1.4 and Lemma 8.1.5, respectively, requires polynomial time. O
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Let us now show that extending Theorem 8.1.6 to graphs with larger inde-
pendent set number is not possible. More precisely, with the following result
we show that weighted SFVS is para-NP-complete parameterized by the inde-
pendent set number.

Theorem 8.1.7. The weighted SF'VS decision problem on graphs with inde-
pendent set number exactly a and cliqgue cover number exactly o is NP-complete
ifa>4.

Proof. We will a provide a polynomial reduction for @« = 4 which can be
trivially generalized to any a > 4. The reduction is from the unweighted VC
decision problem on tripartite graphs which is NP-complete [37]. Let G be a
tripartite graph on n vertices and let {A, B,C'} be a partition of V(G) into
three cliques. We construct a weighted graph G’ from G in polynomial time
as follows.

e We assign unary weight to all vertices of G.

e We add a vertex s and two vertices rr,t; for every I € {A, B,C}. We
assign weight n to all added vertices.

e Forevery I € {A, B,C}, we add the edge {rr, s} and all edges necessary
for turning {ry,t;} U I into a clique.

This completes the construction of G’. Since {s,t4,tp,tc} is an independent
set and {{s}, {ra,ta} U A {rp,tp} U B,{rc,tc} UC} is a partition of the
V(@) into cliques, the constructed graph G’ is such that «(G’) = k(G') = 4.

Next we set S = {s} and we claim that G has a vertex cover of size at most
k < n if and only if G’ has an S-fvs of weight at most k. Consider a vertex
cover U of GG of size at most k. By definition, U hits all edges of G, so G — U
is an independent set. It follows that {ra,ta} U (A\U), {rg,tg} U (B\U)
and {r¢,tc}U(C\U) are the connected components of G' — ({s} UU). Since
s is only adjacent to r 4, rg and ¢, no vertex set containing s induces a cycle
of G' —U. Thus G’ — U is a connected S-forest. Therefore U is an S-fvs of G’
of weight at most k, because all vertices of G have unary weight in G’.

For the opposite direction, consider an S-fvs U of G’ of weight at most
k <n. If U ¢Z V(G), then its weight is at least n. Thus U C V(G). Assume
that U is not a vertex cover of G. By definition, there is an edge of G that
U does not hit. Without loss of generality, assume that the endpoints of this
edge are the vertices a € A and b € B. Then (s,74,a,b,rp) is an S-cycle in
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G’ — U, which contradicts the fact that U is an S-fvs of G’. Therefore, U is
a vertex cover of G of size at most k, because all vertices of G have unary
weight in G’. O

Combining the results of Theorems 8.1.6-8.1.7, we obtain the following
complexity dichotomy results for weighted SFVS.

Corollary 8.1.8. Weighted SF'VS on graphs with independent set number at
most a 1s in P if a < 3 and NP-complete otherwise. The same holds for
weighted SF'VS on graphs with independent set number exactly o, on graphs
with clique cover number at most a, on graphs with clique cover number exactly
a, and on graphs with independent set number eractly o and clique cover
number ezxactly «.

8.1.2 Unweighted SFVS

Here we show that despite the existence of the above complexity dichotomy
results for weighted SF'VS, unweighted SF'VS can be solved in polynomial time
on graphs with bounded independent set number.

Theorem 8.1.9. The unweighted SF'VS optimization problem can be solved
on graphs with independent set number at most o in nP@ time.

Proof. Let G be a graph such that a(G) < a and let S C V(G). Consider a
minimum S-fvs U of G. Then F' = G — U is a maximum S-forest of G. By
Observation 8.1.1 (2), the set SNV (F) =S\ U contains at most 2« vertices.
We now claim that the set U\ S also contains at most 2« vertices. To see this,
observe that if U \ S would contain more than 2« vertices, then S would be
an S-fvs of G of size smaller than the size of U, leading to a contradiction to
the optimality of U. Thus both S\ U and U \ S contain at most 2« vertices.

We conclude that in order to find such a set U, it suffices to consider all
sets 8" C S and U’ C V(G) \ S containing at most 2« vertices as candidates
for S\ U and U \ S respectively. To see this, observe that UNS = S\ (S\U).
The number of such sets S’ and U’ is at most 2n?*!. Moreover, checking
whether an induced subgraph of G is an S-forest takes O(n + m) time [14].
Therefore, in n°@ time we compute a minimum S-fvs showing the claimed
result. O
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8.2 FVS on Graphs with Bounded Independent Set
Number

Here we show that in addition to unweighted SFVS, weighted FVS can also
be solved in polynomial time on graphs with bounded independent set number.

Theorem 8.2.1. The weighted F'VS optimization problem can be solved on
graphs with independent set number at most o in nP@ time.

Proof. Let G be a graph such that a(G) < a. By Observation 8.1.1 (1), every
forest of G has at most 2« vertices. Thus, in order to compute a minimum-
weighted fvs of GG, it suffices that we proceed as follows: We construct all sets
V C V(Q) of size at most 2a. Then, for every such set V', we check whether it
induces a forest in O(n+m) time and if so, we construct the set U = V(G)\ V.
Finally, we pick a set with the smallest weight among the constructed sets U.

Therefore, the total running time of our algorithm is nO@), O

Regarding the dependence of the exponent on the independent set num-
ber in the running time of the algorithms given in Theorems 8.1.9 and 8.2.1,
note that we can hardly avoid this fact, since unweighted FVS is W[1]-hard
parameterized by the clique cover number as explicitly shown in [51] via a
reduction from the INDEPENDENT SET problem. The same W/[1]-hardness can
also be shown via an appropriate modification of the reduction from the MUL-
TICOLORED CLIQUE problem given in [48] for showing that unweighted FVS
on H-graphs is W[1]-hard parameterized by mim-width. However, this latter
reduction is quadratic in the parameter k. In the following result, we provide
a simpler reduction which is linear in the parameter k.

Theorem 8.2.2. The unweighted FVS decision problem is W [1]-hard param-
eterized by the clique cover number.

Proof. The reduction is from the MULTICOLORED INDEPENDENT SET prob-
lem: given a graph G and a partition V = {Vi},cy of V(G) into k parts,
decide whether G has an independent set of size k containing exactly one ver-
tex from each part of V. We call such a set a multicolored independent set
of G. Tt is known that MULTICOLORED INDEPENDENT SET is W([1]-hard pa-
rameterized by k [31, 72]. Let (G, {Vi}ic[)) be an instance of MULTICOLORED
INDEPENDENT SET such that |V(G)| = n. We construct a graph G’ from G
as follows.
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e For every i € [k], we add a vertex [; and all edges necessary for turning
the set V; U {l;} into a clique.

e We add a vertex r and make it adjacent to every vertex of V(G).

This completes the construction of G'. Note that |V(G')| =n+k+1. We
define the sets L = {l;};cy) and I = {r}UL. Observe that I is an independent
set of G’ of size k41 and {{r}} U{V; U {li}}icx is a partition of V(G’) into
k41 cliques. We conclude that o(G’") = k(G’') = k+ 1. We claim that G has
a multicolored independent set if and only if G’ has a fvs of size at most n — k.

Let Ipnis = {v; € V;}ie[k} be a multicolored independent set of G. Consider
the graph F' = G'[I U I,;,;5]. By the construction of G’, the graph F is a tree.
Therefore, the set V(G')\ V(F) = V(G) \ Lnis constitutes a fvs of G’ of n — k

size.

For the opposite direction, let U be a fvs of G’ of size at most n — k. Then
F =G’ — U is a forest of G’ that has at least 2k + 1 vertices. We claim that
the forest F' contains exactly one vertex from each set V;, i € [k]. Recall that
a forest contains at most two vertices from any particular clique. Since the
sets V; U {l;}, i € [k] are cliques of G’, the forest F must contain at most two
vertices from each one of these cliques. Then it is not difficult to see that
F must contain exactly two vertices from each set V; U {l;}, i € [k] as well
as the vertex r, because otherwise it would contain less than 2k + 1 vertices.
In particular, the forest F' must contain at least one vertex from each set V;,
i € [k]. Since the sets {r} UV;, i € [k] are also cliques of G’, the forest F’
must also contain at most two vertices from each one of these cliques. In
particular, the forest F' must contain at most one vertex from each set V;,
i € [k]. We conclude that the forest F' contains exactly one vertex from each
set Vi, i € [k]. Let Imis = {vi € Vi}igp) be the set V(F)\ I. Without loss of
generality, assume that v; and vy are adjacent. Then (r,v1,v9) is a cycle in
F', which is a contradiction to F' being a forest. Therefore, the set I,,;s is a
multicolored independent set of G. O

Chen et al. [20] showed that MULTICOLORED INDEPENDENT SET admits
no f(k)-n°*)-time algorithm under the ETH. Since the reduction provided in
the proof of Theorem 8.2.2 is linear in the parameter k, we get the following
result conditioned on the ETH:

Corollary 8.2.3. Unweighted FVS on graphs with independent set number
exactly k and clique cover number exactly k cannot be solved in f(k) - nok)
time, unless the ETH fails.
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The lower bound stated in Corollary 8.2.3 implies that if the ETH holds,
then the running times of the algorithms given in Theorems 8.1.9 and 8.2.1
are tight for all graph classes considered in this chapter.

8.3 NMC on Graphs with Bounded Independent
Set Number

Here we completely characterize the complexity of NMC on graphs with
bounded independent set number. In particular, for graphs with independent
set number exactly « and clique cover number exactly a > 3, we adapt the
reduction given in Theorem 8.1.7.

Theorem 8.3.1. NMC on graphs with independent set number at most o is
n P if a <2 and NP-complete otherwise. The same holds for NMC' on graphs
with independent set number exactly o, on graphs with clique cover number
at most a, on graphs with clique cover number exactly a and on graphs with
independent set number exactly o and clique cover number exactly a.

Proof. Let (G,T) be an instance of the weighted NMC optimization problem
such that o(G) = a < 2. If G[T] contains an edge, then we conclude that
(G, T) is a no-instance of the problem, since we are not allowed to include any
vertex of T in its solution. Otherwise, 7" is an independent set, so |T'| < a < 2.
If |T| < 1, then the solution to the problem is @, and if |T'| = 2, then we can
solve the problem by standard maximum flow techniques [67].

Now we will provide a polynomial reduction to the unweighted NMC de-
cision problem on graphs with independent set number exactly a and clique
cover number exactly a for @ = 3 which can be trivially generalized to any
« > 3. The reduction is from the NP-complete unweighted VC decision prob-
lem on tripartite graphs and is similar to the one given in Theorem 8.1.7. Let
G be a tripartite graph and let {A, B,C} be a partition of V(G) into three
cliques. We construct a graph G’ from G by adding three vertices t 4, tp and t¢
and turning the three vertex sets {t4}UA, {ta}UB, and {t4}UC into cliques.
Since {ta,tp,tc} is an independent set and {{ta} U A, {ta} U B,{ta} U C}
is a partition of V(G’) into cliques, the constructed graph G’ is such that
a(G') = k(G") = 3. Weset T = {ta,tp,tc} and claim that G has a vertex
cover of size at most k if and only if G’ has a vertex subset of V(G')\T = V(G)
of size at most k which hits every vertex set that induces a path in G’ between
vertices of T. Consider a vertex cover U of G of size at most k. By defini-
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tion, U hits all edges of G, so G — U is an independent set. It follows that
{taU(A\U), {tg}U(B\U) and {tc}U(C\U) are the connected components
of G' — U. Thus U is a vertex subset of V(G) with the desired property. For
the opposite direction, consider a set U C V(G) with the desired property.
Assume that U is not a vertex cover of G. By definition, there is an edge of
G that U does not hit. Without loss of generality, assume that the endpoints
of this edge are the vertices a € A and b € B. Then (t4,a,b,tp) is a path in
G' — U between vertices of T, leading to a contradiction. Therefore, U is a
vertex cover of G of size at most k. O

8.4 UNMC on Graphs with Bounded Independent
Set Number

Due to the difficulty of NMC even in its unweighted version and on graphs

with small independent set number, we consider UNMC as a relaxed variant
of NMC.

8.4.1 Weighted UNMC

Regarding the weighted version of UNMC, we provide a dichotomy result
with respect to the independent set number. In particular, for graphs with
independent set number at most a < 2, we add a vertex of appropriately large
weight, we make it adjacent to all terminals and we invoke the algorithm for
solving the weighted SFVS optimization problem given in Theorem 8.1.6; and
for graphs with independent set number exactly « and clique cover number
exactly a > 3, we assign appropriately large weight to all terminals and we
reduce from the closely related unweighted NMC decision problem.

Theorem 8.4.1. Weighted UNMC on graphs with independent set number
at most o is in P if a < 2 and NP-complete otherwise. The same holds
for weighted UNMC' on graphs with independent set number ezactly o, on
graphs with clique cover number at most o, on graphs with clique cover number
exactly a and on graphs with independent set number exactly o and clique cover
number exactly «.

Proof. Let (G,T) be an instance of the weighted UNMC optimization problem
such that a(G) < o < 2. We create an instance (G’, S) for the weighted SFVS
optimization problem as follows. We construct a graph G’ from G by adding
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a vertex s of weight w(T") + 1 and making s adjacent to all vertices of T.
Since we added exactly one vertex to G, the constructed graph G’ is such that
a(G) < a+1< 3. We also set S = {s}. Next we claim that every solution
to the weighted UNMC optimization problem on (G, T) is also a solution to
the weighted SFVS optimization problem on (G’,S) and vice versa. Observe
that a set P C V(G) induces a path in G between vertices of T' if and only
if {s} U P induces an S-cycle in G’. It directly follows that a set U C V(QG)
hits all paths in G between vertices of T if and only if U is an S-fvs of G'.
Notice that G’ — T is an S-forest of G’. This implies that w(U) < w(T) for
every minimum S-fvs U of G'. Thus no minimum S-fvs of G’ contains s. We
conclude that U C V(@) for every minimum S-fvs U of G’. Therefore, by
running the algorithm for solving the weighted SFVS optimization problem
given in Theorem 8.1.6 on (G’, S), we obtain a solution to the weighted UNMC
optimization problem on (G,T) in nP® time.

Now let (G, T, k) be an instance of the unweighted NMC decision problem
such that a(G) = kK(G) = a > 3 and k < n. We assign weight n to all
vertices of T' and unary weight to all remaining vertices. Thus no solution
to the weighted UNMC decision problem on (G, T, k) contains vertices of T,
which implies that the unweighted NMC and weighted UNMC problems are
equivalent on (G, T, k). Since the unweighted NMC decision problem on graphs
with independent set number exactly a and clique cover number exactly « is
NP-complete if o > 3 by Theorem 8.3.1, it follows that the same holds for the
weighted UNMC decision problem on the same graph class. O

8.4.2 Unweighted UNMC

Next we show that the unweighted UNMC optimization problem can be
solved in polynomial time on graphs with bounded independent set number
using an idea which is similar to the one that we used in proving Theorem 8.1.9.

Theorem 8.4.2. The unweighted UNMC' optimization problem can be solved
on graphs with independent set number at most a in n2@ time.

Proof. Let (G,T) be an instance of the unweighted UNMC optimization prob-
lem such that a(G) < a. Notice that G —T trivially contains no path between
vertices of T'. This implies that |U| < |T| for every solution U to the problem.
Assume that |T| < a. We construct all sets U C V(G) of size at most |T|.
Then, for every such set U, we check whether G — U contains a path between
vertices of T in n®M time and if so, we discard the set U. Finally, we pick
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one with the smallest size among the remaining constructed sets. Thus the
total running time in this case is n@(TD | which is bounded by n®(@).

Now assume that |T'| > a. Recall that for every induced subgraph H of G,
a(H) < a(G). We consider the graph G[T]. Since a(G[T]) < a(G) < a < [T,
the set 7" is not an independent set. Thus G[T] contains at least one edge.
Since every edge of G[T] is trivially a path between vertices of T', every solution
to the problem must hit all edges of G[T] or, equivalently, every solution to
the problem must be a superset of a vertex cover of G[T]. We construct all
sets T" C T of size at most «. Then, for every such set T’, we check whether
it is an independent set in n®Y) time and if so,

Step 1. we construct the vertex cover U,. =T \ T" of G[T7,
Step 2. we consider the graph G’ = G — Uy,

Step 3. we obtain a solution U’ to the problem on the instance (G',T") as
described in the previous case, because a(G’) < a(G) < a and |T"| < a,
and

Step 4. we construct the set U = U, U U’.

Finally, we pick a set with the smallest size among the sets U constructed in the
previous step. Therefore, the total running time in this case is |T'|0(@) . nO(@),
which is bounded by n®(®. Thus in both cases we output a solution to the
problem in n°@) time. O

Let us also show that we can hardly avoid the dependence of the exponent
on the independent set number in the running time of the algorithm given
in Theorem 8.4.2. Observe that the unweighted UNMC decision problem on
an instance (G,T = V(G), k) is equivalent to asking whether the graph G
contains an independent set of size at least n — k. That is, it is equivalent to
the unweighted INDEPENDENT SET decision problem on the instance (G, n—k).

Theorem 8.4.3. The unweighted INDEPENDENT SET decision problem is
W/1/-hard parameterized by r + k where k is the clique cover number and
k is the solution size.

Proof. The reduction is from the MULTICOLORED INDEPENDENT SET prob-
lem. Let (G, {Vi}ic) be an instance of MULTICOLORED INDEPENDENT SET.
We construct a graph G’ from G by simply adding all edges necessary for turn-
ing the set V; into a clique for every i € [k]. Observe that a(G’) < k(G') < k.
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Now it is not difficult to see that a set U C V(G) is a solution to MULTICOL-
ORED INDEPENDENT SET on (G, {V;}c) if and only if U is a solution to the
unweighted INDEPENDENT SET decision problem on the instance (G', k). O

Notice that the reduction provided in the proof of Theorem 8.4.3 is linear in
the parameter k. Thus, we get the following result conditioned on the ETH:

Corollary 8.4.4. Unweighted INDEPENDENT SET on graphs with clique cover
number at most k cannot be solved in f(k) - n°®) time, unless the ETH fails.

The lower bound stated in Corollary 8.4.4 implies the same lower bound for
unweighted INDEPENDENT SET on all graph classes considered in this chapter
and that if the ETH holds, then the running time of the algorithm given in
Theorem 8.4.2 is tight for all these graph classes.
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CONCLUDING REMARKS

In this thesis, we provided a systematic study of the complexity of SEFVS on
subclasses of AT-free graphs and on subclasses of chordal graphs, and of the
complexity SFVS, FVS, NMC and UNMC on (k + 1) K;-free graphs. Towards
tackling the complexity of SF'VS on AT-free graphs, we proposed algorithms
for solving SF'VS on interval graphs, on permutation graphs and on cobipartite
graphs which were the first positive results regarding the complexity of SFVS
restricted to graph classes appearing in the literature. In order to cope with the
known NP-hardness of SF'VS on chordal graphs, we considered the structural
parameters of leafage and vertex leafage as natural tools to exploit insights
of the corresponding tree representation. We also considered the structural
parameter of independent set number and we completely characterized the
complexity of all studied problems with respect to this parameter.

9.1 Open Problems

Recalling the graph classes and the relationships between them illustrated
in Figure 3.1, we observe that the complexity status of SF'VS is still open in
a few of them. There are also parameterized hierarchies of graph classes for
which conditional lower bounds have not yet been established, thus it is not
yet known whether their respective known complexities are tight. Let us state
all these open problem explicitly.
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Chapter 9 9.1. Open Problems

Subclasses of AT-free Graphs

Regarding subclasses of AT-free graphs, due to the algorithm proposed by
Bergougnoux et al. [5], weighted SFVS is polynomial-time solvable on every
graph class depicted in Figure 3.1 which we did not address in this thesis
except for cocomparability graphs and AT-free graphs thermselves, which do
not have bounded mim-width. Thus we ask the following:

Question 9.1.1. What is the complexity of SFVS on cocomparability graphs?

Question 9.1.2. What is the complexity of SFVS on AT-free graphs?

Moreover, for the hierarchies of k-permutation graphs and k-trapezoid graphs,
which are known to be graphs with mim-width O(k) [3], SFVS may be solv-
able faster, as no conditional lower bound with respect to k& has yet been
established, motivating us to ask the following;:

Question 9.1.3. Is SFVS on k-permutation graphs solvable in n°**) time?

Question 9.1.4. Is SFVS on k-trapezoid graphs solvable in n°*) time?

Subclasses of Chordal Graphs

Regarding subclasses of chordal graphs, the graph classes depicted in Fig-
ure 3.1 which we did not address in this thesis are directed path graphs and
(split N) strongly chordal graphs. Thus we ask the following:

Question 9.1.5. What is the complexity of SFVS on directed path graphs?
Question 9.1.6. What is the complexity of SE'VS on (split N) strongly chordal
graphs?

Moreover, on the complexity of SF'VS on graphs with leafage ¢ no condi-
tional lower bound with respect to £ has yet been established, and in particular
for its unweighted version not even W([1]-hardness has yet been shown, moti-
vating us to ask the following;:

Question 9.1.7. Is weighted SFVS on graphs with leafage ¢ solvable in n°(®)
time?

Question 9.1.8. Is unweighted SFVS on graphs with leafage ¢ solvable in
£(0) - nPW time?
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Structural Parameters

Regarding the hierarchies of co-k-partite graphs and (k + 1) K;-free graphs,
we have completely characterized the complexity of the SFVS, FVS, NMC and
UNMC problems, including showing W[1]-hardness results and lower bounds
conditioned on the ETH, thus there are no open problems.

We close this section, chapter and thesis with two open problems that are
not evident from the illustration of Figure 3.1. On graphs with mim-width w,
weighted FVS is known to be solvable in n®®) time [4, 50], whereas weighted
SFVS is known to be solvable in n©®?) time [5]. As no respective conditional
lower bounds have yet been established:

Question 9.1.9. Is weighted FVS on graphs with mim-width w solvable in
n°®) time?

Question 9.1.10. Is weighted SFVS on graphs with mim-width w solvable
in n°?) time?
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