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#### Abstract

The Ricci flow is a certain weakly parabolic partial differential equation which deforms a given Riemannian metric on a compact manifold in the direction of its Ricci curvature. This particular flow, share similarities to the heat flow, however it is nonlinear and exihibits many phenomena not present in the study of the heat equation. The Ricci flow was introduced by Hamilton in his seminal paper [18] and was used by Hamilton \& Perelman in resolution of the Poincare conjecture in dimension 3 .

The objective of this master thesis is to present the following result due to Hamilton [18]: Main Theorem: Let $M^{3}$ be an oriented compact 3-dimensional manifold which admits a smooth Riemannian metric with strictly positive Ricci curvature. Then, $M^{3}$ also admits a smooth Riemannian metric of constant positive curvature. In particular, if $M^{3}$ is simply connected then it is diffeomorphic to $\mathbb{S}^{3}$.
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## Preliminaries on Riemannian geometry

The purpose of this chapter, is to set up the notation and to recall fundamental definitions from Riemannian geometry. We follow the exposition in [1], [2], [7], [19], [22] and [26].

### 1.1 Vector bundles

Let $M$ be a smooth manifold of dimension $m$. The set of all smooth real valued functions of $M$ will be denoted by $C^{\infty}(M)$. We would like now to associate to every point $x \in M$ a vector space $E_{x}$ in such a way that these vector spaces fit together to form another manifold which is then called a vector bundle over $M$.

Definition 1.1.1. Let $E$ be a smooth manifold and let $\pi: E \rightarrow M$ be a smooth surjective map. The triple $(E, \pi, M)$ is called $a$ real vector bundle of rank $n$ over $M$, if the following three conditions are satisfied:
(1) For each $x \in M$, the set $E_{x}=\pi^{-1}(x)$ possesses a real vector space structure of dimension $n$.
(2) For each $x \in M$, there exists a neighborhood $U \subset M$ around $x$, and a diffeomorphism $\Phi: U \times \mathbb{R}^{n} \rightarrow \pi^{-1}(U)$, with the property $\Phi(y, v) \in E_{y}$ for all $(y, v) \in U \times \mathbb{R}^{n}$.
(3) The smooth map $\Phi_{y}: \mathbb{R}^{n} \rightarrow E_{y}$ given by $\Phi_{y}(v)=\Phi(y, v)$ is a $\mathbb{R}$-linear isomorphism.

The manifold $E$ is called the total manifold, the map $\pi$ is said to be the projection map and $M$ the base manifold. The vector space $E_{x}$ is called the fiber over the point $x$. When $M$ is fixed and $\pi$ is known, for simplicity we denote the bundle $(E, \pi, M)$ only by the letter $E$.

Definition 1.1.2. $A$ smooth section $\sigma$ of $(E, \pi, M)$ is a smooth map $\sigma: M \rightarrow E$ with the property $\pi \circ \sigma=I$, where I stands for the identity map of $M$. The space of sections of $(E, \pi, M)$ is denoted by $\Gamma(E)$.

If $\sigma, \sigma_{1}, \sigma_{2} \in \Gamma(E)$ and $f \in C^{\infty}(M)$ a smooth function, then we can form new sections $\sigma_{1}+\sigma_{2}$ and $f \sigma$, from point-wise addition and multiplication on each fiber respectively. More precisely, we define

$$
\left(\sigma_{1}+\sigma_{2}\right)(x)=\sigma_{1}(x)+\sigma_{2}(x) \quad \text { and } \quad(f \sigma)(x)=f(x) \sigma(x), \quad x \in M
$$

The most simple vector bundle over a manifold $M$ is the trivial vector bundle $M \times \mathbb{R}^{k}$. Moreover, the tangent bundle $T M$ of a manifold is an example of a vector bundle. The space of sections of $T M$ is usually denoted by $\mathfrak{X}(M)$.
Let $(E, \pi, M)$ be a vector bundle and $U$ an open subset of the manifold $M$. A collection $\left\{\varphi_{1}, \ldots, \varphi_{k}\right\}$ of (smooth) sections defined in $U$ is called frame if, for every $x \in M$, the vectors $\left\{\varphi_{1}(x), \ldots, \varphi_{k}(x)\right\}$ consists a basis of $E_{x}$. If $\varphi$ is a section, then it can be written in the form

$$
\varphi=f_{1} \varphi_{1}+\cdots+f_{k} \varphi_{k} .
$$

The functions $f_{j}, j \in\{1, \ldots, k\}$, are called the components of the section $\varphi$ with respect to the given frame. It turns out that $\varphi$ is smooth if and only if its components are smooth; see for example [1, Proposition 2.8].
The class of all vector bundles can be equipped with a category structure. This can be achieved once we introduce the notion of a bundle map.
Definition 1.1.3. Let $(E, \pi, M)$ and $(F, \theta, N)$ be vector bundles. A pair $(f, L)$ of smooth maps $f: M \rightarrow N$ and $L: E \rightarrow F$ is called $a$ bundle map if:
(1) L is fiber preserving, i.e. it holds $f \circ \pi=\theta \circ L$,
(2) $L_{x}=\left.L\right|_{E_{x}}: E_{x} \rightarrow F_{f(x)}$ is linear for each $x \in M$.

If $M \equiv N$, then the map $L: E \rightarrow F$ is called a morphism if $(I, L)$ is a bundle map. $A$ morphism $L$ is called an isomorphism if it is invertible.

One simple method of constructing vector bundles is by restricting bundles on submanifolds or by taking subbundles of other vector bundles. We give the precise definitions below.

Definition 1.1.4. Let $(E, \pi, M)$ be a vector bundle over the manifold $M$. If $\Sigma \subset M$ is a submanifold of $M$, then the triple $\left(\pi^{-1}(\Sigma), \pi, \Sigma\right)$ is called the restricted bundle. Often we denote the restricted bundle only by the symbol $\left.E\right|_{\Sigma}$.
Definition 1.1.5. Let $(E, \pi, M)$ be a vector bundle over the manifold $M$. A vector bundle $\left(V, \pi_{1}, M\right)$ is a called sub-bundle of $(E, \pi, M)$ if the following three conditions are satisfied:
(1) $V$ is a submanifold of the total space $E$,
(2) $V_{x}=V \cap E_{x}$, for each every $x \in M$,
(3) $\pi_{1}=\left.\pi\right|_{V}$.

### 1.2 Connections and metrics

The investigation of geometric properties of vector bundles requires the notion of the directional derivative. Here we give the basic facts about metrics and associated to them connections.

Definition 1.2.1. A (linear) connection on a vector bundle $E$ over the manifold $M$ is a map $\nabla^{E}: \mathfrak{X}(M) \times \Gamma(E) \rightarrow \Gamma(E)$, written $\nabla^{E}(X, \varphi)=\nabla_{X}^{E} \varphi$, satisfying the properties:
(1) For every $X, Y \in \mathfrak{X}(M)$ and $\varphi \in \Gamma(E)$, it holds

$$
\nabla_{X+Y}^{E} \varphi=\nabla_{X}^{E} \varphi+\nabla_{Y}^{E} \varphi
$$

(2) For every $X \in \mathfrak{X}(M), f \in C^{\infty}(M)$ and $\varphi \in \Gamma(E)$, it holds

$$
\nabla_{f X}^{E} \varphi=f \nabla_{X}^{E} \varphi
$$

(3) For every $X \in \mathfrak{X}(M), f \in C^{\infty}(M)$ and $\varphi_{1}, \varphi_{2} \in \Gamma(E)$, it holds

$$
\nabla_{X}^{E}\left(\varphi_{1}+\varphi_{2}\right)=\nabla_{X}^{E} \varphi_{1}+\nabla_{X}^{E} \varphi_{2}
$$

(4) For every $X \in \mathfrak{X}(M), \varphi \in \Gamma(E)$ and $f \in C^{\infty}(M)$, it holds

$$
\nabla_{X}^{E}(f \varphi)=(X f) \varphi+f \nabla_{X}^{E} \varphi
$$

The usual directional derivative in the Euclidean space is a connection. With respect to this connection, any constant vector field on the Euclidean space is parallel. Hence, we give the following general definition. Another important fact is the following:

Proposition 1.2.2. Let $E$ be a vector bundle over $M$ equipped with a connection $\nabla^{E}$. If $\varphi \in \Gamma(E)$ and $X, Y \in \mathfrak{X}(M)$ such that $X_{x}=Y_{x}$ at a point $x \in M$, then

$$
\left.\nabla_{X}^{E} \varphi\right|_{x}=\left.\nabla_{Y}^{E} \varphi\right|_{x}
$$

For that reason, often we write

$$
\left.\nabla_{X}^{E} \varphi\right|_{x} \equiv \nabla_{X_{x}}^{E} \varphi
$$

Definition 1.2.3. Let $(E, \pi, M)$ be a vector bundle equipped with a connection $\nabla^{E}$. A section $\varphi \in \Gamma(E)$ is said to be parallel with respect to $\nabla^{E}$ if $\nabla_{X}^{E} \varphi=0$, for each vector field $X \in$ $\mathfrak{X}(M)$.

We can define higher derivatives of sections of a vector bundle over a manifold $M$ whose tangent bundle $T M$ is equipped with a connection.

Definition 1.2.4. Let $(E, \pi, M)$ be a vector bundle over a manifold $M$ and assume that $E$ equipped with a connection $\nabla^{E}$ and $T M$ with a connection $\nabla^{M}$. For each $X, Y \in \mathfrak{X}(M)$, the map $\nabla_{X, Y}^{2}: \Gamma(E) \rightarrow \Gamma(E)$, given by

$$
\nabla_{X, Y}^{2} \varphi=\nabla_{X}^{E} \nabla_{Y}^{E} \varphi-\nabla_{\nabla_{X}^{M} Y}^{E} \varphi,
$$

is called the second covariant derivative of $\varphi$, with respect to the directions $X$ and $Y$. By coupling the connections $\nabla^{M}$ and $\nabla^{E}$, one may define, the $k^{t h}$ derivative $\nabla^{k}$ of $\varphi \in \Gamma(E)$.

To each connection, we associate an operator which measures the non commutativity of the second covariant derivative.

Definition 1.2.5. Let $(E, \pi, M)$ be a vector bundle over M. Assume that the bundles $E$ and $T M$ are equipped with connections $\nabla^{E}$ and $\nabla^{M}$, respectively. The linear operator $R^{E}: \mathfrak{X}(M) \times \mathfrak{X}(M) \times \Gamma(E) \rightarrow \Gamma(E)$, given by

$$
R^{E}(X, Y, \varphi)=\nabla_{X, Y}^{2} \varphi-\nabla_{Y, X}^{2} \varphi
$$

for each $X, Y \in \mathfrak{X}(M)$ and $\varphi \in \Gamma(E)$, is called the curvature tensor associated with $\nabla^{E}$.
Now let us turn our attention to vector bundles equipped with a Riemannian metric structure.
Definition 1.2.6. $A$ Riemannian metric on a vector bundle $E$ over $M$ is a smooth map $g_{E}: \Gamma(E) \times$ $\Gamma(E) \rightarrow C^{\infty}(M)$, such that its restriction to the fibers is a positive definite inner product.
Often we denote Riemannian metrics by the symbol $\langle\cdot, \cdot\rangle$. It is known that every vector bundle admits a Riemannian metric. The proof uses the partition of unity to glue local Riemannian metrics on each fiber; see for example [2].
Definition 1.2.7. Let $E$ be a vector bundle of rank $k$ over $M$ equipped with a connection $\nabla^{E}$ and a Riemannian metric $g_{E}$.
(1) We say that $\nabla^{E}$ is compatible with the Riemannian metric $g_{E}$ if it satisfies

$$
X g_{E}\left(\varphi_{1}, \varphi_{2}\right)=g_{E}\left(\nabla_{X}^{E} \varphi_{1}, \varphi_{2}\right)+g_{E}\left(\varphi_{1}, \nabla_{X}^{E} \varphi_{2}\right)
$$

for each $X \in \mathfrak{X}(M)$ and $\varphi_{1}, \varphi_{2} \in \Gamma(E)$. A vector bundle $E$ endowed with both of these structures is called Riemannian vector bundle endowed with a compatible connection.
(2) We say that a set of sections $\left\{\varphi_{1}, \ldots, \varphi_{k}\right\}$ defined in an open neighborhood of $M$, consists a local orthonormal frame, with respect to $g_{E}$ if and only if

$$
g_{E}\left(\varphi_{i}, \varphi_{j}\right)=\delta_{i j},
$$

for each $i, j \in\{1, \ldots, k\}$.
Using the Gram-Schmidt process we can always find local orthonormal frames of sections in a Riemannian vector bundle.

### 1.3 The induced bundle

There is a natural way to differentiate sections along curves on $M$. More precisely, suppose that $\gamma:[0,1] \rightarrow M$ is a smooth (not-necessarily regular) curve and let $E$ be a rank $k$ vector bundle over $M$. Moreover, suppose that the bundle $E$ is equipped with a Riemannian metric $g_{\mathrm{E}}$ and a compatible connection $\nabla^{E}$. Let $\varphi$ be a section defined only along the image of $\gamma$. If $\left\{\varphi_{1}, \ldots, \varphi_{k}\right\}$ is a local orthonormal frame around $x_{0} \in M$, then $\varphi$ can be decomposed as

$$
\begin{equation*}
(\varphi \circ \gamma)(t)=\sum_{j=1}^{k} f_{j}(t)\left(\varphi_{j} \circ \gamma\right)(t), \quad t \in(0,1) \tag{1.1}
\end{equation*}
$$

where the functions $f_{j}:[0,1] \rightarrow \mathbb{R}, j \in\{1, \ldots, k\}$, are called the components of $\varphi$ with respect to the given frame. We say that $\varphi$ is smooth along $\gamma$ if its components given in (1.1) are smooth. The question now is how to define the derivative of $\varphi$ in the direction of $\gamma^{\prime}$. Since we require the directional derivative to satisfy the properties of Definition 1.2.1, we see that the only possible way to define it is via the formula:

$$
\begin{equation*}
\nabla_{\gamma^{\prime}(t)}^{\gamma} \varphi=\sum_{j=1}^{k} f_{j}^{\prime}(t)\left(\varphi_{j} \circ \gamma\right)(t)+\sum_{j=1}^{k} f_{j}(t) \nabla_{\gamma^{\prime}(t)}^{E} \varphi_{j}, \quad t \in(0,1) . \tag{1.2}
\end{equation*}
$$

It can be very easily checked that the above definition does not depend on the choice of the local frame. It is not hard to see that, if $\varphi_{1}$ and $\varphi_{2}$ are smooth sections along $\gamma$, then

$$
\begin{equation*}
\left(g_{\mathrm{E}}\left(\varphi_{1}, \varphi_{2}\right)\right)^{\prime}=g_{\mathrm{E}}\left(\nabla_{\gamma^{\prime}}^{\gamma} \varphi_{1}, \varphi_{2}\right)+g_{\mathrm{E}}\left(\varphi_{1}, \nabla_{\gamma^{\prime}}^{\gamma} \varphi_{2}\right) . \tag{1.3}
\end{equation*}
$$

Definition 1.3.1. A section $\varphi$ along a smooth curve is called parallel if

$$
\begin{equation*}
\nabla_{\gamma^{\prime}}^{\gamma} \varphi \equiv 0 \tag{1.4}
\end{equation*}
$$

Note that the ODE (1.4) is of first order and linear. From the standard theory of ODEs, we can easily prove that the initial value problem

$$
\left\{\begin{array}{l}
\nabla_{\gamma^{\prime}(t)}^{\gamma} \varphi=0, \quad t \in(0,1) \\
\varphi_{\gamma(0)}^{\gamma}=\varphi_{0}
\end{array}\right.
$$

has a unique solution, which can be extended up to $\gamma(1)$. The obtained section is called the parallel transport of $\varphi_{0}$ along the curve $\gamma$. With the use of the formula (1.3), we can show that the parallel transport preserves the lengths and and the angles of sections. Consequently, given two points $x_{0}$ and $y_{0}$ on the manifold $M$ and a smooth curve $\gamma$ joining them, then the parallel transport gives rise to a linear isometry $P_{\gamma}: E_{x_{0}} \rightarrow E_{y_{0}}$.

We would like now to extend the above formulation for sections defined along the image of smooth maps. Suppose that $\Sigma$ and $M$ are smooth manifolds, $(E, \pi, M)$ is a vector bundle of rank $k$ over $M$ and $f: \Sigma \rightarrow M$ is a smooth map. The map $f$ induces a new vector bundle of rank $k$ over $\Sigma$. Indeed:

- Take as total space the set

$$
f^{*} E=\left\{(x, \xi): x \in \Sigma \text { and } \xi \in E_{f(x)}\right\}
$$

and as projection the map $\pi_{f}: f^{*} E \rightarrow \Sigma$ given by

$$
\pi_{f}(x, \xi)=x
$$

The space $f^{*} E$ contains all sections of $E$ with base point at $f(\Sigma)$.

- Let $\nabla^{E}$ be a linear connection on $E$. Suppose that $\left\{\varphi_{1}, \ldots, \varphi_{k}\right\}$ is a frame field of $E$ defined in an open neighborhood of $f(x) \in N$. Then, any section $\sigma \in \Gamma\left(f^{*} E\right)$ can be written in the form

$$
\sigma(x)=\sum_{\alpha=1}^{k} \sigma_{\alpha}(x)\left(\varphi_{\alpha} \circ f\right)(x)
$$

where $\sigma_{\alpha}, \alpha \in\{1, \ldots, k\}$, are the components of $\sigma$ with respect to the given frame field. These functions are defined in a neighborhood of $\Sigma$ and they are smooth. Define now,

$$
\nabla_{X}^{f} \sigma=\sum_{\alpha=1}^{k}\left(X \sigma_{\alpha}\right)\left(\varphi_{\alpha} \circ f\right)+\sum_{\alpha=1}^{k} \sigma_{\alpha} \nabla_{d f(X)}^{E} \varphi_{\alpha}
$$

for each $X \in \mathfrak{X}(\Sigma)$. One can easily verify that the above definition of the pull-back connection is independent of the choice of the frame field.

- The curvature tensor $R^{f}$ of the pull-back bundle is given by

$$
R^{f}(X, Y) \sigma=R^{E}(d f(X), d f(Y)) \sigma
$$

for each $X, Y \in T_{x} M$ and $\sigma \in \Gamma\left(f^{*} E\right)$.

- In the case $E=T N$ and $\nabla^{N}$ is a torsion-free connection, i.e.

$$
\nabla_{X}^{N} Y-\nabla_{Y}^{N} X=[X, Y]
$$

then the following formula holds

$$
\nabla_{X}^{f} d f(Y)-\nabla_{Y}^{f} d f(X)=d f([X, Y])
$$

for each $X, Y \in \mathfrak{X}(M)$.

### 1.4 Symmetric and anti-symmetric tensors

Since Riemannian geometry is written in a tensorial language, it is important to study the space of tensorial maps between vector bundles. Let $\left(E, \pi_{1}, M\right)$ be a vector bundle of rank $k$ and $\left(V, \pi_{2}, M\right)$ a vector bundle of rank $l$ over the manifold $M$ endowed with linear connections $\nabla^{E}$ and $\nabla^{V}$, respectively. The space $\operatorname{Hom}\left(E^{r} ; V\right)$, of $r$-copies $E^{r}=E \times \cdots \times E$ of $E$ to $V$, becomes a vector bundle with total space

$$
\operatorname{Hom}\left(E^{r} ; V\right)=\cup_{x \in M} \operatorname{Hom}\left(E_{x}^{r} ; \mathbb{R}^{l}\right)
$$

and projection map

$$
\pi(x, \sigma)=x
$$

This particular bundle is called the homomorphism bundle. A natural connection $\nabla^{\mathrm{H}}$ on the homomorphism bundle is given by

$$
\left(\nabla_{X}^{H} \varphi\right)\left(\sigma_{1}, \ldots, \sigma_{r}\right)=\nabla_{X}^{V}\left\{\varphi\left(\sigma_{1}, \ldots, \sigma_{r}\right)\right\}-\varphi\left(\nabla_{X}^{E} \sigma_{1}, \ldots, \sigma_{r}\right)-\cdots-\varphi\left(\sigma_{1}, \ldots, \nabla_{X}^{E} \sigma_{r}\right)
$$

where $X \in \mathfrak{X}(M), \varphi \in \Gamma\left(\operatorname{Hom}\left(E^{r} ; V\right)\right)$ and $\sigma_{1}, \ldots, \sigma_{r} \in \Gamma(E)$. There is also a natural way to construct Riemannian metrics on the homomorphism bundle. Let $g_{E}$ and $g_{V}$ be Riemannian metrics which are compatible with the connections $\nabla^{E}$ and $\nabla^{V}$. Then a natural metric on the homomorphism bundle Hom that is compatible with $\nabla^{H}$ is given by

$$
g_{H}\left(\varphi_{x}, \vartheta_{x}\right)=\sum_{i_{1}, \ldots, i_{r}=1}^{k} g_{V}\left(\varphi\left(\sigma_{i_{1}}, \ldots, \sigma_{i_{r}}\right), \vartheta\left(\sigma_{i_{1}}, \ldots, \sigma_{i_{r}}\right)\right),
$$

where $\left\{\sigma_{1}, \ldots, \sigma_{k}\right\}$ is an orthonormal basis at the point $x$ with respect to $g_{E}$. Sections of the homomorphism bundle $\operatorname{Hom}\left(E^{r} ; \mathbb{R}\right)$ are often called $(r, 0)$-tensors or simply $r$-tensors. There are two interesting types of tensors, the symmetric and the alternative ones. More precisely:

Definition 1.4.1. A section $\varphi \in \operatorname{Hom}\left(E^{r} ; \mathbb{R}\right)$ is called symmetric multilinear tensor of degree $r$ if

$$
\varphi\left(\sigma_{1}, \ldots, \sigma_{i}, \ldots, \sigma_{j}, \ldots, \sigma_{r}\right)=\varphi\left(\sigma_{1}, \ldots, \sigma_{j}, \ldots, \sigma_{i}, \ldots, \sigma_{r}\right)
$$

and alternative multilinear tensor of degree $r$ if

$$
\varphi\left(\sigma_{1}, \ldots, \sigma_{i}, \ldots, \sigma_{j}, \ldots, \sigma_{r}\right)=-\varphi\left(\sigma_{1}, \ldots, \sigma_{j}, \ldots, \sigma_{i}, \ldots, \sigma_{r}\right)
$$

for each $i, j \in\{1, \ldots, r\}$. We denote the space of symmetric multilinear tensors of degree $r$ by the symbol $\mathcal{S}\left(E^{r}\right)$. Often we refer to elements of $\mathcal{S}\left(E^{2}\right)$ as symmetric 2-tensors. The space of alternative bilinear tensors of degree $r$ is denoted by the letter $\Omega\left(E^{r}\right)$. Elements of $\Omega\left(E^{2}\right)$ are called anti-symmetric 2-tensors.

### 1.5 Exterior powers of vector bundles

Denote by $\Lambda^{r}\left(\mathbb{R}^{k}\right)$ the dual space of all alternative multilinear forms of degree $r$. Elements of $\Lambda^{r}\left(\mathbb{R}^{k}\right)$ are called $r$-vectors. Given vectors $v_{1}, \ldots, v_{r}$ on the Euclidean space $\mathbb{R}^{k}$, the exterior product $v_{1} \wedge \cdots \wedge v_{r}$ is the linear map which on an alternating tensor $\omega$ of degree $r$ takes the value

$$
\left(v_{1} \wedge \cdots \wedge v_{r}\right)(\omega)=\omega\left(v_{1}, \ldots, v_{r}\right)
$$

The exterior product is linear in each variable separately. Interchanging two elements the sign of the product changes and if two variables are the same the exterior product vanishes. An $r$-vector $\xi$ is called simple or decomposable if it can be written as a single wedge product of vectors, that is

$$
\xi=v_{1} \wedge \cdots \wedge v_{r} .
$$

Note that there are $r$-vectors which are not simple. For example, let $\left\{e_{1}, e_{2}, e_{3}, e_{4}\right\}$ be the standard basis of $\mathbb{R}^{4}$. Then, the 2 -vector

$$
\xi=e_{1} \wedge e_{2}+e_{3} \wedge e_{4}
$$

is not simple. Using standard techniques from Linear Algebra one can verify that the exterior product $v_{1} \wedge \cdots \wedge v_{r}$ is zero if and only if the vectors are linearly dependent. Moreover, if $\left\{e_{1}, \ldots, e_{k}\right\}$ consists a basis for $\mathbb{R}^{k}$, then the $r$-vectors

$$
\left\{e_{i_{1}} \wedge \cdots \wedge e_{i_{r}}: 1 \leq i_{1}<\cdots<i_{r} \leq k\right\}
$$

consists a basis of $\Lambda^{r}\left(\mathbb{R}^{k}\right)$. Therefore, the dimension of the vector space of $r$-vectors is

$$
\operatorname{dim} \Lambda^{r}\left(\mathbb{R}^{k}\right)=\binom{k}{r}=\frac{n!}{r!(k-r)!}
$$

Each simple vector represents a unique $r$-dimensional subspace of $\mathbb{R}^{k}$. We can equip $\Lambda^{r}\left(\mathbb{R}^{k}\right)$ with a natural inner product, which we denote by $(\cdot, \cdot)$. Indeed, define

$$
\begin{equation*}
\left(v_{1} \wedge \cdots \wedge v_{r}, w_{1} \wedge \cdots \wedge w_{r}\right)=\operatorname{det}\left(\left\langle v_{i}, w_{j}\right\rangle\right)_{1 \leq i, j \leq r} \tag{1.5}
\end{equation*}
$$

on simple $r$-vectors and then extend linearly. Moreover, if $\left\{e_{1}, \ldots, e_{k}\right\}$ is an orthonormal basis of $\mathbb{R}^{k}$ then, the $r$-vectors

$$
\left\{e_{i_{1}} \wedge \cdots \wedge e_{i_{r}}: 1 \leq i_{1}<\cdots<i_{r} \leq k\right\}
$$

consist an orthonormal basis for the exterior power $\Lambda^{r}\left(\mathbb{R}^{k}\right)$. Now if $E$ is a vector bundle of rank $k$ over a manifold $M$, then we can form the exterior power $\Lambda^{r}(E)$ of $E$ by gluing together all the spaces $\Lambda^{r}(E)$, i.e.

$$
\Lambda^{r}(E)=\cup_{x \in M} \Lambda^{r}\left(E_{x}\right)
$$

### 1.6 The Levi-Civita connection

Let $g$ be a metric on a $m$-dimensional manifold $M$. Then there is a unique compatible with $g$ connection $\nabla$, referred as the Levi-Civita connection, given by the Koszul formula

$$
\begin{align*}
2 g\left(\nabla_{X} Y, Z\right)= & X(g(Y, Z))+Y(g(X, Z))-Z(g(X, Y))  \tag{1.6}\\
& +g([X, Y], Z)-g([X, Z], Y)-g([Y, Z], X)
\end{align*}
$$

for all $X, Y, Z \in \mathfrak{X}(M)$. The Levi-Civita also satisfy

$$
\nabla_{X} Y-\nabla_{Y} X=[X, Y]
$$

for each $X, Y \in \mathfrak{X}(M)$. Denote by $R$ the associated with $\nabla$ curvature tensor. Combining $R$ with $g$ we obtain a $(4,0)$-tensor, which by abuse of notation, we denote it again by letter $R$, i.e.

$$
R(X, Y, Z, W)=-g(R(X, Y, Z), W)
$$

for each $X, Y, Z, W \in \mathfrak{X}(M)$. The curvature tensor of a Riemannian manifold satisfies the following important identities:
(1) Symmetries of the curvature tensor:

$$
\begin{equation*}
R(X, Y, Z, W)=-R(Y, X, Z, W)=R(Z, W, X, Y) \tag{1.7}
\end{equation*}
$$

(2) $1^{\text {st }}$ Bianchi identity of the curvature:

$$
\begin{equation*}
R(X, Y, Z, W)+R(Y, Z, X, W)+R(Z, X, Y, W)=0 \tag{1.8}
\end{equation*}
$$

(3) $2^{\text {nd }}$ Bianchi identity of the curvature:

$$
\begin{equation*}
\left(\nabla_{X} R\right)(Y, Z, W)+\left(\nabla_{Y} R\right)(Z, X, W)+\left(\nabla_{Z} R\right)(X, Y, W)=0 . \tag{1.9}
\end{equation*}
$$

The Riemannian curvature tensor is a very complicated object and for its better understanding we may consider various by-products of this quantity. If $X, Y \in T_{x} M$ are linearly independent vectors, then

$$
\sec (X, Y)=\frac{R(X, Y, X, Y)}{g(X, X) g(Y, Y)-g(X, Y)^{2}}
$$

is called the sectional curvature of the plane $\Pi$ spanned by the vectors $X$ and $Y$. As a matter of fact, the sectional curvature depends on the plane $\Pi$ and not on the generating vectors $X$ and $Y$. So the sectional curvature of a Riemannian manifold at a point $x$ can be regarded as a function defined on $\Lambda^{2}\left(T_{x} M\right)$. One important relationships between the Riemannian and the sectional curvature is the following algebraic result by Riemann; see [26, Proposition 3.1.3].

Theorem 1.6.1. Let $M$ be a Riemannian manifold and $x \in M$. Then the following two properties are equivalent:
(1) For each $\Pi \in \Lambda^{2}\left(T_{x} M\right)$, we have $\sec (\Pi)=k$.
(2) The Riemann curvature tensor at $x$ is given by

$$
R(X, Y, Z, W)=k\{g(X, Z) g(Y, W)-g(Y, Z) g(X, W)\}
$$

for each $X, Y, Z, W \in T_{x} M$.
Definition 1.6.2. A Riemannian manifold $M$ that satisfies either of these two conditions for all $x \in M$ and the same $k \in \mathbb{R}$ for all $x \in M$ is said to have constant curvature $k$. Such Riemannian manifolds are shortly called space forms of curvature $k$.

The Euclidean space $\mathbb{R}^{m}$ equipped with the inner product $g_{R}$, the sphere $\mathbb{S}^{m}(r) \subset \mathbb{R}^{m+1}$ of radius $r>0$ with metric $g_{S}$ the induced one from the Euclidean space and the hyperbolic space $\mathbb{H}^{m}(r)$ modelled by

$$
\mathbb{H}^{m}(r)=\left\{\left(x_{0}, x_{1}, \ldots, x_{m-1}\right) \in \mathbb{R}^{m}: x_{0}>0\right\} \text { and Riemannian metric } g_{H}=r^{2} x_{0}^{-2} g_{R},
$$

consist examples of space forms. According to a classical theorem in Riemannian geometry, the following result holds:

Theorem 1.6.3. Let $M$ be a simply connected, m-dimensional Riemannian manifold with constant sectional curvature $k$. Then, $M$ is isometric to $\mathbb{R}^{m}$ if $k=0$, to $\mathbb{S}_{r}^{m}$ if $k=r^{-2}$ and to $\mathbb{H}_{r}^{m}$ if $k=-r^{-2}$.

By contracting the operator $R$ with the metric $g$ we obtain the Ricci operator Ric and scalar curvature $S$, i.e.

$$
\operatorname{Ric}(X, Y)=\operatorname{tr}_{g}(R(X, \cdot, Y \cdot)) \quad \text { and } \quad S=\operatorname{tr}_{g}(\operatorname{Ric}),
$$

where $X, Y \in \mathfrak{X}(M)$. Finally, we define the trace-free Ricci tensor or the Einstein tensor by

$$
E=\operatorname{Ric}-(S / m) g
$$

Definition 1.6.4. A Riemannian manifold for which the Einstein tensor is identically zero is called Einstein manifold.

It is a well-known fact that an Einstein manifold of dimension greater than two, has constant scalar curvature; see for example [26, Proposition 3.1.5 \& Corollary 3.1.6.]. The classification of Einstein manifolds in dimensions greater than three, is still a wide open problem. For more details we refer to the book of Besse [3].

The symmetries given in (1.7) allow us to regard the curvature tensor of a Riemannian manifold as a symmetric bilinear form on the exterior power of 2 -vectors. More precisely, we define the curvature operator $\mathcal{R}: \Lambda^{2}(T M) \times \Lambda^{2}(T M) \rightarrow C^{\infty}(M)$ by

$$
\mathcal{R}(X \wedge Y, Z \wedge W)=R(X, Y, Z, W)
$$

for each $X, Y, Z, W \in \mathfrak{X}(M)$. We now investigate the tensors satisfying the same algebraic identities as the curvature tensor of a Riemannian manifold at one point. There is a natural way to construct tensors satisfying the conditions (1.7) and (1.8) of the curvature tensor. First we need the following definition:
Definition 1.6.5. Let $V$ be a m-dimensional vector space and $\mathcal{S}(V)$ the space of symmetric bilinear forms of $V$. Given $\varphi, \vartheta \in \mathcal{S}(V)$, the multi-linear map

$$
\varphi ® \vartheta: V \times V \times V \times V \rightarrow \mathbb{R}
$$

given by

$$
\begin{aligned}
(\varphi \boxtimes \vartheta)\left(v_{1}, v_{2}, v_{3}, v_{4}\right)= & \varphi\left(v_{1}, v_{3}\right) \vartheta\left(v_{2}, v_{4}\right)+\varphi\left(v_{2}, v_{4}\right) \vartheta\left(v_{1}, v_{3}\right) \\
& -\varphi\left(v_{1}, v_{4}\right) \vartheta\left(v_{2}, v_{3}\right)-\varphi\left(v_{2}, v_{3}\right) \vartheta\left(v_{1}, v_{4}\right)
\end{aligned}
$$

is called the Kulkarni-Nomizu product of $\varphi$ and $\vartheta$.
The above product appeared for the first time in papers of Kulkarni [21] and Nomizu [25] and for that reason is called by their names. Just by straight-forward computations one can check the validity of the following:

Lemma 1.6.6. Let $(M, g)$ be a Riemannian manifold. The following properties hold true:
(1) For each symmetric 2-tensors $\varphi$ and $\vartheta$, it holds $\varphi \boxtimes \vartheta=\vartheta \boxtimes \varphi$.
(2) The $(4,0)$-tensor $\varphi \bowtie \vartheta$ satisfies the properties (1.7) and (1.8).
(3) For each symmetric 2-tensors $\varphi$ and $\vartheta$, the following formulas hold

$$
\nabla_{X}(\varphi \bowtie \vartheta)=\left(\nabla_{X} \varphi\right) \bowtie \vartheta+\varphi \bowtie\left(\nabla_{X} \vartheta\right), \quad X \in \mathfrak{X}(M)
$$

and

$$
\Delta(\varphi \bowtie \vartheta)=(\Delta \varphi) \bowtie \vartheta+2\left(\nabla_{X} \varphi\right) \bowtie\left(\nabla_{X} \vartheta\right)+\varphi \bowtie(\Delta \vartheta)
$$

In the sequel we introduce another important tensor in Riemannian geometry, the so-called Weyl tensor. Roughly speaking, the Weyl tensor measures how far is a Riemannian metric $g$ from being locally conformal to a flat one; locally conformally flat means that around each point there exists an open neighborhood $U$ and a function $\varphi \in C^{\infty}(U)$ such that

$$
\bar{g}=e^{2 \varphi} g
$$

has zero Riemann curvature operator. The precise definition is the following:

Definition 1.6.7. Let $(M, g)$ be a Riemannian manifold of dimension $m \geq 3$. The tensor $\mathcal{W}$ given by

$$
\begin{equation*}
\mathcal{W}=\mathcal{R}-\frac{S}{2 m(m-1)} g \bowtie g-\frac{1}{m-2} E \otimes g \tag{1.10}
\end{equation*}
$$

is called the Weyl tensor.
As we will see in the next theorem, the Weyl tensor provides information only in dimension greater than three. Furthermore, we will see that simply connected Einstein 3-manifolds are fully classified.

Theorem 1.6.8. The Weyl tensor of a 3 -dimensional Riemannian manifold $M$ is identically zero. Therefore, the Riemannian curvature tensor of a 3-dimensional Riemannian manifold is fully determined by its Ricci tensor. In particular, an Einstein 3-manifold is isometric with a space form.

Proof. At first observe that due to the results of Lemma 1.6.6, the Weyl tensor has the identities (1.7) and (1.8) of the Riemannian curvature tensor $R$. Moreover,

$$
\operatorname{tr}_{g}(\mathcal{W}(X, \cdot, Y, \cdot))=0, \text { for all } X, Y \in \mathfrak{X}(M)
$$

Consider a local orthonormal frame $\left\{e_{1}, e_{2}, e_{3}\right\}$ on the manifold $M$. Then,

$$
\begin{aligned}
& \mathcal{W}\left(e_{1}, e_{2}, e_{1}, e_{2}\right)+\mathcal{W}\left(e_{1}, e_{3}, e_{1}, e_{3}\right)=0 \\
& \mathcal{W}\left(e_{2}, e_{1}, e_{2}, e_{1}\right)+\mathcal{W}\left(e_{2}, e_{3}, e_{2}, e_{3}\right)=0 \\
& \mathcal{W}\left(e_{3}, e_{1}, e_{3}, e_{1}\right)+\mathcal{W}\left(e_{3}, e_{2}, e_{3}, e_{2}\right)=0
\end{aligned}
$$

from where it follows that

$$
\mathcal{W}\left(e_{1}, e_{2}, e_{1}, e_{2}\right)=\mathcal{W}\left(e_{1}, e_{3}, e_{1}, e_{3}\right)=\mathcal{W}\left(e_{2}, e_{3}, e_{2}, e_{3}\right)=0
$$

Moreover,

$$
\mathcal{W}\left(e_{1}, e_{2}, e_{1}, e_{3}\right)=-\mathcal{W}\left(e_{2}, e_{2}, e_{2}, e_{3}\right)-\mathcal{W}\left(e_{3}, e_{2}, e_{3}, e_{3}\right)=0
$$

Hence, in general,

$$
\mathcal{W}\left(e_{i}, e_{j}, e_{k}, e_{l}\right)=0, \quad \text { unless the indices } i, j, k \text { are all distinct. }
$$

But in dimension 3 there are only three possible choices for the indices, and so the Weyl tensor must vanish identically. Let us assume now that our 3-manifold is Einstein. Then the scalar curvature $S$ is constant (see [26, Proposition 3.1.5 \& Corollary 3.1.6.]) and from the equation (1.10) we deduce that the Riemannian manifold $M$ is a space form. This completes the proof of the theorem.
We conclude this section with a lemma which provides us with some information about the algebraic structure of the curvature operator of 3-dimensional Riemannian manifolds.

Lemma 1.6.9. Let $M$ be a 3-dimensional Riemannian manifold. Then, there exists a local orthonormal frame $\left\{e_{1}, e_{2}, e_{3}\right\}$ satisfying the following properties:
(1) The curvature operator is diagonalized in the form

$$
\mathcal{R}\left(e_{2} \wedge e_{3}, e_{2} \wedge e_{3}\right)=\lambda_{1}, \quad \mathcal{R}\left(e_{1} \wedge e_{3}, e_{1} \wedge e_{3}\right)=\lambda_{2}, \quad \mathcal{R}\left(e_{1} \wedge e_{2}, e_{1} \wedge e_{2}\right)=\lambda_{3}
$$

where $\lambda_{1} \geq \lambda_{2} \geq \lambda_{3}$ are continuous functions.
(2) The Ricci tensor, with respect to the frame $\left\{e_{1}, e_{2}, e_{3}\right\}$, takes the form

$$
\text { Ric }=\left(\begin{array}{ccc}
\lambda_{2}+\lambda_{3} & 0 & 0 \\
0 & \lambda_{1}+\lambda_{3} & 0 \\
0 & 0 & \lambda_{1}+\lambda_{2}
\end{array}\right)
$$

(3) The scalar curvature has the form

$$
S=2\left(\lambda_{1}+\lambda_{2}+\lambda_{3}\right)
$$

Proof. The existence of the local frame which diagonalizes $\mathcal{R}$ follows from the observation in Theorem 1.6 .8 that $\mathcal{R}$ is fully determined by Ric. Note that the bi-vectors

$$
\left\{e_{1} \wedge e_{2}, e_{1} \wedge e_{3}, e_{2} \wedge e_{3}\right\}
$$

form an orthonormal frame of $\Lambda^{2}(T M)$ with respect to the inner product $(\cdot, \cdot)$ given in (1.5). With respect to this frame we have that

$$
\begin{aligned}
& \operatorname{Ric}\left(e_{1}, e_{1}\right)=\mathcal{R}\left(e_{1} \wedge e_{2}, e_{1} \wedge e_{2}\right)+\mathcal{R}\left(e_{1} \wedge e_{3}, e_{1} \wedge e_{3}\right)=\lambda_{3}+\lambda_{2}, \\
& \operatorname{Ric}\left(e_{2}, e_{2}\right)=\mathcal{R}\left(e_{2} \wedge e_{1}, e_{2} \wedge e_{1}\right)+\mathcal{R}\left(e_{2} \wedge e_{3}, e_{2} \wedge e_{3}\right)=\lambda_{3}+\lambda_{1}, \\
& \operatorname{Ric}\left(e_{3}, e_{3}\right)=\mathcal{R}\left(e_{3} \wedge e_{1}, e_{3} \wedge e_{1}\right)+\mathcal{R}\left(e_{3} \wedge e_{2}, e_{3} \wedge e_{2}\right)=\lambda_{2}+\lambda_{1},
\end{aligned}
$$

and the other elements of Ric are equal to zero. Combining the above results, we see that

$$
\begin{aligned}
S & =\operatorname{Ric}\left(e_{1}, e_{1}\right)+\operatorname{Ric}\left(e_{2}, e_{2}\right)+\operatorname{Ric}\left(e_{3}, e_{3}\right) \\
& =2\left(\lambda_{1}+\lambda_{2}+\lambda_{3}\right) .
\end{aligned}
$$

This completes the proof.

### 1.7 Lie derivatives

We discuss here another notion differentiation of vector fields which generalizes the directional derivative.

Definition 1.7.1. Let $M$ be a smooth m-dimensional manifold and $X \in \mathfrak{X}(M)$.
(1) The Lie derivative of $f \in C^{\infty}(M)$ in the direction of $X$ is $\mathcal{L}_{X} f=d f(X)$.
(2) The Lie derivative of a vector field $Y \in \mathfrak{X}(M)$ in the direction of $X$ is $\mathcal{L}_{X} Y=[X, Y]$.

We would like to define the notion of the Lie derivative of a tensor in the direction of a vector field. Before giving the precise definition we need some preliminaries. Let $X$ be a vector field on $M$ and let $\varphi: M \times I \rightarrow M, I \subset \mathbb{R}$, be the map satisfying

$$
\left\{\begin{array}{l}
d \varphi_{(x, t)}\left(\partial_{t}\right)=X_{x},  \tag{1.11}\\
\varphi(x, 0)=x,
\end{array}\right.
$$

for each $(x, t) \in M \times I$. Then, for each $t \in I$, the map given by $x \mapsto \varphi_{t}(x)=\varphi(x, t)$ is a local diffeomorphism.
Definition 1.7.2. Let $M$ be a smooth m-dimensional manifold and $X \in \mathfrak{X}(M)$ and let $T$ be a r-tensor on the tangent bundle of $M$. The Lie derivative of $T$ in the direction $X$ is defined by

$$
\left.\left(\mathcal{L}_{X} T\right)\left(Y_{1}, \ldots, Y_{r}\right)\right|_{x}=\lim _{t \rightarrow 0} \frac{\left.\left(\varphi_{t}^{*} T-T\right)\left(Y_{1}, \ldots, Y_{r}\right)\right|_{x}}{t}, \quad x \in M .
$$

It turns out that the Lie derivative of a $r$-tensor satisfies the property described in the following proposition; see [26, Appendix 1, page 376].
Proposition 1.7.3. Let $T$ be a r-tensor and $X$ a vector field on $M$. Then

$$
\left(\mathcal{L}_{X} T\right)\left(Y_{1}, \ldots, Y_{r}\right)=X\left(T\left(Y_{1}, \ldots, Y_{r}\right)\right)-T\left(\mathcal{L}_{X} Y_{1}, \ldots, Y_{r}\right)-\cdots-T\left(Y_{1}, \ldots, \mathcal{L}_{X} Y_{r}\right)
$$

Corollary 1.7.4. Let $(M, g)$ be a Riemannian manifold. Then,

$$
\left(\mathcal{L}_{X} g\right)(Y, Z)=g\left(\nabla_{Y} X, Z\right)+g\left(\nabla_{Z} X, Y\right)
$$

where $\nabla$ the Levi-Civita connection and $X \in \mathfrak{X}(M)$.
Proof. Using Proposition 1.7.3 and properties of the Levi-Civita connection we have

$$
\begin{aligned}
\left(\mathcal{L}_{X} g\right)(Y, Z) & =X(g(Y, Z))-g\left(\mathcal{L}_{X} Y, Z\right)-g\left(Y, \mathcal{L}_{X} Z\right) \\
& =g\left(\nabla_{X} Y, Z\right)+g\left(Y, \nabla_{X} Z\right)-g([X, Y], Z)-g(Y,[X, Z]) \\
& =g\left(\nabla_{Y} X, Z\right)+g\left(\nabla_{Z} X, Y\right)
\end{aligned}
$$

for each $X, Y, Z \in \mathfrak{X}(M)$. This completes the proof.

### 1.8 Point-wise conformal metrics

For later use, let us consider here the simplest deformations of a Riemannian metric, namely the conformal ones. They are obtained by changing at each point the lengths of all vectors by a scaling factor (depending on the point) without changing the angles.
Definition 1.8.1. Two Riemannian metrics $g$ and $\bar{g}$ on a manifold $M$ are said to be (pointwise) conformal if there exists a smooth function $\varphi$ on $M$ such that $\bar{g}=e^{2 \varphi} g$.

In the following, we compute the various invariants of the metric $\bar{g}$ in terms of those of $g$ and the derivatives of $f$ with respect to the Levi-Civita connection $\nabla$ of $g$. More precisely, the following result holds:

Theorem 1.8.2. Let $(M, g)$ be a Riemannian m-dimensional manifold, $\varphi \in C^{\infty}(M)$ a smooth function on $M$ and $\bar{g}$ the metric given by $\bar{g}=e^{2 \varphi} g$. Then:
(1) The Levi-Civita connections $\bar{\nabla}$ and $\nabla$ of the metrics $\bar{g}$ and $g$, respectively, are related by the formula

$$
\bar{\nabla}_{X} Y=\nabla_{X} Y+(X \varphi) Y+(Y \varphi) X-g(X, Y) \nabla \varphi, \text { for all } X, Y \in \mathfrak{X}(M)
$$

(2) The volume forms $\bar{V}$ and $V$ of the metrics $\bar{g}$ and $g$, respectively, are related by

$$
\bar{V}=e^{m \varphi} V .
$$

(3) The gradients of a function $f \in C^{\infty}(M)$ with respect the metrics $\bar{g}$ and $g$ are related by

$$
\bar{\nabla} f=e^{-2 \varphi} \nabla f
$$

(4) The Laplacians of a function $f \in C^{\infty}(M)$ with respect to $\bar{g}$ and $g$ are related by

$$
\bar{\Delta} f=e^{-2 \varphi}\{\Delta f+(m-2) g(\nabla \varphi, \nabla f)\} .
$$

(5) The curvature operators $\overline{\mathcal{R}}$ and $\mathcal{R}$ of the conformal metrics $\bar{g}$ and $g$ are related by

$$
\overline{\mathcal{R}}=e^{2 \varphi}\left\{\mathcal{R}+g \mathbb{Q}\left(\nabla^{2} \varphi-d \varphi \otimes d \varphi-\frac{1}{2}|\nabla \varphi|^{2} g\right)\right\} .
$$

(6) The Ricci tensors $\overline{\text { Ric }}$ and Ric of the metrics $\bar{g}$ and $g$, respectively, are related by

$$
\overline{\operatorname{Ric}}=\operatorname{Ric}-(m-2)\left(\nabla^{2} \varphi-d \varphi \otimes d \varphi\right)-\left(\Delta \varphi-(m-2)|\nabla \varphi|^{2}\right) g .
$$

(7) The scalar curvatures $\bar{S}$ and $S$ of the metrics $\bar{g}$ and $g$, respectively, are related by

$$
\bar{S}=e^{-2 \varphi}\left\{S-2(m-1) \Delta \varphi-(m-2)(m-1)|\nabla \varphi|^{2}\right\} .
$$

Proof. The proofs of the formulas follow by long but straight-forward computations; see for example [3, Theorem 1.159].

### 1.9 Global Riemannian geometry

Suppose that $\gamma:[a, b] \rightarrow M$ is a regular curve in a manifold $M$ equipped with a Riemannian metric $g$. The length of $\gamma$ is given by

$$
L(\gamma)=\int_{a}^{b}\left|\gamma^{\prime}(t)\right| d t
$$

The distance between two points $x, y \in M$ can now be defined as

$$
\operatorname{dist}(x, y)=\inf \{\text { length of all curves joining the points } x, y\}
$$

Note that the above mentioned set of curves is always non-empty since manifolds are assumed to be connected. It turns out that dist is a topological metric on $M$. In fact the topology on $M$ induced by this metric coincides with the original topology of $M$. We say that the Riemannian manifold $M$ is complete if and only if ( $M$, dist) is a complete metric space. The diameter $\operatorname{diam}(M)$ of a compact Riemannian manifold $M$ is given by the formula

$$
\operatorname{diam}(M)=\max \{\operatorname{dist}(x, y): x, y \in M\}
$$

In order to find the curve with the smallest length joining two points $x$ and $y$, we have to minimize the length functional. The Euler-Lagrange equation for the variation of the length leads to the following:

$$
\begin{equation*}
\nabla_{\gamma^{\prime}}^{\gamma} \gamma^{\prime}=0 \tag{1.12}
\end{equation*}
$$

Solutions of (1.12) are called geodesic curves. From the basic theory of ODEs we obtain the following important result; for the proof see for example [26].

Theorem 1.9.1 (Existence \& uniqueness). Let $M$ be a Riemannian manifold. Then:
(1) For each fixed point $x \in M$ and each $v \in T_{x} M$, there is a neighborhood $U_{x}$ in $M$ around the point $x$, an open ball $B\left(0, \delta_{x}\right)$ in $T_{x} M$ around $v$ such that for each $y \in U_{x}$ and $w \in B\left(0, \delta_{x}\right)$, there is a geodesic $\gamma_{y, w}:(-2,2) \rightarrow U$ such that

$$
\gamma_{y, w}(0)=y \quad \text { and } \quad \gamma_{y, w}^{\prime}(0)=w
$$

Moreover, the mapping $F: U_{x} \times B\left(0, \delta_{x}\right) \times(-2,2) \rightarrow M$ given by

$$
F(y, w, t)=\gamma_{y, w}(t)
$$

is smooth.
(2) Let $I_{1}$ and $I_{2}$ be two open intervals with $t_{0} \in I_{1} \cap I_{2}$ and $\gamma_{1}: I_{1} \rightarrow M$ and $\gamma_{2}: I_{2} \rightarrow M$ are geodesics with $\gamma_{1}\left(t_{0}\right)=\gamma_{2}\left(t_{0}\right)$ and $\gamma_{1}^{\prime}\left(t_{0}\right)=\gamma_{2}^{\prime}\left(t_{0}\right)$. Then, $\gamma_{1}\left(I_{1} \cap I_{2}\right)=\gamma_{2}\left(I_{1} \cap I_{2}\right)$.

Remark 1.9.2. Let us make some comments regarding the last theorem:
(1) As one can easily see any geodesic curve has speed of constant length. Therefore, in the sequel, we will always assume that geodesics are parametrized with respect to the arc length.
(2) Geodesics are locally length minimizing. However, this property is not true in general as already the sphere consists a counterexample.

Definition 1.9.3. Let $x \in M$ and consider an open ball $B\left(0, \delta_{x}\right) \subset T_{x} M$ as in Theorem 1.9.1. The smooth map $\exp _{x}: B\left(0, \delta_{x}\right) \rightarrow M$ given by

$$
\exp _{x}(v)=F(x, v, 1)
$$

is called the exponential map.
Let us collect in the next theorem the most important properties of the exponential map. The reader can find the proofs in any classical book of differential geometry; for example see [26].
Theorem 1.9.4. Fix a point $x$ in a Riemannian manifold $M$. Then, the following statements hold true:
(1) For each $v \in T_{0}\left(T_{x} M\right)$, it holds

$$
\left.d \exp _{x}\right|_{0}(v)=v
$$

which means that the exponential map when restricted in a small neighborhood of the origin of $T_{x} M$ is a diffeomorphism.
(2) Let $\delta$ a sufficiently small number such that $\exp _{x}: B(0, \delta) \rightarrow M$ is a diffeomorphism. Then each geodesic starting from $x$ meets orthogonally the boundary of $\exp _{x}(B(0, \delta))$.
(3) If the distance function $d_{x}: M \rightarrow \mathbb{R}$ given by

$$
d_{x}(y)=\operatorname{dist}(x, y)
$$

is smooth at $y$, then

$$
\left(\nabla d_{x}\right)(y)=\gamma_{0}^{\prime}(b)
$$

where $\gamma_{0}:[0, b] \rightarrow M$ is the unique geodesic that is connecting the points $x$ and $y$,
(4) The Riemannian manifold $M$ is complete if and only if, for each $x \in M$, the exponential map $\exp _{x}$ is defined in all of $T_{x} M$. In this case, for each pair of points $x, y \in M$ there exists at least one geodesic curve joining these two given points.

The second part of the above theorem is known in the literature as the Gauß Lemma. The third part is due to Hopf and Rinow. Notice that compact Riemannian manifolds are always complete.

Definition 1.9.5. Fix a point $x$ in a complete Riemannian manifold $M$.
(1) The cut locus of $x$ in $T_{x} M$ is defined to be the set of all vectors $v \in T_{x} M$ such that

$$
\gamma(t)=\exp _{x}(t v)
$$

is a length minimizing geodesic for all times $t \in[0,1]$ but fails to be minimizing for $t \in[1,1+\varepsilon)$ for each positive number $\varepsilon>0$.
(2) The cut locus $\operatorname{Cut}(x)$ of $x$ in $M$ is defined to be the image of the cut locus of $x$ in $T_{x} M$ under the exponential map.
(3) The least distance from $x$ to cut locus $\operatorname{Cut}(x)$ is called the injectivity radius inj $(x)$ of $x$. The injectivity radius $\operatorname{inj}(M)$ of a Riemannian manifold is the infimum of the injectivity radii at all points.

Fix a point $x \in M$ and consider the closed set

$$
D_{x}=\left\{v \in T_{x} M: \operatorname{dist}\left(\exp _{x}(v), x\right)=|v|\right\} \subset T_{x} M
$$

It turns out that the boundary $\partial D_{x}$ of $D_{x}$ is exactly the cut locus of $x$ in $T_{x} M$ and that

$$
\operatorname{Cut}(x)=\exp _{x}\left(\partial D_{x}\right)
$$

Moreover, the map

$$
\exp _{x}: \operatorname{int}\left(D_{x}\right) \rightarrow M-\operatorname{Cut}(x)
$$

is a diffeomorphism. From Sard's Theorem it follows that the set $\operatorname{Cut}(x)$ has measure zero. Another interesting fact is that the injectivity radius $\operatorname{inj}(x)$ of $x$ can be defined equivalently as the supremum of all $r>0$ such that the exponential map $\exp _{x}: B(0, r) \rightarrow M$ is diffeomorphism. We conclude this section with three results which show how the geometry affects the topology of the manifold and vise versa; for the proofs we refer to [8] and [26].

Theorem 1.9.6 (Cheng-Bonnet-Myers). Let $(M, g)$ be a complete m-dimensional Riemannian manifold such that

$$
R i c \geq(m-1) k g
$$

where $k$ is a positive constant. Then, the following facts hold:
(1) The manifold $M$ is compact with finite fundamental group.
(2) The diameter of $M$ can be estimated from above by $\operatorname{diam}(M) \leq \pi / \sqrt{k}$.
(3) If $\operatorname{diam}(M)=\pi / \sqrt{k}$, then $M$ is isometric to $\mathbb{S}_{k}^{m}$.

Theorem 1.9.7 (Bishop-Cheeger-Gromov). Suppose that $(M, g)$ is a Riemannian manifold of dimension $m$ such that Ric $\geq(m-1) k g$, where $k$ is a real constant. Then, for each $x \in M$, we have that

$$
V(B(x, r)) \leq V_{m}^{k}(r)
$$

where $V_{m}^{k}(r)$ the volume of the ball of radius $r$ in the simply-connected $m$-dimensional space form of curvature $k$. As a matter of fact, the function

$$
r \mapsto \frac{V(B(x, r))}{V_{m}^{k}(r)},
$$

is non-increasing and its limit as $r \rightarrow 0$ is 1 .
Theorem 1.9.8 (Klingenberg). Let $M$ be a Riemannian manifold. The following facts hold:
(1) If $M$ is compact, then the injectivity radius $\operatorname{inj}(M)$ is always positive.
(2) If $M$ is compact and all the sectional curvatures are bounded from above by $k>0$, then

$$
\operatorname{inj}(M) \geq \min \{\pi / \sqrt{k},(1 / 2) \cdot \text { length of the shortest closed geodesic }\} .
$$

(3) If $M$ is complete and simply connected whose sectional curvatures are pinched between $k$ and $k / 4$ for some positive constant $k$, then

$$
\operatorname{inj}(M) \geq \pi / \sqrt{k}
$$

(4) If $M$ is compact, even-dimensional, orientable whose sectional curvatures are positive and bounded from above by a positive constant $k$, then

$$
\operatorname{inj}(M) \geq \pi / \sqrt{k} .
$$

### 1.10 Index notation

In the following chapters we will perform computations involving tensors with respect to local coordinates or orthonormal frames. Let us briefly discuss the conventions that we will use, following the exposition in [26]. Suppose that $E$ is a $m$-dimensional real vector space. We use subscripts to denote vectors in $E$. Therefore, a basis of $E$ will be denoted by $\left\{e_{1}, \ldots, e_{m}\right\}$. Given a vector $v \in V$, we then write it as a linear combination of this basis as follows

$$
v=\sum_{i=1}^{m} v^{i} e_{i}=v^{i} e_{i} .
$$

Note that we use superscripts for the coefficients of $v$ and then automatically sum over indices that are repeated as both subscripts and superscripts. Let us consider now the basis $\left\{e^{1}, \ldots, e^{m}\right\}$ of dual space $V^{*}$ given by $e^{i}\left(e_{j}\right)=\delta_{j}^{i}$. This basis of the dual space is called associated with $\left\{e_{1}, \ldots, e_{m}\right\}$. Then we see that

$$
v^{i}=e^{i}(v) .
$$

Hence, we decide to use superscripts for dual basis in $V^{*}$. If $\varphi: V \rightarrow V$ is a linear map then we denote the components of the matrix of $\varphi$ with respect to the basis $\left\{e_{1}, \ldots, e_{m}\right\}$ by $\varphi_{i}^{j}$, namely

$$
\varphi\left(e_{i}\right)=\varphi_{i}^{j} e_{j} .
$$

If $\varphi: V \times V \rightarrow \mathbb{R}$ is a bilinear form, then we may represent the coefficients of its matrix with respect to the basis $\left\{e_{1}, \ldots, e_{m}\right\}$ by $\varphi_{i j}$, that is $\varphi_{i j}=\varphi\left(e_{i}, e_{j}\right)$. Consequently, we may write $\varphi$ in the form

$$
\varphi=\varphi_{i j} e^{i} \otimes e^{j},
$$

where $\otimes$ is the multiplication on 1-forms, i.e. if $\omega_{1}, \omega_{2} \in V^{*}$ and $X, Y \in V$, then

$$
\omega_{1} \otimes \omega_{2}(X, Y)=\omega_{1}(X) \cdot \omega_{2}(Y)
$$

On the other hand, if $\varphi: V \times V \rightarrow V$ is a vector valued bilinear form, then its coefficients with respect to the basis $\left\{e_{1}, \ldots, e_{m}\right\}$ will be denoted by $\varphi_{i j}^{k}$, that is

$$
\varphi\left(e_{i}, e_{j}\right)=\varphi_{i j}^{k} e_{k}
$$

Suppose that $\left(x^{1}, \ldots, x^{m}\right)$ is a coordinate system in a Riemannian manifold $M$. Then we denote the corresponding basic vector fields by $\left\{\partial_{1}, \ldots, \partial_{m}\right\}$. With respect to this basis, we have
(1) Components of the metric and of its inverse: $\quad g\left(\partial_{i}, \partial_{j}\right)=g_{i j}$ and $\left(g^{i j}\right)=\left(g_{i j}\right)^{-1}$.
(2) Components of the Riemannian 3-tensor:

$$
R\left(\partial_{i}, \partial_{j}, \partial_{k}\right)=R_{i j k}^{l} \partial_{l} .
$$

(3) Components of the Riemannian 4-tensor:

$$
R\left(\partial_{i}, \partial_{j}, \partial_{k}, \partial_{l}\right)=R_{i j k l}=g_{h k} R_{i j l}^{h} .
$$

(4) Components of the Ricci curvature:
$\operatorname{Ric}\left(\partial_{i}, \partial_{j}\right)=R_{i j}=g^{k l} R_{i k j l}$.
(5) Scalar curvature in local coordinates:

$$
S=g^{i j} R_{i j}=g^{i j} g^{k l} R_{i k j l}
$$

## CHAPTER

## The Ricci flow equation

In this chapter, we introduce the Ricci flow as an evolution equation, give examples of special solutions to the Ricci flow and compute the evolution equations of various geometric quantities.

### 2.1 Motivation

The concept of the Ricci flow was introduced in 1982 in the seminal paper of Hamilton [18]. The Ricci flow is an evolution equation which deforms a Riemannian metric in the direction of its Ricci curvature. In local coordinates, we can describe the Ricci flow by the equation

$$
\begin{equation*}
g_{i j}^{\prime}(t)=-2 R_{i j}(t), \quad t \in(0, T), \tag{2.1}
\end{equation*}
$$

where $g_{i j}(t)$ denotes the components of a time-dependent Riemannian metric and $R_{i j}(t)$ the components of the Ricci curvature of the corresponding metric at time $t \in(0, T)$. Hamilton was inspired by the work of Eells and Sampson [14] on the harmonic heat map flow, where under certain conditions they succeeded to deform a smooth map between Riemannian manifolds into a harmonic one. Hamilton's main idea was to try to deform a given Riemannian metric on manifold by a heat-type equation. He was led to consider the equation (2.1) due to this fact: If $M$ is a Riemannian $m$-dimensional manifold, then around each point there exists a coordinate system $\left(x^{1}, \ldots, x^{m}\right)$ where each coordinate function $x^{i}: M \rightarrow \mathbb{R}, 1 \leq i \leq m$, is harmonic with respect to the Riemannian metric of $M$; see [26, page 409]. In such a coordinate system, the components of the Ricci tensor satisfy

$$
-2 R_{i j}=\Delta g_{i j}+(\text { lower order terms }) .
$$

However, let us mention here that, the property of a coordinate system to be harmonic is not preserved under (2.1). Moreover, it turns out that the equation (2.1) is not parabolic, so the existence for short time of the initial value problem

$$
\left\{\begin{array}{l}
g_{i j}^{\prime}(t)=-2 R_{i j}(t),  \tag{2.2}\\
g_{i j}(0)=g_{i j},
\end{array}\right.
$$

is not guarantied from the standard theory of parabolic PDEs.

### 2.2 Definitions and examples

Suppose that $(0, T)$ is an open interval of the real line and let $\left\{g_{t}\right\}_{t \in(0, T)}$ be an arbitrary smooth family of Riemannian metrics on a manifold $M$. This means that for each $(x, t) \in M \times(0, T)$ we have an inner product $g_{(x, t)}$ on the tangent space $T_{x} M$. Then, we can regard $\left\{g_{t}\right\}_{t \in(0, T)}$ as a metric $g$ acting on the spatial tangent bundle $\mathcal{H}$, defined by

$$
\mathcal{H}=\left\{X \in T(M \times(0, T)): d \pi_{2}(X)=0\right\},
$$

where $\pi_{2}: M \times(0, T) \rightarrow(0, T)$ is the natural projection map given by

$$
\pi_{2}(x, t)=t .
$$

Observe that each $g_{t}$ is a Riemannian metric on $\mathcal{H}$ since $\mathcal{H}_{(x, t)}$ is isomorphic to $T_{x} M$ via $\pi_{2}$. We can even extend naturally $g$ into a Riemannian metric on $M \times(0, T)$, with respect to which we have the orthogonal decomposition

$$
T(M \times(0, T))=\mathcal{H} \oplus \mathbb{R} \partial_{t} .
$$

Since $\mathcal{H}$ is a vector subbundle of $T(M \times(0, T))$, every section of $\mathcal{H}$ is also a section of the tangent bundle $T(M \times(0, T))$. We call the elements of $\Gamma(\mathcal{H})$ spatial vector fields. There is a natural connection $\nabla$ on $M \times(0, T)$. As a matter of fact, define $\nabla$ by

$$
\begin{equation*}
\nabla_{X} Y=\nabla_{X}^{t} Y, \quad \nabla_{X} \partial_{t}=0, \quad \nabla_{\partial_{t}} \partial_{t}=0 \quad \text { and } \quad \nabla_{\partial_{t}} X=\left[\partial_{t}, X\right], \tag{2.3}
\end{equation*}
$$

for each spatial vector fields $X$ and $Y$, where $\nabla^{t}$ stands for the Levi-Civita connection of $g_{t}$. One can readily check that $\nabla$ is compatible with $g$, i.e.

$$
X g\left(Y_{1}, Y_{2}\right)=g\left(\nabla_{X} Y_{1}, Y_{2}\right)+g\left(Y_{1}, \nabla_{X} Y_{2}\right),
$$

for each $X \in T(M \times(0, T))$ and spatial vector fields $Y_{1}, Y_{2} \in \Gamma(\mathcal{H})$. Moreover, the connection $\nabla$ is spatially symmetric, that is

$$
\nabla_{Y_{1}} Y_{2}-\nabla_{Y_{2}} Y_{1}=\left[Y_{1}, Y_{2}\right],
$$

for each $Y_{1}, Y_{2} \in \Gamma(\mathcal{H})$. Let us give now the formal definition of the Ricci flow.
Definition 2.2.1. Let $M$ be a m-dimensional manifold and $\left\{g_{t}\right\}_{t \in(0, T)}$ be a one-parameter family of Riemannian metrics on $M$. We say that $\left\{g_{t}\right\}_{t \in(0, T)}$ is a solution of the Ricci flow if

$$
\nabla_{\partial_{t}} g_{t}=-2 R i c_{g_{t}}
$$

where Ric ${ }_{g}$ is the Ricci curvature of the metric $g$.

Example 2.2.2. Let us give some examples of metrics evolving under the Ricci flow.
(1) Spheres. Let us denote by $\left(\mathbb{S}^{m}, g_{0}\right)$ the $m$-dimensional unit sphere lying in $\mathbb{R}^{m+1}$. Then,

$$
\operatorname{Ric}_{g_{0}}=(m-1) g_{0}
$$

Consider now the family of metrics $\left\{g_{t}\right\}_{t \in(0, T)}$ given by

$$
g_{t}=\{1-2(m-1) t\} g_{0} \quad \text { where } \quad T=\frac{1}{2(m-1)}
$$

From the formulas of Theorem 1.8.2, we have that

$$
\operatorname{Ric}_{g_{t}}=\operatorname{Ric}_{g_{0}}=(m-1) g_{0}
$$

for each $t \in(0, T)$. Moreover, for each time-independent vector fields $X, Y$ on $M$, we obtain

$$
\begin{aligned}
\left\{\nabla_{\partial_{t}} g_{t}\right\}(X, Y) & =\partial_{t}\left\{g_{t}(X, Y)\right\}=\partial_{t}\left\{g_{0}(X, Y)-2(m-1) t g_{0}(X, Y)\right\} \\
& =-2(m-1) g_{0}(X, Y) \\
& =-2 \operatorname{Ric}_{g_{t}}(X, Y)
\end{aligned}
$$

Hence $\left\{g_{t}\right\}_{t \in(0, T)}$ is a solution to the Ricci flow for every $t<T$. This shows that the sphere evolves by shrinking homothetically and at $T$ it collapses to a point.
(2) Hyperbolic spaces. Let $\left(\mathbb{H}^{m}, g_{0}\right)$ be the $m$-dimensional hyperbolic space of constant sectional curvature -1 . Then, Ric $_{g_{0}}=-(m-1) g_{0}$. A similar computation as above shows that the metrics $\left\{g_{t}\right\}_{t \in(0, \infty)}$ given by

$$
g_{t}=\{1+2(m-1) t\} g_{0}, \quad \text { where } \quad t>0
$$

consist a solution to the Ricci flow. Hence the hyperbolic space expands homothetically to infinity.
(3) Einstein manifolds. Let $\left(M, g_{0}\right)$ be an Einstein manifold. Then, Ric $_{g_{0}}=\lambda g_{0}$, where $\lambda \in \mathbb{R}$ is a constant. Consider the family of metrics $\left\{g_{t}\right\}_{t \in(0, T)}$ given by

$$
g_{t}=(1-2 \lambda t) g_{0}, \text { for } t \text { such that } 1-2 \lambda t>0
$$

Similar computations as in the previous examples show that $g_{t}$ is a solution to the Ricci flow. Hence, if $\lambda>0$ the flow exists up to time $1 /(2 \lambda)$ and if $\lambda \leq 0$ the flow exists for all positive times.
(4) Product manifolds Let $\left(M_{1}, g_{1}(t)\right)$ and $\left(M_{2}, g_{2}(t)\right)$ be solutions to the Ricci flow defined in a common time interval $(0, T)$. Then, the family of metrics $\left\{g_{t}\right\}_{t \in(0, T)}$ given by

$$
g_{t}=g_{1}(t) \times g_{2}(t)
$$

consists a solution to the Ricci flow on $M_{1} \times M_{2}$.

### 2.3 Evolution equations

In this section we will see how various geometric quantities evolve under the Ricci flow. With abuse of notation, we will denote all connections by the same letter $\nabla$.
Lemma 2.3.1 (Uhlenbeck's trick). Let $\left\{g_{t}\right\}_{t \in[0, T)}$ be a solution of the Ricci flow. Then,
(1) There exists a local smooth time-dependent tangent orthonormal frame field $\left\{e_{1}, \ldots, e_{m}\right\}$ with respect to $g_{t}$ satisfying

$$
\nabla_{\partial_{t}} e_{i}=R_{i j} e_{j}, \quad i \in\{1, \ldots, m\}
$$

for each $t \in[0, T)$.
(2) The induced volume form $d \mu_{t}$ on $\left(M, g_{t}\right)$ evolves according to the equation

$$
\nabla_{\partial_{t}} d \mu_{t}=-S d \mu_{t} .
$$

Moreover, the volume $V_{t}$ of the evolved metrics satisfy

$$
\partial_{t} V=-\int S d \mu_{t}
$$

Proof. Denote by $P_{t}: T M \rightarrow T M$ the (time-dependent) adjoint operator associated with the Ricci curvature, i.e.

$$
\operatorname{Ric}(X, Y)=g_{t}\left(P_{t} X, Y\right)=g_{t}\left(X, P_{t} Y\right), \quad X, Y \in \mathfrak{X}(M)
$$

Consider now the time-dependent family of bundle isomorphisms $\varphi_{t}: T M \rightarrow T M$ given by

$$
\left\{\begin{aligned}
\nabla_{\partial_{t}} \varphi_{t} & =P_{t} \circ \varphi_{t}, \quad t \in(0, T), \\
\varphi_{0} & =I .
\end{aligned}\right.
$$

We claim that $\varphi_{t}^{*} g_{t}=g_{0}$, for every $t \in[0, T)$. Indeed, consider a local coordinate chart $\left\{\partial_{1}, \ldots, \partial_{m}\right\}$ in a neighborhood of $\varphi_{t}$. Using from (2.3) the fact that

$$
\left[\partial_{t}, \partial_{i}\right]=\nabla_{\partial_{t}} \partial_{i}=0, \quad i \in\{1, \ldots, m\},
$$

we obtain

$$
\begin{aligned}
\partial_{t}\left\{\varphi_{t}^{*} g_{t}\left(\partial_{i}, \partial_{j}\right)\right\}= & \partial_{t}\left\{g_{t}\left(\varphi_{t}\left(\partial_{i}\right), \varphi_{t}\left(\partial_{j}\right)\right)\right\}=\left(\nabla_{\partial_{t}} g_{t}\right)\left(\varphi_{t}\left(\partial_{i}\right), \varphi_{t}\left(\partial_{j}\right)\right) \\
& +g_{t}\left(\nabla_{\partial_{t}} \varphi_{t}\left(\partial_{i}\right), \varphi_{t}\left(\partial_{j}\right)\right)+g_{t}\left(\varphi_{t}\left(\partial_{i}\right), \nabla_{\partial_{t}} \varphi_{t}\left(\partial_{j}\right)\right) \\
= & -2 \operatorname{Ric}\left(\varphi_{t}\left(\partial_{i}\right), \varphi_{t}\left(\partial_{j}\right)\right) \\
& \left.\left.+g_{t}\left(\left(P_{t} \circ \varphi_{t}\right)\left(\partial_{i}\right), \varphi_{t}\left(\partial_{j}\right)\right)\right)+g_{t}\left(\varphi_{t}\left(\partial_{i}\right),\left(P_{t} \circ \varphi_{t}\right)\left(\partial_{j}\right)\right)\right) \\
= & 0
\end{aligned}
$$

Hence, if $\left\{v_{1}, \ldots, v_{m}\right\}$ is a local orthonormal frame with respect to the metric $g_{0}$, then

$$
\left\{e_{1}=\varphi_{t}\left(v_{1}\right), \ldots, e_{m}=\varphi_{t}\left(v_{m}\right)\right\}
$$

is a local time-dependent orthonormal frame with respect to $g_{t}$, for each $t \in[0, T)$. Moreover, this frame satisfies

$$
\nabla_{\partial_{t}} e_{i}=R_{i j} e_{j}
$$

Denote by $\left\{\omega_{1}, \ldots, \omega_{m}\right\}$ the corresponding dual frame of $\left\{e_{1}, \ldots, e_{m}\right\}$. Then,

$$
\nabla_{\partial_{t}} \omega_{i}=-R_{i j} \omega_{j},
$$

for each $i \in\{1, \ldots, m\}$. Hence,

$$
\nabla_{\partial_{t}} d \mu_{t}=\nabla_{\partial_{t}}\left(\omega_{1} \wedge \cdots \wedge \omega_{m}\right)=-S \omega_{1} \wedge \cdots \wedge \omega_{m}=-S d \mu_{t} .
$$

By integrating we get

$$
\partial_{t} V=-\int S d \mu_{t}
$$

and the proof is completed.
Our next goal is to compute how the Riemann curvature tensor evolves under the Ricci flow. We start with some auxiliary results that we will frequently use in the sequel. First let us denote by $\mathcal{C}_{B}(T M)$ the space of all $(4,0)$-tensors satisfying the properties (1.7), (1.8) and (1.9) of the Riemannian curvature tensor. Define now the bundle map $Q: \mathcal{C}_{B}(T M) \rightarrow C^{\infty}(M)$ given by

$$
\begin{equation*}
Q(R)_{i j k l}=R_{i j a b} R_{k l a b}+2 R_{i a k b} R_{j a l b}-2 R_{i a l b} R_{j a k b}, \tag{2.4}
\end{equation*}
$$

where we use Einstein's summation convention and the components are regarded with respect to a local orthonormal frame. Another thing that we will use often in our computations are the Ricci identities that we state in the following lemma.

Lemma 2.3.2 (Ricci identities). Let $\varphi$ be a ( $r, 0$ )-tensor on a Riemannian manifold. Then, the following formula holds:

$$
\begin{align*}
\left(\nabla_{X, Y}^{2} \varphi\right. & \left.-\nabla_{Y, X}^{2} \varphi\right)\left(Z_{1}, Z_{2}, \ldots, Z_{r}\right)  \tag{2.5}\\
& =-\varphi\left(R\left(X, Y, Z_{1}\right), Z_{2}, \ldots, Z_{r}\right)-\cdots-\varphi\left(Z_{1}, Z_{2}, \ldots, R\left(X, Y, Z_{r}\right)\right),
\end{align*}
$$

where $X, Y, Z_{1}, \ldots, Z_{r} \in \mathfrak{X}(M)$.
Proof. The proof follows by direct computations and for that reason we omit it.

Lemma 2.3.3. The following formula holds:

$$
\begin{align*}
(\Delta R+Q(R))_{i j k l}= & \left(\nabla_{i k}^{2} R i c\right)_{j l}-\left(\nabla_{i l}^{2} R i c\right)_{j k}-\left(\nabla_{j k}^{2} R i c\right)_{i l}+\left(\nabla_{j l}^{2} R i c\right)_{i k} \\
& +R_{i a} R_{a j k l}+R_{j a} R_{i a k l}, \tag{2.6}
\end{align*}
$$

where the indices are regarded with respect to a local orthonormal frame.
Proof. Using the second Bianchi identity (1.9) we obtain

$$
\begin{aligned}
\left(\nabla_{e_{i}} R\right)(X, Y, Z, W) & =-\left(\nabla_{X} R\right)\left(Y, e_{i}, Z, W\right)-\left(\nabla_{Y} R\right)\left(e_{i}, X, Z, W\right) \\
& =\left(\nabla_{X} R\right)\left(e_{i}, Y, Z, W\right)-\left(\nabla_{Y} R\right)\left(e_{i}, X, Z, W\right) .
\end{aligned}
$$

Since $\left\{e_{i}\right\}$ is an orthonormal frame we have

$$
\left(\nabla_{e_{i}, X}^{2} R\right)\left(e_{i}, Y, Z, W\right)=\nabla_{e_{i}} \nabla_{X} R\left(e_{i}, Y, Z, W\right)
$$

and

$$
\left(\nabla_{e_{i}, Y}^{2} R\right)\left(e_{i}, X, Z, W\right)=\nabla_{e_{i}} \nabla_{Y} R\left(e_{i}, X, Z, W\right)
$$

Thus, we can write the Laplacian operator as

$$
\begin{align*}
(\Delta R)(X, Y, Z, W) & =\sum_{i=1}^{m}\left(\nabla_{e_{i}, e_{i}}^{2} R\right)(X, Y, Z, W)  \tag{2.7}\\
& =\sum_{i=1}^{m}\left(\nabla_{e_{i}}\left(\left(\nabla_{X} R\right)\left(e_{i}, Y, Z, W\right)-\left(\nabla_{Y} R\right)\left(e_{i}, X, Z, W\right)\right)\right. \\
& =\sum_{i=1}^{m}\left(\left(\nabla_{e_{i}, X}^{2} R\right)\left(e_{i}, Y, Z, W\right)-\left(\nabla_{e_{i}, Y}^{2} R\right)\left(e_{i}, X, Z, W\right)\right)
\end{align*}
$$

Using the Ricci identity (2.5) we deduce

$$
\begin{align*}
& \left.\sum_{i=1}^{m}\left(\nabla_{X, e_{i}}^{2} R\right)\left(e_{i}, Y, Z, W\right)-\left(\nabla_{e_{i}, X}^{2} R\right)\left(e_{i}, Y, Z, W\right)\right)=  \tag{2.8}\\
& \sum_{i, j=1}^{m} R\left(X, e_{i}, e_{i}, e_{j}\right) R\left(e_{j}, Y, Z, W\right)+\sum_{i, j=1}^{m} R\left(X, e_{i}, Y, e_{j}\right) R\left(e_{i}, e_{j}, Z, W\right) \\
& +\sum_{i, j=1}^{m} R\left(X, e_{i}, Z, e_{j}\right) R\left(e_{i}, Y, e_{j}, W\right)+\sum_{i, j=1}^{m} R\left(X, e_{i}, W, e_{j}\right) R\left(e_{i}, Y, Z, e_{j}\right) .
\end{align*}
$$

By interchanging $X$ with $Y$ we obtain

$$
\begin{align*}
& \left.\sum_{i=1}^{m}\left(\nabla_{Y, e_{i}}^{2} R\right)\left(e_{i}, X, Z, W\right)-\left(\nabla_{e_{i}, Y}^{2} R\right)\left(e_{i}, X, Z, W\right)\right)  \tag{2.9}\\
& =\sum_{i, j=1}^{m} R\left(Y, e_{i}, e_{i}, e_{j}\right) R\left(e_{j}, X, Z, W\right)+\sum_{i, j=1}^{m} R\left(Y, e_{i}, X, e_{j}\right) R\left(e_{i}, e_{j}, Z, W\right) \\
& +\sum_{i, j=1}^{m} R\left(Y, e_{i}, Z, e_{j}\right) R\left(e_{i}, X, e_{j}, W\right)+\sum_{i, j=1}^{m} R\left(Y, e_{i}, W, e_{j}\right) R\left(e_{i}, X, Z, e_{j}\right)
\end{align*}
$$

Then, we subtract (2.9) by (2.8),

$$
\begin{aligned}
& \sum_{i=1}^{m}\left(\left(\nabla_{X, e_{i}}^{2} R\right)\left(e_{i}, Y, Z, W\right)-\left(\nabla_{Y, e_{i}}^{2} R\right)\left(e_{i}, X, Z, W\right)\right) \\
- & \sum_{i=1}^{m}\left(\left(\nabla_{e_{i}, X}^{2} R\right)\left(e_{i}, Y, Z, W\right)+\left(\nabla_{e_{i}, Y}^{2} R\right)\left(e_{i}, X, Z, W\right)\right) \\
= & \sum_{i, j=1}^{m}\left(R\left(Y, e_{i}, X, e_{j}\right)-R\left(X, e_{i}, Y, e_{j}\right)\right) R\left(e_{i}, e_{j}, Z, W\right) \\
+ & 2 \sum_{i, j=1}^{m} R\left(X, e_{i}, Z, e_{j}\right) R\left(e_{i}, Y, e_{j}, W\right) \\
- & 2 \sum_{i, j=1}^{m} R\left(X, e_{i}, W, e_{j}\right) R\left(Y, e_{i}, Z, e_{j}\right) \\
- & \sum_{i, j=1}^{m}\left(R i c\left(X, e_{j}\right) R\left(e_{j}, Y, Z, W\right)-\operatorname{Ric}\left(Y, e_{j}\right) R\left(e_{j}, X, Z, W\right)\right) .
\end{aligned}
$$

We use the first Bianchi identity (1.8) to get

$$
R\left(Y, e_{i}, X, e_{j}\right)-R\left(X, e_{i}, Y, e_{j}\right)=R\left(X, Y, e_{i}, e_{j}\right) .
$$

Then, by the definition of $Q(R)$

$$
\begin{aligned}
& \sum_{i=1}^{m}\left(\left(\nabla_{X, e_{i}}^{2} R\right)\left(e_{i}, Y, Z, W\right)-\left(\nabla_{Y, e_{i}}^{2} R\right)\left(e_{i}, X, Z, W\right)\right) \\
- & \sum_{i=1}^{m}\left(\left(\nabla_{e_{i}, X}^{2} R\right)\left(e_{i}, Y, Z, W\right)+\left(\nabla_{e_{i}, Y}^{2} R\right)\left(e_{i}, X, Z, W\right)\right) \\
= & Q(R)(X, Y, Z, W) \\
- & \sum_{j=1}^{m}\left(\operatorname{Ric}\left(X, e_{j}\right) R\left(e_{j}, Y, Z, W\right)-\operatorname{Ric}\left(Y, e_{j}\right) R\left(e_{j}, X, Z, W\right)\right) .
\end{aligned}
$$

Hence, by (2.7)

$$
\begin{align*}
(\Delta R+Q(R))(X, Y, Z, W)= & \sum_{i=1}^{m}\left(\nabla_{X, e_{i}}^{2} R\right)\left(e_{i}, Y, Z, W\right)  \tag{2.10}\\
& -\sum_{i=1}^{m}\left(\nabla_{Y, e_{i}}^{2} R\right)\left(e_{i}, X, Z, W\right) \\
& +\sum_{i=1}^{m} \operatorname{Ric}\left(X, e_{i}\right) R\left(e_{i}, Y, Z, W\right) \\
& +\sum_{i=1}^{m} \operatorname{Ric}\left(Y, e_{i}\right) R\left(X, e_{i}, Z, W\right)
\end{align*}
$$

Then, using the second Bianchi identity (1.9),

$$
\nabla_{e_{k}} R\left(e_{k}, Y, Z, W\right)=\nabla_{e_{k}} R\left(e_{k}, Y, e_{k}, W\right)-\nabla_{W} R\left(e_{k}, Y, e_{k}, Z\right) .
$$

As a consequence,

$$
\begin{aligned}
\sum_{i=1}^{m}\left(\nabla_{X, e_{i}}^{2} R\right)\left(e_{i}, Y, Z, W\right)= & \sum_{i=1}^{m}\left(\nabla_{X, Z}^{2} R\right)\left(e_{i}, Y, e_{i}, W\right) \\
& -\sum_{i=1}^{m}\left(\nabla_{X, W}^{2} R\right)\left(e_{i}, Y, e_{i}, Z\right) \\
= & \left(\nabla_{X, Z}^{2} \operatorname{Ric}\right)(Y, W)-\left(\nabla_{X, W}^{2} \operatorname{Ric}\right)(Y, Z) .
\end{aligned}
$$

Interchanging $X$ with $Y$ we get the following expression

$$
\begin{aligned}
\sum_{i=1}^{m}\left(\nabla_{Y, e_{i}}^{2} R\right)\left(e_{i}, X, Z, W\right)= & \sum_{i=1}^{m}\left(\nabla_{Y, Z}^{2} R\right)\left(e_{i}, X, e_{i}, W\right) \\
& -\sum_{i=1}^{m}\left(\nabla_{Y, W}^{2} R\right)\left(e_{i}, X, e_{i}, Z\right) \\
= & \left(\nabla_{Y, Z}^{2} R i c\right)(X, W)-\left(\nabla_{Y, W}^{2} R i c\right)(X, Z)
\end{aligned}
$$

By replacing the last two equations in (2.10) the proof is completed.
Lemma 2.3.4. Let $\left\{g_{t}\right\}_{t \in[0, T)}$ be a solution of the Ricci flow equation and $\left\{e_{1}, \ldots, e_{m}\right\}$ an orthonormal frame as in Lemma 2.3.1. Then, with respect to this frame, the following holds:
(1) The Riemannian curvature tensor evolves according to

$$
\begin{equation*}
\left(\nabla_{\partial_{t}} R\right)_{i j k l}=(\Delta R+Q(R))_{i j k l} \tag{2.11}
\end{equation*}
$$

(2) The Ricci tensor evolves according to

$$
\begin{equation*}
\left(\nabla_{\partial_{t}} R i c\right)_{i j}=(\Delta R i c)_{i j}+2 R_{i a j b} R_{a b} . \tag{2.12}
\end{equation*}
$$

(3) The scalar curvature evolves according to

$$
\begin{equation*}
\partial_{t} S=\Delta S+|R i c|^{2} . \tag{2.13}
\end{equation*}
$$

Proof. The proof follows using Lemma 2.3.1 and 2.3.3 and straightforward computations.

## CHAPTER

## Short-TIME EXISTENCE

In this chapter, we prove that the Ricci flow equation, with initial data a compact Riemannian manifold, has always a smooth solution for a short time. It turns out that the Ricci flow equation is a weakly parabolic system and the existence of a short-time solution is not guarantied from the standard theory of PDEs. We will present the so-called DeTurck's trick, presented in [13]. DeTurck's idea was to modify the Ricci flow equation in a way that it becomes strictly parabolic. Then he shows that these two equations are equivalent and the existence and uniqueness of the solution follows from the theory of parabolic PDEs.

### 3.1 Nature of the Ricci flow

### 3.1.1 The symbol

Firstly, we introduce the concept of parabolicity of differential operators on vector bundles. Let $M$ be a smooth manifold with a Riemannian metric $g$ associated with the Levi-Civita connection $\nabla^{M}$. Let $E$ and $F$ be vector bundles over $M$ with $E$ equipped with a Riemannian metric $h$ which is compatible with the connection $\nabla^{E}$. Using the connections $\nabla^{M}$ and $\nabla^{E}$ we can construct $\nabla^{n}$, the $n$-th iterated covariant derivative of a section $\psi \in \Gamma(E)$.
Definition 3.1.1. A differential operator $\mathcal{L}: \Gamma(E) \rightarrow \Gamma(F)$ of the form

$$
\mathcal{L}(\psi)(x)=Q\left(x, \nabla \psi(x), \ldots, \nabla^{n} \psi(x)\right) \in F_{x},
$$

where $Q$ is smooth in all its variables, is called differential operator of order $n$. If $\mathcal{L}$ is $\mathbb{R}$-linear in $\psi$ then we say that $\mathcal{L}$ is a linear differential operator. Otherwise, $\mathcal{L}$ is called a non-linear differential operator.

Let $\mathcal{L}: \Gamma(E) \rightarrow \Gamma(F)$ be a linear differential operator of order $n$. Then, in index notation $\mathcal{L}$ can be written as

$$
\mathcal{L}(\psi)=\sum_{i_{1}, \ldots, i_{n}} A^{n}\left(\nabla_{\partial_{i_{1} \ldots \partial_{i n}}^{n}}^{n} \psi\right)+\ldots+\sum_{i_{1}} A^{1}\left(\nabla_{\partial_{i_{1}}} \psi\right)+A^{0}(\psi),
$$

where for each $x \in M$,

$$
A^{0}(x), \ldots, A^{n}(x): E_{x} \rightarrow F_{x}
$$

are linear maps. These maps are called the coefficients of the linear operator $\mathcal{L}$.
Definition 3.1.2. Let $\mathcal{L}: \Gamma(E) \rightarrow \Gamma(F)$ be a linear differential operator of order $n$. Also, let $x \in M$ and $\xi=\sum_{i=1}^{m} \xi_{i} \partial_{i} \in T_{x} M$. The linear map $\sigma_{\xi}(\mathcal{L}, x):(E)_{x} \rightarrow(F)_{x}$ given by

$$
\sigma_{\xi}(\mathcal{L}, x) \psi=\sum_{i_{1}, \ldots, i_{n}} \xi_{i_{1}} \ldots \xi_{i_{k}} A^{n}(\psi(x))
$$

is called the principal symbol of the operator $\mathcal{L}$ at the point $x$ in the direction $\xi$.
Definition 3.1.3. The operator $\mathcal{L}$ is called elliptic operator if $\sigma[\mathcal{L}](\xi)(\psi)$ is a bundle isomorphism of the fiber for every non-zero $\xi \in \mathfrak{X}(M)$ or equivalently, if there exists $c>0$ such that for all $\xi$ and $\psi$ we have

$$
\begin{equation*}
\langle\sigma[\mathcal{L}](\xi)(\psi), \psi\rangle \geq c|\xi|^{2}|\psi|^{2} \tag{3.1}
\end{equation*}
$$

We are interested in the case where the manifold $M$ is equipped with a one-parameter family of smooth metrics $\left\{g_{t}\right\}_{t \in[0, T)}$. We denote by $\left\{\nabla^{g_{t}}\right\}_{t \in[0, T)}$ the corresponding Levi-Civita connections. Let $E$ and $F$ be vector bundles over $M$ where $E$ is equipped with a fixed metric $h$ and connections $\left\{\nabla^{t}\right\}_{t \in[0, T)}$ which are compatible with $h$, that is,

$$
v h\left(\psi_{1}, \psi_{2}\right)=h\left(\nabla^{t}{ }_{v} \psi_{1}, \psi_{2}\right)+h\left(\psi_{1}, \nabla^{t}{ }_{v} \psi_{2}\right),
$$

for each tangent vector $v$, sections $\psi_{1}, \psi_{2} \in \Gamma(E)$ and $t \in[0, T)$. One can use the connections $\nabla^{t}$ and $\nabla^{g_{t}}$ to construct $\left(\nabla^{t}\right)^{n}$ acting on sections of $E$. Let $\{\psi(t)\}_{t \in[0, T)}$ be a smooth timedependent family of sections of $E$, where smooth means for each $(x, t) \in M \times[0, T)$ the time-derivative

$$
\frac{\partial \psi}{\partial t}=\lim _{h \rightarrow 0} \frac{\psi(x, t+h)-\psi(x, t)}{h}
$$

exists. Hence, $\left\{\partial_{t} \psi\right\}_{t \in[0, T)}$ is another family of sections on $E$. We consider the equation

$$
\begin{equation*}
\partial_{t} \psi(x, t)=(\mathcal{L} \psi)(x, t)=Q\left(x, t,\left(\nabla^{t}\right) \psi(x, t), \ldots,\left(\nabla^{t}\right)^{n} \psi(x, t)\right) \tag{3.2}
\end{equation*}
$$

where $\mathcal{L}: \Gamma(E) \rightarrow \Gamma(F)$ is a time-dependent differential operator of order $n$. If for each fixed $t$ the operator $\mathcal{L}$ is linear elliptic then we say that (3.2) is a linear parabolic differential equation.
Theorem 3.1.4. Let $\mathcal{L}$ be a parabolic differential operator at $\psi_{0} \in \Gamma(E)$. Then, there exists $T>0$ and a smooth family $\psi(t) \in \Gamma(E), t \in[0, T]$ such that there exists a unique smooth solution for the initial value problem

$$
\left\{\begin{array}{l}
\partial_{t} \psi=\mathcal{L} \psi,  \tag{3.3}\\
\psi(0)=\psi_{0}
\end{array}\right.
$$

for $t \in[0, T]$ where $T$ depends on the initial data $\psi_{0}$.

### 3.1.2 Linearization of the Ricci tensor

We need to explain what parabolicity means when $\mathcal{L}$ is a non-linear operator $\mathcal{L}: \Gamma(E) \rightarrow \Gamma(F)$.
Definition 3.1.5. The linearization $D \mathcal{L}$ of $\mathcal{L}$ at $\psi_{0}$, in case that it exists, is defined to be the linear map $D \mathcal{L}_{\varphi_{0}}: \Gamma(E) \rightarrow \Gamma(F)$ is given by

$$
D \mathcal{L}_{\varphi_{0}}(\psi)=\lim _{s \rightarrow 0} \frac{\mathcal{L}\left(\varphi_{0}+s \psi\right)-\mathcal{L}\left(\varphi_{0}\right)}{s}=\left.\frac{\partial \mathcal{L}(\varphi(s))}{\partial s}\right|_{s=0},
$$

where $\varphi:[0,1] \rightarrow \Gamma(E)$ is a one-parameter family of sections with $\varphi(0)=\varphi_{0}$ and $\varphi^{\prime}(0)=$ $\partial_{s} \varphi(0)=\psi$.

Definition 3.1.6. We say that the equation (3.2) is strictly (or strong) parabolic when the equation

$$
\frac{\partial \psi}{\partial t}=D \mathcal{L}_{\varphi_{0}}(\psi)
$$

is parabolic for every $\varphi_{0} \in \Gamma(E)$.
We focus now on the Ricci flow equation where the operator is

$$
\mathcal{L}=-2 \operatorname{Ric}: \Gamma\left(\operatorname{Sym}\left(T^{*} M \times T^{*} M\right)\right) \rightarrow \Gamma\left(\operatorname{Sym}\left(T^{*} M \times T^{*} M\right)\right) .
$$

Using Lemma 2.3.4 with $\partial_{t} g=h$ the linearization of -2 Ric is given by

$$
\begin{aligned}
& D(-2 \text { Ric })=-2 D(\text { Ric })(h)_{k l} \\
& =\sum_{i=1}^{m}\left(\nabla_{i, l}^{2} h\right)_{k i}-\left(\nabla_{k, l}^{2} h\right)_{i i}+\left(\nabla_{k, i}^{2} h\right)_{l i}-\left(\nabla_{i, h}^{2} h\right)_{k l} .
\end{aligned}
$$

Then, the principal symbol is

$$
\sigma[-2 D(R i c)](\xi)(h)_{k l}=\sum_{i=1}^{m} \xi_{i} \xi_{l} h_{k i}-\xi_{k} \xi_{l} h_{i i}+\xi_{k} \xi_{i} h_{l i}-\xi_{i} \xi_{i} h_{k l}
$$

We can choose $h_{k l}=\xi_{k} \xi_{l}$ and then $\sigma[-2 D(R i c)](\xi)(h)_{k l}=0$ and thus an inequality such (3.1) can not hold. Hence, Ricci flow is not a strictly parabolic equation.

### 3.2 Ricci-DeTurck flow

Firstly, we introduce some definitions that we will use. Let $f: M \rightarrow N$ be a smooth map between two Riemannian manifolds $(M, g)$ and ( $N, h$ ) of dimension $m$ and $n$ respectively. We
know that the derivative $d f$ of $f$ is viewed as a section of the vector bundle $T M^{*} \otimes f^{*}(T N)$. This vector bundle is endowed with the induced connection $\nabla$. We denote with $\nabla^{M}$ the Levi-Civita connection on $T M, \nabla^{N}$ the Levi-Civita connection on $T N$ and $\nabla^{f}$ the pull-back connection on $f^{*}(T N)$. Then the connection $\nabla$ is given by

$$
\left(\nabla_{X} d f\right)(Y)=\nabla_{X}^{f} d f(Y)-d f\left(\nabla_{X}^{M} Y\right)
$$

for all $X, Y \in \mathfrak{X}(M)$.
Definition 3.2.1. The harmonic map Laplacian of $f$ with respect to the metrics $g$ and $h$ is defined by

$$
\Delta_{g, h} f=\sum_{i=1}^{n}\left(\nabla_{e_{i}} d f\right)\left(e_{i}\right),
$$

where $\left\{e_{i}\right\}$ is a local orthonormal frame on $(M, g)$.
Note that $\Delta_{g, h} f$ is a section of the vector bundle $f^{*}(T N)$. Let $\left\{x^{i}\right\}$ and $\left\{y^{a}\right\}$ be local coordinates around the points $x \in M$ and $f(x) \in N$ respectively. Then, the harmonic map Laplacian of $f$ can be written in the form

$$
\begin{equation*}
\Delta_{g, h} f=\sum_{a=1}^{n}\left(\Delta_{M} f^{a}+\sum_{i, j=1}^{m} \sum_{a, b=1}^{n} g^{i j}\left(\Gamma_{h}\right)_{b c}^{a} \frac{\partial f^{b}}{\partial x^{i}} \frac{\partial f^{c}}{\partial x^{j}}\right) \frac{\partial}{\partial y^{a}} \tag{3.4}
\end{equation*}
$$

where

$$
\Delta_{M} f^{a}=\sum_{i, j, k=1}^{m} g^{i j}\left(\frac{\partial^{2} f^{a}}{\partial x^{i} \partial x^{j}}-\left(\Gamma_{g}\right)_{i j}^{k} \frac{\partial f^{a}}{\partial x^{k}}\right)
$$

is the Laplacian operator of $f^{a}$. Also $f^{a}$ are the components of $f$ and $\Gamma_{g}, \Gamma_{h}$ the Christoffel symbols with respect to the connections $\nabla^{M}$ and $\nabla^{N}$ respectively.
The next Lemma states that the harmonic map Laplacian of a map $f: M \rightarrow N$ is unchanged under the action of a diffeomorphism on $M$.

Lemma 3.2.2. Let $f: M \rightarrow N$ be a smooth map between two Riemannian manifolds $(M, g)$ and $(N, h)$. Also, let $\varphi: M \rightarrow M$ be a diffeomorphism. Then, it holds

$$
\left(\Delta_{\varphi^{*}(g), h}(f \circ \varphi)\right)(x)=\left(\Delta_{g, h} f\right)(\varphi(x)) \in T_{f(\varphi(x))} N
$$

for all $x \in M$.
Proof. Fix $x \in M$. Let $\left\{x^{i}\right\}$ be local coordinates around $\varphi(x) \in M$. Then, we can induce local coordinates $\left\{y^{i}\right\}$ around $x$ by $y^{i}=x^{i} \circ \varphi$. Also, fix local coordinates $\left\{z^{a}\right\}$ around
$f \circ \varphi(x) \in N$. Then, in these coordinates we have that $\frac{\partial(f \circ \varphi)^{a}}{\partial y^{i}}(x)=\frac{\partial f^{a}}{\partial x^{i}}(\varphi(x)),\left(\varphi^{*} g\right)^{i j}=g^{i j}$ and $\left(\Gamma_{\varphi^{*} g}\right)_{i j}^{k}=\left(\Gamma_{g}\right)_{i j}^{k}$. We compute,

$$
\begin{aligned}
\left(\Delta_{\varphi^{*}(g), h}(f \circ \varphi)\right)(x) & =\sum_{a=1}^{n}\left(\sum_{i, j, k=1}^{m}\left(\varphi^{*} g\right)^{i j}\left(\frac{\partial^{2}(f \circ \varphi)^{a}}{\partial y^{i} \partial y^{j}}-\left(\Gamma_{\varphi^{*} g}\right)_{i j}^{k} \frac{\partial(f \circ \varphi)^{a}}{\partial y^{k}}\right)\right. \\
& \left.+\sum_{i, j=1}^{m} \sum_{a, b=1}^{n}\left(\varphi^{*} g\right)^{i j}\left(\Gamma_{h}\right)_{b c}^{a} \frac{\partial(f \circ \varphi)^{b}}{\partial y^{i}} \frac{\partial(f \circ \varphi)^{c}}{\partial y^{j}}\right) \frac{\partial}{\partial z^{a}} \\
& =\sum_{a=1}^{n}\left(\sum_{i, j, k=1}^{m} g^{i j}\left(\frac{\partial^{2} f^{a}}{\partial x^{i} \partial x^{j}}-\left(\Gamma_{g}\right)_{i j}^{k} \frac{\partial f^{a}}{\partial x^{k}}\right)\right. \\
& \left.+\sum_{i, j=1}^{m} \sum_{a, b=1}^{n} g^{i j}\left(\Gamma_{h}\right)_{b c}^{a} \frac{\partial f^{b}}{\partial x^{i}} \frac{\partial f^{c}}{\partial x^{j}}\right) \frac{\partial}{\partial z^{a}} \\
& =\left(\Delta_{g, h} f\right)(\varphi(x)) .
\end{aligned}
$$

This completes the proof.
Now, we can introduce the Ricci-DeTurck flow.
Definition 3.2.3. Let $M$ be a compact Riemannian manifold endowed with a fixed metric $h$. Also, let $\tilde{g}(t)=\tilde{g}_{t}, t \in[0, T)$ be a one-parameter family of Riemannian metrics on $M$. The metric $\left\{\tilde{g}_{t}\right\}_{t \in[0, T)}$ is $a$ solution to the Ricci-DeTurck's flow on $M$ if it suffices the following equation

$$
\frac{\partial}{\partial t} \tilde{g}(t)=-2 R i c_{\tilde{g}(t)}-\mathcal{L}_{\xi_{t}} \tilde{g}(t)
$$

where $\xi_{t}=\Delta_{\tilde{g}_{t}, h} I$.
We will show that the Ricci-DeTurck flow is strictly parabolic and as a consequence the parabolic theory of PDEs implies that there exists a unique solution.

Proposition 3.2.4. Let $M$ be a compact Riemannian manifold endowed with a fixed metric $h$. Given any initial metric $g_{0}$, there exists $T>0$ and a smooth one-parameter family of Riemannian metrics $\left\{\tilde{g}_{t}\right\}_{t \in[0, T)}$, such that $\left\{\tilde{g}_{t}\right\}_{t \in[0, T)}$ is a solution to the Ricci-DeTurck flow with $\tilde{g}(0)=g_{0}$. Moreover, the solution $\left\{\tilde{g}_{t}\right\}_{t \in[0, T)}$ is unique.

Proof. In local coordinates $\left\{x_{i}\right\}$, the Ricci tensor of $\tilde{g}$ takes the form

$$
\begin{equation*}
R_{j l}=\frac{1}{2} \sum_{i, j, k, l, p=1}^{m} \tilde{g}^{i k}\left(\partial_{i} \partial_{l} \tilde{g}_{j k}+\partial_{j} \partial_{k} \tilde{g}_{i l}-\partial_{j} \partial_{l} \tilde{g}_{i k}-\partial_{i} \partial_{k} \tilde{g}_{j l}\right)+\left(\Gamma_{\tilde{g}}\right)_{j l}^{p}\left(\Gamma_{\tilde{g}}\right) a_{i p}^{i}-\left(\Gamma_{\tilde{g}}\right)_{i l}^{p}\left(\Gamma_{\tilde{g}}\right)_{j p}^{i} \tag{3.5}
\end{equation*}
$$

We denote with $\Gamma_{\tilde{g}}$ and $\Gamma_{h}$ the Christoffel symbols associated with the metrics $g$ and $h$, respectively. Then, the vector field $\xi=\Delta_{\tilde{g}, h} I$ can be written locally, according to (3.4), in the form

$$
\xi=\sum_{i, k, l=1}^{m} \tilde{g}^{i k}\left(\left(\Gamma_{h}\right)_{i k}^{l}-\left(\Gamma_{\tilde{g}}\right)_{i k}^{l}\right) \partial_{l}
$$

By the definition of the Christoffel symbols, this implies

$$
\xi=\frac{1}{2} \sum_{i, k, l=1}^{m} \tilde{g}^{i k}\left(h^{j l}\left(\partial_{i} h_{j k}+\partial_{k} h_{i j}-\partial_{j} h_{i k}\right)-\tilde{g}^{j l}\left(\partial_{i} \tilde{g}_{j k}+\partial_{k} \tilde{g}_{i j}-\partial_{j} \tilde{g}_{i k}\right)\right) \partial_{l}
$$

By Corollary (1.7.4) we obtain

$$
\begin{equation*}
\left(\mathcal{L}_{\xi} \tilde{g}\right)_{j l}=\sum_{i, j, k, l=1}^{n} \tilde{g}^{i k}\left(\partial_{i} \partial_{j} \tilde{g}_{j k}+\partial_{j} \partial_{k} \tilde{g}_{i l}-\partial_{j} \partial_{l} \tilde{g}_{i k}\right)+(\text { lower order terms }) \tag{3.6}
\end{equation*}
$$

Finally, combining (3.5) and (3.6) we deduce

$$
-2 R_{j l}-\left(\mathcal{L}_{\xi} \tilde{g}\right)_{j l}=\sum_{i, j, k, l=1} \tilde{g}^{i k} \partial_{i} \partial_{k} \tilde{g}_{j l}+(\text { lower order terms })
$$

The above form of the Ricci-DeTurck shows that it is strictly parabolic. The theory of parabolic PDEs implies that there exists a unique solution on a short time interval $[0, T)$ where $T$ is a positive real number. This completes the proof.

Proposition 3.2.5. Let $M$ be a compact Riemannian manifold endowed with a fixed metric h. Also, let $\left\{\tilde{g}_{t}\right\}_{t \in[0, T)}$ be a family of Riemannian metrics on $M$ satisfying the Ricci-DeTurck flow, that is,

$$
\frac{\partial}{\partial t} \tilde{g}(t)=-2 R i c_{\tilde{g}(t)}-\mathcal{L}_{\xi_{t}} \tilde{g}(t)
$$

where $\xi_{t}=\Delta_{\tilde{g}_{t}, h} I$. Moreover, assume that $\left\{\varphi_{t}\right\}_{t \in[0, T)}$ is a one-parameter family of diffeomorphisms such that

$$
\frac{\partial}{\partial t} \varphi_{t}(x)=\xi_{t}\left(\varphi_{t}(x)\right)
$$

for all $(x, t) \in M \times[0, T)$. Then, the family of metrics $\left\{g_{t}\right\}_{t \in[0, T)}$ defined by $g_{t}=\varphi_{t}^{*} \circ \tilde{g}_{t}$ forms a solution to the Ricci flow.

Proof. Since $g(t)=\varphi_{t}^{*}(\tilde{g}(t)), t \in[0, T)$ we have

$$
\begin{align*}
\frac{\partial}{\partial t} g(t) & =\partial_{t}\left(\varphi^{*}(\tilde{g}(t))\right)=\lim _{s \rightarrow 0} \frac{\varphi_{t+s}^{*}(\tilde{g}(t+s))-\varphi_{t}^{*}(\tilde{g}(t))}{s} \\
& =\lim _{s \rightarrow 0} \frac{\varphi_{t+s}^{*}(\tilde{g}(t+s))-\varphi_{t}^{*}(\tilde{g}(t+s))}{s}+\lim _{s \rightarrow 0} \frac{\varphi_{t}^{*}(\tilde{g}(t+s))-\varphi_{t}^{*}(\tilde{g}(t))}{s} \\
& =\varphi_{t}^{*}\left(\lim _{s \rightarrow 0} \frac{\left(\varphi_{t}^{*}\right)^{-1} \circ \varphi_{t+s}^{*}-I}{s}\right)(\tilde{g}(t+s))+\varphi_{t}^{*}\left(\partial_{t} \tilde{g}(t)\right) \\
& =\varphi_{t}^{*}\left(\mathcal{L}_{X} \tilde{g}(t)\right)+\varphi_{t}^{*}\left(\partial_{t} \tilde{g}(t)\right)  \tag{3.7}\\
& =\varphi_{t}^{*}\left(\mathcal{L}_{X} \tilde{g}(t)\right)+\varphi_{t}^{*}\left(-2 \operatorname{Ric}_{\tilde{g}(t)}-\mathcal{L}_{X} \tilde{g}(t)\right) \\
& =\varphi_{t}^{*}\left(-2 \operatorname{Ric}_{\tilde{g}(t)}\right)=-2 \operatorname{Ric}_{g_{t}} .
\end{align*}
$$

Indeed, the metrics $\left\{g_{t}\right\}_{t \in[0, T)}$ is a solution to the Ricci flow. This completes the proof. Conversely, we can show that if we have a solution to the Ricci flow then we can construct a solution of the Ricci-DeTurck flow.
Proposition 3.2.6. Let $M$ be a compact Riemannian manifold endowed with a fixed metric h. Also, let the family of Riemannian metrics $\left\{g_{t}\right\}_{t \in[0, T)}$ be a solution to the Ricci flow. Moreover, suppose that $\left\{\varphi_{t}\right\}_{t \in[0, T)}$ is a family of diffeomorphisms on $M$ evolving under the harmonic heat map flow, that is,

$$
\frac{\partial}{\partial t} \varphi_{t}=\Delta_{g_{t}, h} \varphi_{t}
$$

Then, the family of metrics $\left\{\tilde{g}_{t}\right\}_{t \in[0, T)}$ defined by $\varphi_{t}^{*} \circ \tilde{g}_{t}=g_{t}$ forms a solution to the RicciDeTurck flow. Furthermore,

$$
\frac{\partial}{\partial t} \varphi_{t}(x)=\xi_{t}\left(\varphi_{t}(x)\right)
$$

for all $(x, t) \in M \times[0, T)$, where $\xi_{t}=\Delta_{\tilde{g}_{t}, h} I$.
Proof. According to the equation (3.7), since $\varphi_{t}^{*}(\tilde{g}(t))=g(t), t \in[0, T)$ we have

$$
\varphi_{t}^{*}\left(\mathcal{L}_{X} \tilde{g}(t)\right)+\varphi_{t}^{*}\left(\partial_{t} \tilde{g}(t)\right)=\partial_{t} g(t) .
$$

We have assumed that the family of metrics $\left\{g_{t}\right\}_{t \in[0, T)}$ is a solution to the Ricci flow. Thus,

$$
\varphi_{t}^{*}\left(\mathcal{L}_{X} \tilde{g}(t)\right)+\varphi_{t}^{*}\left(\partial_{t} \tilde{g}(t)\right)=-2 \operatorname{Ric}_{g_{t}}
$$

and as a consequence,

$$
\varphi_{t}^{*}\left(\mathcal{L}_{X} \tilde{g}(t)+\partial_{t} \tilde{g}(t)+2 \operatorname{Ric}_{\tilde{g}}(t)\right)=0 .
$$

This implies that the family of metrics $\left\{\tilde{g}_{t}\right\}_{t \in[0, T)}$ forms a solution to the Ricci-DeTurck flow. Finally, by Lemma 3.2.2 we have,

$$
\begin{aligned}
\frac{\partial}{\partial t} \varphi_{t}(x) & =\left(\Delta_{g_{t}, h} \varphi_{t}\right)(x)=\left(\Delta_{\varphi_{t}^{*}\left(\tilde{g}_{t}\right), h} \varphi_{t}\right)(x) \\
& =\left(\Delta_{\tilde{g}_{t}, h} I\right)\left(\varphi_{t}(x)\right)=\xi_{t}\left(\varphi_{t}(x)\right),
\end{aligned}
$$

for all $(x, t) \in M \times[0, T)$. This completes the proof.
Theorem 3.2.7. Let $M$ be a compact Riemannian manifold and let $g_{0}$ be a smooth metric on $M$. Then, there exist a real number $T>0$ and a smooth family of metrics $\left\{g_{t}\right\}_{t \in[0, T)}$ such that $\left\{g_{t}\right\}_{t \in[0, T)}$ is a solution to the Ricci flow and $g(0)=g_{0}$. Moreover, the solution $\left\{g_{t}\right\}_{t \in[0, T)}$ is unique.

Proof. We have already shown in Proposition 3.2.4 that there exist $T>0$ and a smooth oneparameter family of metrics $\left\{g_{t}\right\}_{t \in[0, T)}$, such that $\left\{g_{t}\right\}_{t \in[0, T)}$ is a solution to the Ricci-DeTurck flow with $\tilde{g}(0)=g_{0}$. Hence,

$$
\partial_{t} \tilde{g}(t)=-2 \operatorname{Ric}_{\tilde{g}(t)}-\mathcal{L}_{\xi_{t}} \tilde{g}(t),
$$

where $\xi_{t}=\Delta_{\tilde{g}_{t}, h} I$. For each point $x \in M$ we denote by $\phi_{t}(x)$ the solution of the ODE

$$
\frac{\partial}{\partial t} \varphi_{t}(x)=\xi_{t}\left(\varphi_{t}(x)\right)
$$

with initial condition $\varphi_{0}=I$. By Proposition 3.2.5 we know that the metrics

$$
g(t)=\varphi_{t}^{*}\left(\partial_{t} \tilde{g}(t)\right), \quad t \in[0, T),
$$

form a solution to the Ricci flow with $g(0)=g_{0}$.
In the next step, we prove the uniqueness statement. Let $g_{1}(t)$ and $g_{2}(t), t \in[0, T)$ be two solutions to the Ricci flow with $g_{1}(0)=g_{2}(0)$. We want to show that

$$
g_{1}(t)=g_{2}(t)
$$

for all $t \in[0, T)$. We will argue by contradiction. Suppose that $g_{1}(t) \neq g_{2}(t)$ for some $t \in[0, T)$. We define $\tau \in \mathbb{R}$ by

$$
\tau=\inf \left\{t \in[0, T) \mid g_{1}(t) \neq g_{2}(t)\right\} .
$$

Then, it is true that $g_{1}(\tau)=g_{2}(\tau)$. Also, let $\varphi_{t}^{1}$ be solution to the harmonic map heat flow

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} \varphi_{t}^{1}=\Delta_{g_{1}(t), h} \varphi_{t}  \tag{3.8}\\
\varphi_{\tau}^{1}=I
\end{array}\right.
$$

and similarly, let $\phi_{t}^{2}$ be solution to the harmonic map heat flow

$$
\left\{\begin{array}{l}
\frac{\partial}{\partial t} \varphi_{t}^{2}=\Delta_{g_{2}(t), h} \varphi_{t}  \tag{3.9}\\
\varphi_{\tau}^{2}=I
\end{array}\right.
$$

The harmonic map heat flow is a parabolic equation so there exists a unique solution on a short time interval $[\tau, \tau+\varepsilon)$, where $\varepsilon>0$. Furthermore, if we choose $\varepsilon$ to be small enough, we have that $\varphi_{t}^{1}$ and $\varphi_{t}^{2}$ are diffeomorphisms for all $t \in[0, T)$. Then, for each $t \in[\tau, \tau+\varepsilon)$ we define two Riemannian metrics $\tilde{g_{1}}$ and $\tilde{g_{1}}$ on $M$ by

$$
g_{1}(t)=\left(\varphi_{t}^{1}\right)^{*}\left(\tilde{g}_{1}(t)\right) \quad \text { and } \quad g_{2}(t)=\left(\varphi_{t}^{2}\right)^{*}\left(\tilde{g}_{2}(t)\right) .
$$

Using Proposition 3.2.6 we obtain that the metrics $\tilde{g}_{1}$ and $\tilde{g}_{2}$ are solutions to the Ricci-DeTurck flow on $t \in[\tau, \tau+\varepsilon)$. Hence, by Proposition 3.2.4 and due to the fact that $\tilde{g_{1}}(\tau)=\tilde{g_{2}}(\tau)$ we conclude that $\tilde{g_{1}}(t)=\tilde{g_{2}}(t)$ for all $t \in[\tau, \tau+\varepsilon)$. For each $t \in[\tau, \tau+\varepsilon)$, we also define a vector field $\xi_{t}$ on $M$ by

$$
\Delta_{\tilde{g}_{1}(t), h} I=\xi_{t}=\Delta_{\tilde{g}_{2}(t), h} I .
$$

Then, using Proposition 3.2.6 we obtain

$$
\frac{\partial}{\partial t} \varphi_{t}^{1}(x)=\xi_{t}\left(\varphi_{t}^{1}(x)\right) \quad \text { and } \quad \frac{\partial}{\partial t} \varphi_{t}^{2}(x)=\xi_{t}\left(\varphi_{t}^{2}(x)\right)
$$

for all $(x, t) \in M \times[\tau, \tau+\varepsilon)$. By the way that we have define $\varphi_{t}^{1}$ and $\varphi_{t}^{2}$ in (3.8) and (3.9) respectively, it holds $\varphi_{\tau}^{1}=I=\varphi_{\tau}^{2}$. Hence, we have that

$$
\varphi_{t}^{1}=\varphi_{t}^{2}
$$

for all $t \in[\tau, \tau+\varepsilon)$. Finally, we can conclude that

$$
g_{1}(t)=\left(\varphi_{t}^{1}\right)^{*}\left(\tilde{g_{1}}(t)\right)=\left(\varphi_{t}^{2}\right)^{*}\left(\tilde{g_{2}}(t)\right)=g_{2}(t)
$$

for every $t \in[\tau, \tau+\varepsilon)$. This contradicts the definition of $\tau$ and the proof is competed.

### 3.3 Curvature blow-up at finite time

In this section, we show that as we approach the finite maximal time of existence of the flow $T$ the Riemannian curvature tensor explodes.

### 3.3.1 Derivative estimates for the curvature tensor

We denote with $\nabla^{n} A$ the $n$-th iterated covariant derivative of the tensor $A$ and with $A * B$ any linear combination of contractions or metric contractions of $A \otimes B$ with coefficients that do not depend on $A$ or $B$. For example, if $A=A_{i j k l}$ and $B=B_{p q r}$ then $A * B$ may represent

$$
2 A_{i j k l} B_{j q l}, \quad \text { or } \quad A_{i j k l} g^{l m} B_{m q r} \quad \text { or } \quad \sum_{s=1}^{3} A_{i j k_{s}} l^{l m} B_{k_{1} m k_{3}} .
$$

The $*$-notation is very abstract but we use it in order to take bounds and avoid complicated combinations of tensors. The most useful property obtained by the Cauchy-Schwartz inequality is

$$
|A * B| \leq C|A||B|
$$

where $C>0$ is a constant.
We denote $\left(A^{*}\right)^{k}$ any $k$-fold product $A * \ldots * A$. Let $A$ be a $n$-tensor. We use the following equations

$$
\begin{aligned}
{\left[\nabla_{k}, \Delta\right] A } & =\nabla_{k} \Delta A-\Delta \nabla_{k} A=g^{i j}\left(\nabla_{k} \nabla_{i} \nabla_{j} A-\nabla_{i} \nabla_{j} \nabla_{k} A\right) \\
& =g^{i j}\left(\left[\nabla_{k}, \nabla_{i}\right] \nabla_{j} A+\nabla_{i} \nabla_{k} \nabla_{j} A-\nabla_{i} \nabla_{j} \nabla_{k} A\right) \\
& =g^{i j}\left(\left[\nabla_{k}, \nabla_{i}\right] \nabla_{j} A+\nabla_{i}\left[\nabla_{k}, \nabla_{j}\right] A\right) .
\end{aligned}
$$

Since

$$
\left[\nabla_{k}, \nabla_{j}\right] A_{i_{1} \ldots i_{n}}=-\sum_{s=1}^{n} R_{k j i_{s}}^{m} A_{i_{1} \ldots m \ldots i_{n}}=\sum_{s=1}^{n} R_{k j i_{s} l} g^{l m} A_{i_{1} \ldots m \ldots i_{n}}=R * A,
$$

we get

$$
[\nabla, \Delta] A=R * \nabla A+\nabla(R * A)=R * \nabla A+\nabla R * A .
$$

Then, we can use the second Bianchi identity (1.9) and obtain [see [9], page 227]

$$
\begin{equation*}
[\nabla, \Delta] A=R * \nabla A+\nabla \text { Ric } * A \tag{3.10}
\end{equation*}
$$

It also holds

$$
\begin{equation*}
\Delta|A|^{2}=2\langle\Delta A, A\rangle+2|\nabla A|^{2} . \tag{3.11}
\end{equation*}
$$

Let $A$ be a tensor field satisfying the evolution equation

$$
\nabla_{\partial_{t}} A=\Delta A+B
$$

where $B$ is a tensor of same type as $A$. Then, we can derive the following equations:

Using (3.11) we obtain

$$
\begin{align*}
\partial_{t}|A|^{2} & =\nabla_{\partial_{t}} g_{t}(A, A)=2 g_{t}\left(\nabla_{\partial_{t}} A, A\right)+\nabla_{\partial_{t}} g_{t}(A, A)  \tag{3.12}\\
& =2 g_{t}\left(\nabla_{\partial_{t}} A, A\right)+\operatorname{Ric} * A * A \\
& =2 g_{t}(\Delta A+B, A)+\operatorname{Ric} * A * A \\
& =\Delta|A|^{2}-2|\nabla A|^{2}+B * A+\operatorname{Ric} *\left(A^{*}\right)^{2} .
\end{align*}
$$

We would like to know how the covariant derivative of $A, \nabla A=\partial A+A * \Gamma$ evolves. The evolution equation of the Christoffel symbols

$$
\nabla_{\partial_{t}} \Gamma_{i j}^{k}=-g^{k l}\left(\nabla_{i} R_{j l}+\nabla_{j} R_{i l}+\nabla_{l} R_{i j}\right)
$$

can be written in the form

$$
\nabla_{\partial_{t}} \Gamma=g^{-1} * \nabla \text { Ric. }
$$

Then, by (3.10)

$$
\begin{align*}
\nabla_{\partial_{t}} \nabla A & =\partial_{t}(\partial A)+\nabla_{\partial_{t}} A * \Gamma+A * \nabla_{\partial_{t}} \Gamma  \tag{3.13}\\
& =\partial \nabla_{\partial_{t}} A+\nabla_{\partial_{t}} A * \Gamma+A * \nabla_{\partial_{t}} \Gamma \\
& =\nabla\left(\partial_{t} A\right)+A * \nabla \text { Ric } \\
& =\nabla(\Delta A+B)+A * \nabla \text { Ric } \\
& =\Delta \nabla A+R * \nabla A+\nabla \text { Ric } * A+\nabla B+A * \nabla \text { Ric } \\
& =\Delta \nabla A+R * \nabla A+\nabla \text { Ric } * A+\nabla B .
\end{align*}
$$

We observe that $\nabla A$ satisfies an evolution equation of the type

$$
\nabla_{\partial_{t}} \nabla A=\Delta(\nabla A)+C, \quad \text { where } C=R * \nabla A+\nabla R i c * A+\nabla B .
$$

Thus, using (3.12) we obtain

$$
\begin{equation*}
\partial_{t}|\nabla A|^{2}=\Delta|\nabla A|^{2}-2|\nabla \nabla A|^{2}+(R * \nabla A+\nabla R i c * A+\nabla B) * \nabla A+\operatorname{Ric} *\left((\nabla A)^{*}\right)^{2} . \tag{3.14}
\end{equation*}
$$

We use the above formulas to compute quantities concerning the Riemannian curvature tensor whose evolution equation (2.11) can be rewritten with the $*$-notation as:

$$
\begin{equation*}
\nabla_{\partial_{t}} R=\Delta(R)+R * R . \tag{3.15}
\end{equation*}
$$

Then, using (3.12) we get

$$
\begin{equation*}
\partial_{t}\left(|R|^{2}\right)=\Delta|R|^{2}-2|\nabla R|^{2}+(R)^{* 3} \tag{3.16}
\end{equation*}
$$

and by (3.14) we have

$$
\begin{equation*}
\partial_{t}|\nabla R|^{2}=\Delta|\nabla R|^{2}-2|\nabla \nabla R|^{2}+R *(\nabla R)^{* 2} . \tag{3.17}
\end{equation*}
$$

Proposition 3.3.1. Let $M$ be a m-dimensional compact Riemannian manifold and let $g_{t}$ be a solution to the Ricci flow on $M$. Then, given $a>0$ and integer $n$, there exists a constant $C$, depending only on $m, n$ and $\max \{a, 1\}$ such that if

$$
|R(x, t)|_{g_{t}} \leq K
$$

for all $(x, t) \in M \times\left[0, \frac{a}{K}\right]$ then,

$$
\left|\nabla^{n} R(x, t)\right|_{g_{t}} \leq C K \frac{1}{t^{n / 2}},
$$

for all $(x, t) \in M \times\left(0, \frac{a}{K}\right]$.
Proof. We work by induction on $n$. Let $n=1$. Then, by (3.17) we have

$$
\begin{equation*}
\partial_{t}|\nabla R|^{2}=\Delta|\nabla R|^{2}-2|\nabla \nabla R|^{2}+R *(\nabla R)^{* 2} . \tag{3.18}
\end{equation*}
$$

We define

$$
F(x, t)=t|\nabla R|^{2}+\beta|R|^{2}
$$

where $\beta$ a constant that we will choose later. Note that at $t=0$ we have

$$
F=\beta|R|^{2} \leq \beta K^{2} .
$$

Then, we differentiate $F$ and get

$$
\partial_{t} F=|\nabla R|^{2}+t \partial_{t}\left(|\nabla R|^{2}\right)+\beta \partial_{t}|R|^{2} .
$$

Thus, using (3.16) and (3.17) we have

$$
\begin{aligned}
\partial_{t} F= & |\nabla R|^{2}+t\left(\Delta|\nabla R|^{2}-2\left|\nabla^{2} R\right|^{2}+R *(\nabla R)^{* 2}\right) \\
& +\beta\left(\Delta|R|^{2}-2|\nabla R|^{2}+(R)^{* 3}\right) \\
& =\Delta F+(1-2 \beta)|\nabla R|^{2}+\beta(R)^{* 3}+t R *(\nabla R)^{* 2}-2 t\left|\nabla^{2} R\right|^{2} \\
& \leq \Delta F+(1-2 \beta)|\nabla R|^{2}+\beta C_{2}|R|^{3}+t C_{1}|R||\nabla R|^{2} \\
& =\Delta F+|\nabla R|^{2}\left(1-2 \beta+t C_{1}|R|\right)+\beta C_{2}|R|^{3}
\end{aligned}
$$

where $C_{1}, C_{2}$ are constants depending on $m$. By assumption we have that $|R| \leq K$ for all $t \in\left[0, \frac{a}{K}\right]$. Thus,

$$
\partial_{t} F \leq \Delta F+|\nabla R|^{2}\left(1-2 \beta+C_{1} K\right)+\beta C_{2} K^{3}
$$

If we choose $\beta$ such that $\beta \geq \frac{C_{1} a+1}{2}$ we obtain

$$
\partial_{t} F \leq \Delta F+\beta C_{2} K^{3}
$$

for all $t \in\left[0, \frac{a}{K}\right]$. We can apply the scalar maximum principle and solve the associated ODE

$$
\frac{d u}{d t}=C_{2} \beta K^{3}, \quad u(0)=\beta K^{2} .
$$

Hence,

$$
\sup _{x \in M} F(x, t) \leq C_{2} \beta K^{3} t+\beta K^{2} \leq C_{2} \beta a K^{2}+\beta K^{2}=\left(a C_{2}+1\right) \beta K^{2} \leq C^{2} K^{2},
$$

for all $t \in\left[0, \frac{a}{K}\right]$, where $C$ is a constant depending only on $m$ and $a$. Concluding, by the definition of $F$ we have

$$
|\nabla R| \leq \frac{C K}{\sqrt{t}}
$$

for all $t \in\left(0, \frac{a}{K}\right]$. This proves the case where $n=1$. Similarly, we work on the case where $n>1$ by using the identities

$$
\begin{equation*}
\left[\nabla^{n}, \Delta\right] A=\nabla^{n} \Delta A-\Delta \nabla^{n} A=\sum_{i=1}^{n} \nabla^{i} R * \nabla^{n-i} A \tag{3.19}
\end{equation*}
$$

and calculate

$$
\nabla_{\partial_{t}}\left(\nabla^{n} R\right)=\Delta \nabla^{n} R+\sum_{i=1}^{n} \nabla^{i} R * \nabla^{n-i} R
$$

Also, the following holds

$$
\partial_{t}\left|\nabla^{n} R\right|^{2}=\Delta\left|\nabla^{n} R\right|^{2}-2\left|\nabla^{n+1} R\right|^{2}+\sum_{i=1}^{n} \nabla^{i} R * \nabla^{n-i} R * \nabla^{n} R .
$$

In order to control $\left|\nabla^{n} R\right|^{2}$ we consider the quantity

$$
G=t^{n}\left|\nabla^{n} R\right|^{2}+b_{m} \sum_{i=1}^{n} c_{n, i} t^{n-i}\left|\nabla^{n-i} R\right|^{2}
$$

and apply the scalar maximum principle. This completes the proof.

### 3.3.2 Convergence of smooth metrics

We need to define a notion of convergence of sequences of metrics, or more general convergence of sections of a certain vector bundle.

Definition 3.3.2. Let $E$ be a vector bundle over a Riemannian manifold $M$ with Riemannian metric $g$ and connection $\nabla$ on $E$. Let $U \subset M$ be an open set with $\bar{U}$ a compact set in $M$ and let $\left(\xi_{i}\right)$ be a sequence of sections of $E$. For each $p \geq 0$ we say that $\xi_{k}$ converges in $C^{p}$ to $\xi \in \Gamma\left(\left.E\right|_{\bar{U}}\right)$ if for every $\varepsilon>0$ there exists $k_{0}=k_{0}(\varepsilon)$ such that

$$
\sup _{0 \leq a \leq p} \sup _{x \in \bar{U}}\left|\nabla^{a}\left(\xi_{k}-\xi\right)\right|_{g}<\varepsilon
$$

whenever $k>k_{0}$. Moreover, we say that $\xi_{k}$ converges in $C^{\infty}$ to $\xi$ on $\bar{U}$ if $\xi_{k}$ converges in $C^{p}$ to $\xi$ on $\bar{U}$ for every $p \in \mathbb{N}$.

We write $g_{2} \geq g_{1}$ when $g_{2}-g_{1}$ is non-negative definite.
Proposition 3.3.3. Let $M$ be a compact manifold and $\left\{g_{t}\right\}_{t \in(0, T]}$ be a smooth one-parameter family of metrics on $M$. If there exists a constant $K<\infty$ such that

$$
\int_{0}^{T}\left|\frac{\partial}{\partial t} g(x, t)\right|_{g_{t}} d t \leq K
$$

for all $x \in M$, then

$$
e^{-C} g_{(x, 0)} \leq g_{(x, t)} \leq e^{C} g_{(x, 0)}
$$

for all $(x, t) \in M \times[0, T)$. Moreover, the metrics $g_{t}$ converge uniformly to a continuous metric $g_{T}$ as $t \rightarrow T$.

Proof: Fix $(x, t) \in M \times[0, T)$ and $X \in T_{x} M$. Then,

$$
\begin{aligned}
\left|\log \left(\frac{g_{(x, t)}(X, X)}{g_{(x, 0)}(X, X)}\right) d t\right| & =\left|\int_{0}^{t} \partial_{t}\left(\log g_{(x, t)}(X, X)\right) d t\right| \\
& =\left|\int_{0}^{t} \frac{1}{g_{(x, t)}(X, X)} \partial_{t} g_{(x, t)}(X, X) d t\right| \\
& =\left|\int_{0}^{t} \frac{1}{|X|_{g(x, t)}^{2}} \partial_{t} g_{(x, t)}(X, X) d t\right| \\
& \leq \int_{0}^{t}\left|\partial_{t} g_{(x, t)}\left(\frac{X}{|X|_{g_{(x, t)}}}, \frac{X}{|X|_{g_{(x, t)}}}\right)\right| d t \\
& \leq \int_{0}^{t}\left|\partial_{t} g_{(x, t)}\right|_{g(x, t)} \\
& \leq K
\end{aligned}
$$

since

$$
|T(X, X)| \leq|T|_{g}=\sup _{\substack{Y, Z \in T_{x} M \\|Y|_{g}=|Z|_{g}=1}}|T(Y, Z)|,
$$

for all unit vectors $X \in T_{x} M$ and 2-tensors $T$. By considering the exponential of the inequality we obtain

$$
e^{-C} g_{(x, 0)}(X, X) \leq g_{(x, t)}(X, X) \leq e^{C} g_{(x, 0)}(X, X)
$$

Since $X$ is arbitrary we have

$$
\begin{equation*}
e^{-C} g_{(x, 0)} \leq g_{(x, t)} \leq e^{C} g_{(x, 0)} \tag{3.20}
\end{equation*}
$$

This shows that the metrics $\left\{g_{t}\right\}_{t \in[0, T)}$ are equivalent. Hence,

$$
\begin{equation*}
\int_{0}^{T}\left|\frac{\partial}{\partial t} g(x, t)\right|_{g_{0}} d t \leq K^{\prime} \tag{3.21}
\end{equation*}
$$

where $K^{\prime}$ a positive constant. Note that now the norm is taken with respect to a constant metric $g_{0}$ rather that the time-dependent $g_{t}$. Define now

$$
g(x, T)=g(x, 0)+\int_{0}^{T} \frac{\partial}{\partial t} g(x, t) d t .
$$

The definition is well since by (3.21) $\frac{\partial}{\partial t} g(x, t)$ is absolutely integrable with respect to the metric $g_{0}$. Hence, using the fundamental theorem of calculus we get

$$
|g(x, T)-g(x, t)|_{g_{0}}=\left|\int_{t}^{T} \frac{\partial}{\partial t} g(x, t) d t\right|_{g_{0}} \leq \int_{t}^{T}\left|\frac{\partial}{\partial t} g(x, t)\right|_{g_{0}} d t
$$

Then,

$$
\lim _{t \rightarrow T}|g(x, T)-g(x, t)|_{g_{0}} \leq \lim _{t \rightarrow T} \int_{t}^{T}\left|\frac{\partial}{\partial t} g(x, t)\right|_{g_{0}} d t=0
$$

for all $x \in M$. Since $M$ is compact the convergence is uniform. Hence, $g_{t} \rightarrow g_{T}$ uniformly as $t \rightarrow T$. Since $g_{t}$ are continuous we can conclude that $g_{T}$ is continuous. By taking the limit of the equation (3.20) as $t \rightarrow T$ we conclude that $g_{T}$ is positive definite. Thus, the metrics $g_{t}$ converge to a continuous Riemannian metric $g_{T}$. This completes the proof.
Lemma 3.3.4. Let $(M, g)$ be a Riemannian manifold and $\nabla$ the Levi-Civita connection associated with the metric $g$. Also, let $\widetilde{\nabla}$ be a torsion free connection on $M$. Then,

$$
\nabla_{X} Y-\widetilde{\nabla}_{X} Y=\Gamma(X, Y)
$$

where

$$
2 g(\Gamma(X, Y), Z)=\left(\widetilde{\nabla}_{X} g\right)(Y, Z)+\left(\widetilde{\nabla}_{Y} g\right)(X, Z)-\left(\widetilde{\nabla}_{Z} g\right)(X, Y)
$$

Moreover, it holds

$$
\nabla\left(\partial_{t} g_{t}\right)-\widetilde{\nabla}\left(\partial_{t} g_{t}\right)=\widetilde{\nabla} g_{t} * \partial_{t} g_{t}
$$

Proof. By Koszul's formula (1.6) and since $\widetilde{\nabla}$ is torsion-free we have

$$
\begin{aligned}
2 g\left(\nabla_{Y} X, Z\right)= & X(g(Y, Z))+Y(g(X, Z))-Z(g(X, Y)) \\
& +g([X, Y], Z)-g([X, Z], Y)-g([Y, Z], X) \\
& =\left(\widetilde{\nabla}_{X} g\right)(Y, Z)+\left(\widetilde{\nabla}_{Y} g\right)(X, Z)-\left(\widetilde{\nabla}_{Z} g\right)(X, Y) \\
& +2 g\left(\widetilde{\nabla}_{X} Y, Z\right)
\end{aligned}
$$

for all $X, Y, Z \in \mathfrak{X}(M)$. This completes the proof.
Lemma 3.3.5. Let $(M, g)$ be a Riemannian manifold and $\nabla$ the Levi-Civita connection associated with the metric $g$. Also, let $\widetilde{\nabla}$ be a fixed background connection on $M$ which is torsion free. Then, given an integer $n \geq 1$ we have,

$$
\nabla^{n} \partial_{t} g_{t}-\widetilde{\nabla}^{n} \partial_{t} g_{t}=\sum_{l=0}^{m-1} \sum_{i_{1}+\ldots+i_{q}=m-l} \widetilde{\nabla}^{i_{1}} g_{t} * \cdots * \widetilde{\nabla}^{i_{q}} g_{t} * \widetilde{\nabla}^{l} \partial_{t} g_{t}
$$

Proof. We work by induction on $n$. When $n=1$ we have by Lemma 3.3.4

$$
\nabla\left(\partial_{t} g_{t}\right)-\widetilde{\nabla}\left(\partial_{t} g_{t}\right)=\widetilde{\nabla} g_{t} * \partial_{t} g_{t}
$$

Suppose that $n \geq 2$ and

$$
\begin{align*}
& \nabla^{n-1}\left(\partial_{t} g_{t}\right)-\widetilde{\nabla}^{n-1}\left(\partial_{t} g_{t}\right)  \tag{3.22}\\
& \quad=\sum_{l=0}^{m-2} \sum_{i_{1}+\ldots+i_{q}=m-l-1} \widetilde{\nabla}^{i_{1}} g_{t} * \cdots * \widetilde{\nabla}^{i_{q}} g_{t} * \widetilde{\nabla}^{l} \partial_{t} g_{t} .
\end{align*}
$$

Hence,

$$
\begin{align*}
& \nabla \nabla^{n-1}\left(\partial_{t} g_{t}\right)-\nabla \widetilde{\nabla}^{n-1}\left(\partial_{t} g_{t}\right)  \tag{3.23}\\
& \quad=\sum_{l=0}^{m-2} \sum_{i_{1}+\ldots+i_{q}=m-l-1} \widetilde{\nabla}^{i_{1}} g_{t} * \cdots * \widetilde{\nabla}^{i_{q}} g_{t} * \nabla \widetilde{\nabla}^{l} \partial_{t} g_{t} \\
& \quad+\sum_{l=0}^{m-2} \sum_{i_{1}+\ldots+i_{q}=m-l-1} \widetilde{\nabla}^{i_{1}} g_{t} * \cdots * \nabla \widetilde{\nabla}^{i_{q}} g_{t} * \widetilde{\nabla}^{l} \partial_{t} g_{t} .
\end{align*}
$$

By Lemma 3.3.4 we can deduce

$$
\nabla \widetilde{\nabla}^{l} \partial_{t} g_{t}=\widetilde{\nabla} \widetilde{\nabla}^{l} \partial_{t} g_{t}+\widetilde{\nabla} g_{t} * \widetilde{\nabla}^{l} \partial_{t} g(t)
$$

and

$$
\nabla \widetilde{\nabla}^{j} g_{t}=\widetilde{\nabla} \widetilde{\nabla}^{j} g_{t}+\widetilde{\nabla} g_{t} * \widetilde{\nabla}^{j} g_{t} .
$$

Therefore, (3.23) becomes

$$
\nabla^{n} \partial_{t} g-\widetilde{\nabla}^{n} \partial_{t} g=\sum_{l=0}^{n-1} \sum_{i_{1}+\cdots+i_{q}=m-l} \widetilde{\nabla}^{i_{1}} g_{t} * \cdots * \widetilde{\nabla}^{i_{q}} g_{t} * \widetilde{\nabla}^{l} \partial_{t} g_{t}
$$

This completes the proof.
Let $\widetilde{\nabla}$ be the Levi-Civita connection associated with the metric $g_{0}$. For every integer $n$ we define the continuous functions

$$
u_{n}:[0, T) \rightarrow \mathbb{R} \quad \text { given by } \quad u_{n}(t)=\sup _{x \in M}\left|\nabla^{n} \partial_{t} g(x, t)\right|_{g(x, t)}
$$

and

$$
\tilde{u}_{n}:[0, T) \rightarrow \mathbb{R} \quad \text { given by } \quad \tilde{u}_{n}(t)=\sup _{x \in M}\left|\widetilde{\nabla}^{n} \partial_{t} g(x, t)\right|_{g_{0}}
$$

for each $t \in[0, T)$. Since $M$ is compact we can write

$$
\widetilde{\nabla}^{n} \int_{0}^{t} \partial_{\tau} g(\tau) d \tau=\int_{0}^{t} \widetilde{\nabla}^{n} \partial_{\tau} g(\tau) d \tau
$$

for all $t \in[0, T)$ and hence,

$$
\begin{equation*}
\sup _{x \in M}\left|\widetilde{\nabla}^{n} g_{t}\right|_{g_{0}} \leq \int_{0}^{t} \tilde{u}_{n}(\tau) d \tau \tag{3.24}
\end{equation*}
$$

for all $t \in[0, T)$.
Proposition 3.3.6. Assume that $\int_{0}^{T} u_{n}(t) d t<\infty$ for $m \in \mathbb{N}$. Then, $\int_{0}^{T} \tilde{u}_{n}(t) d t<\infty$ for $n \geq 1$.
Proof. We work by induction on $n$. Fix $n \geq 1$ and suppose that $\int_{0}^{T} \tilde{u}_{l}(t) d t<\infty$ for $1 \leq l \leq$ $n-1$. By (3.24) we have

$$
\begin{equation*}
\sup _{(x, t) \in M \times[0, T)}\left|\widetilde{\nabla}^{l} g_{t}\right|_{g_{0}}<\infty \tag{3.25}
\end{equation*}
$$

for $1 \leq l \leq n-1$. We have already shown in Proposition 3.3.3 that the metrics $g_{0}$ and $g_{t}$ are uniformly equivalent for all $t \in[0, T)$. Using Lemma 3.3 .5 we have

$$
\begin{aligned}
& \left|\widetilde{\nabla}^{n} \partial_{t} g_{t}\right|_{g_{0}}-\left|\nabla^{n} \partial_{t} g_{t}\right|_{g_{0}} \\
& \quad \leq C_{1} \sum_{l=0}^{n-1} \sum_{i_{1}+\ldots+i_{1}=n-l}\left|\widetilde{\nabla}^{i_{1}} g_{t}\right|_{g_{0}} \cdots\left|\widetilde{\nabla}^{i_{q}} g_{t}\right|_{g_{0}}\left|\widetilde{\nabla}^{l} \partial_{t} g_{t}\right|_{g_{0}},
\end{aligned}
$$

where $C_{1}$ is a positive constant. Then, due to (3.25) we obtain

$$
\begin{aligned}
\left|\widetilde{\nabla}^{n} \partial_{t} g_{t}\right|_{g_{0}} \leq & \left|\nabla^{n} \partial_{t} g_{t}\right|_{g_{0}}+C_{2} \sum_{l=1}^{n-1}\left|\widetilde{\nabla}^{l} \partial_{t} g_{t}\right|_{g_{0}} \\
& +C_{2}\left(1+\left|\widetilde{\nabla}^{n} g_{t}\right|_{g_{0}}\right)\left|\partial_{t} g_{t}\right|_{g_{0}}
\end{aligned}
$$

and again by the equivalence of the metrics we get

$$
\begin{aligned}
\left|\widetilde{\nabla}^{n} \partial_{t} g_{t}\right|_{g_{0}} \leq & C_{3}\left|\nabla^{n} \partial_{t} g_{t}\right|_{g_{t}}+C_{2} \sum_{l=1}^{n-1}\left|\widetilde{\nabla}^{l} \partial_{t} g_{t}\right|_{g_{0}} \\
& +C_{2} C_{3}\left(1+\left|\widetilde{\nabla}^{n} g_{t}\right|_{g_{0}}\right)\left|\partial_{t} g_{t}\right|_{g_{t}} .
\end{aligned}
$$

By (3.24) we have

$$
\tilde{u}_{n}(t) \leq C_{3} u_{n}(t)+C_{2} \sum_{l=1}^{n-1} \tilde{u}_{l}(t)+C_{2} C_{3}\left(1+\int_{0}^{t} \tilde{u}_{n}(\tau) d \tau\right) u_{0}(t)
$$

for all $t \in[0, T)$. Then, we can conclude that

$$
\begin{aligned}
& \frac{d}{d t} \log \left(1+\int_{0}^{t} \tilde{u}_{n}(\tau) d \tau\right) \leq C_{3} u_{n}(t) \frac{1}{1+\int_{0}^{t} \tilde{u}_{n}(\tau) d \tau} \\
& \quad+C_{2} \frac{1}{1+\int_{0}^{t} \tilde{u}_{n}(\tau) d \tau} \sum_{l=1}^{n-1} \tilde{u}_{l}(t)+C_{2} C_{3} u_{0}(t) \\
& \quad \leq C_{3} u_{n}(t)+C_{2} \sum_{l=1}^{n-1} \tilde{u}_{l}(t)+C_{2} C_{3} u_{0}(t)
\end{aligned}
$$

for all $t \in[0, T)$. By assumption we have $\int_{0}^{T} u_{n}(t) d t<\infty$ for every $n \in \mathbb{N}$ and by the induction hypothesis we have that $\int_{0}^{T} \tilde{u}_{l}(t) d t<\infty$ for every $1 \leq l \leq n-1$. Thus,

$$
\int_{0}^{t} \tilde{u}_{n}(\tau) d \tau<0
$$

This completes the proof.
Proposition 3.3.7. The metric $g_{t}$ in Proposition 3.3 .3 is smooth and the metrics $g_{t}$ converge in $C^{\infty}$ to $g_{t}$ as $t \rightarrow T$.

Proof. By Proposition 3.3 .6 we have that $\int_{0}^{T} \tilde{u}_{n}(t) d t$ hence we define

$$
g(x, T)=g(x, t)-\int_{t}^{T} \partial_{t} g(x, \tau) d \tau
$$

and we have

$$
\begin{equation*}
\left|\nabla^{n} g(x, T)-\nabla^{n} g(x, t)\right| \leq\left|\int_{t}^{T} \tilde{u}_{n}(\tau) d \tau\right| \rightarrow 0 \tag{3.26}
\end{equation*}
$$

for all $x \in M$ as $t \rightarrow T$. This completes the proof.

### 3.3.3 Curvature blow up at finite time

Theorem 3.3.8. Let $M$ be a m-dimensional compact Riemannian manifold and let $\left\{g_{t}\right\}_{t \in[0, T)}$ be the maximal solution to the Ricci flow on M. Furthermore, suppose that $T<\infty$. Then,

$$
\lim _{t \rightarrow T}\left(\sup _{x \in M}|R(x, t)|\right)=\infty
$$

Proof. Suppose by contradiction that there is a constant $K>0$ such that $|R(x, t)| \leq K$. Then, it follows by Proposition 3.3 .7 that $g_{t}$ converges uniformly in $C^{\infty}$ to a smooth metric $g_{T}$. Since $g_{T}$ is smooth by Theorem 3.2.7 we know that there exists a unique solution to the Ricci flow $\bar{g}(t)$ with $\bar{g}(0)=g(T)$ on $[0, \bar{\varepsilon}], \bar{\varepsilon}>0$. Thus, define

$$
\tilde{g}(t)= \begin{cases}g(t), & t \in[0, T) \\ \bar{g}(t-T), & t \in[T, T+\bar{\varepsilon})\end{cases}
$$

and then $\tilde{g}_{t}$ is a solution to the Ricci flow with $\tilde{g}(0)=g_{0}$. This contradicts the definition of $T$ and completes the proof.

## cumm 4

## The vectorial maximum principle

The maximum principle is one of the most useful tools in geometric analysis. In this chapter, we present the maximum principle for scalar smooth functions on a manifold $M$ and in the second part we generalize the principle for sections of a vector bundle. This generalization was firstly made by Hamilton in [17]. In particular, we present a generalized version of Hamilton's maximum principle, based on [4].

### 4.1 Scalar maximum principle

In this section, we assume that $M$ is a compact manifold endowed with a continuous timedependent family of Riemannian metrics $\left\{g_{t}\right\}_{t \in[0, T)}$. Consider the parabolic semi-linear operator $\mathcal{L}$, given by

$$
\mathcal{L} u=u_{t}-\Delta u-g(X, \nabla u)-\Psi(u, t),
$$

where $u: M \times[0, T) \rightarrow \mathbb{R}$ is a smooth function, $X$ is a time-dependent continuous vector field, $\Delta$ is the Laplacian with respect to $g_{t}$ and $\Psi(x, t): \mathbb{R} \times[0, T) \rightarrow \mathbb{R}$ is a map locally Lipschitz in the first variable and continuous in the second.

Proposition 4.1.1. Let $u: M \times[0, T) \rightarrow \mathbb{R}$ be a smooth function, satisfying

$$
\begin{equation*}
\partial_{t} u-\Delta u \geq 0 . \tag{4.1}
\end{equation*}
$$

If $u(x, 0) \geq c$ for all $x \in M$ for some $c \in \mathbb{R}$ then $u(x, t) \geq c$ for all $(x, t) \in M \times[0, T)$.
Proof. Fix $\varepsilon>0$. Define an auxiliary function $u_{\varepsilon}: M \times[0, T) \rightarrow \mathbb{R}$ given by

$$
u_{\varepsilon}(x, t)=u(x, t)+\varepsilon(1+t) .
$$

By hypothesis,

$$
u_{\varepsilon}(x, 0)=u(x, 0)+\varepsilon \geq c+\varepsilon>c .
$$

Suppose that there exists an $\varepsilon>0$ such that

$$
u_{\varepsilon}(x, t) \leq c,
$$

for all $(x, t) \in M \times[0, T)$. Since $M$ is compact, there exists a point $\left(x^{\prime}, t^{\prime}\right) \in M \times[0, T)$ such that

$$
u_{\varepsilon}\left(x^{\prime}, t^{\prime}\right)=c \quad \text { and } \quad u_{\varepsilon}(x, t) \leq c,
$$

for all $(x, t) \in M \times\left[0, t^{\prime}\right]$. Thus, at $\left(x^{\prime}, t^{\prime}\right)$ it holds

$$
\partial_{t} u_{\varepsilon}\left(x^{\prime}, t^{\prime}\right) \leq 0 \quad \text { and } \quad \Delta u_{\varepsilon}\left(x^{\prime}, t^{\prime}\right) \geq 0 .
$$

Therefore, using (4.1)

$$
0 \geq \partial_{t} u_{\varepsilon}-\Delta u_{\varepsilon}=\partial_{t} u+\varepsilon-\Delta u \geq \varepsilon>0
$$

which is a contradiction. Hence, $u_{\varepsilon}(x, t)>c$ for all $(x, t) \in M \times[0, T)$ and since $\varepsilon>0$ is arbitrary the result follows.
Proposition 4.1.2. Let $u, v: M \times[0, T) \rightarrow \mathbb{R}$ be smooth functions, satisfying the differential inequality

$$
\mathcal{L} v \leq \mathcal{L} u
$$

on $M \times[0, T)$ and $v(x, 0) \leq u(x, 0)$ for all $x \in M$. Then,

$$
v(x, t) \leq u(x, t)
$$

for all $(x, t) \in M \times[0, T)$.
Proof. Consider the smooth function $w: M \times[0, T)$ given by $w=u-v$. Then, by hypothesis we have

$$
0 \leq \partial_{t} w-\Delta w-g(X, \nabla w)-(\Psi(u, t)-\Psi(v, t))
$$

Since $\Psi$ is locally Lipschitz in the first variable, there exists a constant $c>0$ such that

$$
|\Psi(u(x, t), t)-\Psi(v(x, t), t)| \leq c|u(x, t)-v(x, t)|=c|w(x, t)|,
$$

for all $(x, t) \in M \times\left[0, t_{1}\right]$ where $t_{1}<T$. Let $\varepsilon>0$ and define the auxiliary function $w_{\varepsilon}$ by

$$
w_{\varepsilon}(x, t)=w(x, t)+\varepsilon e^{2 c t} .
$$

Note that at $(x, 0)$ for all $x \in M$ it holds

$$
w_{\varepsilon}(x, 0)=w(x, 0)+\varepsilon=u(x, 0)-v(x, 0)+\varepsilon>0 .
$$

On the other hand,

$$
\mathcal{L} w_{\varepsilon}=\mathcal{L} w+\varepsilon \mathcal{L}\left(e^{2 c t}\right)=\mathcal{L} w+2 c \varepsilon e^{2 c t} \geq 2 c \varepsilon e^{2 c t} .
$$

Hence,

$$
\partial_{t} w_{\varepsilon} \geq \Delta w+g(X, \nabla w)-c|w|+2 c \varepsilon e^{2 C t}
$$

Let $\left(x^{\prime}, t^{\prime}\right) \in M \times(0, T)$ be the first point and time that $w_{\varepsilon}\left(x^{\prime}, t^{\prime}\right)=0$. Then,

$$
w\left(x^{\prime}, t^{\prime}\right)=-\varepsilon e^{2 c t^{\prime}}
$$

Moreover, since this is a local minimum for the spatial derivatives it holds

$$
\nabla w_{\varepsilon}\left(x^{\prime}, t^{\prime}\right)=\nabla w\left(x^{\prime}, t^{\prime}\right)=0 \quad \text { and } \quad \Delta w_{\varepsilon}\left(x^{\prime}, t^{\prime}\right)=\Delta w\left(x^{\prime}, t^{\prime}\right) \geq 0
$$

On the other hand, the time derivative

$$
\partial_{t} w\left(x^{\prime}, t^{\prime}\right)+2 c \varepsilon e^{2 c t^{\prime}}=\partial_{t} w_{\varepsilon}\left(x^{\prime}, t^{\prime}\right) \leq 0
$$

Thus, at $\left(x^{\prime}, t^{\prime}\right) \in M \times[0, T)$ we obtain

$$
0 \geq \partial_{t} w_{\varepsilon} \geq \Delta w+g(X, \nabla w)-c \varepsilon e^{2 c t^{\prime}}+2 c \varepsilon e^{2 c t^{\prime}} \geq c \varepsilon e^{2 c t^{\prime}}>0
$$

which is a contradiction. Hence, for every $\varepsilon>0$ we have $w_{\varepsilon}>0$ which implies $w \geq 0$ on $M \times\left[0, t_{1}\right]$. Since $t_{1} \in(0, T)$ is arbitrary we have $w=u-v \geq 0$ on $M \times[0, T)$. This completes the proof.

Theorem 4.1.3 (Comparison Principle). Let $u: M \times[0, T) \rightarrow \mathbb{R}$ be a smooth function which satisfies the differential inequality

$$
\partial_{t} u-\Delta u \leq g(X, \nabla u)+\Psi(u, t)
$$

Let $\phi$ be the solution to the associated $O D E$

$$
\left\{\begin{array}{l}
\phi^{\prime}(t)=\Psi(\phi(t), t)  \tag{4.2}\\
\phi(0)=\max _{x \in M} u(x, 0)
\end{array}\right.
$$

Then, the solution $u$ of the partial inequality is bounded from below by the solution $\phi$ of the ODE, that is

$$
u(x, t) \leq \phi(t)
$$

for all $(x, t) \in M \times[0, T)$.

Proof. The proof is an immediate consequence of the Proposition 4.1.2.

### 4.2 Hamilton's maximum principle

In this section, let $(E, \pi, M)$ be a vector bundle of rank $d$ over a compact smooth $m$-dimensional manifold $M$ equipped with a fixed metric $k$ on the fibers $E_{x}=\pi^{-1}(x), x \in M$. Let $\left\{g_{t}\right\}_{t \in[0, T)}$ be a family of time-dependent Riemannian metrics on $M$ and let $\left\{\nabla^{g_{t}}\right\}_{t \in[0, T)}$ the corresponding Levi-Civita connections on $M$. Furthermore, let $\left\{\nabla^{t}\right\}_{t \in[0, T)}$ denote a family of connections on $E$ compatible with $k$. For a section $\phi: M \rightarrow E$ of the vector bundle we can define a new section $\Delta \phi: M \rightarrow E$ using the connections $\nabla^{g_{t}}$ and $\nabla^{t}$. Suppose that a time-dependent section $\phi(\cdot, t) \in \Gamma(E)$ satisfies the parabolic equation

$$
\begin{equation*}
\partial_{t} \phi(x, t)=(\Delta \phi)(x, t)+f(\phi(x, t)) \tag{4.3}
\end{equation*}
$$

where $f: E \rightarrow E$ a locally Lipschitz map, mapping each fiber $E_{x}$ to itself.
The Hamilton's maximum principle provides us, roughly speaking, that the behavior of the PDE (4.3) can be described by the behavior of the ODE

$$
\begin{equation*}
\frac{d}{d t} \phi(x, t)=f(\phi(x, t)) \tag{4.4}
\end{equation*}
$$

in the fibers $E_{x}, x \in M$.
Definition 4.2.1. A subset $C \subset \mathbb{R}^{n}$ is called convex if for each pair of points the segment that connects them lies within the set, that is, for every $x, y \in C$ we have,

$$
[x, y]=\{(1-t) x+t y \mid 0 \leq t \leq 1\} \subset C .
$$

The set $C$ is called strictly convex iffor every $x, y \in C$ the above segment is contained in the interior of $C$.
Definition 4.2.2. Let $C \subset \mathbb{R}^{n}$ be a closed and convex set.
(1) $A$ supporting half-space of the set $C$ is a half-space of $\mathbb{R}^{n}$ which contains $C$ and has points of $C$ arbitrarily close to its boundary.
(2) A supporting hyperplane to $C$ is a hyperplane which is the boundary of a supporting half-space to $C$.
(3) The tangent cone $T_{x_{0}} C$ of $C$ at $x_{0} \in \partial C$ is the intersection of the supporting half-spaces of $C$ that are arbitrarily close to $x_{0}$.
Definition 4.2.3. Let $C \subset \mathbb{R}^{n}$ be a closed and convex set and $x_{0} \in \partial C$. Then,
(1) A non-zero vector $\xi$ is called normal vector of $\partial C$ at $x_{0}$, if $\xi$ is normal to a supporting hyperplane of $C$ passing through $x_{0}$. This normal vector is called inward normal if it points into the half-space containing $C$.
(2) A non-zero vector $\eta$ is called inward pointing at $x_{0}$, if

$$
\langle\xi, \eta\rangle \geq 0
$$

for each inward normal vector $\xi$ at $x_{0}$.

Definition 4.2.4. Suppose that $(E, \pi, M)$ is a vector bundle and $C$ a closed subset of $E$.
(1) The set $C$ is called fiber-convex (or convex in the fiber) if for every $x \in M$ the set $C_{x}=C \cap E_{x}$ is a convex subset of the fiber $E_{x}$.
(2) The set $C$ is called invariant under parallel transport by the connection $\nabla_{t}$ if for every curve $c:[0, b] \rightarrow M \times \mathbb{R}$ and any vector $V_{0} \in C_{c(0)}$, the unique parallel section $V(t) \in E_{c(t)}, t \in[0, b]$ along $c(t)$ with $V(0)=V_{0}$ is contained in $C$.

In order to prove the Hamilton's maximum principle we need the following result.

Lemma 4.2.5. Let $C \subset E$ be a closed, convex in the fiber and invariant under parallel transport with respect to $\nabla^{t}$ subset of $E$. If $\varphi$ is a smooth section mapped in $C$ then, for all $x \in M$ and $v \in T_{x} M$, the Hessian

$$
\nabla_{v, v}^{2} \varphi=\nabla_{v} \nabla_{v} \varphi-\nabla_{\nabla_{v} v} \varphi
$$

belongs into the tangent cone $T_{x} C_{x}$ of $C_{x}$ at the point $\varphi(x)$.

Proof. It suffices to prove the result in the case where there exists a point $x_{0}$ which is mapped via $\varphi$ is in the boundary of $C$, since otherwise the result is trivially true.
Consider a unit vector $v \in T_{x_{0}} M$ and a normal coordinate system $\left\{x_{i}\right\}$ in an open neighborhood $U$ around a point $x_{0}$ such that $\left.\partial_{x_{1}}\right|_{x_{0}}=v$. Moreover, choose a local basis $\left\{\varphi_{1}\left(x_{0}\right), \ldots, \varphi_{k}\left(x_{0}\right)\right\}$ of $E_{x_{0}}$ and extend it into a local geodesic orthonormal frame field. Then,

$$
\varphi=\sum_{i=1}^{k} u_{i} \varphi_{i}
$$

where the components $u_{i}: U \rightarrow \mathbb{R}, i \in\{1, \ldots, k\}$, are smooth functions. We calculate,

$$
\begin{aligned}
\nabla_{v, v}^{2} \varphi\left(x_{0}\right) & =\nabla_{\partial_{x_{1}}} \nabla_{\partial_{x_{1}}} \varphi\left(x_{0}\right)-\nabla_{\nabla_{\partial_{x_{1}}} \partial_{x_{1}}} \varphi\left(x_{0}\right) \\
& =\nabla_{\partial_{x_{1}}} \sum_{i=1}^{k} \nabla_{\partial_{x_{1}}} u_{i}\left(x_{0}\right) \varphi_{i}\left(x_{0}\right) \\
& =\sum_{i=1}^{k} \nabla_{\partial_{x_{1}}}\left(\partial_{x_{1}} u_{i}\left(x_{0}\right)\right) \varphi_{i}\left(x_{0}\right) \\
& =\sum_{i=1}^{k}\left(\partial_{x_{1}} \partial_{x_{1}} u_{i}\right)\left(x_{0}\right) \varphi_{i}\left(x_{0}\right) \\
& =\sum_{i=1}^{k}\left(u_{i} \circ \gamma\right)^{\prime \prime}(0) \varphi_{i}\left(x_{0}\right)
\end{aligned}
$$

where $\gamma:(-\varepsilon, \varepsilon) \rightarrow U \times \mathbb{R}$ is a length minimizing geodesic such that

$$
\gamma(0)=x_{0} \quad \text { and } \quad \gamma^{\prime}(0)=\partial_{x_{1}} x_{0}
$$

Define now the set

$$
\mathcal{C}=\left\{\left(y_{1}, \ldots, y_{k}\right) \in \mathbb{R}^{k}:\left.\sum_{i=1}^{k} y_{i} \varphi_{i}\right|_{x_{0}} \in C_{x_{0}}\right\} .
$$

Clearly $\mathcal{C}$ is a closed and convex subset of $\mathbb{R}^{k}$. Since $\varphi \in C$ and $C$ is invariant under parallel transport, we deduce that the curve $\sigma:(-\varepsilon, \varepsilon) \rightarrow \mathbb{R}^{k}$, given by

$$
\sigma=\left(u_{1} \circ \gamma, \ldots, u_{k} \circ \gamma\right),
$$

lies in $\mathcal{C}$. It suffices to prove that $\sigma^{\prime \prime}(0)$ points into $\mathcal{C}$. Indeed, because $\mathcal{C}$ is convex, for each unit inward pointing normal $\xi$ of $\mathcal{C}$ at $\sigma(0)$, we have

$$
g(s)=\langle\xi, \sigma(s)-\sigma(0)\rangle \geq 0
$$

for all $s \in(-\varepsilon, \varepsilon)$. Because $g$ attains its minimum at $s=0$, from standard calculus we get that $g^{\prime \prime}(0) \geq 0$, which implies $\left\langle\sigma^{\prime \prime}(0), \xi\right\rangle \geq 0$. This completes the proof.
Definition 4.2.6. Consider the family of closed and convex sets $\{C(t)\}_{t \geq 0} \subset E$.
(1) We say that the sets $C(t)$ depend continuously on $t$ if $\lim _{t \rightarrow t_{0}} C(t)=C\left(t_{0}\right)$ with respect to the pointed Hausdorff topology.
(2) We say that the family $\{C(t)\}$ is invariant under the ODE (4.4) iffor every $t_{0} \geq 0, x \in M$ and $\phi_{0} \in C_{x}\left(t_{0}\right)$ the solution $\phi(x, t)$ of (4.4) with $\phi\left(x, t_{0}\right)=\phi_{0}$ satisfies $\phi(x, t) \in$ $C_{x}(t)$ for all $t \geq t_{0}$, for which the solution $\phi(x, t)$ exists.

Theorem 4.2.7 (Hamilton's vectorial maximum principle). For $t \in[0, \delta], \delta>0$ let $C(t) \subset$ $E$ be a closed subset depending continuously on $t$. Suppose that each of the sets $C(t)$ is invariant under parallel transport, convex in the fiber and that the family $\{C(t)\}_{t \in[0, \delta]}$ is invariant under the ODE (4.4). Then, for every solution $\phi(x, t) \in \Gamma(E)$ on $M \times[0, \delta]$ of the parabolic equation (4.3) with $\phi(x, t) \in C(0)$ for all $x \in M$ we have $\phi(x, t) \in C(t)$ for all $(x, t) \in M \times[0, \delta]$.

Proof. For each $S \in E_{y}, y \in M$ we let

$$
r_{t}(S)=d_{k}\left(S, C_{t}(y)\right),
$$

denote the distance between $S$ and the convex set $C_{y}(t)$ in the fiber $V_{y}$. For each solution $\phi(x, t)$ to the parabolic equation (4.3), defined on $M \times[0, \delta]$ we consider the maximal distance to $C(t)$,

$$
s(t)=\sup _{x \in M} r_{t}(\phi(x, t)) .
$$

The function $s$ is not differentiable but we can define the upper converse Dini derivative

$$
s^{\prime}\left(t_{0}\right)=\limsup _{h \searrow 0} \frac{s\left(t_{0}\right)-s\left(t_{0}-h\right)}{h} .
$$

Let $r_{0}$ denote the maximum of $s$ on $[0, \delta]$. Since $f$ is locally Lipschitz, we can find a constant $L>0$ such that the restriction of $f$ to the ball $B_{2 r_{0}}(\phi(y, t))$ is $L / 2$-Lipschitz continuous for all $(y, t) \in M \times[0, \delta]$. Our goal is to show that

$$
s^{\prime}(t) \leq L s(t)
$$

for all $t \in[0, \delta]$. Then, if we define

$$
g(t)=s(t) e^{-L t}
$$

by (4.2) we get that

$$
g^{\prime}(t)=e^{-L t}\left(s^{\prime}(t)-L s(t)\right) \leq 0
$$

for all $t \in[0, \delta]$. Since $s(0)=0$ we deduce $g(0)=0$ which implies $g(t) \leq 0$ for all $t \in[0, \delta]$ and hence $s(t)=0$ for all $t \in[0, \delta]$. This proves the theorem.
Thus, it remains to compute $s^{\prime}(t)$. For $t_{0} \in[0, \delta]$ there exists $x_{0} \in M$ with $s\left(t_{0}\right)=r_{t_{0}}\left(\phi\left(x_{0}, t_{0}\right)\right)$. We assume that $s\left(t_{0}\right)>0$. For $h>0$ by the definition of $s$ we have

$$
s\left(t_{0}-h\right) \geq r_{t_{0}-h}\left(\phi\left(x_{0}, t_{0}-h\right)\right)
$$

Hence, we compute

$$
\begin{aligned}
s^{\prime}\left(t_{0}\right) & =\limsup _{h \searrow 0} \frac{s\left(t_{0}\right)-s\left(t_{0}-h\right)}{h} \\
& \leq \limsup _{h \searrow 0} \frac{r_{t_{0}}\left(\phi\left(x_{0}, t_{0}\right)\right)-r_{t_{0}-h}\left(\phi\left(x_{0}, t_{0}-h\right)\right)}{h} \\
& =\limsup _{h \searrow 0} \frac{r_{t_{0}}\left(\phi\left(x_{0}, t_{0}\right)\right)-r_{t_{0}-h}\left(\phi\left(x_{0}, t_{0}\right)-h \Delta \phi\left(x_{0}, t_{0}\right)-h f\left(\phi\left(x_{0}, t_{0}\right)\right)\right)}{h} .
\end{aligned}
$$

The last equality follows as we write $\phi\left(x_{0}, t_{0}-h\right)=\phi\left(x_{0}, t_{0}\right)-h \cdot \frac{d}{d t} \phi\left(x_{0}, t\right)+o(h)$ and use the fact that $r_{t_{0}-h}$ are uniformly Lipschitz continuous functions as distance functions.
One can prove that for each $t$ the function $r_{t}$ is $C^{1}$ on $E \backslash C(t)$ since $C(t)$ is convex. We observe that the closed neighborhood $r^{-1}\left(\left[0, s\left(t_{0}\right)\right]\right)$ of $C_{t_{0}}$ is convex. Also, by construction $\phi\left(x, t_{0}\right) \in E \backslash C(t)$ for all $x \in M$. Then, $\nabla r_{t_{0}}\left(\phi\left(x_{0}, t_{0}\right)\right)$ is equal to the unit outward normal to $r^{-1}\left(\left[0, s\left(t_{0}\right)\right]\right)$ at $\phi\left(x_{0}, t_{0}\right)$. Thus by Lemma 4.2 .5 we deduce that

$$
k\left(\Delta \phi\left(x_{0}, t_{0}\right), \nabla r_{t_{0}}\left(\phi\left(x_{0}, t_{0}\right)\right)\right) \leq 0 .
$$

Thus,

$$
\begin{aligned}
s^{\prime}\left(t_{0}\right) & \leq \limsup _{h \searrow 0} \frac{r_{t_{0}}\left(\phi\left(x_{0}, t_{0}\right)\right)-r_{t_{0}-h}\left(\phi\left(x_{0}, t_{0}\right)-h \Delta \phi\left(x_{0}, t_{0}\right)-h f\left(\phi\left(x_{0}, t_{0}\right)\right)\right)}{h} \\
& \leq \limsup _{h \searrow 0} \frac{r_{t_{0}}\left(\phi\left(x_{0}, t_{0}\right)\right)-r_{t_{0}-h}\left(\phi\left(x_{0}, t_{0}\right)-h f\left(\phi\left(x_{0}, t_{0}\right)\right)\right)}{h} .
\end{aligned}
$$

Since $C(t)$ is continuous with respect to the pointed Hausdorff topology, we can see that $\nabla r_{t}$ is also continuous with respect to $t$. Thus, for each $\varepsilon>0$ there exists a $\delta>0$ such that

$$
k\left(\Delta \phi\left(x_{0}, t_{0}\right), \nabla r_{t-h}\left(\phi\left(x_{0}, t_{0}\right)\right)\right) \leq \varepsilon
$$

for all $(\phi, h)$ with $\left|\phi\left(x_{0}, t_{0}\right)-\phi\right|+|h| \leq \delta$. We know that for every convex function it holds
$r_{t_{0}-h}\left(\phi\left(x_{0}, t_{0}\right)-h f\left(\phi\left(x_{0}, t_{0}\right)\right)-h \Delta \phi\left(x_{0}, t_{0}\right)\right) \geq-\varepsilon h+r_{t_{0}-h}\left(\phi\left(x_{0}, t_{0}\right)-h f\left(\phi\left(x_{0}, t_{0}\right)\right)\right)$,
for small $h>0$. Since $\varepsilon$ is arbitrary we have

$$
r_{t_{0}-h}\left(\phi\left(x_{0}, t_{0}\right)-h f\left(\phi\left(x_{0}, t_{0}\right)\right)-h \Delta \phi\left(x_{0}, t_{0}\right)\right) \geq r_{t_{0}-h}\left(\phi\left(x_{0}, t_{0}\right)-h f\left(\phi\left(x_{0}, t_{0}\right)\right)\right) .
$$

For $h>0$ we choose a unique $\phi_{h} \in C_{x_{0}}\left(t_{0}-h\right)$ with

$$
r_{t_{0}-h}\left(\phi\left(x_{0}, t_{0}\right)-h f\left(\phi\left(x_{0}, t_{0}\right)\right)\right)=\left|\phi_{h}+h f\left(\phi\left(x_{0}, t_{0}\right)\right)-\phi\left(x_{0}, t_{0}\right)\right| .
$$

Using the triangle inequality and the fact that $f$ is $L / 2$-Lipschitz continuous on $B_{2 s\left(t_{0}\right)}\left(\phi\left(x_{0}, t_{0}\right)\right)$ we have

$$
\begin{align*}
& r_{t_{0}-h}\left(\phi\left(x_{0}, t_{0}\right)-h f\left(\phi\left(x_{0}, t_{0}\right)\right)\right)-r_{t_{0}}\left(\phi\left(x_{0}, t_{0}\right)\right)  \tag{4.5}\\
& \quad=\left|\phi_{h}+h f\left(\phi\left(x_{0}, t_{0}\right)\right)-\phi\left(x_{0}, t_{0}\right)\right|-r_{t_{0}}\left(\phi\left(x_{0}, t_{0}\right)\right) \\
& \quad \geq\left|\phi_{h}+h f\left(\phi_{h}\right)-\phi\left(x_{0}, t_{0}\right)\right|-h\left|f\left(\phi\left(x_{0}, t_{0}\right)\right)-f\left(\phi_{h}\right)\right|-d_{k}\left(\phi\left(x_{0}, t_{0}\right), C_{t_{0}}\right) \\
& \quad \geq d_{k}\left(\phi_{h}+h f\left(\phi_{h}\right), \phi\left(x_{0}, t_{0}\right)\right)-h \frac{L}{2}\left|\phi\left(x_{0}, t_{0}\right)-\phi_{h}\right|-d_{k}\left(\phi\left(x_{0}, t_{0}\right), C_{t_{0}}\right) \\
& \quad \geq d_{k}\left(\phi_{h}+h f\left(\phi_{h}\right), \phi\left(x_{0}, t_{0}\right)\right)-h L s\left(t_{0}\right)-d_{k}\left(\phi\left(x_{0}, t_{0}\right), C_{t_{0}}\right) \\
& \quad \geq-d_{k}\left(\phi_{h}+h f\left(\phi_{h}\right), C\left(t_{0}\right)\right)-h L s\left(t_{0}\right) .
\end{align*}
$$

The term $\phi_{h}+h f\left(\phi_{h}\right)$ approximates the solution $\gamma_{\phi_{h}}$ with $\gamma_{\phi_{h}}\left(t_{0}-h\right)=\phi_{h} \in C_{x_{0}}\left(t_{0}-h\right)$ up to first order. Since the family $C(t)$ is invariant under the ODE (4.4) we have

$$
\gamma_{\phi_{h}}(t) \in C_{x_{0}}(t)
$$

for all $t \geq t_{0}-h$. Hence, we conclude that $d_{k}\left(C\left(t_{0}\right), \phi\right)=o(h)$ and obtain by (4.5)

$$
s^{\prime}\left(t_{0}\right)=L s\left(t_{0}\right)
$$

This completes the proof.

### 4.3 The maximum principle for 2-tensors

Lemma 4.3.1. Let $E$ be a vector bundle over a Riemannian manifold $M$ and let $K$ be the set of non-negative definite symmetric 2-tensors,

$$
K=\left\{\theta \in \operatorname{Sym}\left(E^{*} \otimes E^{*}\right): \theta \geq 0\right\}
$$

Then, $K$ is invariant under parallel transport.
Proof. Let $\gamma:[0,1] \rightarrow M$ be a geodesic, $P_{s}$ the parallel transport operator of vectors along $\gamma$ and $\Pi_{s}$ the parallel transport operator of 2-tensors along the curve $\gamma$. Consider $\vartheta \in K_{\gamma(0)}$. Then, for each $v \in T_{\gamma(0)} M$, we have

$$
\partial_{s}\left\{\left(\Pi_{s} \vartheta\right)\left(P_{s} v, P_{s} v\right)\right\}=\left(\nabla_{\partial_{s}} \Pi_{s} \vartheta\right)\left(P_{s} v, P_{s} v\right)+2 \Pi_{s} \theta\left(\nabla_{\partial_{s}} P_{s} v, P_{s} v\right)=0
$$

Therefore, for each vector $v \in T_{\gamma(0)} M$, it holds $\left(\Pi_{s} \vartheta\right)\left(P_{s} v, P_{s} v\right)=\vartheta(v, v)$. Consequently, for each $w \in T_{\gamma(s)} M$, we obtain that

$$
\left(\Pi_{s} \vartheta\right)(w, w)=\vartheta\left(P_{s}^{-1} w, P_{s}^{-1} w\right) \geq 0
$$

This completes the proof.
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## 3-MANIFOLDS WITH POSITIVE RICCI CURVATURE

### 5.1 Statement of the main result

Hamilton's first major achievement using the Ricci flow method was the following result proved in [18]:
Main Theorem: Let $M^{3}$ be an oriented compact 3-dimensional manifold which admits a smooth Riemannian metric with strictly positive Ricci curvature. Then, $M^{3}$ also admits a smooth Riemannian metric of constant positive curvature. In particular, if $M^{3}$ is simply connected then it is diffeomorphic to $\mathbb{S}^{3}$.
Hamilton proved this result starting the Ricci flow process from a metric with strictly positive Ricci curvature. From the maximum principle, it follows that this property is preserved under the flow. The maximal time of existence of the flow is finite and as time is approaching its maximal value, the volume of the manifold decreases to zero and the shape of the evolved manifold becomes spherical. One idea to conclude the proof would be to pass to a limit, but the fact that the manifold is shrinking to a point is preventing us to use this idea. Hamilton overcomes this problem by rescaling properly the Riemannian metric and the time to ensure that the volumes of the evolved manifolds remain constant. Let us describe the main steps of the proof of Hamilton.

Step 1: The Ricci flow exists for finite time and the Riemannian curvature operator of the evolved metrics explodes as time is approaching is maximal time of existence.
Step 2: The positivity of the Ricci curvature is preserved under the Ricci flow process.
Step 3: The sectional curvatures of the evolved metrics get close to each other as time is approaching its maximal time of existence.
Step 4: Rescale time and metric to obtain a solution to the volume preserving Ricci flow

$$
\begin{equation*}
\nabla_{\partial_{t}} g=-2 R i c+\frac{2}{3} \frac{\int S d M}{\int d M} \cdot g . \tag{5.1}
\end{equation*}
$$

Step 5: The solution of the (5.1) exists for all times and converges to a Riemannian metric of constant sectional curvature.

### 5.2 Curvature quantities in three dimensions

Let us investigate here the structure of the curvature operator of a three dimensional compact manifold $M^{3}$. At this point let us recall a well-known result due to Stiefel [30], which says that each such manifold is parallelizable, that is there exists a smooth globally defined frame field. Recall now that the Riemann curvature tensor is fully determined by the Ricci tensor, i.e. in local coordinates we have

$$
\begin{equation*}
R_{i j k l}=g_{j l} R_{i k}-g_{j k} R_{i l}-g_{i l} R_{j k}+g_{i k} R_{j l}-\frac{g_{i k} g_{j l}-g_{i l} g_{j k}}{2} S, \tag{5.2}
\end{equation*}
$$

where $g_{i j}, R_{i j k l}$ and $R_{i j}$ are the components of the metric, the Riemann curvature tensor and of the Ricci curvature, respectively, with respect to a fixed orthonormal frame. Suppose that $\left\{e_{1}, e_{2}, e_{3}\right\}$ is an orthonormal basis at $x \in M^{3}$ such that $\left\{e_{2} \wedge e_{3}, e_{1} \wedge e_{3}, e_{1} \wedge e_{2}\right\}$ diagonalizes the curvature operator $\mathcal{R}$ and denote by $\kappa_{1} \geq \kappa_{2} \geq \kappa_{3}$ the corresponding eigenvalues. Then at the point $x$ we have that

$$
\text { Ric }=\left(\begin{array}{ccc}
\kappa_{2}+\kappa_{3} & 0 & 0 \\
0 & \kappa_{1}+\kappa_{3} & 0 \\
0 & 0 & \kappa_{1}+\kappa_{2}
\end{array}\right)
$$

and $S=2\left(\kappa_{1}+\kappa_{2}+\kappa_{3}\right)$, see Lemma 1.6.9. By replacing

$$
\kappa_{i}=\frac{1}{2} \lambda_{i}, \quad i \in\{1,2,3\}
$$

we get the following

$$
\text { Ric }=\frac{1}{2}\left(\begin{array}{ccc}
\lambda_{2}+\lambda_{3} & 0 & 0  \tag{5.3}\\
0 & \lambda_{1}+\lambda_{3} & 0 \\
0 & 0 & \lambda_{1}+\lambda_{2}
\end{array}\right)
$$

and $S=\lambda_{1}+\lambda_{2}+\lambda_{3}$. Observe that $\lambda_{1}+\lambda_{2} \geq \lambda_{1}+\lambda_{3} \geq \lambda_{2}+\lambda_{3}$. Moreover, we define

$$
\mathcal{R}^{2}(X \wedge Y, Z \wedge W)=\sum_{i, j=1}^{m} R\left(X, Y, e_{i}, e_{j}\right) R\left(Z, W, e_{i}, e_{j}\right)
$$

and

$$
\begin{aligned}
\mathcal{R}^{\#}(X \wedge Y, Z \wedge W) & =2 \sum_{i, j=1}^{m} R\left(X, e_{i}, Z, e_{j}\right) R\left(Y, e_{i}, W, e_{j}\right) \\
& -2 \sum_{i, j=1}^{m} R\left(X, e_{i}, W, e_{j}\right) R\left(Y, e_{i}, Z, e_{j}\right)
\end{aligned}
$$

Note that

$$
\mathcal{R}^{2}+\mathcal{R}^{\#}=Q(R),
$$

where $Q(R)$ is given in (2.4).
Hence, with respect to the frame $\left\{e_{2} \wedge e_{3}, e_{1} \wedge e_{3}, e_{1} \wedge e_{2}\right\}$, the tensors $\mathcal{R}^{2}$ and $\mathcal{R}^{\#}$ have the representations

$$
\mathcal{R}^{2}=\left(\begin{array}{ccc}
\lambda_{1}^{2} & 0 & 0 \\
0 & \lambda_{2}^{2} & 0 \\
0 & 0 & \lambda_{3}
\end{array}\right) \quad \text { and } \quad \mathcal{R}^{\#}=\left(\begin{array}{ccc}
\lambda_{2} \lambda_{3} & 0 & 0 \\
0 & \lambda_{1} \lambda_{3} & 0 \\
0 & 0 & \lambda_{1} \lambda_{2}
\end{array}\right)
$$

and consequently

$$
\mathcal{R}^{2}+\mathcal{R}^{\#}=\left(\begin{array}{ccc}
\lambda_{1}^{2}+\lambda_{2} \lambda_{3} & 0 & 0  \tag{5.4}\\
0 & \lambda_{2}^{2}+\lambda_{1} \lambda_{3} & 0 \\
0 & 0 & \lambda_{3}^{2}+\lambda_{1} \lambda_{2}
\end{array}\right)
$$

In general, [see [1] Section 12.2.1]

$$
\left(\begin{array}{lll}
a & b & c  \tag{5.5}\\
b & d & e \\
c & e & f
\end{array}\right)^{\#}=\left(\begin{array}{lll}
d f-e^{2} & c e-b f & b e-c d \\
c e-b f & a f-c^{2} & b c-a e \\
b e-c d & b c-a e & a d-b^{2}
\end{array}\right)
$$

Let us investigate now the behavior of the initial value problem

$$
\left\{\begin{array}{l}
S^{\prime}(t)=S^{2}(t)+S^{\#}(t), \quad t \in[0, T)  \tag{5.6}\\
S(0)=S_{0}
\end{array}\right.
$$

on various subsets of the space of symmetric matrices with real coefficients.
Lemma 5.2.1. Let $\{S=S(t)\} \subset \mathcal{C}_{B}\left(\mathbb{R}^{3}\right)$ be a solution of the ODE given in (5.6). Then, the components $s_{i j}$ of $S$ satisfy

$$
\begin{equation*}
s_{i j}^{\prime}=2 s_{i j}^{2}-\operatorname{tr}(S) s_{i j}-\frac{1}{2}\left(|S|^{2}-\operatorname{tr}(S)^{2}\right) \delta_{i j} . \tag{5.7}
\end{equation*}
$$

Consequently, if $S(0)$ is diagonal, then $S(t)$ remains diagonal for all $t \in(0, T)$.

Proof. The expression for $s_{i j}$ follows directly from (5.5). The second statement of the lemma is a consequence of the uniqueness of solutions of initial value problems for ODEs.

Lemma 5.2.2. Let $\{S=S(t)\} \subset \mathcal{C}_{B}\left(\mathbb{R}^{3}\right)$ be a solution of the ODE given in (5.6). Then, the eigenvalues of $A$ are smooth and satisfy

$$
\begin{equation*}
\mu_{1}^{\prime}=\mu_{1}^{2}+\mu_{2} \mu_{3}, \quad \mu_{2}^{\prime}=\mu_{2}^{2}+\mu_{1} \mu_{3} \quad \text { and } \quad \mu_{3}^{\prime}=\mu_{3}^{2}+\mu_{1} \mu_{2}, \tag{5.8}
\end{equation*}
$$

for every $t \in[0, T)$.
Proof. Assume that $S(0)$ is diagonal and suppose that

$$
\begin{equation*}
s_{11}(0) \geq s_{22}(0) \geq s_{33}(0) \tag{5.9}
\end{equation*}
$$

As we have already proved in the last lemma, $A$ remains diagonal for all $t \in[0, T)$. Moreover, according to (5.7) we have

$$
s_{11}^{\prime}=s_{11}^{2}+s_{22} s_{33}, \quad s_{22}^{\prime}=s_{22}^{2}+s_{11} s_{33} \quad \text { and } \quad s_{33}^{\prime}=s_{33}^{2}+s_{11} s_{22} .
$$

Subtracting, we deduce that

$$
\left(s_{11}-s_{22}\right)^{\prime}=\left(s_{11}-s_{22}\right)\left(s_{11}+s_{22}-s_{33}\right)
$$

and

$$
\left(s_{22}-s_{33}\right)^{\prime}=\left(s_{22}-s_{33}\right)\left(s_{22}+s_{33}-s_{11}\right) .
$$

From (5.9), we conclude that

$$
s_{11}(t) \geq s_{22}(t) \geq s_{33}(t), \quad \text { for all } \quad t \in[0, T) .
$$

Consequently, we have $\mu_{1}=s_{11}, \mu_{2}=s_{22}$ and $\mu_{3}=s_{33}$, from where the assertion follows.
Lemma 5.2.3. Consider the eigenvalues $\mu_{1} \geq \mu_{2} \geq \mu_{3}$ of an element in $\mathcal{C}_{B}\left(\mathbb{R}^{3}\right)$ as realvalued functions on $\mathcal{C}_{B}\left(\mathbb{R}^{3}\right)$. Then, $\mu_{1}$ is a convex function while $\mu_{3}$ and $\mu_{2}+\mu_{3}$ are concave functions.

Proof. Fix $S, T \in \mathcal{C}_{B}\left(\mathbb{R}^{3}\right)$ and let $t \in[0,1]$. Then,

$$
\begin{aligned}
\mu_{1}(t S+(1-t) T) & =\max _{v \in \mathbb{S}^{2}}(t S(v, v)+(1-t) T(v, v)) \\
& \leq \max _{v \in \mathbb{S}^{2}}(t S(v, v))+\max _{v \in \mathbb{S}^{2}}((1-t) T(v, v)) \\
& =t \mu_{1}(S)+(1-t) \mu_{1}(T)
\end{aligned}
$$

Hence, $\mu_{1}$ is convex. Now using the fact

$$
\mu_{3}(S)=\min _{v \in \mathbb{S}^{2}} S(v, v)=-\mu_{1}(-S)
$$

it follows that $\mu_{3}$ is concave. Moreover, from

$$
\mu_{2}+\mu_{3}=\min _{v, w \in \mathbb{S}^{2} ; v \perp w}(S(v, v)+S(w, w)),
$$

it follows that $\mu_{2}+\mu_{3}$ is concave. This completes the proof.

Lemma 5.2.4. Fix a real number $\varepsilon>0$. Then, the set

$$
\mathcal{K}=\left\{S \in \mathcal{C}_{B}\left(\mathbb{R}^{3}\right): \mu_{2}(S)+\mu_{3}(S) \geq \varepsilon\right\}
$$

where $\mu_{1}(S) \geq \mu_{2}(S) \geq \mu_{3}(S)$ are the eigenvalues of $S$, is convex and invariant under the ODE (5.6).

Proof. Let us show at first the invariance of our set under the ODE. Consider the function $f:[0, T) \rightarrow \mathbb{R}$ given by $f=\mu_{2}+\mu_{3}$. From (5.8), we have that

$$
\begin{equation*}
f^{\prime}=\mu_{2}^{2}+\mu_{3}^{2}+\mu_{1} \mu_{3}+\mu_{1} \mu_{2} \geq \mu_{1} f \tag{5.10}
\end{equation*}
$$

From our assumptions we have that

$$
\begin{equation*}
f(0)=\mu_{2}(S)+\mu_{3}(S) \geq \varepsilon \quad \text { and } \quad 2 \mu_{1}(S) \geq \mu_{2}(S)+\mu_{3}(S)>0 \tag{5.11}
\end{equation*}
$$

First we show that $f$ stays positive on $[0, T)$. To show this, suppose to the contrary that there exists a first time $t_{0} \in(0, T)$ such that $f(t)>0$ for each $t \in\left[0, t_{0}\right)$ and $f\left(t_{0}\right)=0$. By integrating (5.11) we see that

$$
\begin{equation*}
f\left(t_{0}\right) \geq f(0) e^{\int_{0}^{t_{0}} \mu_{1}(s) d s}>0 \tag{5.12}
\end{equation*}
$$

which leads to a contradiction. Hence $f$ is everywhere positive and from the second inequality of (5.11) the function $\mu_{1}$ is everywhere positive. Going back to (5.12) we see that $f \geq f(0) \geq \varepsilon$. To show convexity, we consider the function $g: \mathcal{C}_{B}\left(\mathbb{R}^{3}\right) \rightarrow \mathbb{R}$ given by

$$
g(S)=\mu_{2}(S)+\mu_{3}(S)=\min _{v, w \in \mathbb{S}^{2} \& v \perp w}\{S(v, v)+S(w, w)\} .
$$

Then one can readily check that $g$ is concave which implies that our set is also convex; see also Lemma 5.2.3. This completes the proof.
Lemma 5.2.5. Fix a real number $\varepsilon \in(0,1)$. Then, the set

$$
\mathcal{K}=\left\{S \in \mathcal{C}_{B}\left(\mathbb{R}^{3}\right): \mu_{2}(S)+\mu_{3}(S) \geq 2 \varepsilon \mu_{1}(S)\right\}
$$

where $\mu_{1}(S) \geq \mu_{2}(S) \geq \mu_{3}(S)$ are the eigenvalues of $S$, is convex and invariant under the ODE (5.6).

Proof. Let us show at first the invariance of our set under the ODE. Consider the function $f:[0, T) \rightarrow \mathbb{R}$ given by $f=\mu_{2}+\mu_{3}-2 \varepsilon \mu_{1}$. Note that since $\varepsilon \in(0,1)$ we have that $\mu_{1} \geq 0$. From (5.8), we have that

$$
\begin{aligned}
f^{\prime} & =\left(\mu_{2}+\mu_{3}-2 \mu \lambda_{1}\right)^{\prime} \\
& =\mu_{2}^{2}+\mu_{3}^{2}-2 \varepsilon \mu_{2} \mu_{3}+\left(\mu_{2}+\mu_{3}-2 \varepsilon \mu_{1}\right) \mu_{1} \\
& \geq(1-\varepsilon)\left(\mu_{2}^{2}+\mu_{3}^{2}\right)+\varepsilon\left(\mu_{3}^{2}-2 \mu_{2} \mu_{3}+\lambda_{2}^{2}\right)+\left(\mu_{2}+\mu_{3}-2 \varepsilon \mu_{1}\right) \mu_{1} \\
& \geq f \mu_{1} .
\end{aligned}
$$

Using the same arguments as in the previous lemma, we deduce that the function $f$ stays positive in $[0, T)$ and so the inequality

$$
\mu_{2}+\mu_{3} \geq 2 \varepsilon \mu_{1} \geq 0
$$

is preserved in time. To show convexity consider the function $g: \mathcal{C}_{B}\left(\mathbb{R}^{3}\right) \rightarrow \mathbb{R}$ given by

$$
\begin{aligned}
g(S) & =2 \varepsilon \mu_{1}(S)-\left(\mu_{2}(S)+\mu_{3}(S)\right) \\
& =2 \varepsilon \max _{v \in \mathbb{S}^{2}} S(v, v)+\max _{v, w \in \mathbb{S}^{2} \& v \perp w}\{-S(v, v)-S(w, w)\} .
\end{aligned}
$$

Then one can readily check that $g$ is convex which implies that our set is also convex.

Lemma 5.2.6. For every $\varepsilon \in(0,1)$ there exists $\delta \in(0,1)$ such that, for each $c>0$, the set

$$
\mathcal{K}=\left\{S \in \mathcal{C}_{B}\left(\mathbb{R}^{3}\right): \mu_{2}(S)+\mu_{3}(S) \geq 2 \varepsilon \mu_{1}(S) \text { and } \mu_{1}(S)-\mu_{3}(S) \leq \operatorname{ctr}(S)^{1-\delta}\right\}
$$

where $\mu_{1}(S) \geq \mu_{2}(S) \geq \mu_{3}(S)$ are the eigenvalues of $S$, is convex and invariant under the ODE (5.6).

Proof. We already know by Lemma 5.2.5, that the inequality $\mu_{2}+\mu_{3} \geq 2 \varepsilon \mu_{1}$ is preserved in time by the ODE (5.6). If $\mu_{1}(S)=\mu_{3}(S)$, then $\mu_{1}(t)=\mu_{3}(t)$ for all $t \in[0, T)$ and in this case we have nothing to prove. So let us suppose that $\mu_{1}(S)>\mu_{3}(S)$. This condition will be preserved under the ODE and moreover, $2 \mu_{1}>\mu_{2}+\mu_{3} \geq 2 \varepsilon \mu_{1}$. Since, $\varepsilon \in(0,1)$, it follows that $\mu_{1}>0$. So we may assume that the solution of the ODE satisfies $\mu_{2}+\mu_{3} \geq 2 \varepsilon \mu_{1}>0$. Using (5.8) we get that

$$
\begin{equation*}
\left(\log \left(\mu_{1}-\mu_{3}\right)\right)^{\prime}=\frac{1}{\mu_{1}-\mu_{3}}\left(\mu_{1}^{2}+\mu_{2} \mu_{3}-\mu_{3}^{2}-\mu_{1} \mu_{2}\right)=\mu_{1}+\mu_{3}-\mu_{2} . \tag{5.13}
\end{equation*}
$$

Moreover,

$$
\begin{align*}
\left(\log \left(\mu_{1}+\mu_{2}+\mu_{3}\right)\right)^{\prime} & =\frac{1}{\mu_{1}+\mu_{2}+\mu_{3}}\left(\mu_{1}^{2}+\mu_{2} \mu_{3}+\mu_{2}^{2}+\mu_{1} \mu_{3}+\mu_{3}^{2}+\mu_{1} \mu_{2}\right) \\
& =\frac{\mu_{1}\left(\mu_{2}-\mu_{3}\right)+\mu_{2}\left(\mu_{2}+\mu_{3}\right)+\left(\mu_{1}+\mu_{3}\right)^{2}}{\mu_{1}+\mu_{2}+\mu_{3}} \tag{5.14}
\end{align*}
$$

Combining (5.13) and (5.14), we conclude that

$$
\begin{aligned}
\left(\log \frac{\mu_{1}-\mu_{3}}{\left(\mu_{1}+\mu_{2}+\mu_{3}\right)^{1-\delta}}\right)^{\prime}= & \left(\log \left(\mu_{1}-\mu_{3}\right)-(1-\delta) \log \left(\mu_{1}+\mu_{2}+\mu_{3}\right)\right)^{\prime} \\
= & \delta\left(\mu_{1}+\mu_{3}-\mu_{2}\right)+(1-\delta)\left(\mu_{1}+\mu_{3}-\mu_{2}\right) \\
& -(1-\delta) \frac{\mu_{1}\left(\mu_{2}-\mu_{3}\right)+\mu_{2}\left(\mu_{2}+\mu_{3}\right)+\left(\mu_{1}+\mu_{3}\right)^{2}}{\mu_{1}+\mu_{2}+\mu_{3}} \\
= & \delta\left(\mu_{1}+\mu_{3}-\mu_{2}\right)-(1-\delta) \frac{\mu_{1}\left(\mu_{2}-\mu_{3}\right)+\mu_{2}\left(\mu_{2}+\mu_{3}\right)+\mu_{2}^{2}}{\mu_{1}+\mu_{2}+\mu_{3}} \\
= & \delta\left(\mu_{1}+\mu_{3}-\mu_{2}\right)-(1-\delta) \frac{\mu_{2}^{2}}{\mu_{1}+\mu_{2}+\mu_{3}} .
\end{aligned}
$$

Due to $2 \varepsilon \mu_{1} \leq \mu_{2}+\mu_{3} \leq 2 \mu_{2}$ it follows that $\varepsilon\left(\mu_{1}+\mu_{3}-\mu_{2}\right) \leq \mu_{2}$. Moreover, since

$$
\mu_{1}+\mu_{2}+\mu_{3} \leq 3 \mu_{1} \quad \text { and } \quad 2 \mu_{2} \geq \mu_{2}+\mu_{3}
$$

we deduce that

$$
\frac{\mu_{2}^{2}}{\mu_{1}+\mu_{2}+\mu_{3}} \geq \frac{\mu_{2}\left(\mu_{2}+\mu_{3}\right)}{6 \mu_{1}} \geq \frac{2 \varepsilon \mu_{2} \mu_{1}}{6 \mu_{1}}=\frac{\varepsilon \mu_{2}}{3}
$$

Putting everything together, we deduce that for $\delta \leq \varepsilon^{2} /\left(3+\varepsilon^{2}\right)$, we have that

$$
\left(\log \frac{\mu_{1}-\mu_{3}}{\left(\mu_{1}+\mu_{2}+\mu_{3}\right)^{1-\delta}}\right)^{\prime} \leq \mu_{2}\left(\frac{\delta}{\varepsilon}-\frac{(1-\delta) \varepsilon}{3}\right) \leq 0
$$

Convexity follows from the convexity of $g: \mathcal{C}_{B}\left(\mathbb{R}^{3}\right) \rightarrow \mathbb{R}$ given by

$$
g(S)=\mu_{1}(S)-\mu_{3}(S)-c\left(\mu_{1}(S)+\mu_{2}(S)+\mu_{3}(S)\right)^{1-\delta}
$$

This completes the proof.

### 5.3 Finite-time explosion of the curvature

We already know that the Ricci flow has a unique (up to diffeomorphisms) solution on a maximal time interval $[0, T)$, where $T \leq \infty$. We claim that if the Ricci curvature is strictly positive, then $T$ is finite. More precisely, the following more general result holds:
Theorem 5.3.1. Let $g=g_{t}$ be a solution of the Ricci flow on a compact m-dimensional manifold $M^{m}$ defined on a maximal time interval $[0, T)$. If the metric $g(0)$ has positive scalar curvature, then $T$ is finite.

Proof. Because $M^{m}$ is compact and the scalar curvature initially is strictly positive, there exists a positive constant $\varrho>0$ such that the minimum of the scalar curvature at time zero is equal to $\varrho$. From Proposition 2.13, we obtain that

$$
\partial_{t} S=\Delta S+2|R i c|^{2} \geq \Delta S+\frac{2}{m} S^{2}
$$

From the comparison maximum principle 4.1.3, we immediately see that

$$
S \geq \frac{m \varrho}{m-2 t \varrho}
$$

Since the right hand side diverges to $\infty$, the scalar curvature becomes singular in finite time.
Corollary 5.3.2. Let $g=g_{t}$ be a solution of the Ricci flow on a compact 3-dimensional manifold $M^{3}$ defined in a maximal time interval $[0, T)$. If $g(0)$ has strictly positive scalar curvature, then

$$
\lim \sup _{t \rightarrow T}\left\{\max _{x \in M^{3}}|\operatorname{Ric}|(x, t)\right\}=\infty
$$

Proof. Since the maximal time $T$ is finite, the Riemann curvature tensor must explode as time approaches its maximal value. Recall from (5.2) that in the 3 -dimensional case we have that

$$
R_{i j k l}=g_{j l} R_{i k}-g_{j k} R_{i l}-g_{i l} R_{j k}+g_{i k} R_{j l}-\frac{g_{i k} g_{j l}-g_{i l} g_{j k}}{2} S
$$

where $g_{i j}, R_{i j k l}$ and $R_{i j}$ are the components of the metric, Riemann curvature tensor and of the Ricci curvature, respectively, with respect to an orthonormal frame. Consequently, there exists a positive constant $c$ such that $|\mathrm{Rm}| \leq c|R i c|$. Since the left hand side explodes as time tends to its maximal value, we obtain our result.

Corollary 5.3.3. Let $g=g_{t}$ be a solution of the Ricci flow on a compact 3-dimensional manifold $M^{3}$ defined in a finite maximal time interval $[0, T)$. If the Ricci curvature of the initial metric is positive, then the scalar curvature explodes as time approaches its maximal value T. More precisely,

$$
\lim \sup _{t \rightarrow T}\left\{\max _{x \in M^{3}} S(x, t)\right\}=\infty
$$

Proof. From Corollary 5.3.2 and the fact that

$$
4|\operatorname{Ric}|^{2}=\left(\lambda_{1}+\lambda_{2}\right)^{2}+\left(\lambda_{1}+\lambda_{3}\right)^{2}+\left(\lambda_{2}+\lambda_{3}\right)^{2} \leq 4\left(\lambda_{1}+\lambda_{2}+\lambda_{3}\right)^{2}=4 S^{2}
$$

we immediately obtain the result.

### 5.4 Evolution of the Ricci curvature

Suppose that $g=g_{t}$ is a solution of the Ricci flow on a compact 3-dimensional manifold $M^{3}$ defined in a finite maximal time interval $[0, T)$. From now on we work only on the bundle ( $V, h$ ) obtained via the Uhlenbeck's Trick in Section 2.3.
Theorem 5.4.1. Let $g=g_{t}$ be a solution of the Ricci flow on a compact 3-dimensional manifold defined in a finite maximal time interval $[0, T)$. If the there exists a point where the Ricci curvature of the initial metric is strictly positive, then the evolved Riemannian metrics have strictly positive Ricci curvature everywhere.

Proof. Recall from (5.2) that in the 3-dimensional case we have that

$$
R_{i j k l}=g_{j l} R_{i k}-g_{j k} R_{i l}-g_{i l} R_{j k}+g_{i k} R_{j l}-\frac{g_{i k} g_{j l}-g_{i l} g_{j k}}{2} S
$$

Hence, from the evolution equation of the curvature tensor, we deduce that

$$
\nabla_{\partial_{t}} R i c=\Delta R i c+3 \operatorname{tr}(\operatorname{Ric}) R i c-4 \operatorname{Ric}^{(2)}+\left(2|R i c|^{2}-\operatorname{tr}(\operatorname{Ric})^{2}\right) g
$$

Define now the map $\Psi: \operatorname{Sym}\left(V^{*} \otimes V^{*}\right) \rightarrow \operatorname{Sym}\left(V^{*} \otimes V^{*}\right)$ given by

$$
\Psi(S)=3 \operatorname{tr}(S) S-4 S^{(2)}+\left(2|S|^{2}-\operatorname{tr}(S)^{2}\right) g
$$

Thus, $\Psi$ satisfies the null-eigenvector condition and the result follows from Hamilton's tensorial maximum principle.
Lemma 5.4.2. Let $g=g_{t}$ be a solution of the Ricciflow on a compact 3-dimensional manifold $M^{3}$ defined in a finite maximal time interval $[0, T)$. If the Ricci curvature of the initial metric is positive, then there exist constants $c>0$ and $\varepsilon>0$ depending only on the initial metric such that

$$
\frac{\lambda_{1}(x, t)}{\lambda_{2}(x, t)+\lambda_{3}(x, t)} \leq c
$$

where $\lambda_{1}(x, t) \geq \lambda_{2}(x, t) \geq \lambda_{3}(x, t)$, are the eigenvalues of the curvature operator of the metric $g_{t}$ at $x \in M^{3}$ given in (5.3) and Ric $\geq \varepsilon g$.

Proof. Note that such constants $c$ and $\varepsilon$ exist at time 0 by the compactness of $M^{3}$ and the positivity of the Ricci tensor. As a matter of fact, since the Ricci curvature is initially positive, the continuous function $\lambda_{2}(\cdot, 0)+\lambda_{3}(\cdot, 0)$ is positive and bounded from below. Hence, there exists a constant $c>0$ such that

$$
\frac{\lambda_{1}(\cdot, 0)}{\lambda_{2}(\cdot, 0)+\lambda_{3}(\cdot, 0)} \leq c
$$

It remains to show that these bounds are preserved under the flow. To achieve this goal, consider the subset $K$ of $\mathcal{S}(V)$ given by

$$
\mathcal{K}=\left\{S \in \mathcal{S}(V): \lambda_{1}(S) \leq c\left(\lambda_{2}(S)+\lambda_{3}(S)\right) \& \lambda_{2}(S)+\lambda_{3}(S) \geq 2 \varepsilon\right\}
$$

From the Lemmas 5.2.4,5.2.5 and 4.3.1 it follows that the set $\mathcal{K}$ is fiber-wise convex, invariant under parallel transport and that the fiber-wise map $Q: \mathcal{S}(V) \rightarrow \mathcal{S}(V)$ given by

$$
Q(S)=S^{2}+S^{\#}
$$

points into $\mathcal{K}$. Now the result follows from Hamilton's tensorial maximum principle.
Lemma 5.4.3. Let $g=g_{t}$ be a solution of the Ricciflow on a compact 3-dimensional manifold $M^{3}$ defined in a finite maximal time interval $[0, T)$. If the Ricci curvature of the initial metric is positive, then there exists a positive time-independent constant $\beta$ such that

$$
R i c \geq \beta S g
$$

Proof. From Theorem 5.4.2, we have that there exists a time-independent constant $c>0$ such that

$$
R i c \geq \frac{\lambda_{2}+\lambda_{3}}{2} g \geq \frac{\lambda_{1}}{2 c} g \geq \frac{\lambda_{1}+\lambda_{2}+\lambda_{3}}{6 c} g=\frac{S}{6 c} g
$$

as long the flow exists. Setting $\beta=1 / 6 c>0$, we deduce the result.
In the following theorem, we show that the pinching of the eigenvalues becomes better as the scalar curvature tends to infinity. As a matter of fact, we show the following result.
Lemma 5.4.4. Let $g=g_{t}$ be a solution of the Ricciflow on a compact 3-dimensional manifold $M^{3}$ defined in a finite maximal time interval $[0, T)$ and suppose that the Ricci curvature of the initial metric is positive. There exist positive constants $\delta \in(0,1)$ and $c$ depending only on the initial metric, such that

$$
\frac{\lambda_{1}(x, t)-\lambda_{3}(x, t)}{\lambda_{1}(x, t)+\lambda_{2}(x, t)+\lambda_{3}(x, t)} \leq \frac{c}{\left(\lambda_{1}(x, t)+\lambda_{2}(x, t)+\lambda_{3}(x, t)\right)^{\delta}},
$$

where $\lambda_{1}(x, t) \geq \lambda_{2}(x, t) \geq \lambda_{3}(x, t)$, are the eigenvalues of the curvature operator of the metric $g_{t}$ at $x \in M^{3}$ given in (5.3).

Proof. The proof follows as a direct consequence of Hamilton's tensorial maximum principle and Lemma 5.2.6.

Theorem 5.4.5. Let $g=g_{t}$ be a solution of the Ricci flow on a compact 3-dimensional manifold $M^{3}$ defined in a finite maximal time interval $[0, T)$. If $g(0)$ has strictly positive

Ricci curvature then, there exist positive constants $c$ and $\delta$, depending only on the initial metric $g_{0}$, such that

$$
\frac{|E|^{2}}{S^{2}} \leq c S^{-2 \delta}
$$

Proof. From

$$
E=\frac{1}{6}\left(\begin{array}{ccc}
\lambda_{2}+\lambda_{3}-2 \lambda_{1} & 0 & 0 \\
0 & \lambda_{1}+\lambda_{3}-2 \lambda_{2} & 0 \\
0 & 0 & \lambda_{1}+\lambda_{2}-2 \lambda_{3}
\end{array}\right)
$$

we have that

$$
\begin{aligned}
\frac{|E|^{2}}{S^{2}} & =\frac{\left(\lambda_{2}+\lambda_{3}-2 \lambda_{1}\right)^{2}+\left(\lambda_{1}+\lambda_{3}-2 \lambda_{2}\right)^{2}+\left(\lambda_{1}+\lambda_{2}-2 \lambda_{3}\right)^{2}}{36\left(\lambda_{1}+\lambda_{2}+\lambda_{3}\right)^{2}} \\
& =\frac{6\left(\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2}\right)-6\left(\lambda_{1} \lambda_{2}+\lambda_{1} \lambda_{3}+\lambda_{2} \lambda_{3}\right)}{36\left(\lambda_{1}+\lambda_{2}+\lambda_{3}\right)^{2}} \\
& =\frac{\left(\lambda_{1}-\lambda_{2}\right)^{2}+\left(\lambda_{2}-\lambda_{3}\right)^{2}+\left(\lambda_{3}-\lambda_{1}\right)^{2}}{12\left(\lambda_{1}+\lambda_{2}+\lambda_{3}\right)^{2}} \\
& \leq \frac{3\left(\lambda_{1}-\lambda_{3}\right)^{2}}{12\left(\lambda_{1}+\lambda_{2}+\lambda_{3}\right)^{2}} .
\end{aligned}
$$

Now the result follows from the estimate in Lemma 5.4.4.

### 5.5 The gradient estimate for the scalar curvature

The above estimates are results that concern a point of the manifold $M$. We need a global result. Since the dimension of the manifold is 3 and we want to show that the metric is getting close to an Einstein metric, it is reasonable to expect that the scalar curvature is getting close to being constant (see Section 1.6) and hence a bound on $|\nabla S|$. This section is about finding a way to bound the quantity $|\nabla S|$ that will help us pass to global results.
Consider the functions $S_{\text {max }}$ and $S_{\text {min }}$ given by

$$
S_{\max }(t)=\max _{x \in M^{3}} S(x, t) \quad \text { and } \quad S_{\min }(t)=\min _{x \in M^{3}} S(x, t) .
$$

The purpose of this section is to show that these functions pinch together as time approaches its maximum value. The proof rely heavily in a gradient estimate for the scalar curvature. In order to achieve this estimate we need to obtain several evolution equations.

Firstly, we will use the following general result. Let $A$ be a $m \times m$ matrix then it holds

$$
\begin{equation*}
|A|^{2} \geq \frac{1}{m}(\operatorname{trace} A)^{2} . \tag{5.15}
\end{equation*}
$$

Recall that in Corollary 5.3 .3 we proved that

$$
\begin{equation*}
|R i c|^{2} \leq S^{2} \tag{5.16}
\end{equation*}
$$

Proposition 5.5.1. Let $M^{m}$ be an m-dimensional manifold and $\left\{g_{t}\right\}_{t \in[0, T)}$ a solution to the Ricci flow. Then,

$$
\begin{equation*}
\left.\partial_{t}\left(\frac{|\nabla S|^{2}}{S}\right)=\Delta\left(\frac{|\nabla S|^{2}}{S}\right)-2 S\left|\nabla\left(\frac{\nabla S}{S}\right)\right|^{2}-2 \frac{|\nabla S|^{2}}{S^{2}}|R i c|^{2}+\left.\frac{4}{S}\langle\nabla S, \nabla| R i c\right|^{2}\right\rangle \tag{5.17}
\end{equation*}
$$

Proof. We calculate using the evolution equation of the scalar curvature (2.13)

$$
\begin{equation*}
\left.\partial_{t}|\nabla S|^{2}=\Delta|\nabla S|^{2}-2|\nabla \nabla S|^{2}+\left.4\langle\nabla S, \nabla| R i c\right|^{2}\right\rangle \tag{5.18}
\end{equation*}
$$

We know that $S>0$ is preserved, thus we compute

$$
\left.\partial_{t}\left(\frac{|\nabla S|^{2}}{S}\right)=\frac{1}{S}\left(\Delta|\nabla S|^{2}-2|\nabla \nabla S|^{2}+\left.4\langle\nabla S, \nabla| R i c\right|^{2}\right\rangle\right)-\frac{|\nabla S|^{2}}{S^{2}}\left(\Delta S+2|R i c|^{2}\right) .
$$

Since $|\nabla S|^{2}$ and $S$ are smooth functions we use the fact that

$$
\left.\Delta\left(\frac{|\nabla S|^{2}}{S}\right)=\frac{\Delta\left(|\nabla S|^{2}\right)}{S}-\frac{|\nabla S|^{2} \Delta S}{S^{2}}-\left.\frac{2}{S^{2}}\langle\nabla| \nabla S\right|^{2}, \nabla S\right\rangle+\frac{|\nabla S|^{2}}{S^{3}}|\nabla S|^{2} .
$$

Then,

$$
\begin{aligned}
\partial_{t}\left(\frac{|\nabla S|^{2}}{S}\right)= & \Delta\left(\frac{|\nabla S|^{2}}{S}\right)-\frac{2|\nabla S|^{4}}{S^{3}}+\frac{\left.\left.2\langle\nabla| \nabla S\right|^{2}, \nabla S\right\rangle}{S^{2}}-\frac{2|\nabla \nabla S|^{2}}{S} \\
& \left.-\frac{2}{S^{2}}|\nabla S|^{2}|R i c|^{2}+\left.\frac{4}{S}\langle\nabla S, \nabla| R i c\right|^{2}\right\rangle \\
= & \Delta\left(\frac{|\nabla S|^{2}}{S}\right)-2 S\left(\frac{|\nabla S|^{4}}{S^{4}}+\frac{\left.\left.\langle\nabla| \nabla S\right|^{2}, \nabla S\right\rangle}{S^{3}}-\frac{|\nabla \nabla S|^{2}}{S^{2}}\right) \\
& \left.-\frac{2}{S^{2}}|\nabla S|^{2}|R i c|^{2}+\left.\frac{4}{S}\langle\nabla S, \nabla| R i c\right|^{2}\right\rangle \\
= & \left.\Delta\left(\frac{|\nabla S|^{2}}{S}\right)-2 S\left|\nabla\left(\frac{\nabla S}{S}\right)\right|^{2}-\frac{2}{S^{2}}|\nabla S|^{2}|R i c|^{2}+\left.\frac{4}{S}\langle\nabla S, \nabla| R i c\right|^{2}\right\rangle .
\end{aligned}
$$

This completes the proof.

Corollary 5.5.2. Let $M^{m}$ be an m-dimensional manifold and $\left\{g_{t}\right\}_{t \in[0, T)}$ a solution to the Ricci flow. Then,

$$
\begin{equation*}
\left.\partial_{t}\left(\frac{|\nabla S|^{2}}{S}\right) \leq \Delta\left(\frac{|\nabla S|^{2}}{S}\right)-2 S\left|\nabla\left(\frac{\nabla S}{S}\right)\right|^{2}-2 \frac{|\nabla S|^{2}}{S^{2}} \right\rvert\, \text { Ric }\left.\right|^{2}+8 \sqrt{3}|\nabla R i c|^{2} \tag{5.19}
\end{equation*}
$$

Proof. It suffices to show that

$$
\left.\left.\frac{4}{S}\langle\nabla S, \nabla| R i c\right|^{2}\right\rangle \leq 8 \sqrt{3}|\nabla R i c|^{2}
$$

Note that

$$
\left.|\nabla| R i c\right|^{2}|\leq 2| \nabla R i c| | R i c \mid
$$

and using (5.15)

$$
|\nabla S|^{2} \leq 3|\nabla R i c|^{2}
$$

Thus, by the Cauchy-Schwartz inequality and (5.16)

$$
\begin{aligned}
\left.\frac{4}{S}\langle\nabla S, \nabla| \text { Ric }\left.\right|^{2}\right\rangle & \leq \frac{4}{S}|S||\nabla| \text { Ric }\left.\right|^{2} \mid \\
& \leq 8|\nabla S| \mid \nabla \text { Ric } \left\lvert\, \frac{\mid \text { Ric } \mid}{S}\right. \\
& \leq 8 \sqrt{3} \mid \nabla \text { Ric }\left.\right|^{2} .
\end{aligned}
$$

This completes the proof.
Note that the reaction terms in equation (5.19) are negative except the last one. Thus, we need to control the term $|\nabla R i c|^{2}$.
Lemma 5.5.3. On a 3-dimensional manifold it holds

$$
\begin{equation*}
|\nabla R i c|^{2}-\frac{1}{3}|\nabla S|^{2} \geq \frac{1}{37}|\nabla R i c|^{2} . \tag{5.20}
\end{equation*}
$$

Proof. Note that

$$
|\nabla E|^{2}=|\nabla R i c|^{2}-\frac{1}{3}|\nabla S|^{2}
$$

Using equation (5.15) we have

$$
\left|\nabla_{k} E\right|^{2} \geq \frac{1}{3} \sum_{i=1}^{3}\left|\nabla_{i} R i c_{i j}-\frac{1}{3} \nabla_{i} S g_{i j}\right|^{2}=\frac{1}{3}\left|\frac{1}{2} \nabla_{j} S-\frac{1}{3} \nabla_{j} S\right|^{2}=\frac{1}{108}|\nabla S|^{2}
$$

This completes the proof.

Lemma 5.5.4. Let $M^{3}$ be a 3-dimensional manifold and $g_{t}, t \in[0, T)$ a solution to the Ricci flow. Then,

$$
\partial_{t}|E|^{2}=\Delta\left(|E|^{2}\right)-2|\nabla E|^{2}-8 \operatorname{tr}_{g}\left(\text { Ric }^{3}\right)+\frac{26}{3} S|R i c|^{2}-2 S^{3} .
$$

Proof. We compute using the evolution equation of the scalar curvature (2.13)

$$
\begin{equation*}
\partial_{t} S^{2}=2 S\left(\Delta S+|R i c|^{2}\right)=\Delta S^{2}-2|\nabla S|^{2}+4 S|R i c|^{2} \tag{5.21}
\end{equation*}
$$

By the evolution equation of the Ricci tensor 2.3.4 we obtain

$$
\begin{equation*}
\partial_{t}|R i c|^{2}=\partial_{t} R_{i j} R_{i j}=\Delta|R i c|^{2}-2|\nabla R i c|^{2}-4 R_{i p j q} R_{p q} R_{i j} . \tag{5.22}
\end{equation*}
$$

Note that the above equations hold in any dimension $m$. Since $m=3$ we can use (5.2) and then (5.22) becomes

$$
\partial_{t}|R i c|^{2}=\Delta|R i c|^{2}-2|\nabla R i c|^{2}-2 S^{3}-8 \operatorname{tr}_{g}\left(\text { Ric }^{3}\right)+10 S \mid \text { Ric }\left.\right|^{2} .
$$

Combining this with (5.21) the result follows.
We define

$$
W=\frac{26}{3} S|R i c|^{2}-8 \operatorname{tr}\left(R^{3} c^{3}\right)-2 S^{3}
$$

and

$$
V=\frac{|\nabla S|^{2}}{S}+\frac{37}{2}(8 \sqrt{3}+1)|E|^{2}
$$

Using Corollary 5.19 and Lemma 5.5 .4 we compute

$$
\begin{align*}
\partial_{t} V \leq \Delta & \left.\left(\frac{|\nabla S|^{2}}{S}\right)-2 S\left|\nabla\left(\frac{\nabla S}{S}\right)\right|^{2}-2 \frac{|\nabla S|^{2}}{S^{2}} \right\rvert\, \text { Ric }\left.\right|^{2}+8 \sqrt{3}|\nabla R i c|^{2}  \tag{5.23}\\
& +\frac{37}{2}(8 \sqrt{3}+1)\left(\Delta\left(|E|^{2}\right)-2|\nabla E|^{2}+W\right) \tag{5.24}
\end{align*}
$$

Thus, by Lemma 5.5 .3 we obtain

$$
\begin{equation*}
\partial_{t} V \leq \Delta V-|\nabla R i c|^{2}+\frac{37}{2}(8 \sqrt{3}+1) W \tag{5.25}
\end{equation*}
$$

Then, since we have diagonalize Ric and $E$ we can prove algebraically that

$$
\begin{equation*}
W \leq \frac{50}{3} S|E|^{2} \tag{5.26}
\end{equation*}
$$

As a consequence, equation (5.25) becomes

$$
\partial_{t} V \leq \Delta V-|\nabla R i c|^{2}+C_{1} S|E|^{2}
$$

Using equation (5.15) we have

$$
\begin{equation*}
\frac{1}{3}|\nabla S|^{2} \leq|\nabla R i c|^{2} \tag{5.27}
\end{equation*}
$$

Concluding by Theorem 5.4 .5 we get

$$
\begin{equation*}
\partial_{t} V \leq \Delta V-\frac{1}{3}|\nabla S|^{2}+C_{2} S^{3-2 \gamma} \tag{5.28}
\end{equation*}
$$

for some positive constants $C_{2}$ and $\gamma$.
Theorem 5.5.5. Let $g=g_{t}, t \in[0, T)$ be a solution to the Ricci flow on a compact manifold $M^{3}$ with initially strictly positive Ricci curvature, then there exist positive constants $\beta>0$ and $\delta \in(0,1)$, depending only on the initial metric $g_{0}$ such that for each $\beta_{0} \in[0, \beta]$, there exists $c>0$ depending only on $\beta_{0}$ and $g_{0}$ such that

$$
\frac{|\nabla S|^{2}}{S^{3}} \leq \beta_{0} S^{-\delta}+c S^{-3}
$$

Proof. We compute

$$
\partial_{t} S^{2-\gamma}=\Delta\left(S^{2-\gamma}\right)-(2-\gamma)(1-\gamma) S^{-\gamma}|\nabla S|^{2}+2(2-\gamma) S^{1-\gamma} \mid \text { Ric }\left.\right|^{2}
$$

Hence, by (5.28) we get

$$
\begin{align*}
\partial_{t}\left(V-\beta S^{2-\gamma}\right) \leq & \Delta\left(V-\beta S^{2-\gamma}\right)+\left(\beta(2-\gamma)(1-\gamma) S^{-\gamma}-\frac{1}{3}\right)|\nabla S|^{2}  \tag{5.29}\\
& +C S^{3-2 \gamma}-2 \beta(2-\gamma) S^{1-\gamma} \mid \text { Ric }\left.\right|^{2}
\end{align*}
$$

We proved in Lemma 5.4.2 that there exists $\varepsilon>0$ such that Ric $\geq \varepsilon g$. Thus, $S \geq \varepsilon$ for $\varepsilon>0$. We can choose $\bar{\beta}$ such that

$$
\bar{\beta} \leq \frac{(3 \varepsilon)^{\gamma}}{3(2-\gamma)(1-\gamma)}
$$

Then, for every $\beta \in[0, \bar{\beta}]$ the second term of equation (5.29) is non-positive.
Using $3 \mid$ Ric $\left.\right|^{2} \geq|S|^{2}$ we get

$$
C_{3} S^{3-2 \gamma}-2 \beta(2-\gamma) S^{1-\gamma}|R i c|^{2} \leq C_{3} S^{3-2 \gamma}-C_{4} S^{3-\gamma}
$$

where $C_{3}, C_{4}$ are constants. Note that when $S$ is large enough the above term is dominated by the quantity $S^{3-\gamma}$ which is negative, hence we can get an upper bound for it. Thus, we obtain

$$
\partial_{t}\left(V-\beta S^{2-\gamma}\right) \leq \Delta\left(V-\beta S^{2-\gamma}\right)+C_{5},
$$

for some constant $C_{5}$. Thus, by the scalar maximum principle we get

$$
\left(V-\beta S^{2-\gamma}\right) \leq C_{5} t+C_{6}
$$

for a constant $C_{6}$. By Theorem (5.3.1) we know that $T$ is finite, hence

$$
\frac{|\nabla S|^{2}}{S} \leq V \leq \beta S^{2-\gamma}+C_{5} T+C_{6} \leq \beta S^{2-\gamma}+C
$$

for some constant $C$.
This completes the proof.

### 5.6 Consequences of the gradient estimate

Lemma 5.6.1. Let $g=g_{t}, t \in[0, T)$, be a solution of the Ricci flow on a 3-dimensional compact manifold $M^{3}$. If $g(0)$ has strictly positive Ricci curvature then, then there exists positive constants $c, \delta>0$, depending only on the initial metric such that

$$
1 \geq \frac{S_{\min }}{S_{\max }} \geq 1-\frac{c}{S_{\max }^{\delta}}
$$

More precisely,

$$
\lim _{t \rightarrow T} \frac{S_{\min }}{S_{\max }}=1
$$

Proof. By Corollary 5.3.3 we have that $R_{\max }$ tends to infinity as time tends to its maximal value $T$. Hence, there exist constants $\beta_{0}, c, \delta>0$ such that

$$
|\nabla S|^{2} \leq \beta_{0} S_{\max }^{3-\delta}+c^{2}
$$

from where it follows that there exists $\tau \in[0, T)$ such that

$$
|\nabla S| \leq \sqrt{\beta_{0}} S_{\max }^{\frac{3-\delta}{2}}
$$

for all $t \in(\tau, T)$. Fix $t \in(\tau, T)$. Since $M^{3}$ is compact there exists $x_{0}(t) \in M^{3}$ such that

$$
S_{\max }(t)=S\left(x_{0}(t), t\right)
$$

Fix $\varepsilon \in(0,1)$ and consider the geodesic ball $B\left(x_{0}(t), L(\varepsilon, t)\right)$ where

$$
L(\varepsilon, t)=\frac{1}{\varepsilon \sqrt{S_{\max }(t)}}<\infty
$$

Let $\gamma$ be a minimizing unit length geodesic from $x_{0}(t)$ to $x_{1}(t) \in B\left(x_{0}(t), L(\varepsilon, t)\right)$. Then,

$$
S_{\max }-S\left(x_{1}(t)\right) \leq \int_{\gamma}|\nabla S| d s \leq \sqrt{\beta_{0}} L(\varepsilon, t) S_{\max }^{\frac{3-\delta}{2}} \leq \frac{\sqrt{\beta_{0}}}{\varepsilon} S_{\max }^{1-\frac{\delta}{2}}
$$

This implies a lower bound for $S$ on $B\left(x_{0}(t), L(t)\right)$, that is

$$
\begin{equation*}
S \geq S_{\max }\left(1-\frac{\sqrt{\beta_{0}}}{\varepsilon}\left(\frac{1}{S_{\max }}\right)^{\frac{\delta}{2}}\right) \tag{5.30}
\end{equation*}
$$

The proof will be completed if we can choose a time-independent $\varepsilon>0$ such that

$$
B\left(x_{0}(t), L(\varepsilon, t)\right) \equiv M^{3}
$$

Since $S_{\text {max }} \rightarrow \infty$ as $t \rightarrow T$, there exists $\bar{t} \in(\tau, T)$, depending on $\beta_{0}, \delta$ and $\varepsilon$, such that

$$
\begin{equation*}
S \geq(1-\varepsilon) S_{\max } \tag{5.31}
\end{equation*}
$$

on $B\left(x_{0}(t), L(\varepsilon, t)\right)$ for all $t \in[\bar{t}, T)$. According to (5.30) and Theorem 5.4.3, there exists a constant $\beta>0$, depending only on $g_{0}$ such that

$$
R i c \geq \beta S g \geq \beta(1-\varepsilon) S_{\max } g
$$

Choose a time-independent $\varepsilon>0$ such that

$$
\frac{\sqrt{2} \pi}{\sqrt{\beta(1-\varepsilon)}} \leq \frac{1}{\varepsilon}
$$

Then, by Bonnet-Myers' Theorem 1.9.6 we have that

$$
\operatorname{diam}_{g_{t}}\left(M^{3}\right) \leq \frac{\sqrt{2} \pi}{\sqrt{\beta(1-\varepsilon) S_{\max }(t)}} \leq \frac{1}{\varepsilon \sqrt{S_{\max }(t)}}=L(\varepsilon, t)
$$

This completes the proof.
As a consequence of the above estimate we obtain the following important corollary.
Corollary 5.6.2. Let $g=g_{t}, t \in[0, T)$, be a solution of the Ricci flow on a 3 -dimensional compact manifold $M^{3}$ such that $g(0)$ has strictly positive Ricci curvature. Then, for each $\varepsilon \in(0,1)$ there exists $T_{\varepsilon} \in[0, T)$ such that

$$
\min _{x \in M^{3}} \lambda_{3}(x, t) \geq(1-\varepsilon)^{3} \max _{y \in M^{3}} \lambda_{1}(y, t)>0,
$$

for all $t \in\left[T_{\varepsilon}, T\right)$, where $\lambda_{1}$ stands for the biggest and $\lambda_{3}$ for the smallest eigenvalue of the curvature operator. As a matter of fact, after some time, the metric will have strictly positive sectional curvature everywhere. Additionally, the evolved metrics are approaching an Einstein metric uniformly as time approaches its maximal value.

Proof. According to Lemma 5.4.4, there exist positive uniform constants $c>0$ and $\delta \in(0,1)$, such that

$$
\lambda_{3} \geq \lambda_{1}-c S^{1-\delta}
$$

Using the estimate

$$
3 \lambda_{1} \geq \lambda_{1}+\lambda_{2}+\lambda_{3}=S
$$

we deduce that, for each point in space-time it holds

$$
\frac{\lambda_{3}}{\lambda_{1}} \geq 1-\frac{c}{\lambda_{1}} S^{1-\delta} \geq 1-3 c S^{-\delta} \geq 1-3 c S_{\min }^{-\delta}
$$

Fix $x, y \in M^{3}$ and consider $\varepsilon \in(0,1)$. By Theorem 5.6.1 the quantity $S_{\min }$ tends to infinity as $t$ approaches $T$. Hence, there exists $T_{\varepsilon} \in(0, T)$ such that for each $t \in\left(T_{\varepsilon}, T\right)$, we have that

$$
\begin{equation*}
\lambda_{1} \geq \lambda_{2} \geq \lambda_{3} \geq(1-\varepsilon) \lambda_{1} \tag{5.32}
\end{equation*}
$$

Consequently, keeping in mind (5.31) and (5.32), we get

$$
\begin{aligned}
\lambda_{3}(x, t) & \geq(1-\varepsilon) \lambda_{1}(x, t) \geq \frac{1-\varepsilon}{3} S(x, t) \\
& \geq \frac{1-\varepsilon}{3} S_{\min }(t) \geq \frac{(1-\varepsilon)^{2}}{3} S_{\max }(t) \\
& \geq \frac{(1-\varepsilon)^{2}}{3} S(y, t)=\frac{(1-\varepsilon)^{2}}{3}\left(\lambda_{1}(y, t)+\lambda_{2}(y, t)+\lambda_{3}(y, t)\right) \\
& \geq(1-\varepsilon)^{3} \lambda_{1}(y, t)
\end{aligned}
$$

From the last inequality we conclude the proof.
Corollary 5.6.3. Let $g=g_{t}, t \in[0, T)$, be a solution of the Ricci flow on a 3-dimensional compact manifold $M^{3}$ such that $g(0)$ has strictly positive Ricci curvature. Then,

$$
\lim _{t \rightarrow T} \int_{0}^{T} S_{\max }(\tau) d \tau \geq \lim _{t \rightarrow T} \int_{0}^{T} S_{\min }(\tau) d \tau=\infty
$$

Proof. By the estimates in Lemma 5.6.1, it suffices to show that

$$
\lim _{t \rightarrow T} \int_{0}^{T} S_{\max }(\tau) d \tau=\infty
$$

Consider the differentiable function $f:[0, T) \rightarrow(0, \infty)$ given by

$$
f(t)=e^{2 \int_{0}^{t} S_{\max }(\tau) d \tau} S_{\max }(0)
$$

Moreover,

$$
f^{\prime}=2 S_{\max } f
$$

From (2.13) and the fact that $|R i c| \leq S$, we have

$$
\begin{aligned}
\partial_{t}(S-f) & =\Delta S+2|R i c|^{2}-2 S_{\max } f \\
& \leq \Delta S+2 S^{2}-2 S_{\max } f \\
& \leq \Delta(S-f)+2 S_{\max } S-2 S_{\max } f \\
& =\Delta(S-f)+2 S_{\max }(S-f)
\end{aligned}
$$

Note that

$$
(S-f)(0) \leq S_{\max }(0)-f(0)=0
$$

Hence, by the comparison maximum principle 4.1.3 and Lemma 5.6.1 we obtain that there exists a time-independent constant $\varepsilon>0$ such that

$$
f(t) \geq S(x, t) \geq S_{\min }(t) \geq(1-\varepsilon) S_{\max }(t)
$$

for all points in space-time. Since $S_{\max }$ tends to infinity, then $f$ tends to infinity as well as $t \rightarrow T$. Going back to the definition of $f$, we see that

$$
\lim _{t \rightarrow T} \int_{0}^{t} S_{\max }(\tau) d \tau=\infty
$$

This completes the proof.
Corollary 5.6.4. Let $g=g_{t}, t \in[0, T)$, be a solution of the Ricci flow on a 3-dimensional compact manifold $M^{3}$ such that $g(0)$ has strictly positive Ricci curvature. Then, the volume of the evolved metrics tends to zero as time approaches its maximal value, i.e.

$$
\lim _{t \rightarrow T} V(t)=0
$$

Consequently, as the curvature explodes the volume shrinks to zero.
Proof. Recall from Lemma 2.3.1 that the volume evolves in time under the Ricci flow according to the equation

$$
V^{\prime}=-\int S d M \leq-S_{\min } V
$$

By integration we deduce that

$$
\log V(t)-\log V(0) \leq-\int_{0}^{t} S_{\min }(s) d s
$$

Due to Corollary 5.6 .3 the right hand side of the last inequality tends to $-\infty$ as $t$ tends to $T$. Consequently,

$$
\lim _{t \rightarrow T} \log V(t)=-\infty,
$$

or, equivalently,

$$
\lim _{t \rightarrow T} V(t)=0
$$

This completes the proof.

### 5.7 The normalized Ricci flow

We have already seen that a solution $g=g_{t}$ of a Ricci flow in a 3-dimensional manifold exists only for finite time $T$, if the initial metric has positive Ricci curvature. In this case, the sectional curvatures get pinched together but the volume tends to zero. In order to avoid shrinking of the manifold, we will perform a time-depending rescaling of each metric to keep the volume of the evolved manifolds constant in time. To achieve this goal, let $\psi:[0, T) \rightarrow(0, \infty)$ be a smooth positive function with $\psi(0)=1$ and consider the 1-parameter family of metrics given by

$$
\bar{g}(t)=\psi(t) g(t), \quad t \in[0, T) .
$$

In the sequel we use over-line symbol to refer to quantities depending to the metric $\bar{g}$. According to the formulas of the subsection 1.8 we obtain that

$$
\begin{equation*}
\bar{\nabla}=\nabla, \quad \bar{\Delta}=\psi^{-1} \Delta, \quad \overline{\mathrm{Rm}}=\psi \mathrm{Rm} \text { and } \overline{\operatorname{Ric}}=\text { Ric. } \tag{5.33}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\bar{R}=\psi^{-1} R, \quad \overline{d \mu}=\psi^{3 / 2} d \mu, \quad \bar{V}=\psi^{3 / 2} V \quad \text { and } \quad \bar{R}_{a v}=\psi^{-1} R_{a v} \tag{5.34}
\end{equation*}
$$

The volume with respect to the metric $\bar{g}$ is given by the formula

$$
\bar{V}=\int \overline{d \mu}=\int \psi^{3 / 2} d \mu=\psi^{3 / 2} V
$$

Since we want to keep the volume fixed we need to choose a smooth function $\psi$ such that $\bar{V}(t)=V(0)$, for each $t \in[0, T)$. From the last equality we deduce that

$$
\begin{equation*}
\psi(t)=(V(t) / V(0))^{-2 / 3}, \quad \text { for each } \quad t \in[0, T) \tag{5.35}
\end{equation*}
$$

Lemma 5.7.1. Let $g=g_{t}, t \in[0, T)$ be a solution to the Ricci flow and let $\psi:[0, T) \rightarrow \mathbb{R}$ given by (5.35). Then, the one-parameter family of the Riemannian metrics $\bar{g}=\psi g$, evolves according to the equation

$$
\nabla_{\partial_{t}} \bar{g}=\psi(-2 \overline{\operatorname{Ric}}+\bar{\varrho} \bar{g})
$$

where $\varrho$ is the time-dependent function given by $\varrho=(2 / 3) R_{a v}$. By rescaling the time via

$$
t \rightarrow s=\int_{0}^{t} \psi(\tau) d \tau
$$

the evolution equation of the family of Riemannian metrics $\bar{g}$ becomes

$$
\begin{equation*}
\bar{\nabla}_{\partial_{s}} \bar{g}=-2 \overline{R i c}+\bar{\varrho} \bar{g} . \tag{5.36}
\end{equation*}
$$

Equation (5.36) is called the normalized Ricci flow.

Proof. First observe that $\partial_{t}=\psi \partial_{s}$. Moreover,

$$
\partial_{t} \psi^{-3 / 2}(t)=\frac{\partial_{t} V(t)}{V(0)}=-\frac{\int R d \mu}{\int d \mu} \frac{V(t)}{V(0)}=-R_{a v}(t) \psi^{-3 / 2}(t)=-(3 / 2) \varrho(t) \psi^{-3 / 2}(t)
$$

from where we deduce that

$$
\begin{equation*}
\partial_{t} \psi=\psi \varrho=\psi^{2} \bar{\rho} \quad \text { and } \quad \partial_{s} \psi=\psi \bar{\varrho} \tag{5.37}
\end{equation*}
$$

The first identity follows by differentiating $\bar{g}$ and using the evolution equations of the metric $g$ and the first identity of (5.37). The second claim can be readily verified.

We will need in the sequel to use maximum principle arguments similar to those employed in the previous sections to control the behavior of various geometric quantities under the normalized Ricci flow. For this purpose, we have to compute the corresponding evolution equations. There is a very simple way of going from the unnormalized evolution equations to the normalized ones, just by exploiting the formulas (5.33) and (5.34). More precisely, this correspondence is due to the following simple observation. If $P=P(g)$ is some tensorial quantity involving components of the metric for the Ricci flow, then the same quantity calculated for the normalized Ricci flow will be related to $P$ by a rule of the form

$$
P(\bar{g})=\psi^{k} P(g),
$$

where $k$ is an integer. The number $k$ is called the degree of $P$.
Lemma 5.7.2. Let $P=P(g)$ be a tensorial quantity of degree $k$ and suppose that under the Ricci flow it satisfies

$$
\nabla_{\partial_{t}} P=\Delta P+Q
$$

Then, $\bar{P}=P(\bar{g})$ evolves in time under the normalized Ricci flow by the equation

$$
\bar{\nabla}_{\partial_{s}} \bar{P}=\bar{\Delta} \bar{P}+k \bar{\varrho} \bar{P}+\psi^{k-1} Q .
$$

Proof. From the formulas in (5.33), the facts $\partial_{s}=\psi^{-1} \partial_{t}$ and $\partial_{t} \psi=\psi^{2} \varrho$, we obtain that

$$
\begin{aligned}
\bar{\nabla}_{\partial_{s}} \bar{P} & =\psi^{-1} \nabla_{\partial_{t}}\left(\psi^{k} P\right)=\psi^{-1}\left(\partial_{t} \psi^{k}\right) P+\psi^{k-1} \nabla_{\partial_{t}} P \\
& =k \psi^{k-2}\left(\partial_{t} \psi\right) P+\psi^{k-1}(\Delta P+Q) \\
& =k \psi^{k-2}\left(\psi^{2} \bar{\varrho}\right) P+\psi^{k-1} \Delta P+\psi^{k-1} Q \\
& =\psi^{-1} \Delta\left(\psi^{k} P\right)+\bar{Q}+k \bar{\varrho} \bar{P} \\
& =\bar{\Delta} \bar{P}+\psi^{k-1} Q+k \bar{\varrho} \bar{P} .
\end{aligned}
$$

This completes the proof.

As for the unnormalized Ricci flow, it is convenient to perform computations for the evolution equations of various geometric quantities, with respect to orthonormal frames in space-time. It turns out that the Uhlenbeck's trick can be adapted also for the normalized Ricci flow. More precisely, consider the family $u_{s}:(T M, g(0)) \rightarrow(T M, \bar{g}(s))$, given as the solution of

$$
\left\{\begin{array}{l}
\bar{\nabla}_{\partial_{s}} u_{s}=\overline{\operatorname{Ric}}_{\bar{g}(s)}^{b} \circ u_{s}-(\varrho / 2) u_{s} \\
u_{0}=I
\end{array}\right.
$$

where $\overline{\operatorname{Ric}^{b}}$ is the $(1,1)$-Ricci tensor. Easily we show that

$$
u_{s}^{*} \bar{g}(s)=g(0)
$$

for each $s \in[0, T)$. Hence, if $\left\{e_{1}(0), \ldots, e_{m}(0)\right\}$ is a local orthonormal with respect to $g(0)$, then

$$
\left\{e_{1}=u_{s} e_{1}(0), \ldots, e_{m}=u_{s} e_{m}(0)\right\}
$$

is orthonormal with respect to $\bar{g}(s)$. As a matter of fact,

$$
\nabla_{\partial_{t}} e_{i}=\sum_{j}\left(\bar{R}_{i j}-(\bar{\varrho} / 2) \delta_{i j}\right) e_{j}
$$

In order to simply the notation, let us denote with the same letter pullbacks of tensors via $u_{s}$. Using the above observation we see that

$$
\bar{\nabla}_{\partial_{s}} \overline{\mathcal{R}}=\Delta \overline{\mathcal{R}}+\overline{\mathcal{R}}^{2}+\overline{\mathcal{R}}^{\#}-\bar{\varrho} \overline{\mathcal{R}}
$$

Lemma 5.7.3. Let $\bar{g}$ be the solution of the normalized Ricci flow in a compact 3-dimensional manifold. Then, the curvature operator $\overline{\mathcal{R}}$ evolves under the normalized Ricci flow by the equation

$$
\bar{\nabla}_{\partial_{s}} \overline{\mathcal{R}}=\bar{\Delta} \overline{\mathcal{R}}+\overline{\mathcal{R}}^{2}+\overline{\mathcal{R}}^{\#}-\bar{\varrho} \overline{\mathcal{R}}
$$

### 5.8 Convergence of the normalized Ricci flow

In this section we will show exponential convergence to a metric of constant curvature of the normalized Ricci flow. The following lemma is of crucial importance:

Lemma 5.8.1. Let $\left(M^{3}, g_{0}\right)$ be a compact Riemannian manifold with positive Ricci curvature and $\bar{g}=\bar{g}(s)$ the solution of the normalized Ricci flow, with initial data the Riemannian metric $g_{0}$, and denote by $\bar{T}$ the maximal time of existence of the flow. Then, there exist constants $c>0$ and $\beta>0$ such that the following facts hold true:
(1) $\quad \lim _{s \rightarrow \bar{T}} \bar{S}_{\max }(s) / \bar{S}_{\text {min }}(s)=1$.
(2) $\overline{R i c} \geq \beta \bar{S}_{\min } \bar{g}$.
(3) $\bar{S}_{\max } \leq c$.
(4) $\bar{T}=\infty$.
(5) $\quad \bar{S}_{\text {min }} \geq 1 / c$ and $\operatorname{diam}_{\bar{g}}\left(M^{3}\right) \leq c$.
(6) $\quad\left|\bar{E}_{\bar{g}(s)}\right| \leq c e^{-\beta s}, \quad s \in[0, \infty)$.

Proof. Part (1) of the lemma follows from the corresponding estimates in Lemma 5.6.1 for the unnormalized Ricci flow, since the inequalities are scale-invariant.
(2) By Lemma 5.4.3 and the formulas (5.33) and (5.34) we have that there exists a positive time-independent constant $\beta>0$ such that

$$
\overline{R i c}=R i c \geq \beta S g \geq \beta S_{\min } g=\beta \bar{S}_{\min } \bar{g} .
$$

(3) By Bonnet-Myers' Theorem 1.9.6, the diameter of $\left(M^{3}, \bar{g}\right)$, is estimated from above by

$$
\begin{equation*}
\bar{L}=\operatorname{diam}_{\bar{g}}\left(M^{3}\right) \leq \frac{\sqrt{2} \pi}{\sqrt{\beta} \sqrt{\bar{S}_{\mathrm{min}}}} \tag{5.38}
\end{equation*}
$$

We can get a lower bound for the diameter from the fact that the volume of the manifold $\left(M^{3}, \bar{g}\right)$ is constant $\bar{V}$. Because

$$
\overline{R i c}=R i c \geq 0,
$$

by Bishop-Gromov volume comparison theorem 1.9.7, we have that

$$
\bar{V}=V\left(B\left(x_{0}, \bar{L}\right)\right) \leq V\left(\mathbb{S}^{3}(\bar{L})\right)=\frac{4 \pi}{3} \bar{L}^{3} .
$$

Combining the last two inequalities, we have that

$$
\left(\frac{3 \bar{V}}{4 \pi}\right)^{\frac{1}{3}} \leq \bar{L} \leq \frac{\sqrt{2} \pi}{\sqrt{\beta} \sqrt{S_{\min }}}
$$

from where we obtain an upper bound for $S_{\min }$. By the estimate in Lemma 5.6.1 we obtain that there exists a positive time-independent constant $\varepsilon$ such that

$$
\begin{equation*}
\frac{\bar{S}_{\min }}{\overline{S_{\max }}}=\frac{S_{\min }}{S_{\max }} \geq 1-\varepsilon \tag{5.39}
\end{equation*}
$$

from where we obtain the desired upper bound for $S_{\max }$.
(4) By Corollary 5.6 .3 we have that

$$
\infty=\lim _{t \rightarrow T} \int_{0}^{t} S_{\max }(\tau) d \tau=\lim _{s \rightarrow \bar{T}} \int_{0}^{s} \psi(x) \bar{S}_{\max }(x) \psi^{-1}(x) d x=\lim _{s \rightarrow \bar{T}} \int_{0}^{s} \bar{S}_{\max }(x) d x
$$

Since $\bar{S}_{\text {max }}$ is bounded from above, we deduce that necessarily the maximal time of existence of the normalized Ricci flow is infinite, that is

$$
\bar{T}=\infty
$$

(5) Recall from Corollary 5.6.2 that

$$
\lim _{t \rightarrow T} \frac{\lambda_{3}(x, t)}{\lambda_{1}(y, t)} \rightarrow 1
$$

uniformly for all $x, y \in M^{3}$. It follows by scaling invariance that

$$
\lim _{s \rightarrow \infty} \frac{\overline{\lambda_{3}}(x, s)}{\overline{\lambda_{1}}(y, s)} \rightarrow 1
$$

uniformly for all points $x, y \in M^{3}$. Therefore if we wait long enough, there exists $s_{0}>0$ such that $\left(M^{3}, \bar{g}\left(s_{0}\right)\right)$ is $1 / 4$-pinched. This means that for each $s \geq s_{0}$, the sectional curvatures are pinched between $K(s)$ and $K(s) / 4$, for some time-dependent constant $K(s)>0$. Observe that $K(s)$ equals to some multiple of $S_{\min }(s)$. Let us pass now to the universal covering $\mathcal{M}^{3}$ of $M^{3}$. Clearly each metric $\bar{g}(s)$ can be lifted in a locally isometric way to a Riemannian metric on $\mathcal{M}^{3}$. For simplicity, we denote the lifted metrics again by the same symbol $\bar{g}(s)$. According to Klingenberg's injectivity radius estimate 1.9.8, we have that for each $s \geq s_{0}$, there exists a positive time-independent constant $\varepsilon_{1}$ such that

$$
\begin{equation*}
\operatorname{inj}_{\bar{g}(s)}\left(\mathcal{M}^{3}\right) \geq \varepsilon_{1}\left(\bar{S}_{\max }(s)\right)^{-1 / 2} \tag{5.40}
\end{equation*}
$$

On the other hand, because we have a uniform upper bound on sectional curvatures, the volume of $\mathcal{M}^{3}$ is at least some multiple of the cube of the injectivity radius of $\mathcal{M}^{3}$, by the second part of the Bishop-Gromov volume comparison theorem 1.9.7. Hence, from (5.40), we have

$$
\begin{equation*}
V_{\bar{g}(s)}\left(\mathcal{M}^{3}\right) \geq \varepsilon_{2}\left(\operatorname{inj}_{\bar{g}(s)}\left(\mathcal{M}^{3}\right)\right)^{3} \geq \varepsilon_{2} \varepsilon_{1}^{3}\left(\bar{S}_{\max }(s)\right)^{-3 / 2} \tag{5.41}
\end{equation*}
$$

for each $s \geq s_{0}$. Because the Ricci tensor of $\left(M^{3}, \bar{g}(s)\right)$ is bounded from below, by BonnetMyers' theorem 1.9.6 the fundamental group of $M^{3}$ is finite. Furthermore, since the volume of $M^{3}$ is constant under the normalized Ricci flow we have that

$$
\begin{equation*}
V_{\bar{g}(s)}\left(\mathcal{M}^{3}\right)=\left|\pi_{1}\left(M^{3}\right)\right| \bar{V}=\text { constant }, \tag{5.42}
\end{equation*}
$$

for each $s \geq s_{0}$. Combining the equations (5.42) with (5.41), we obtain a lower bound for $\bar{S}_{\text {max }}$. From part (1) of the lemma, we get a uniform lower bound for $\bar{S}_{\text {min }}$ as well.
(6) It suffices to prove that

$$
\left|\bar{E}_{\bar{g}(s)}\right| \leq c \bar{S}(s) e^{-\delta s}, \quad s \in[0, \infty)
$$

since by what we already showed in (3) and (5) the scalar curvature $\bar{R}$ is uniformly bounded. From the computations in Theorem 5.4.5 we see that

$$
\left|\bar{E}_{\bar{g}(s)}\right| \leq \frac{\bar{\lambda}_{1}-\bar{\lambda}_{3}}{2}
$$

Thus, it suffices to prove that there exist time-independent constants $c, \delta>0$ such that

$$
\bar{\lambda}_{1}-\bar{\lambda}_{3} \leq c e^{-\delta t}\left(\bar{\lambda}_{1}+\bar{\lambda}_{2}+\bar{\lambda}_{3}\right) .
$$

To achieve this goal, let us consider the time-dependent convex sets

$$
\begin{aligned}
\mathcal{F}(s)=\left\{S \in \mathcal{C}_{B}(V):\right. & \lambda_{2}(S)+\lambda_{3}(S) \geq \varepsilon_{1} \\
& \lambda_{2}(S)+\lambda_{3}(S) \geq \varepsilon_{2} \lambda_{1}(S) \\
& \left.\lambda_{1}(S)-\lambda_{3}(S) \leq c e^{-\delta s}\left(\lambda_{2}(S)+\lambda_{3}(S)\right)\right\}
\end{aligned}
$$

where $\varepsilon_{1}, \varepsilon_{2}, c, \delta$ are positive constants. We show at first that the ODE

$$
S^{\prime}=S^{2}+S^{\#}-\varrho S,
$$

with $S(0) \in \mathcal{F}(0)$ remains inside $\mathcal{F}(s)$ for appropriately chosen $\delta>0$. Using the equations

$$
\lambda_{1}^{\prime}=\lambda_{1}^{2}+\lambda_{2} \lambda_{3}-\varrho \lambda_{1}, \lambda_{2}^{\prime}=\lambda_{2}^{2}+\lambda_{1} \lambda_{3}-\varrho \lambda_{2} \text { and } \lambda_{3}^{\prime}=\lambda_{3}^{2}+\lambda_{1} \lambda_{2}-\varrho \lambda_{3},
$$

and following the same idea as in Lemmas 5.2.4 and 5.2.5 we deduce that the first two conditions are preserved under the ODE. Moreover,

$$
\log \left(e^{\delta s} \frac{\lambda_{1}-\lambda_{3}}{\lambda_{2}+\lambda_{3}}\right)^{\prime}=\delta+\lambda_{3}-\lambda_{2}-\frac{\lambda_{2}^{2}+\lambda_{3}^{2}}{\lambda_{2}+\lambda_{3}} \leq \delta-\frac{\lambda_{2}+\lambda_{3}}{2}
$$

Using the facts $\varepsilon_{2} \lambda_{1} \leq \lambda_{2}+\lambda_{3}$ and $2 \lambda_{1} \geq \lambda_{2}+\lambda_{3} \geq \varepsilon_{1}$, we see that

$$
(3 / 2) \varepsilon_{1} \leq \lambda_{1}+\lambda_{2}+\lambda_{3} \leq \varepsilon_{2}\left(\lambda_{2}+\lambda_{3}\right)+\lambda_{2}+\lambda_{3}=\left(1+\varepsilon_{2}\right)\left(\lambda_{2}+\lambda_{3}\right) .
$$

By choosing

$$
\delta=\frac{3 \varepsilon_{1}}{2\left(1+\varepsilon_{2}\right)},
$$

we have $\lambda_{2}+\lambda_{3} \geq 2 \delta$ and thus

$$
\log \left(e^{\delta s} \frac{\lambda_{1}-\lambda_{3}}{\lambda_{2}+\lambda_{3}}\right) \leq 0
$$

The sets $\mathcal{F}(s)$ are closed, convex and invariant under parallel translation by analogous methods to those used in the proof of Lemma 5.2.6. The result follows from the Hamilton's tensorial maximum principle. This concludes the proof of the lemma.
Theorem 5.8.2. Let $\bar{g}=\bar{g}(s)$ be the solution to the normalized Ricci flow on a 3-dimensional manifold with initially strictly positive Ricci curvature. Then $\bar{g}$ converges in infinite time uniformly to a smooth metric $\bar{g}_{\infty}$ with constant positive sectional curvatures.

Proof. By Proposition 3.3.7 (see also [5]), the family of Riemannian metrics $\bar{g}(s)$ converge smoothly, exponentially and uniformly to a smooth Riemannian metric $\bar{g}_{\infty}$. On the other hand,

$$
|\bar{E}|=|\overline{\operatorname{Ric}}-(\bar{S} / 3) \bar{g}| \leq c e^{-\beta s},
$$

where $c, \beta$ are time-independent positive constant. Passing to the limit, we see that the metric $\bar{g}_{\infty}$ is Einstein with positive scalar curvature. By a classical theorem in Riemannian Geometry, it follows that $\bar{g}_{\infty}$ has positive constant sectional curvatures. This completes the proof.
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