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Abstract

According to a beautiful result of Gromov [10] any symplectomorphism of CP2

can be deformed into a biholomorphic isometry of CP2. Medoš and Wang [22]
applied the mean curvature flow (MCF) method to deform a symplectomorphism
of CPm with m ≥ 2. Roughly speaking they proved that if f : CPm → CPm

is a symplectomorphism which is close to a biholomorphic isometry, then the
MCF will smoothly deform f into a biholomorphic isometry. The purpose of
this Master Thesis is to analyse the work of Medoš and Wang [22] and prove the
following:

Main Theorem: There exists a number ε(m) > 1, which depends only on the
dimension m ∈ N, such that if f is a symplectomorphism of CPm, with the
property

ε−2(m) < |df |2 < ε2(m),

then the (MCF) smoothly deforms f into a biholomorphic isometry of CPm.
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ΠΕΡΙΛΗΨΗ

Σε αυτή τη μεταπτυχιακή εργασία θα δούμε πως μπορεί να χρησιμοποιηθεί η ροή
μέσης καμπυλότητας για την απόδειξη τοπολογικών αποτελεσμάτων. Εικάζεται
ότι: κάθε συμπλεκτομορφισμός του μιγαδικού προβολικού χώρουCPm δύναται
να παραμορφωθεί με συνεχή τρόπο σε ολόμορφη ισομετρία του CPm. Γιαm =
1 και για m = 2 η παραπάνω εικασία έχει αποδειχθεί από τους Smale [31] και
Gromov [10], αντίστοιχα. Στο κεντρικό θεώρημα της διατριβής θα αναλύσουμε
μια εργασία των Medoš και Wang [22] όπου αποδεικνύεται το εξής αποτέλεσμα:

Κεντρικό Θεώρημα: Υπάρχει αριθμός ε(m) > 1, που εξαρτάται μόνο από τη
διάσταση m ∈ N, έτσι ώστε εάν f : CPm → CPm είναι συμπλεκτομορφισμός
με

ε−2(m) < |df |2 < ε2(m),

τότε η ροή μέσης καμπυλότητας παραμορφώνει με λείο τρόπο την f σε μια
ολόμορφη ισομετρία του μιγαδικού προβολικού χώρου CPm.
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CHAPTER1
COMPLEX DIFFERENTIAL GEOMETRY

In this section we set up the notation and will quickly review some basic facts
from Riemannian, Kählerian, and submanifold geometry. We closely follow the
exposition in [2], [5], [6], [7], [17] and [46].

1.1 Connections and curvature

1.1.1 Riemannian manifolds. LetM be a smooth connected without boundary
manifold of dimensionm. We denote the tangent space ofM at a point x ∈ M
by TxM and the space of smooth functions ofM by C∞(M). It is well-known
that any manifold admits a Riemannian metric g. When there is no possibility of
confusion, we denote the metric g simply by 〈· , ·〉. To the metric g we can assign
a unique linear connection∇ which is torsion free and compatible with g, i.e.

∇XY −∇YX = [X,Y ]

and
X〈Y, Z〉 = 〈∇XY, Z〉+ 〈Y,∇XZ〉,

for any X,Y, Z ∈ X(M), where X(M) denotes the set of all smooth vector
fields onM . The associated connection ∇ is called the Levi-Civita connection
and is given explicitly by the Koszul formula

2〈∇YX,Z〉 = X〈Y, Z〉+ Y 〈Z,X〉 − Z〈X,Y 〉
−〈[X,Y ], Z〉 − 〈[X,Z], Y 〉 − 〈[Y, Z], X〉, (1.1)

for anyX,Y, Z ∈ X(M).
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Chapter 1 1.1. Connections and curvature

The curvature tensor R of a Riemannian manifoldM is a correspondence that
associates to every pair X,Y ∈ X(M) a mapping R(X,Y ) : X(M) → X(M)
given by

R(X,Y )Z = ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z,

where ∇ is the Levi-Civita connection of M . Multiplying with g we get a 4-
tensor which, for simplicity, we denote with the same symbol, i.e.

R(X,Y, Z,W ) = −〈R(X,Y )Z,W 〉.

Let X , Y be two linearly independent tangent vectors at a point x on M . The
sectional curvatureK, for the plane spanned byX and Y , is defined by

K(X,Y ) =
R(X,Y,X, Y )

|X|2|Y |2 − 〈X,Y 〉2
.

Suppose that {e1, . . . , em} is a local orthonormal frame defined on an open neigh-
bourhood ofM . Then,

Ric(X,Y ) =
m∑
i=1

R(X, ei, Y, ei)

defines a symmetric 2-tensor, which is called the Ricci tensor. We say thatM is
Einstein, if

Ric = kg,

for some constant k. Taking the trace of the Ricci tensor we obtain the scalar
curvature Sc by

Sc =
m∑
i=1

Ric(ei, ei).

Let f ∈ C∞(M). The gradient∇f is defined to be the vector field given by

〈∇f,X〉 = df(X),

for everyX ∈ X(M). The Hessian∇2f is given by

∇2f(X,Y ) = 〈∇X∇f, Y 〉,

for everyX,Y ∈ X(M), and the Laplacian∆f is defined by

∆f =
m∑
i=1

∇2f(ei, ei).
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Chapter 1 1.1. Connections and curvature

1.1.2. Vector bundles. Often we will need to explore how tensorial quantities
vary along a manifold. The best way to formulate the concept of derivatives of
tensorial quantities is through the theory of vector bundles. Roughly speaking, a
vector bundle is a geometric construction that makes precise the idea of a family
of vector spaces parametrised by a manifoldM such that to every point x ∈ M
we attach a vector spaceEx so that these vector spaces fit together to form another
manifold. The precise definition of a vector bundle is the following.

Definition 1.1.1. LetE andM be smooth manifolds and π : E →M a smooth
surjective map. The triple (E, π,M) is a smooth real vector bundle of rank
k, or simply a vector bundle, if for each x ∈ M , the following conditions are
satisfied:

(a) For any point x ∈ M , the set Ex = π−1(x) possesses the structure of a
k-dimensional real vector space. The space Ex is called the fiber of E
over the point x.

(b) For any point x ∈ M , there exists an open neighbourhood U of x in M
and a diffeomorphism

ϕ : U × Rk → π−1(U),

with the property ϕ(y, ξ) ∈ Ey, for any (y, ξ) ∈ U × Rk. The map ϕ is
called a local trivialisation of E.

(c) For any point x ∈ U , the map ϕx : Rk → Ex given by

ϕx(ξ) = ϕ(x, ξ)

is a R-linear isomorphism.

The space E is called the total space of the bundle,M is called its base, and
π its projection. For simplicity, we usually denote a vector bundle only by E.

Definition 1.1.2. LetE be a vector bundle over amanifoldM . An-dimensional
submanifold F ⊂ E is called subbundle of rank n over M if (F, π|F ,M) is
a vector bundle of rank n over M . Here π|F denotes the restriction of the
projection map π : E →M on F .

Let us now introduce the notion of a section that, roughly speaking, might be
considered as a generalisation of a smooth vector field on the tangent bundle of
a manifold.
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Chapter 1 1.1. Connections and curvature

Definition 1.1.3. A section on a vector bundle (E, π,M) is a smooth map σ :
M → E such that

π ◦ σ = I,

where I is the identity map. We often denote the value σ(x) simply by σx.

The set of sections of a vector bundle is an infinite-dimensional vector space
under point-wise addition and multiplication by constants, whose zero element
is the zero section. This set is denoted by Γ(E). More precisely, Γ(E) is a
module over C∞(M). There exists a natural way of differentiation on vector
bundles.

The investigation of geometric properties of vector bundles requires the notion
of the differentiation. Here we shall give the basic facts about metrics and con-
nections associated to them.

Definition 1.1.4. Let E be a vector bundle overM . A linear connection on E
is a map

∇E : X(M)× Γ(E) → Γ(E),

denoted by
(X, σ) 7→ ∇E

Xσ,

satisfying the following properties:

(a) For every X,Y ∈ X(M) and σ ∈ Γ(E), it holds

∇E
X+Y σ = ∇E

Xσ +∇E
Y σ.

(b) For every f ∈ C∞(M), X ∈ X(M) and σ ∈ Γ(E), it holds

∇E
fXσ = f∇E

Xσ.

(c) For every X ∈ X(M) and σ1, σ2 ∈ Γ(E), it holds

∇E
X(σ1 + σ2) = ∇E

Xσ1 +∇E
Xσ2.

(d) For every f ∈ C∞(M), X ∈ X(M) and σ ∈ Γ(E), it holds

∇E
X(fσ) = (Xf)σ + f∇E

Xσ.
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Chapter 1 1.1. Connections and curvature

The usual directional derivative in the euclidean spaceRm is a connection. Con-
cerning this connection, any constant vector field on the euclidean space Rm is
parallel. Hence, we give the following general definition.

Definition 1.1.5. A section σ ∈ Γ(E) is said to be parallel with respect to the
connection ∇E if

∇E
Xσ = 0,

for any vector field X onM .

Definition 1.1.6. Suppose thatM is a smooth manifold and (E, π,M) a vector
bundle overM . Let ∇M be a connection of TM and ∇E a connection on E.
For any pair of vector fields X,Y ∈ X(M), the map

∇2
X,Y : Γ(E) → Γ(E)

defined by,
∇2

X,Y σ = ∇E
X∇E

Y σ −∇E
∇M

X Y σ,

is called the second covariant derivative of σ with respect to the directions
X,Y . By coupling the connections ∇M and ∇E , one may define similarly,
the k-th derivative ∇k of a section σ in Γ(E).

To each connection, we associate an important operator which measures the non-
commutativity of the second covariant derivative.

Definition 1.1.7. The operatorR∇ : X(M)×X(M)×Γ(E) → Γ(E), defined
by the formula

R∇(X,Y )σ = ∇2
X,Y σ −∇2

Y,Xσ,

for any X,Y ∈ X(M) and σ ∈ Γ(E), is called the curvature operator of the
connection ∇.

Now we give the definition of a Riemannian metric on a vector bundle.

Definition 1.1.8. A Riemannian metric on the vector bundle (E, π,M) over
the manifoldM is a map

gE : Γ(E)× Γ(E) → C∞(M)

such that its restriction to the fibers is a positive definite inner product. As
usual, we occasionally denote Riemannian metrics by 〈· , ·〉.
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Chapter 1 1.1. Connections and curvature

It is well-known that any vector bundle admits a Riemannian metric. The proof
uses the partition of unity to glue local Riemannian metrics on each fiber. A
connection ∇ is called compatible with the Riemannian metric if it satisfies the
product rule

XgE(ω, σ) = gE(∇Xω, σ) + gE(ω,∇Xσ),

for any X ∈ X(M) and ω, σ ∈ Γ(E). A vector bundle equipped with both
these structures is calledRiemannian vector bundle endowed with a compatible
linear connection.

The most simple vector bundle over a given manifold M is the trivial vector
bundleM × Rk. However, there is a plethora of non-trivial vector bundles. As
a matter of fact, one can use the operations of Linear Algebra to produce new
vector bundles from given ones. Let us briefly see the most important examples
of vector bundles that we will need in this thesis.

Example 1.1.9 (The direct product). Let (E, π1,M) and (F, π2, N) be two
vector bundles over the manifoldsM and N .

• The direct product E ⊗ F is the vector bundle over the manifoldM ×N
whose total space the manifold E × F and projection map π given by

π(σ, ω) = (π1(σ), π2(ω)) ∈M ×N.

Note that
(E ⊗ F )(x,y) = Ex × Fy,

for any (x, y) ∈M ×N . Given σ ∈ Γ(E) and ω ∈ Γ(F ), the map σ⊗ω
given by

(σ ⊗ ω)(x, y) = (σx, ωy)

is clearly a section of E ⊕ F .

• If∇E is a connection on the bundle E and∇F a connection on the bundle
F , then the map∇E⊗F given by

∇E⊗F
X (σ ⊗ ω) = (∇E

Xσ)⊗ ω + σ ⊗ (∇F
Xω),

where X ∈ X(M), σ ∈ Γ(E) and ω ∈ Γ(F ), consist a connection of the
product E ⊗ F .
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Chapter 1 1.1. Connections and curvature

• The curvature operator RE⊗F of the linear connection ∇E⊗F is given by
the formula

RE⊗F (X,Y )σ ⊗ ω =
(
RE(X,Y )σ

)
⊗ ω + σ ⊗

(
RF (X,Y )ω

)
,

whereRE andRF are the curvature operators associated with∇E and∇F ,
respectively.

• If gE and gF are Riemannian metrics that are compatible with E and F ,
respectively, then

gE⊗F (σ1 ⊗ ω1, σ2 ⊗ ω2) = gE(σ1, σ2) · gF (ω1, ω2),

where σ1, σ2 ∈ Γ(E) and ω1, ω2 ∈ Γ(F ), forms a Riemannian metric
compatible with the linear connection∇E⊗F .

Example 1.1.10 (The Whitney sum). Let (E, π1,M) and (F, π2,M) be two
vector bundles over the same manifoldM .

• TheWhitney sum E ⊕F is the vector bundle over the manifoldM whose
total space is the set

E ⊕ F = {(σ, ω) ∈ E × F : π1(σ) = π2(ω)} ⊂ E × F,

and with projection π given by

π(σ, ω) = π1(σ) = π2(ω).

Observe that for any point x ∈ M , we have that (E ⊕ F )x = Ex ⊕ Fx.
We denote sections of the bundle E ⊕ F by σ ⊕ ω, where σ ∈ Γ(E)
and ω ∈ Γ(F ). Note that the total space of the direct sum certainly is not
E⊗F . The latter consists of all pairs (σ, ω) such that σ ∈ Ex and ω ∈ Fy

for any (x, y) ∈M ×M , while (σ, ω) ∈ E ⊕ F if and only if x = y, i.e.
σ and ω are in fibers over the same point of the base.

• IfE and F are endowed with linear connections∇E and∇F , respectively,
then the map∇E⊕F given by

∇E⊕F
X (σ ⊕ ω) = (∇E

Xσ)⊕ (∇F
Xω),

is the natural connection of the Whitney sum E ⊕ F .
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Chapter 1 1.1. Connections and curvature

• The curvature operator associated with∇E⊕F is given by

RE⊕F (X,Y )σ ⊕ ω =
(
RE(X,Y )σ

)
⊕
(
RF (X,Y )ω

)
,

whereRE andRF are the curvature operators associated with∇E and∇F ,
respectively.

• If gE is a Riemannian metric of E and gF is a Riemannian metric of F ,
then the map gE⊕F given by

gE⊕F ((σ1, ω1), (σ2, ω2)) = gE(σ1, σ2) + gF (ω1, ω2)

is a Riemannian metric of the vector bundle E ⊕ F .

• If in addition∇E is a connection compatible with gE and∇F is compatible
with gF , then∇E⊕F is compatible with gE⊕F .

Example 1.1.11 (The dual bundle). Let (E, π,M) be a vector bundle of rank
k over a manifoldM endowed with a linear connection∇E .

• The dual bundle E∗ is the vector bundle overM with total space

E∗ = ∪x∈ME
∗
x,

and with projection the map π∗ given by

π∗(x, σ) = x.

• A natural connection∇E∗ on E∗ is given by

(∇E∗

X L)σ := X{L(σ)} − L(∇E
Xσ),

for anyX ∈ X(M), L ∈ Γ(E∗) and σ ∈ Γ(E).

• Suppose that E is endowed with a metric gE that is compatible with ∇E

and g is a Riemannian metric onM . Define gE∗ : E∗
x ×E∗

x → R given by

gE∗(Lx, Tx) =
k∑

i=1

Lx(σi) · Tx(σi),

where {σ1, . . . , σk} is a local orthonormal frame of Ex with respect to gE .
One can easily check that gE gives rise to a Riemannian metric on the dual
bundle that is compatible with∇E∗ .
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Chapter 1 1.1. Connections and curvature

Example 1.1.12 (The homomorphism bundle). Let (E, π1,M) be a vector bun-
dle of rank k and (V, π2,M) a vector bundle of rank l over the manifold M
endowed with linear connections∇E and∇V , respectively.

• The homomorphism bundle Hom(Er;V ), of r-copies Er = E × · · · ×E
of E to V , is the vector bundle with total space

Hom(Er;V ) = ∪x∈M Hom(Er
x;Rl).

The projection map is given by

π(x, σ) = x.

• A natural connection∇Hom on the homomorphism bundle is given by

(∇Hom
X T

)
(σ1, . . . , σr) = ∇V

X{T (σ1, . . . , σr)}
−T (∇E

Xσ1, . . . , σr)− · · · − T (σ1, . . . ,∇E
Xσr),

for anyX ∈ X(M), T ∈ Γ(Hom(Er, V )) and σ1, . . . , σr ∈ Γ(E).

• Let gE and gV be Riemannian metrics which are compatible with the con-
nections ∇E and ∇V . Then a natural metric on Hom that is compatible
with∇Hom is given by

gHom(Tx, Px) =
k∑

i1,...,ir=1

gV
(
T (σi1 , . . . , σir), P (σi1 , . . . , σir)

)
,

where {σ1, . . . , σk} is an orthonormal basis at x with respect to gE .

Example 1.1.13 (The pull-back bundle). Let M and N be two manifolds, let
(E, π,N) be a vector bundle of rank k over N and f :M → N a smooth map.
The map f induces a new vector bundle of rank k overM .

• Take as total space the set

f ∗E =
{
(x, ξ) : x ∈M and ξ ∈ Ef(x)

}
,

and as projection the map πf : f ∗E →M given by

πf (x, ξ) = x.

The space f ∗E contains all sections of E with base point at f(M).
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Chapter 1 1.1. Connections and curvature

• Let ∇M and ∇E be linear connections on TM and E, respectively. Let
{ϕ1, . . . , ϕk} be a frame field ofE in a neighborhood of f(x) ∈ N . Then,
any section σ ∈ Γ

(
f ∗E

)
can be written in the form

σ(x) =

(
x,

k∑
α=1

σα(x)(ϕα ◦ f)(x)
)

∼=
k∑

α=1

σα(x)(ϕα ◦ f)(x),

where σα, α ∈ {1, . . . , k}, are the components of σ with respect to the
given frame field. These functions are defined in a neighborhood of M
and they are smooth. Define now,

∇f
Xσ =

k∑
α=1

(Xσα)ϕα ◦ f +
k∑

α=1

σα(∇E
df(X)ϕα) ◦ f,

for anyX ∈ X(M). One can easily verify that the above definition of the
pull-back connection is independent of the choice of the frame field.

• The curvature operator Rf of the pull-back bundle is given by

Rf (X,Y )σ = RE(df(X), df(Y ))σ,

for anyX,Y ∈ TxM and σ ∈ Γ(f ∗E).

• In the case E = TN , the following formula holds

∇f
Xdf(Y )−∇f

Y df(X) = df([X,Y ]),

for anyX,Y ∈ X(M).

Example 1.1.14 (Time dependent metric on vector bundles). Let I be an open
interval of R. Suppose that {gt}t∈R, is a smooth family of Riemannian metrics
on a manifold M . More precisely, for any (x, t) ∈ M × I we have an inner
product g(x,t) on TxM . We can regard each gt as a metric g acting on the spatial
tangent bundle

H = {v ∈ T (M × R) : dπ2(v) = 0},

where the map π2 is the projection on the second component. Observe that each
gt is a metric on H since H(x,t) is isomorphic to TxM via the map π2. We can
extend g into a metric onM×I , for which we have the orthogonal decomposition

T (M × I) = H⊕ R∂t.
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Chapter 1 1.2. Kählerian manifolds

SinceH is a subbundle of T (M×I), any section ofH is a section of T (M×I).
Sections ofH are called spatial vector fields. There is a natural connection∇ on
M × I . Namely, define∇ by

∇XY = ∇gt
XY, ∇X∂t = 0, ∇∂t∂t = 0 and ∇∂tX = [∂t, X], (1.2)

for anyX,Y ∈ Γ(H), where∇gt denotes the Levi-Civita connection of gt. It is
easy to see that∇ is compatible with g, i.e.

Xg(Y, Z) = g(∇XY, Z) + g(Y,∇XZ),

for any X ∈ X(M × R), and Y, Z ∈ Γ(H). Moreover, the connection ∇ is
spatially torsion free, i.e

∇XY −∇YZ = [X,Y ],

for anyX,Y ∈ Γ(H).

Example 1.1.15. We complete this subsection with an important example, where
the situation we discussed above occurs. Let N be a manifold equipped with a
Riemannian metric gN . Suppose thatF :M×I → N is a family of immersions.
Then, F ∗gN defines a time-dependent family of Riemannian metrics on M . If
we equipM × I with the above natural connection ∇, for any X ∈ X(M), we
get

∇F ∗TN
∂t dF (X)−∇F ∗TN

X dF (∂t) = dF ([∂t, X]) = dF (∇∂tX).

1.2 Kählerian manifolds

LetM be a 2m-dimensional manifold endowed with a Riemannian metric g and
associated connection Levi-Civita ∇. An almost complex structure on M is a
tensor field J of type (1, 1), satisfying

J2 = J ◦ J = −I,

where I stands for the identity bundle map on TM , i.e. for any x ∈M the map
Ix : TxM → TxM is the identity. The pair (M,J) is called an almost complex
manifold. Each tangent space TxM of an almost complex manifold has a basis
of the form {e1, Je1, . . . , em, Jem}. Such a base is called J-base. It turns out
that any such two bases differ by an isomorphismwith positive determinant. This
means that any almost complex manifold is orientable.
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Chapter 1 1.2. Kählerian manifolds

Definition 1.2.1. The triple (M, g, J) is called a Kähler manifold if:

(a) The almost complex structure J is an isometry with respect to g, that is

g(JX, JY ) = g(X,Y ),

for any X,Y ∈ X(M).

(b) The almost complex structure J is parallel with respect to ∇, that is

(∇XJ)Y = ∇XJY − J∇XY = 0,

for any X,Y ∈ X(M).

It turns out that on a Kähler manifold the 2-form ω, given by

ω(X,Y ) = g(JX, Y ),

for any X,Y ∈ X(M), is closed. We call ω the associated Kähler form onM .
The Ricci formR is defined by

R(X,Y ) = Ric(JX, Y ).

Theorem 1.2.2 (Kähler identities). Let (M, g, J) be a Kähler manifold. Then:

(a) The curvature operator R satisfies the identities

R(X,Y )JZ = JR(X,Y )Z and R(JX, JY )Z = R(X,Y )Z,

for any X,Y, Z ∈ X(M).

(b) The Ricci tensor Ric satisfies the relation

Ric(X,Y ) = Ric(JX, JY ) = −1

2

m∑
k=1

R(JX, Y, ek, Jek),

whereX,Y ∈ X(M) and {e1, . . . , e2m} is orthonormal framewith respect
to the metric g.

(c) The Ricci form R is given by the formula

R(X,Y ) = Ric(JX, Y ) =
m∑
k=1

R(X,Y, ek, Jek),

whereX,Y ∈ X(M) and {e1, . . . , e2m} is orthonormal framewith respect
to the metric g.
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A 2-plane is said to be complex if it is invariant by the complex structure J . The
restriction of the sectional curvature to a complex plane is called the holomorphic
sectional curvature and will be denoted by Hol. That is

Hol(X) = K(X, JX),

for any non-zero vector fieldX ∈ X(M).

Theorem 1.2.3. Let (M, g, ω) be a Kähler manifold with constant holomorphic
sectional curvature σ. Then,

R(X,Y, Z,W ) =
σ

4

(
g(X,Z) g(Y,W )− g(X,W ) g(Y, Z)

+ω(X,Z)ω(Y,W )− ω(X,W )ω(Y, Z)

+2ω(X,Y )ω(Z,W )
)
,

for any X,Y, Z,W ∈ X(M).

1.3 Immersions and submersions

1.3.1 The second fundamental form. Let f : M → N be an immersion, i.e. f
smooth whose differential dfx is injective for any x inM . IfN has a Riemannian
metric gN , then the immersion f induces a Riemannian metric onM given by

(f ∗gN)(X,Y ) = gN(df(X), df(Y )),

for all X,Y ∈ X(M).WhenM is already equipped with a Riemannian metric
g, then the map f is called an isometric immersion if the induced metric f ∗gN
coincides with the metric g. In this case, we say that f(M) is an immersed
submanifold of N . At any x ∈M , the ambient space Tf(x)N splits as

Tf(x)N = dfx(TxM)⊕Nf(x)M, (1.3)

where Nf(x)M is the orthogonal complement of dfx(TxM) with respect to the
metric gN . The space

NfM = ∪x∈MNf(x)M,

is a vector bundle overM , it is called the normal bundle of f with rank equal to
dimN−dimM . The restriction of gN onNfM gives a Riemannianmetric on the
normal bundle. Then the splitting given in equation (1.3) becomes orthogonal.
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From now on let us assume that f : M → N is an isometric immersion, denote
by g the Riemannian metric onM , by ∇ the Levi-Civita connection associated
with g, and by gN is the Riemannian metric on N . Any section V ∈ Γ(f ∗TN)
can be uniquely decomposed in a unique way as

V = V ⊤ + V ⊥,

where {·}⊤ stands for the orthogonal projection on the tangent bundle and {·}⊥
denotes the orthogonal projection on the normal bundle of the submanifold. Then,
the natural connection on the normal bundle is given by

∇⊥
Xξ =

(
∇f∗TN

X ξ)⊥,

and its associated curvature tensor R⊥ is

R⊥(X,Y )ξ = ∇⊥
X∇⊥

Y ξ −∇⊥
Y∇⊥

Xξ −∇⊥
[X,Y ]ξ,

where X,Y ∈ X(M) and ξ ∈ NfM . Multiplying with the Riemannian metric
on the normal bundle, we can form from R⊥ a C∞(M)-valued tensor which, by
abuse of notation, we denote again by R⊥, i.e. we set

R⊥(X,Y, ξ, η) = −〈R⊥(X,Y )ξ, η〉,

for anyX,Y ∈ X(M) and ξ, η ∈ NfM . It is a well-known fact in submanifold
geometry that, for anyX,Y ∈ X(M), we have the decomposition

∇f∗TN
X df(Y ) = df(∇XY ) + A(X,Y ),

whereA is the second fundamental form of f . Note thatA is a symmetric tensor
which takes values on the normal bundle of the submanifold. If ξ is a normal
vector, then the symmetric 2-tensor Aξ given by

Aξ(X,Y ) = 〈A(X,Y ), ξ〉,

for any tangent vector fields X,Y , is called the shape operator with respect to
the direction ξ. TheWeingarten operator Aξ associated with ξ is defined by

〈AξX,Y 〉 = Aξ(X,Y ) = 〈A(X,Y ), ξ〉,

for anyX,Y ∈ X(M). Finally, the traceH of A with respect to the metric g, is
called themean curvature vector field. A submanifold with zero mean curvature
is called minimal.

The curvature tensor R of M , the curvature tensor R̃ of the manifold N , and
the normal curvatureR⊥ are related to the second fundamental form through the
Gauss-Codazzi-Ricci equations:
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(a) Gauss equation:

R(X,Y, Z,W )= R̃
(
df(X), df(Y ), df(Z), df(W )

)
+〈A(X,Z), A(Y,W )〉 − 〈A(Y, Z), A(X,W )〉, (1.4)

(b) Codazzi equation:(
∇⊥

XA
)
(Y, Z)−

(
∇⊥

YA
)
(X,Z) =

{
R̃(df(X), df(Y ))df(Z)

}⊥
, (1.5)

(c) Ricci equation:

R⊥(X,Y, ξ, η) = R̃
(
df(X), df(Y ), ξ, η

)
+

m∑
k=1

(
Aξ(X, ek)A

η(Y, ek)− (Aη(X, ek)A
ξ(Y, ek)

)
, (1.6)

where X,Y, Z,W ∈ X(M), ξ, η ∈ NM and {e1, . . . , em} is a local orthonor-
mal frame field onM with respect to g.

1.3.2 Riemannian submersions. Let M and N be two smooth manifolds with
dimensions

m = dimM > dimN = n.

A smooth and surjective map f : M → N is called submersion if, for any
x ∈M , the differential of f has constant rankn. According to the Rank Theorem
[20, Theorem 4.12], for each x0 ∈ M there exist charts (U,ϕ) around x0 and
(V, ψ) around f(x0) in which f has a coordinate representation F = ψ ◦f ◦ϕ−1

of the form
F (x1, . . . , xn; xn+1 . . . , xm) = (x1, . . . , xn).

In particular, for any p ∈ N , each fiberFp = f−1(p) is an (m−n)-dimensional
submanifold of M . Let us suppose in the sequel that the manifolds M and N
are equipped with Riemannian metrics. Denote by V = ker(df) the kernel of the
differential of f and byH its orthogonal complement. The space V is called the
vertical bundle and H is called the horizontal bundle of the submersion. The
restriction of the Riemannian metric ofM gives rise to Riemannian metrics on
the vertical and horizontal bundle of the submersion. Now we may decompose
the tangent bundle ofM in the form

TM = V ⊕H.

29



Chapter 1 1.3. Immersions and submersions

Therefore any vector fieldX ∈ X(M) can be uniquely decomposed in the form

X = XV +XH,

where {·}V denotes the orthogonal projection on the vertical bundle V and {·}H
the orthogonal projection on the horizontal bundle H. The vertical bundle V is
integrable. As a matter of fact, Vx is the tangent space of the fiber Ff(x) ⊂ M
at x ∈ M . However, in general, the horizontal bundle H of the submersion is
not integrable. There are six interesting categories of vector fields onM andN .
Namely:

(A) A vector fieldX ∈ X(M) is called vertical ifX ∈ Γ(V).

(B) A vector fieldX ∈ X(M) is called horizontal ifX ∈ Γ(H).

(C) A vector fieldX ∈ X(M) is called projectable if

dfx(Xx) = dfy(Xy),

for any x, y along a fiberFp ⊂M . This means that df(X) is a well-defined
smooth vector field on N .

(D) A vector fieldX ∈ X(M) is called basic if it is horizontal and projectable.

(E) The vector fieldsX ∈ X(M) and Y ∈ X(N) are called f -related if

dfx(Xx) = Yf(x),

for any x ∈M .

(F) Using the Rank Theorem [20], one can show that for anyX ∈ X(N), there
exist a unique f -related with X vector field X̃ ∈ Γ(H), which we call the
horizontal lift ofX .

Lemma 1.3.1. Let V ∈ Γ(V) be a vertical vector field, X,Y ∈ X(N) and
X̃, Ỹ ∈ Γ(H) be their horizontal lifts, respectively. Then, the following facts
hold: [

V, X̃
]
∈ Γ(V) and

[
X̃, Ỹ

]H
= [̃X,Y ] ∈ Γ(H),

where [̃X,Y ] is the horizontal lift of [X,Y ].
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Proof. Consider h ∈ C∞(N) and set g = X(h). Since V is a vertical vector
field, we have that df(V ) = 0. Moreover, for any fixed x ∈M , we obtain

dfx
([
V, X̃

])
(h) =

[
V, X̃

]
x
(h ◦ f) = Vx(X̃(h ◦ f))− X̃x(V (h ◦ f))

= Vx(X(h) ◦ f) = Vx(g ◦ f) = dgf(x)(df(V ))

= 0.

Furthermore,

dfx
(
[X̃, Ỹ ] − [̃X,Y ]

)
(h) = dfx

(
[X̃, Ỹ ]

)
(h)− dfx

(
[X̃, Y ]

)
(h)

= X̃x

(
Ỹ (h ◦ f)

)
− Ỹx

(
X̃(h ◦ f)

)
− [X,Y ]f(x)(h)

= X̃x(Y (h) ◦ f)− Ỹx(X(h) ◦ f)− [X,Y ]f(x)(h)

= Xf(x)(Y (h))− Yf(x)(X(h))− [X,Y ]f(x)(h)

= 0.

This completes the proof. □

Let us restrict ourselves to a special class of smooth maps between Riemannian
manifolds. A submersion f is called Riemannian submersion if, for any x ∈M ,
the differential

dfx : Hx ⊂ TxM → Tf(x)N

is an isometry.

Theorem1.3.2 (O’Neill’s formulas [23]). Let f : (M, gM ,∇M) → (N, gN ,∇N)
be a Riemannian submersion.

(a) If X,Y ∈ X(N), the following formula holds

∇M
X̃
Ỹ = ∇̃N

XY + 1
2

[
X̃, Ỹ

]V
.

(b) If X,Y ∈ X(N) is a local orthonormal frame, then

KN(X,Y ) = KM(X̃, Ỹ ) + 3
4

∥∥[X̃, Ỹ ]V∥∥2,
whereKM andKN are the sectional curvatures ofM andN , respectively.
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Proof. Let V ∈ Γ(V) be a vertical vector field, Z ∈ X(N) and Z̃ ∈ X(M) be
its horizontal lift.

(a) Since by assumption f is a Riemannian submersion, we have

X̃gM(Ỹ , Z̃) = X̃(gN(df(Ỹ ), df(Z̃)) ◦ f) = X̃(gN(Y, Z) ◦ f)
= Xf(x)gN(Y, Z).

Moreover, by Lemma 1.3.1, we get that

gM
(
[X̃, Ỹ ], Z̃

)
= gN

(
df
(
[X̃, Ỹ ]

)
, df(Z̃)

)
◦ f = gN

(
df
(
[̃X,Y ]

)
, Z
)
◦ f

= gN
(
[X,Y ], Z

)
◦ f.

By Koszul’s formula (1.1), we obtain that

gM
(
∇M

X̃
Ỹ , Z̃

)
= gN

(
∇N

XY, Z
)
◦ f = gM

(
∇̃N

XY , Z
)
◦ f. (1.7)

Again by Koszul’s formula, Lemma 1.3.1 and

V
(
gM
(
X̃, Ỹ

))
= V

(
gN(X,Y ) ◦ f

)
= df(V )(gN(X,Y )) = 0,

it follows that

2gM
(
∇M

X̃
Ỹ , V

)
= gM

(
[X̃, Ỹ ], V

)
. (1.8)

The desired result follows immediately from (1.7) and (1.8).

(b) From part (a), we see that

2gM
(
∇M

X̃
V, Ỹ

)
= −2gM

(
V,∇M

X̃
Ỹ
)
= −gM

(
V, [X̃, Ỹ ]V

)
.

Moreover,

∇M
X̃
∇M

Ỹ
X̃ = ∇M

X̃

(
∇̃N

Y X + 1
2

[
Ỹ , X̃

]V)
= ˜∇N

X∇N
Y X + 1

2

[
X̃, ∇̃N

Y X
]V

= −1
2
∇M

X̃

[
X̃, Ỹ

]V
,

and

gM
(
∇M

X̃
∇M

Ỹ
X̃, Ỹ

)
= gM

( ˜∇N
X∇N

Y X, Ỹ )− 1
2
gM
(
∇M

X̃

[
X̃, Ỹ

]V
, Ỹ
)

= gN
(
∇N

X∇N
Y X,Y

)
+ 1

2
gM
([
X̃, Ỹ

]V
,∇M

X̃
Ỹ
)

= gN
(
∇N

X∇N
Y X,Y

)
+ 1

2
gM
([
X̃, Ỹ

]V
, ∇̃N

XY + 1
2

[
X̃, Ỹ

]V)
= gN

(
∇N

X∇N
Y X,Y

)
+ 1

4

∥∥[X̃, Ỹ ]∥∥2.
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Furthermore,

gM
(
∇M

Ỹ
∇M

X̃
X̃, Ỹ

)
= gM

(
∇M

Ỹ
∇̃N

XX, Ỹ
)
= gN

(
∇N

Y ∇N
XX,Y

)
,

and

gM
(
∇M

[X̃,Ỹ ]
X̃, Ỹ

)
= gM

(
∇M

[̃X,Y ]
X̃, Ỹ

)
+ gM

(
∇M

[X̃,Ỹ ]V
X̃, X̃

)
= gN

(
∇N

X,YX,Y
)
− 1

2

∥∥[X,Y ]V
∥∥2.

As a matter of fact

RM

(
X̃, Ỹ , X̃, Ỹ

)
= RN

(
X,Y,X, Y ) + 3

4

∥∥[X̃, Ỹ ]V∥∥2,
and this completes the proof. □

1.3.3. The complex projective space. Wewill now present an important example
of a complex manifold. Let

Cm+1 =
{
z = (z0, . . . , zm) : zk = xk + iyk ∈ C for all k = 0, . . . ,m

}
be the (m + 1)-dimensional complex euclidean space. We say that two points
z, w ∈ Cm+1 − {0} are equivalent, and we write z ∼ w, if there exists a com-
plex number λ such that z = λw. Namely, two non-zero points of Cm+1 are
equivalent if and only if they lie on the same complex line. We denote by [z] the
equivalence class of a point z ∈ Cm+1−{0}. The set of all such classes is called
the complex projective space, and it is denoted by CPm.

Theorem 1.3.3. Let CPm be the complex projective space. Then the following
statements hold:

(a) CPm can be equippedwith a natural smooth structure of am-dimensional
complex manifold.

(b) CP1 is diffeomorphic to the sphere S2; but CPm is not diffeomorphic to
S2m for dimensionsm > 1.

(c) CPm carries a Kähler-Einstein metric with positive constant holomor-
phic curvature.
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Proof. The standard hermitian product (· , ·) of Cm+1 can be written in the form

(z, w) = z0w0 + · · ·+ zmwm,

where z = (z0, . . . , zm) and w = (w0, . . . , wm). Let S2m+1 ⊂ Cm+1 be the
unit sphere. Then,

S2m+1 = {z ∈ Cm+1 : (z, z) = 1}.

(a) Define the canonical projection map π : S2m+1 → CPm given by π(z) = [z],
for any z ∈ S2m+1.

(1) Topology: We equip CPm with the induced by π : S2m+1 → CPm quotient
topology, i.e. we say that a set U ⊆ CPm is open if and only if π−1(U) is
open in S2m+1. Since the quotient map is open and S2m+1 is second count-
able, a classical result from point set topology ensures that the quotient space
is also second countable; see for example [37, Corollary 7.10]. Moreover,
note that CPm is compact. It remains to show that the quotient topology is
Hausdorff. Indeed, let [z] and [w] be two distinct points in CPm. Then,

`1 = π−1([z]) =
{
eiθz ∈ S2m+1 : θ ∈ [0, 2π]

}
and

`2 = π−1([w]) =
{
eiθw ∈ S2m+1 : θ ∈ [0, 2π]

}
are two disjoint great circles in the unit sphere S2m+1. Let

r = min
{
|eiθ1z − eiθ2w| : (θ1, θ2) ∈ [0, 2π]× [0, 2π]

}
.

In some sense r measures the distance between the circles `1 and `2. Since
[0, 2π]× [0, 2π] is compact and `1∩ `2 = ∅, it follows that r > 0. Consider
the open disjoint subsets of the sphere S2m+1 given by

U1=
{
p ∈ S2m+1 : |eiθ1p−eiθ2z| < r/2 for all (θ1, θ2) ∈ [0, 2π]×[0, 2π]

}
and

U2=
{
p ∈ S2m+1 : |eiθ1p−eiθ2w| < r/2 for all (θ1, θ2) ∈ [0, 2π]×[0, 2π]

}
.

Observe that for any θ ∈ [0, 2π] we have that eiθU1 = U1 and eiθU2 = U2.
Hence, π−1(π(U1)) = U1 and π−1(π(U2)) = U2. Consequently, π(U1) and
π(U2) are open disjoint subsets in CPm and so CPm is Hausdorff.
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(2) Smooth structure: Consider the open covering of CPm given by

Uj =
{
[z0, . . . zj−1, zj, zj+1, . . . , zm] ∈ CPm : zj 6= 0

}
,

where j ∈ {0, . . . ,m}, and define the family {(Uj, ϕj)}i∈{1,...,m}, where
the maps ϕj : Uj → Cm are given by

ϕj

(
[z0, . . . , zm]

)
=
(
z0/zj, . . . , zj−1/zj, zj+1/zj, . . . , zm/zj

)
.

Clearly each pair (Uj, ϕj) forms a chart on CPm. Moreover, the transition
maps

ϕj ◦ ϕ−1
k : ϕk(Uk ∩ Uj) → ϕj(Uk ∩ Uj),

are given by

ϕj ◦ ϕ−1
k (z1, . . . , zm)

= (z1/zj, . . . , zi−1/zj, 1/zj, zi+1/zj, . . . , zj−1/zj, zj+1/zj, . . . , zm/zj),

and are biholomorphic. Thus CPm can be equipped with a smooth structure
of a complex manifold with complex dimensionm.

(b) We will show now thatCP1 is diffeomorphic to S2. To achieve this recall that
the differentiable structure of S2 is described by the charts (S2−{(0, 0, 1)}, ψ1)
and (S2 − {(0, 0,−1)}, ψ2) given by

ψ1(x1, x2, x3) =
x1 + ix2
1− x3

and ψ2(x1, x2, x3) =
x1 + ix2
1 + x3

.

For CP1 we consider the charts (U1, θ1) and (U2, θ2) given by

U1 =
{
[z0, z1] ∈ CP1 : z0 6= 0

}
& U2 =

{
[z0, z1] ∈ CP1 : z1 6= 0

}
and

θ1([z0, z1]) = z1/z0 & θ2([z0, z1]) = z0/z1.

It turns out that
θ2 ◦ θ−1

1 = ψ2 ◦ ψ−1
1 .

Thus the diffeomorphisms ψ−1
1 ◦ θ1 and ψ−1

2 ◦ θ2 agree on the intersection of
their domains of definition, and together they define a global diffeomorphism
of CP1 onto S2. For a proof that CPm is not diffeomorphic to S2m we refer to
[46, Proposition 5.1.3].
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(c) With the above differentiable structure, the map π : S2m+1 → CPm becomes
a smooth submersion. We denote by V and H the vertical and the horizontal
bundles of π, respectively. Fix now an arbitrary point p = [z]. Then the fiber

Fp = π−1(p) = {eiθz, 0 ≤ θ ≤ 2π}

is great circle of S2m+1. Let us now define the 1-parameter family of smooth
maps {fθ}θ∈[0,2π] ∈ C∞(S2m+1; S2m+1) given by fθ = eiθI, where I is the
identity map on S2m+1. Note that:

• The vectors z and ξz = iz are orthogonal with respect to the euclidean
inner product of Cm+1. Hence, for any fixed z ∈ S2m+1, the curve

[0, 2π] 3 θ → fθ(z) ∈ S2m+1

is a great circle passing through z with unit tangent the vector iz. Therefore,

Vz = span{ξz = iz}.

ξ is called the Hopf vector field and its integral curves are great circles.

• Let z, w ∈ Fp and θ ∈ [0, 2π] such that w = fθ(z) = eiθz. Then,

dfθ(V ) = eiθV ∈ Hw,

for any V ∈ Hz. Consequently, dfθ : Hz → Hw is a linear isometry.
Moreover, from the identity π ◦ fθ = π, we deduce that

dπz(V ) = dπw(e
iθV ).

• Let X be a tangent vector of CPm at the point p and w = eiθz two points
on the fiber Fp. Then we have that

X̃w = eiθX̃z. (1.9)

(1) The Riemannian metric: Let z ∈ S2m+1. Let Xp, Yp be tangent vectors of
the complex projective space CPm at p. Define the metric 2-tensor gFS on
CPm given by

gFS(Xp, Yp) = 〈X̃w, Ỹw〉, (1.10)
for any w ∈ Fp. From (1.9) it follows that the metric gFS does not depend
on the choice of the point w ∈ Fp. The Riemannian metric gFS is called
the Fubini-Study metric of the complex projective space. We conclude that
with respect to these Riemannian metrics the projection π : S2m+1 → CPm

becomes a Riemannian submersion.

36



Chapter 1 1.3. Immersions and submersions

(2) The complex structure: Let X ∈ X(CPm). Recall from Lemma 1.3.1 that
[ξ, X̃] ∈ Γ(V). Since the integral curves of ξ are geodesics we get,

∇S2m+1

ξ ξ = 0,
(
∇S2m+1

ξ X̃
)V

= 0 =
(
∇S2m+1

X̃
ξ
)V and

[
ξ, X̃

]
= 0.

(1.11)

• Define now the (1, 1)-tensor field J on CPm given by

JX = dπ(∇S2m+1

ξ X̃) = dπ(∇S2m+1

X̃
ξ). (1.12)

From the last identity and (1.11), we see that

J̃X = ∇S2m+1

X̃
ξ = ∇S2m+1

ξ X̃. (1.13)

According to (1.11), (1.12), (1.13), we deduce that

J2X = dπ(∇S2m+1

ξ J̃X) = dπ(∇S2m+1

ξ ∇S2m+1

X̃
ξ) = dπ

(
R(ξ, X̃)ξ

)
= −X,

where R stands for the curvature tensor of the sphere. Hence, J is an
almost complex structure.

• Let {e1, . . . , e2m} be a local orthonormal frame field on CPm. Since π
is a Riemannian submersion, we have

gFS(Jei, ej) = 〈∇ξẽi, ẽj〉 = ξ〈ẽi, ẽj〉 − 〈ẽi,∇ξẽj) = −gFS(ei, Jej),

for any i, j ∈ {1, . . . , 2m}. This implies that

gFS(JX, JY ) = −gFS(X, J
2Y ) = gFS(X,Y ),

for anyX,Y ∈ X(CPm). Therefore, J is an isometry.
• Let ∇CPm be the Levi-Civita connection of the Fubini-Study metric.
Then, taking into account Theorem 1.3.2(a) and (1.13), we obtain

(∇CPm

X J)Y = ∇CPm

X JY − J∇CPm

X Y

= dπ
(
∇S2m+1

X̃
J̃Y
)
− dπ(∇S2m+1

ξ ∇S2m+1

X̃
Ỹ )

= dπ
(
∇S2m+1

X̃
∇S2m+1

ξ Ỹ −∇S2m+1

ξ ∇S2m+1

X̃
Ỹ
)

= dπ
(
R(X̃, ξ), Ỹ )

)
= 0.
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Hence J is parallel and gFS is a Kähler metric.

(3) Curvature: Let us now compute the sectional curvature, the holomorphic,
and the Ricci curvature of the complex projective space. We have:

1
2

[
X̃, Ỹ

]V
=
(
∇S2m+1

X̃
Ỹ
)V −

(
∇S2m+1

Ỹ
X̃
)V

= 〈∇S2m+1

X̃
Ỹ , ξ〉ξ − 〈∇S2m+1

Ỹ
X̃, ξ〉ξ

= 〈∇S2m+1

Ỹ
ξ, X̃〉ξ − 〈∇S2m+1

X̃
ξ, Ỹ 〉ξ

= 〈J̃Y , X̃〉ξ − 〈J̃X, Ỹ 〉ξ
= gFS(JY,X)− gFS(JX, Y )

= 2gFS(JY,X).

• According to Proposition 1.3.2(b), the sectional curvature K of CPm

satisfies
K(X,Y ) = 1 + 3gFS(JX, Y )2,

where {X,Y } is an arbitrary local orthonormal frame field with respect
to the Fubini-Study metric gFS . As a matter of fact (CPm, gFS) is a
symmetric space. Ifm = 1, thenK ≡ 4. On the other hand, ifm > 1,
then the sectional curvature of CPm is non-constant and satisfy

1 ≤ K ≤ 4.

Let us remind here that for m > 1 the complex projective space CPm

is not diffeomorphic with the sphere S2m.
• The Ricci curvature Ric of the complex projective space is

Ric = 2(m+ 1)gFS.

Therefore, CPm is Kähler-Einstein manifold.
• IfX is a unit vector field on the complex projective space, then

Hol(X) = K(X, JX) = 4.

Hence the Fubini-Study metric gFS has constant holomorphic curvature
equal to 4.

This completes the proof of the theorem. □
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1.4 Index notation

In the following chapters of the thesis, we will perform computations regarding
tensorial quantities with respect to orthonormal frames. Let {e1, . . . , em} be a
local tangent frame field on a m-dimensional Riemannian manifold M . If S :
TM → TM is a (1,1)-tensor then we set

Si = S(ei),

for any i ∈ {1, . . . ,m}. If S : TM×TM → C∞(R) is a bilinear form, then we
may represent the coefficients of its matrix with respect to the basis {e1, . . . , em}
by Sij , that is we set

Sij = S(ei, ej).

On the other hand, if S : TM × · · · × TM → C∞(R) is an (r, 0)-tensor, then
its coefficients with respect to the frame {e1, . . . , em} will be denoted by Si1...ir ,
that is

Si1...ir = S(ei1 , . . . , eir).

Suppose now that F : M → N is an isometric immersion, where here M
is an m-dimensional and N is an n-dimensional Riemannian manifold. Let
{e1, . . . , em} be a local tangent frame on M and let {ξm+1, . . . , ξn} be a local
frame of the normal bundle NM . We will use Latin indices to denote compo-
nents of tensorial quantities on the tangent bundle TM and Greek indices for
components on the normal bundle of the submanifold. Then the set of vector
fields

{e1, . . . , em; ξm+1, . . . , ξn}

is called adapted frame along the submanifold. According to the aforementioned
setup, we decide to use the following notation throughout this thesis:

Fi = dF (ei), Aij = A(ei, ej), h
α
ij = 〈Aij, ξα〉 and Hα = 〈H, ξα〉.

Moreover,

R̃ijsl = R̃(Fi, Fj, Fs, Fl) and R̃ijαβ = R̃(Fi, Fj, ξα, ξβ).
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CHAPTER2
SINGULAR VALUE DECOMPOSITION

In this chapter we discuss a factorisation of the differential of a smoothmapwhich
generalises the eigendecomposition of a symmetric bilinear form.

2.1 Algebraic facts

Let (M, gM) and (N, gN) be smooth Riemannian manifolds of dimensions m
and n, respectively, and f : M → N a smooth map. Consider the pull-back
tensor S given by

S(X,Y ) = gN
(
df(X), df(Y )

)
,

for any X,Y ∈ X(M). Observe that S is non-negative definite and symmetric.
Hence, we can diagonalise S with respect to gM . More precisely, at a fixed point
x ∈ M , there exists an orthonormal basis {α1, . . . , αm} of TxM , with respect
to gM , such that

S(αi, αj) = λ2i δij,

for any i, j ∈ {1, . . . ,m}. The eigenvalues are arranged such that

λ21 ≤ · · · ≤ λ2m.

The numbers 0 ≤ λ1 ≤ · · · ≤ λm are called the singular values of df at x ∈M .

Let now r = rank(dfx) ≤ min{m,n}. At f(x) ∈ N consider the orthonormal
basis {β1, . . . , βn−r; βn−r+1, . . . , βn}, with respect to gN , such that

df(αi) = λiβn−m+i,

for any i ∈ {m − r + 1, . . . ,m}. This process is known as the singular value
decomposition of df .
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2.2 Symplectomorphisms

We will define in this section the notion of a symplectomorphism and will show
that such maps form an infinite group. Let start by recalling some definitions.
Let Ωk(M) be the space of differentiable k-forms onM . If X is a vector field
onM , then

iX : Ωk(M) → Ωk−1(M)

is the map given by

(iXω)(X1, . . . , Xk−1) = ω(X,X1, . . . , Xk−1),

for any vector fields X1, . . . , Xk−1. The map iX is called the interior product.
Another common notation for the interior product isX⌟ω. According to Cartan’s
formula, we have

LX = d iX + iXd,

where LX is the Lie derivative and d the exterior derivative.

A symplectic form ω on am-dimensional manifoldM is non-degenerate closed
2-form. Non-degenerate means that the mapping given by

TM 3 X → iXω ∈ T ∗M,

is an isomorphism. The requirement that ω is non-degenerate forces M to be
even dimensional and oriented. In this case the pair (M,ω) is called a symplectic
manifold.

One can easily verify that any Kähler manifold is a symplectic manifold. The
classical example of a symplectic manifold is the euclidean space R2m with
Cartesian coordinates (x1, y1, . . . , xm, ym) and symplectic form

ω0 =
m∑
i=1

dxi ∧ dyi. (2.1)

The first important theorem in symplectic geometry is due to Darboux, which
says that locally all symplectic manifolds look like (R2m, ω0). More precisely,
the following result hold:

Theorem 2.2.1. Let (M,ω) be a 2m-dimensional symplectic smooth manifold.
For each point x ∈ M , there is a local chart (U,ϕ) where U is an open
neigborhood of x, and a diffeomorphism ϕ : U → R2m such that ϕ∗ω0 = ω|U ,
where ω0 is the standard symplectic form of R2m given in (2.1).

42



Chapter 2 2.2. Symplectomorphisms

Therefore there are no symplectic local invariants. In particular, all symplectic
invariant are of a global nature.

Definition 2.2.2. Let (M,ω) be a symplectic manifold. A smooth map f :
(M,ω) → (M,ω) is called a symplectomorphism if and only if f ∗ω = ω.

The set of all symplectomorphisms form a group with the law of composition of
mappings. We denote the symplectomorphism group by Sympl(M,ω). It turns
out that any smooth function with compact support on (M,ω) gives rise to a
symplectomorphism. Let u : M → R be a smooth function and X the vector
field defined uniquely by the equation

iXω = du.

The vector field X is called the Hamiltonian vector field associated with u.
Suppose now that either u has compact support or, more generally, that X is
complete. Denote by ϕ : M × R → M the flow which is generated by the
vector fieldX , i.e. let ϕ be the solution of the system{

dϕ(x,t)(∂t) = Xφ(x,t),

ϕ(x, 0) = I,

for any x ∈ M , where I : M → M is the identity map. For each x ∈ M , the
curve

t→ ϕ(x, t)

is an integral curve of X passing through the point x and, for each fixed t ∈ R,
the map

x→ ϕt(x) = ϕ(x, t)

is a diffeomorphism. We claim that the 1-parameter family of diffeomorphisms
ϕt :M →M is a symplectomorphism. Indeed, from Cartan’s formula we get

LXω = d iXω + iXdω = d(du) = 0.

Fix now two (time-independent) vector fields V,W ∈ X(M). Then,

∂t{ϕ∗
tω(V,W )} = lim

s→0

ϕ∗
t+sω(V,W )− ϕ∗

tω(V,W )

s

= lim
s→0

(ϕ∗
sω − ω)(dϕt(V ), dϕt(W ))

s
= (LXω)(dϕt(V ), dϕt(W ))

= 0.
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Thus we have shown the following result:

Theorem 2.2.3. The symplectomorphism group of a symplectic manifold is
infinite.

Suppose now that (M, g, J, ω) is a Kähler manifold and let f : M → M be a
symplectomorphism. Then, we can easily see that

df ∗Jdf = J, (2.2)

where df ∗ is the adjoint operator of df with respect to the metric g. Define the
bundle map E, given by

E = df(df ∗df)−1/2. (2.3)

Since for any x ∈M the differential dfx is an isomorphism, it follows that df ∗df
is a positive definite self-adjoint automorphism of TM and the square root of
df ∗df is well defined.

Lemma 2.2.4. Let f :M →M be a symplectic map. Then the following facts
hold:

(a) The map E :M →M is an isometry. Equivalently, E satisfies EE∗ = I .

(b) The map E : M → M is a symplectic isometry. Equivalently, E satisfies
E∗JE = J.

Proof. (a) We compute

EE∗ = df(df ∗df)−1/2(df(df ∗df)−1/2)∗

= df(df ∗df)−1/2(df ∗df)−1/2df ∗

= df(df ∗df)−1df ∗ = dfdf−1(df ∗)−1df ∗

= I.

(b) We will show at first that

(−J(df ∗df)−1/2J)2 = df ∗df.
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Indeed! Using the symplectic condition (2.2), we have that

(−J(df ∗df)−1/2J)2 = (J(df ∗df)−1/2J)(J(df ∗df)−1/2J
)

= J(df ∗df)−1/2J2(df ∗df)−1/2J

= −J(df ∗df)−1/2(df ∗df)−1/2J = −J(df ∗df)−1J

= −df ∗Jdf(df ∗df)−1df ∗Jdf = −df ∗J2df

= df ∗df.

Since both (df ∗df)1/2 and −J(df ∗df)−1/2J are positive definite, it follows that

−J(df ∗df)−1/2J = (df ∗df)1/2. (2.4)

Using (2.2) and (2.4), we obtain that

E∗JE = E−1JE = E−1(df ∗)−1J(df)−1E = (df ∗E)−1J(df)−1E

=
(
df ∗df(df ∗df)−1/2

)−1
J(df)−1df(df ∗df)−1/2

= (df ∗df)−1/2J(df ∗df)−1/2

= J(df ∗df)1/2(df ∗df)−1/2

= J.

Hence E is a symplectic isometry and this completes the proof. □

Let {α1, . . . , α2m} be an orthonormal basis of TxM that diagonalises df ∗df .
Then df ∗df is the positive definite and it has a matrix representation of the form

df ∗df =


λ21 0 . . . 0
0 λ22 . . . 0
...

... . . . ...
0 0 . . . λ22m


in terms of the singular values of dfx. Then

(df ∗df)(αi) = λ2iαi and (df ∗df)1/2(αi) = λiαi.

From the last identity we deduce that

αi = λi(df
∗df)−1/2(αi).

Therefore,
df(αi) = λidf(df

∗df)−1/2(αi) = λiE(αi).
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Consequently, df has a matrix representation of the form

df =


λ1 0 . . . 0
0 λ2 . . . 0
...

... . . . ...
0 0 . . . λ2m


with respect to the basis {α1, . . . , α2m} and {β1 = E(α1), . . . , β2m = E(α2m)}.
Lemma 2.2.5. The following formula holds

(λiλj − 1)g(Jαi, αj) = 0,

for any i, j ∈ {1, . . . , 2m}.

Proof. By the symplectic condition and Lemma 2.2.4, we have

g(Jαi, αj) = ω(αi, αj) = f ∗ω(αi, αj) = g(Jdf(αi), df(αj))

= λiλjg(JE(αi), E(αj)) = λiλjg(EJ(αi), E(αj))

= λiλjg(Jαi, αj).

This completes the proof. □

Lemma 2.2.6. Let f :M →M be a symplectomorphism, x an arbitrary point
inM and {α1, . . . , αm}, {β1, . . . , βm} orthonormal bases of the singular de-
composition of dfx. Then, the following facts hold:

(a) If λ is a singular value of df at x ∈M , then 1/λ is also a singular value.
Hence, the singular values can be split into pairs whose product is 1.

(b) If V (λ) denotes the eigenspace associated to the singular value λ, then

dimV (λ) = dimV (1/λ).

Moreover, the restriction of J on the eigenspace V (λ) gives rise to an
isometry between the eigenspaces V (λ) and V (1/λ).

(c) The tangent space TxM splits as the direct sum

TxM = V (1)m0 ⊕V (λ1)
m1 ⊕V (1/λ1)

m1 ⊕· · ·⊕V (λs)
ms ⊕V (1/λs)

ms ,

where the singular values are in ascending order and the superscripts
m0 ≥ 0 and mj > 0, j = {1, . . . , s}, denotes the dimension of each
corresponding eigenspace.
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(d) Let us rearrange the order of the vectors of the frame {α1, . . . , αm} to
become compatible with the decomposition given in part (c). Then, the
complex structure J has the following representation

J =


0 −1 . . . 0
1 0 . . . 0
...

... . . . ...
0 . . . 0 −1
0 . . . 1 0

 . (2.5)

Proof. (a) Let {α1, . . . , α2m} be the basis of the singular decomposition. Fix an
index i ∈ {1, . . . , 2m}. Then, since Jαi is a unit vector, there exists an index
j ∈ {1, . . . , 2m} such that

g(Jαi, αj) 6= 0.

By Lemma 2.2.5, it follows that λj = 1/λi.

(b) The statement is trivial if λ = 1. So let us suppose from now on that λ 6= 1.
Furthermore, assume that

dimV (λ) = k and dimV (1/λ) = l.

Let {αi1 , . . . , αik} be a frame that spans V (λ). Then,

λi1 = · · · = λik = λ.

We claim now that the vectors {Jαi1 , . . . , Jαik} are orthonormal and belong to
V (1/λ). Indeed! From Lemma 2.2.5, it follows that if λi and λj are singular
values such that λiλj 6= 1, then

g(Jαi, αj) = 0.

In other words, the vector Jαi is orthogonal to each singular vector corresponding
to a singular value not equal to 1/λi. But

TxM = V (1/λi)⊕ V,

where V is the orthogonal complement of V (1/λi). Because Jαi is orthogonal
to V , it follows that Jαi ∈ V (1/λi). Since J is an isometry, it follows that
{Jαi1 , . . . , Jαik} is an orthonormal basis. Therefore, we conclude that k ≤ l.
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We may apply the same argument to V (1/λ) as well. Namely, if {αj1 , . . . , αjl}
span V (1/λ), then the vectors {Jαj1 , . . . , Jαjl} are orthonormal and belong to
the eigenspace V (λ). This implies that k ≥ l. So we conclude that k = l and
that J : V (λ) → V (1/λ) is an isometry. Observe now that necessarily J maps
V (1) onto V (1).

The parts (c) and (d) of the lemma are immediate consequences of the above
observations.

This completes the proof. □

2.3 Holomorphic maps

Let (M, g, J) be a Kähler manifold of real dimension 2m. A map f : M → M
is called holomorphic if it satisfies

dfJ = Jdf. (2.6)

Let {α1, . . . , α2m} and {β1, . . . , β2m} be two orthonormal bases with respect to
g arising from the singular decomposition of df . Suppose that λi is a singular
value with corresponding eigendirections the vectors αi and βi. Then, from the
condition (2.6) we see that

df(Jαi) = Jdf(αi) = λiJβi.

Hence, we see that if αi and βi are eigendirections corresponding to the singular
value λi, then the vectors Jαi and Jβi are again eigenvectors corresponding to
the same singular value. As a conclusion we see that each eigenspace V (λj) has
even dimension 2mj and contains an orthonormal J-basis.

A holomorphic map f : M → M is called bi-holomorphic if it is 1-1 and its
inverse is also holomorphic. It is a well-known fact in Algebraic Geometry that
any biholomorphic map f : CPm−1 → CPm−1 can be written in the form

f

 z1...
zm

=

a11 · · · a1m
...

...
...

am1 · · · amm

 z1...
zm

 ,where aij ∈ C,

 z1...
zm

 ∈ CPm−1;

for more details we refer to [9, pp. 170-171].
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CHAPTER3
MEAN CURVATURE FLOW

In this chapter we introduce the notion of the mean curvature flow, following the
exposition in [35]. Let N be a Riemannian manifold. We say that a family of
immersions F : M × [0, T ) → N evolves by mean curvature flow (MCF for
short) with initial data the immersion F0 :M → N if it satisfies the initial value
problem {

dF(x,t)(∂t) = HF (x,t),

F (x, 0) = F0(x),
(MCF)

for any (x, t) ∈ M × [0, T ), where HF (x,t) denotes the mean curvature vector
of the immersion F (· , t) :M → N at the point F (x, t).

3.1 Existence of the flow

Writing the mean curvature flow in local coordinates one can see that we have to
deal with a degenerate system of parabolic equations. Therefore, the existence of
the mean curvature flow is not a simple consequence from the available classical
theorems of partial differential equations. Short-time existence and uniqueness of
the mean curvature flow was originally proven using results of Hamilton [13,14]
based on the Nash-Moser iteration method. However, it is possible to give a
shorter proof of the short time existence of the mean curvature flow adapting a
variant of the so called DeTurck’s trick [8] which was first used in Ricci flow;
for more details we refer to [4, 25, 38]. It is well-known that in general, long-
time existence of the mean curvature flow cannot be expected. For example, the
maximal time of existence of (MCF) in the euclidean space is always finite. On
the other hand, if the ambient space is a Riemannian manifold there are situations
where it is possible to get long-time existence and convergence of the flow.
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Let us collect the most important facts about the existence and the maximal time
of the existence of (MCF) in the following theorem.

Theorem 3.1.1. LetM be a compact manifold and F0 : M → N an immersion
into a complete Riemannian manifold N . Then, the following facts hold:

(a) The mean curvature flow with initial data the immersion F0 admits a
unique up to diffeomorphisms, smooth solution on a maximal time interval
[0, Tmax), where 0 < Tmax ≤ ∞.

(b) If the Riemannian metric of N is real analytic, then the mean curvature
flow is real analytic inM × (0, Tmax), i.e. the evolved submanifolds have
real analytic Riemannian metrics.

Let us mention here that part (b) of the above theorem follows from the standard
regularity theory of systems of quasilinear parabolic equations; see [19].

A powerful tool to study the behaviour of solutions of the flow is the maximum
principle. More specifically, in the analysis of singularities, a crucial step is to
obtain a priori, integral, or point-wise, estimates. Let us recall here, the parabolic
maximum principle for solutions of parabolic equations of second order; for the
proofs see for example [2, Chapter 7].

Theorem 3.1.2. Let {gt}t∈[0,T ) be a smooth family of Riemannian metrics on
a compact manifoldM and suppose that f ∈ C∞(M × [0, T )) is a solution
of the differential inequality

ft −∆gtf ≥ g(V,∇gtf) +Q(f, t),

where here ∇gt is the Levi-Civita connection associated with gt, ∆gt is the
Laplacian operator associated with gt, V is a bounded time-dependent vector
field andQ is continuous in time and locally Lipschitz in space. If φ : [0, T ) →
R is the solution of the associated ODE{

φ′(t) = Q(φ(t), t),

φ(0) = minM f(· , 0),

then
f(x, t) ≥ φ(t),

for every x ∈M and t in the definition domain of φ.
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An analogous result holds for the behaviour of maximum. More precisely, the
following result holds.

Theorem 3.1.3. Let {gt}t∈[0,T ) be a smooth family of Riemannian metrics on
a compact manifoldM and suppose that f ∈ C∞(M × [0, T )) is a solution
of the differential inequality

ft −∆gtf ≤ g(V,∇gtf) +Q(f, t),

where here ∇gt is the Levi-Civita connection associated with gt, ∆gt is the
Laplacian operator associated with gt, V is a bounded time-dependent vector
field andQ is continuous in time and locally Lipschitz in space. If θ : [0, T ) →
R is the solution of the associated ODE{

θ′(t) = Q(θ(t), t),

θ(0) = maxM f(· , 0),

then
f(x, t) ≤ θ(t),

for every x ∈M and t in the definition domain of θ.

In the next theorem, we give a characterisation of the maximal time of solutions
of the mean curvature flow.

Theorem 3.1.4. Let M be a compact manifold and F0 : M → N a smooth
immersion into a complete Riemannian manifold N . Then, the maximal time
Tmax of the solution of the mean curvature flow, with initial data the immersion
F0, is finite if and only if

lim supt→T

(
maxM×[0,t]|A|2

)
= ∞.

Equivalently, if F : M × [0, T ) → N is solution of the mean curvature flow
with initial data the immersion F0, and the second fundamental forms of the
evolved submanifolds are uniformly bounded in time, then there exist ε > 0
such that the flow smoothly extends in the interval [0, T + ε).

The characterisation of themaximal time of the solution has been done byHuisken
[15, 16] and is based on the parabolic maximum principle. The key observation
is that all higher derivatives ∇kA, k ∈ N, of the second fundamental tensor are
uniformly bounded, once A is uniformly bounded.
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3.2 Evolution equations

We will compute in this section the evolution equations of several important
quantities. In order to simplify the notation, we omit upper or lower indices on
connections and Laplacians which identify the corresponding bundles where they
are defined. Most of these computations can be found in [3, 26–29, 35, 41, 42].
We follow the index notation introduced in Subsection 1.4.

Lemma 3.2.1. Suppose that F : M × [0, T ) → N is a solution of the mean
curvature flow. Then, the following facts are true:

(a) The induced metrics g evolve in time under the equation(
∇∂tg

)
(X,Y ) = −2〈H,A(X,Y )〉 = −2AH(X,Y ).

(b) There exists a local smooth time-dependent tangent orthonormal frame
field and a local smooth time-dependent orthonormal frame field along
the normal bundle of the evolving submanifolds.

(c) The induced volume form dµ on (M, g) evolves according to the equation

∇∂tdµ = −|H|2dµ.

Moreover, the volumes Vol(M, gt) of the evolved submanifolds satisfy

∂tVol(M, gt) = −
∫

|H|2dµ.

Proof. (a) Let v1, . . . , vm be time-independent tangent vector fields. Keeping in
mind the notation introduced in Example 1.1.14, we have

∇∂tFi = ∇viFt + dF
(
[∂t, vi]

)
= ∇viH,

for any i ∈ {1, . . . ,m}. Therefore, for any i, j ∈ {1, . . . ,m}, we deduce that

(∇∂tg)ij = ∂t(g(vi, vj))− g(∇∂tvi, vj)− g(vi,∇∂tvj)

= ∂t〈Fi, Fj〉 = 〈∇viH,Fj〉+ 〈∇vjH,Fi〉
= −〈H,∇viFj〉 − 〈H,∇vjFi〉
= −2〈H,Aij〉.
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(b) The associated adjoint operator P : (TM, gt) → (TM, gt) of AH satisfies

AH(X,Y ) = gt(PX, Y ) = gt(X,PY ). (3.1)

Consider the family Ut : (TM, g0) → (TM, gt), given as the solution of{
∇∂tUt = P ◦ Ut,
U0 = I.

We claim thatU∗
t gt = g0. Indeed! Choose a local coordinate basis {∂1, . . . , ∂m}

around a point x0. Using the result in part (a) and that [∂t, ∂i] = 0, we have

∂t(U
∗
t gt(∂i, ∂j)) = ∂t(gt(Ut∂i, Ut∂j))

= (∇∂tgt)(Ut∂i, Ut∂j) + gt(∇∂tUt∂i, Ut∂j) + gt(Ut∂i,∇∂tUt∂j)

= −2AH(Ut∂i, Ut∂j) + gt((∇∂tUt)∂i, Ut∂j) + gt(Ut∂i, (∇∂tUt)∂j)

= −2AH(Ut∂i, Ut∂j) + gt(PUt∂i, Ut∂j) + gt(Ut∂i, PUt∂j).

From (3.1) we deduce that U∗
t gt = U0g0 = g0. Hence, if {e1(0), . . . , em(0)} is

orthonormal with respect to g0, then

{e1 = Ute1(0), . . . , em = Utem(0)}

is orthonormal with respect to gt. In fact,

∇∂tei = Pei =
∑
α,j

Hαhαijej. (3.2)

By taking the orthogonal complement of {e1, . . . , em}, we get a time-dependent
frame field on the normal bundles of the evolving submanifolds.

(c) Consider a time-dependent orthonormal frame field {e1, . . . , em} satisfying
(3.2) and denote by {ω1, . . . , ωm} the corresponding dual frame. Then,

∇∂tωi = −
∑
α

Hαhαi1ω1 − · · · −
∑
α

Hαhαimωm,

for any i ∈ {1, 2}. Hence,

∇∂tdµ = ∇∂t(ω1 ∧ · · · ∧ ωm) = −|H|2ω1 ∧ · · · ∧ ωm = −|H|2dµ.

By integrating we get

∂tVol(M, gt) = −
∫

|H|2dµ,

and this completes the proof. □
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Lemma 3.2.2. The time-derivative of the second fundamental form is given by(
∇⊥

∂tA
)α
ij
=
(
∇⊥2H

)α
ij
−
∑
k,β

Hβhβjkh
α
ik −

∑
β

HβR̃βijα,

where the indices are with respect to a local orthonormal frame.

Proof. Suppose that {e1, . . . , em; ξm+1, . . . , ξn} is a local adapted orthonormal
frame field around a fixed point (x0, t0). Recall that

∇∂t∂t = 0, ∇ei∂t = 0 and [∂t, ei] = ∇∂tei =
∑
j,β

Hβhβijej. (3.3)

In order to simplify the computations, wemay assume that the frame {e1, . . . , em}
is a normal frame at (x0, t0). Under these considerations, we have that at (x0, t0)

(∇∂tA)ij = ∇∂t∇eiFj −∇∂tdF (∇eiej)− A(∇∂tei, ej)− A(ei,∇∂tej)

= ∇ei∇∂tFj + R̃(H,Fi)Fj +∇∇∂t
eiFj

−dF
(
∇∂t∇eiej

)
− A(∇∂tei, ej)− A(ei,∇∂tej).

Hence,

(∇∂tA)ij = ∇ei

(
∇ejH + dF (∇∂tej)

)
+ R̃(H,Fi)Fj

+∇∇∂t
eiFj − dF

(
∇∂t∇eiej

)
− A(∇∂tei, ej)− A(ei,∇∂tej)

= ∇2
ei,ej

H + R̃(H,Fi)Fj +∇eidF (∇∂tej)

+∇∇∂t
eiFj − dF

(
∇∂t∇eiej

)
− A(∇∂tei, ej)− A(ei,∇∂tej)

and so

(∇∂tA)ij = ∇2
ei,ej

H + R̃(H,Fi)Fj − dF
(
R∇(∂t, ei)ej

)
,

where R∇ is the curvature operator of ∇ on T (M × (0, T )). Hence, at (x0, t0)
we have

(∇⊥
∂tA)ij =

∑
α

〈(∇⊥
∂tA)ij, ξα〉ξα =

∑
α

〈(∇∂tA)ij, ξα〉ξα

=
∑
α

〈∇ei∇ejH, ξα〉ξα −
∑
α,β

HβR̃βijαξα.
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On the other hand,

〈∇ei∇ejH, ξα〉 = 〈∇⊥
ei

(
∇⊥

ej
H +

∑
k

〈∇ejH,Fk〉Fk

)
, ξα〉

= (∇2⊥H)αij −
∑
k,β

Hβhβjkh
α
ik.

Combining the last two equalities we obtain the result. □
Lemma 3.2.3. The mean curvature H evolves in time under the equation

(∇⊥
∂tH)α = (∆⊥H)α −

∑
i,β

HβR̃βiiα +
∑
i,j,β

Hβhβijh
α
ij.

Moreover,

∂t|H|2 = ∆|H|2 − 2|∇⊥H|2 + 2|AH |2 − 2
∑
i,α,β

HαHβR̃αiiβ,

where the indices are with respect to a local orthonormal frame.

Proof. Let (x0, t0) ∈ M × (0, T ) and {e1, . . . , em; ξm+1, . . . , ξn} be a local
orthonormal frame field around of (x0, t0). From (3.3) and Lemma 3.2.2, we
have(

∇⊥
∂tH

)α
=
∑
i

(
∇⊥

∂tAii

)α
=
∑
i

(∇⊥
∂tA)

α
ii + 2

∑
i

Aα(∇∂tei, ei)

= (∆⊥H)α +
∑
i,β

HβR̃βiiα −
∑
i,j,β

Hβhβijh
α
ij + 2

∑
i,j,β

Hβhβijh
α
ij,

from where we deduce the evolution equation forH . Moreover

∂t|H|2 = ∂t〈H,H〉 = 2〈∇⊥
∂tH,H〉 = 2

∑
α

(∇⊥
∂tH)αHα

= 2
∑
α

(∆H)αHα − 2
∑
i,α,β

HαHβR̃αiiβ + 2
∑
i,j,α,β

HαHβhαijh
β
ij.

On the other hand∑
α

∆(Hα)2 = 2
∑
α

(∆H)αHα + 2
∑
α

|∇Hα|2.

Combining the last two identities we obtain the desired identity. □
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Lemma 3.2.4 (Simons’ formula). The Laplacian of the second fundamental
form satisfies the following equation(

∆⊥A)αij =
(
∇⊥2H

)α
ij
−
∑
k

(∇̃ekR̃)kijα −
∑
k

(∇̃eiR̃)kjkα

− 2
∑
k,β

hβikR̃kjβα − 2
∑
k,β

hβjkR̃kiβα + 2
∑
k,l

hαklR̃kijl

−
∑
k,β

hβijR̃kβkα +
∑
k,l

hαilR̃kjkl +
∑
k,l

hαjlR̃iklk −
∑
β

HβR̃βijα

+
∑
k,l,β

hαkl
(
hβkjh

β
il − hβijh

β
kl

)
+
∑
k,l,β

hαjl
(
hβkkh

β
il − hβikh

β
kl

)
+
∑
k,l,β

hβjk
(
hαklh

β
il − hαilh

β
kl

)
,

where the indices are with respect to a local orthonormal frame.

Proof. Since the formula is tensorial, all computations can be made at a fixed
point x0, where we may suppose that we have an orhonormal frame such that
∇ejei = 0. Consequently, at this point, we get

Aij = ∇ejdF (ei)− dF (∇ejei) = ∇ejdF (ei).

From the Codazzi equation (1.5), we have

(∇⊥
ek
A)ij = (∇⊥

ei
A)kj −

∑
α

R̃kijαξα.

Differentiating once more, we obtain

(∇⊥
ek
∇⊥

ek
A)ij = ∇⊥

ek

(
(∇⊥

ek
A)ij

)
= ∇⊥

ek

(
∇⊥

ei
Akj − A(∇eiek, ej)− A(ek,∇eiej)

)
−
∑
α

ek
(
R̃kijα

)
ξα −

∑
α

R̃kijα∇⊥
ek
ξα.

Note that

∇⊥
ek
∇⊥

ei
Akj =

∑
α

hαkjR̃
⊥(ek, ei)ξα +∇⊥

ei
∇⊥

ek
Akj.
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Denote by

ωij(X) = 〈∇Xei, ej〉 and ωαβ(X) = 〈∇Xξα, ξβ〉

the connection forms. By Weingarten’s Formula, we have

∇̃ekξα = −
∑
l

hαklel +
∑
β

ωαβ(ek)ξβ. (3.4)

Using equation (3.4), we compute∑
α

R̃
(
ek, ei, ej, ∇̃ekξα

)
ξα = −

∑
α,l

hαklR̃kijlξα +
∑
α

R̃
(
ek, ei, ej,∇⊥

ek
ξα
)
ξα.

Observe that ∑
α

R̃
(
ek, ei, ej,∇⊥

ek
ξα
)
ξα = −

∑
α

R̃kijα∇⊥
ek
ξα.

Therefore,

(∇⊥
ek
∇⊥

ek
A)ij = R̃⊥(ek, ei)Akj +∇⊥

ei
∇⊥

ek
Akj − A(∇ek∇eiek, ej)

−A(ek,∇ek∇eiej)−
∑

α
(∇̃ekR̃)kijαξα −

∑
α,β
hβkkR̃βijαξα

−
∑

α,β
hβkiR̃kβjαξα −

∑
α,β
hβkjR̃kiβαξα

+
∑

l,α
hαklR̃kijlξα. (3.5)

Using again the Codazzi equation (1.5), we get that

∇⊥
ei
∇⊥

ek
Akj = ∇⊥

ei

(
(∇⊥

ek
A)kj

)
+∇⊥

ei

(
A(∇ekej, ek) + A(ej,∇ekek)

)
= ∇⊥

ei
∇⊥

ej
Akk − 2A(∇ei∇ejek, ek)−

∑
α
(∇̃eiR̃)kjkαξα

−
∑

α,β
hβkiR̃βjkαξα −

∑
α,β
hβijR̃kβkαξα −

∑
α,β
hβikR̃kjβαξα

+
∑

l,α
hαilR̃kjkαξα + A(∇ei∇ekej, ek)

+A(ej,∇ei∇ekek). (3.6)

From Ricci equation (1.6), we have∑
α

hαkjR̃
⊥
kiα = −

∑
α,β

hβkjR̃kiβαξα +
∑
l,α

hαkjh
α
ilAkl −

∑
l,α

hαkjh
α
klAil. (3.7)
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Plugging (3.6) and (3.7) into (3.5), we deduce

(∇⊥
ek
∇⊥

ek
A)ij = ∇⊥

ei
∇⊥

ej
Akk − 2A(∇ei∇ejek, ek) + A(R̃ikk, ej) + A(R̃ikj , ek)

−2
∑
α,β

hβkjR̃kiβαξα +
∑
l,α

hαkjh
α
ilAkl −

∑
l,α

hαkjh
α
klAil

−
∑
α

(∇̃ekR̃)kijαξα −
∑
α,β

hβkkR̃βijαξα −
∑
α,β

hβkiR̃kβjαξα

+
∑
l,α

hαklR̃kijlξα −
∑
α

(∇̃eiR̃)kjkαξα −
∑
α,β

hβkiR̃βjkαξα

−
∑
α,β

hβijR̃kβkαξα −
∑
α,β

hβikR̃kjβαξα +
∑
l,α

hαilR̃kjklξα.

Differentiating and estimating at the point x0, we have

∇ei∇ejek =
∑
l

eiωkl(ej)el.

Therefore,∑
k

A(∇ei∇ejek, ek) =
∑
k>l

eiωkl(ej)Akl +
∑
k<l

eiωkl(ej)Akl = 0.

Taking a trace and using the Gauss equation (1.4), we get

(∆⊥A)ij =
∑
k

∇⊥
ei
∇⊥

ej
H −

∑
k,α

(∇̃ekR̃)kijαξα −
∑
k,α

(∇̃eiR̃)kjkαξα

−
∑
k,α,β

hβkiR̃βjkαξα −
∑
k,α,β

hβijR̃kβkαξα −
∑
k,α,β

hβikR̃kjβαξα

−
∑
α,β

HβR̃βijαξα −
∑
k,α,β

hβikR̃kβjαξα − 2
∑
k,α,β

hβkjR̃kiβαξα

+
∑
k,l,α

hαilR̃kjklξα +
∑
k,l,α

hαklR̃kijlξα −
∑
k,l,α

hαljR̃ikklξα

−
∑
k,l,α,β

hαljh
β
ikh

β
klξα +

∑
k,l,α,β

hαljH
βhβilξα −

∑
k,l,α

hαlkR̃ikjlξα

−
∑
k,l,α,β

hαlkh
β
ijh

β
klξα +

∑
k,l,α,β

hαlkh
β
kjh

β
ilξα +

∑
k,l,α,β

hβkjh
β
ilh

α
klξα

−
∑
k,l,α,β

hβkjh
β
klh

α
ilξα.
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From the 1st Bianchi identity it follows that∑
k,α,β

hβkiR̃βjkαξα +
∑
k,α,β

hβkiR̃kβjαξα =
∑
k,α,β

hβkiR̃kjβαξα.

Now, we deduce that(
∆⊥A)αij =

(
∇⊥2H

)α
ij
−
∑
k

(∇̃ekR̃)kijα −
∑
k

(∇̃eiR̃)kjkα

−2
∑
k,β

hβikR̃kjβα − 2
∑
k,β

hβjkR̃kiβα + 2
∑
k,l

hαklR̃kijl

−
∑
k,β

hβijR̃kβkα +
∑
k,l

hαilR̃kjkl +
∑
k,l

hαjlR̃iklk −
∑
β

HβR̃βijα

+
∑
k,l,β

hαkl
(
hβkjh

β
il − hβijh

β
kl

)
+
∑
k,l,β

hαjl
(
hβkkh

β
il − hβikh

β
kl

)
+
∑
k,l,β

hβjk
(
hαklh

β
il − hαilh

β
kl

)
.

This completes the proof. □

Lemma 3.2.5. The second fundamental form evolves in time under the equa-
tion

(∇⊥
∂tA −∆⊥A)αij =

∑
k

(∇̃ekR̃)kijα +
∑
k

(∇̃eiR̃)kjkα

+2
∑
k,β

hβikR̃kjβα + 2
∑
k,β

hβjkR̃kiβα − 2
∑
k,l

hαklR̃kijl

+
∑
k,β

hβijR̃kβkα −
∑
k,l

hαilR̃kjkl −
∑
k,l

hαjlR̃kikl

−
∑
k,l,β

hαkl
(
hβkjh

β
il − hβijh

β
kl

)
−
∑
k,l,β

hαjl
(
hβkkh

β
il − hβikh

β
kl

)
−
∑
k,l,β

hβjk
(
hαklh

β
il − hαilh

β
kl

)
−
∑
k,β

Hβhβjkh
α
ik,

where the indices are with respect to a local orthonormal frame.

Proof. The result is a direct consequense of Lemma 3.2.2 and Lemma 3.2.4. □
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3.3 Evolution equations of parallel forms

Let F :M × [0, T ) → N be a solution of the mean curvature flow and suppose
that Φ is a parallel k-tensor on N . Then, the pullback via F of Φ gives rise to
a time-dependent k-form on M . As we will see in the next section, interesting
situations occurs when N is a Kähler manifold and we consider as Φ the Kähler
form of N , or when N is the Riemannian product N1 × N2 and we consider
the volume forms Ω1 and Ω2 of the manifolds N1 and N2, respectively. These
evolution equations will be used extensively to examine if the mean curvature
flow preserves the Lagrangian or the graphical condition of initial data.

Lemma 3.3.1. The covariant derivative of the tensor S = F ∗Φ is given by

(∇esS)i1...ik =
∑
α

(
hαsi1Φαi2...ik + · · ·+ hαsikΦi1...ik−1α

)
,

for any adapted local orthonormal frame field {e1, . . . , em; ξm+1, . . . , ξn} along
the submanifold.

Proof. By a direct computation, we get that

(∇esS)i1...ik = esΦ(Fi1 , Fi2 , . . . , Fik)

= Φ(∇esFi1 , Fi2 , . . . , Fik) + · · ·+ Φ(Fi1 , Fi2 , . . . ,∇esFik)

= Φ(Asi1 , Fi2 , . . . , Fik) + · · ·+ Φ(Fi1 , Fi2 , . . . , Asik).

Since, for any i, j we have that

Aij =
∑
α,i,j

hαijξα,

we obtain that

(∇esS)i1...ik =
∑
α

(
hαsi1Φαi2...ik + · · ·+ hαsikΦi1...ik−1α

)
.

This completes the proof. □

By a direct computation we can derive the expression for the Laplacian of the
pullback of a parallel k-tensor on N .
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Lemma 3.3.2. The Laplacian of the k-tensor S = F ∗Φ is given by

(∆S)i1...ik =
∑
α

(∇⊥
ei1
H)αΦαi2...ik + · · ·+

∑
α

(∇⊥
eik
H)αΦi1...ik−1α

+2
∑
s,α,β

hαsi1h
β
si2
Φαβi3...ik + · · ·+ 2

∑
s,α,β

hαsik−1
hβsikΦi1...αβ

−
∑
s,l,α

(
hαsi1h

α
slΦli2...ik + · · ·+ hαsikh

α
slΦi1...ik−1l

)
−
∑
s,α

(
R̃sαsi1Φαi2...ik + · · ·+ R̃sαsikΦi1...ik−1α

)
,

for any adapted orthonormal frame field {e1, . . . , em; ξm+1, . . . , ξn}.

Proof. Let {e1, . . . , em; ξm+1, . . . , ξn} be an adapted orthonormal frame which
is normal at the point (x0, t0). We compute,

(∇es∇esS)i1...ik = es
{
Φ(Asi1 , Fi2 , . . . , Fik) + · · ·+ Φ(Fi1 , Fi2 , . . . , Akik)

}
= Φ((∇esA)si1 , Fi2 , . . . , Fik) + · · ·+ Φ(Fi1 , Fi2 , . . . , (∇esA)sik)

+2Φ(Asi1 , Asi2 , Fi3 , . . . , Fik) + · · ·+ 2Φ(Fi1 , Fi2 , . . . , Asik−1
, Asik).

Making use of the Codazzi equation we obtain that

(∇esA)si = (∇⊥
esA)si + 〈∇esAsi, Fl〉Fl = (∇⊥

esA)is − 〈Asi,∇esFl〉Fl

= (∇⊥
ei
A)ss − R̃sαsiξα − hαsih

α
slFl.

Combining the last two identities we get the result. □
Lemma 3.3.3. Suppose that F : M × [0, T ) → N is a solution of the mean
curvature flow and let Φ be a parallel m-tensor on N . Then, ϕ = ∗(F ∗Φ),
where ∗ is the Hodge star operator with respect to the induced Riemannian
metric g, evolves in time under the equation

∂tϕ−∆ϕ = −2
∑
k,α,β

hαk1h
β
k2Φαβ3...m − · · · − 2

∑
k,α,β

hαkm−1h
β
kmΦ1...αβ

+
∑
k,l,α

(
hαk1h

α
klΦl2...m + · · ·+ hαkmh

α
klΦ1...(m−1)l

)
+
∑
k,α

(
R̃kαk1Φα2...m + · · ·+ R̃kαkmΦ1...(m−1)α

)
,

for any adapted orthonormal frame field {e1, . . . , em; ξm+1, . . . , ξn}.
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Proof. Let us make our computations again, with respect to a time-dependent
orthonormal frame field as in Lemma 3.2.1. We compute,

∂tu = ∂t(F
∗Φ)1...m

= Φ(∇∂tF1, . . . , Fm) + · · ·+ Φ(F1, . . . ,∇∂tFm).

Taking into account the formulas (3.3), we have

∇∂tFi = ∇eidF (∂t) + dF (∇∂tei)

= ∇eiH +
∑
k,β

HβhβikFk,

from where we see that
∇∂tFi = ∇⊥

ei
H,

for any i ∈ {1, . . . ,m}. Hence, putting everything together, we deduce that

∂tu = Φ
(
∇⊥

e1
H, . . . , Fm

)
+ · · ·+ Φ

(
F1, . . . ,∇⊥

emH
)
.

Combining with Lemma 3.3.2 we obtain the result. □

Lemma 3.3.4. Suppose that F : M × [0, T ) → N is a solution of the mean
curvature flow and let Ω be a parallelm-form on N . Then,

u = ∗(F ∗Ω),

where ∗ is the Hodge star operator with respect to the induced Riemannian
metric g, evolves in time under the equation

ut = ∆u+ u|A|2

−
∑
α,β,k

(
2hα1kh

β
2kΩαβ3...m + · · ·+ 2hα(m−1)kh

β
mkΩ1...(m−2)αβ

)
−
∑
α,k

(
Ωα2...mR̃αkk1 + · · ·+ Ω1...(n−1)αR̃αkkm

)
,

for any adapted orthonormal frame field {e1, . . . , em; ξm+1, . . . , ξn} along the
evolved submanifolds.
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3.4 Formation of singularities

LetF :M×[0, T ) → N be a solution of the (MCF) and assume that a singularity
is formed in finite time. By Nash’s Theorem, there exists an isometric embedding
i : N → RN into a euclidean space. Consider F = i ◦ F :M × [0, T ) → RN .
We denote by A andH the second fundamental form and the mean curvature of
the immersions {F (· , t)}t∈[0,T ), and by AN the second fundamental form of the
Nash isometric embedding. Then

A(X,Y ) = AN(dF (X), dF (Y )) + di(A(X,Y )),

for anyX,Y ∈ X(M). Consequently,

H − di(H) = traceg(AN) = −V.

where g is the induced by F (time-dependent) metric onM . Observe that V is a
bounded lower order term and F evolves under

dF (∂t) = di(H) = H + V. (MMCF)

A solution of the form (MMCF), whereV is a bounded lower-order term, is called
solution of the mean curvature flow with bounded additional force.

To investigate the singularity formation along the mean curvature flow, let us
introduce two important notions: the density, and the parabolic dilation.

3.4.1. Gaussian densities. Let us start by giving the definition of the density.

Definition 3.4.1. Let F :M × [0, t0) → N ↪→ RN be a solution of the (MCF)
whereM is compact and t0 <∞ is the maximal time of existence of the flow.

(a) For every point (y, t) ∈ RN × (R− {t0}) the function

ρ(y0,t0)(y, t) =
1

4π(t0 − t)
m
2

e
−|y−y0|

2

4(t0−t)

is called the backward heat kernel of Rm at (y0, t0) ∈ RN × R.

(b) The function Θy0 : [0, t0) → R given by

Θy0(t) =

∫
ρ(y0,t0)(F, t)dµ

is called the density function.
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The following result is essentially due to Huisken [16] and is known asHuisken’s
monotonicity formula.

Theorem 3.4.2. LetM be a compactm-dimensional smooth manifold and let
F :M × [0, T ) → RN be a solution of (MMCF). Then

d

dt

∫
Mt

ρ(y0,t0)(F, t)dµ ≤ C −
∫
Mt

∣∣∣H +
F⊥

2(t0 − t)
+
V

2

∣∣∣2ρ(y0,t0)(F, t)dµ,
where C is a time-independent constant, dµ denotes the volume element of
the evolved submanifold Mt ⊂ RN and F⊥ is the normal component of the
position vector F .

Proof. Without loss of generality we assume that y0 is the origin of RN . For
simplicity let us introduce the function

ρ(x, t) = ρ(y0,t0)(F (x, t), t) =
1

4π(t0 − t)
m
2

e
−|F (x,t)|2
4(t0−t) .

By straightforward computation, we have

dρ

dt
= ρ

(
m

2(t0 − t)
− |F |2

4(t0 − t)2
− 〈F,H + V 〉

2(t0 − t)

)
. (3.8)

We will compute now the Laplacian of ρ. Let D be the Levi-Civita on RN and
{e1, . . . , em} be a local tangent frame which is normal at a fixed point x ∈ M .
At x we have

ei(ρ) = − ρ

2(t0 − t)
〈F, Fi〉,

and

eiei(ρ) = − ei(ρ)

2(t0 − t)
〈F, Fi〉 −

ρ

2(t0 − t)

(
〈Fi, Fi〉+ 〈F,DeiFi〉

)
=

ρ

4(t0 − t)2
〈F, Fi〉2 −

ρ

2(t0 − t)

(
1 + 〈F,Aii〉

)
.

Summing over i, we obtain that

∆ρ = ρ

(
|F⊤|2

4(t0 − t)2
− m

2(t0 − t)
− 〈F,H〉

2(t0 − t)

)
. (3.9)
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By (3.8) and (3.9) we deduce that

dρ

dt
+∆ρ = −ρ

(
|F⊥|2

4(t0 − t)2
+

〈F⊥, H〉
t0 − t

+
〈F⊥, V 〉
2(t0 − t)

)
. (3.10)

Following the same steps as in the proof of Lemma 3.2.1(c), we can show

d(dµ)

dt
= −〈H,H + V 〉dµ. (3.11)

Integrating, and using the formulas (3.10) and (3.11), we get

d

dt

∫
ρ dµ =

∫ (dρ
dt

− 〈H,H + V 〉ρ
)
dµ

=

∫ (
|V |2

4
− 〈F⊥, V 〉

4(t0 − t)

)
ρ dµ−

∫ ∣∣∣ F⊥

2(t0 − t)
+H +

V

2

∣∣∣2ρ dµ.
Because (t0− t)−1ρ is uniformly bounded as t→ t0, we deduce that there exists
a time-independent constant C such that

d

dt

∫
ρ dµ ≤ C −

∫ ∣∣∣ F⊥

2(t0 − t)
+H +

V

2

∣∣∣2ρ dµ.
This completes the proof. □

Corollary 3.4.3. Let F be a solution of the (MMCF) as in Theorem 3.4.2. Then

limt→t0

∫
ρ(y0,t0)(F, t)dµ <∞.

Hence, the density function has a limit as we are approaching the maximal
time of existence.

From the result of Corollary 3.4.3 we are led to the following definition.

Definition 3.4.4. Let F be a solution of the (MMCF) as in Theorem 3.4.2. Then
the number

Θ(y0, t0) = limt→t0

∫
ρ(y0,t0)dµ <∞,

is called density at the point (y0, t0).
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3.4.2. Parabolic rescalings. Now we will introduce a scaling method to model
the formed singularities.

Definition 3.4.5. Let F :M × [0, t0) → N ↪→ RN be a solution of the (MCF)
defined in a maximal time interval [0, t0) and y0 ∈ RN . Then:

(a) The point y0 is called a singular or a blow-up point of the flow, if there
exist x ∈M such that

limt→t0F (x, t) = y0 and lim supt→t0
|A(x, t)| = ∞.

In this case, a sequence {(xi, ti)}i∈N is called blow-up sequence if

(xi, ti) → (x, t0), F (xi, ti) → y0 and |A|(xi, ti) = maxM×[0,ti]|A| → ∞.

(b) The point y0 is called a regular point of (MCF), if there is x ∈ M such
that

limt→t0F (x, t) = y0 and lim supt→t0
|A(x, t)| <∞.

(c) We say that a singular point y0 is a Type-I singularity if there exists a
blow-up sequence such that

|A|2(xi, ti) ≤
C

t0 − ti

for some constant C. Otherwise, we say that y0 is a Type-II singularity.

So if y0 is a singular point then for t→ t0 a singularity of Type-I or Type-II will
form at y0 ∈ N (and perhaps at other points as well).

Definition 3.4.6. Let F :M × [0, t0) → N ↪→ RN be a solution of the (MCF)
defined in a maximal time interval [0, t0).

(a) The image M of the map F × I :M × [0, t0) → N × R given by

(F × I)(x, t) = (F (x, t), t)

is called the space-time track of the flow. SinceN is isometrically embed-
ded into RN we can regard M as subspace of RN × R.

(b) The map Dν : RN × R → RN × R, ν > 0 given by

Dν(y, t) =
(
ν(y − y0), ν

2(t− t0)
)

is called parabolic dilation of scale ν at (y0, t0).
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The following general theorem is well-known and shows how one can analyse
forming singularities of the MCF by parabolic dilations around points where the
norm of the second fundamental form attains its maximum; for details see [16].

Theorem 3.4.7. Let F : M × [0, t0) → N ↪→ RN be a solution of the (MCF)
defined in a maximal time interval [0, t0) and y0 a singular point of the flow.
For ν > 0, consider the immersion F ν :M × [−ν−2t0, 0) → RN given by

F ν(x, s) = ν
(
F (x, t0 + ν−2s)− y0

)
. (3.12)

Hence,
M ν

s = ν
(
Mt0+ν−2s − y0

)
⊂ RN , s ∈ [−ν2t0, 0),

whereM ν
s are the scaled submanifolds. Then the following facts hold:

(a) If {e1, . . . , em} is a local tangent orthonormal frame alongMt0+ν−2s, then
{eν1 = ν−1e1, . . . , e

ν
m = ν−1em} is a local tangent orthonormal frame

alongM ν
s . Moreover, the volume form dµν

s , the second fundamental form
Aν and the mean curvature Hν ofM ν

s are given by the formulas:

• dµν
s = νmdµ,

• Aν
(x,s) = (A+ AN)(x,t0+ν−2s),

• Hν
(x,s) = ν−1(H − V )(x,t0+ν−2s),

• |Aν |2(x, s) = ν−2|A+ AN |2(x, t0 + ν−2s),

whereAN stands for the second fundamental form of the Nash’s isometric
embedding N ↪→ RN and

V =
∑
i

AN(e
ν
i , e

ν
i ).

(b) The family {M ν
s }s∈[−ν−2t0,0) evolves by amean curvature flowwith bounded

additional force. More precisely,

dF ν
(x,s)(∂s) = Hν

(x,s) + ν−1V(x,t0+ν−1s).

(c) If the point y0 is a Type-I singularity, then for fixed s ≤ 0, the sequence
{M ν

s }i∈N converge subsequentially and smoothly to a submanifoldM∞
s ⊂

RN as ν → ∞. Additionally, {M∞
s }s∈(−∞,0] evolves by the standardmean

curvature flow.
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From Theorem 3.4.7, we immediately see that the following result holds.

Theorem 3.4.8. Let F : M × [0, t0) → N ↪→ RN be a solution of the (MCF)
defined in a maximal time interval [0, t0) and y0 a singular point of the flow.
Then the density function is invariant under parabolic dilations of the form
(3.12). That is ∫

Mt

ρ(y0,t0)(F, t)dµt =

∫
Mν

s

ρ(0,0)(F
ν , s)dµν

s ,

where dµν
s is the volume form ofM ν

s .

Let us emphasise here that if in the above Theorem 3.4.7 the point y0 is a Type-II
singularity of the flow, then the sequence {M ν

s }ν>0 of the parabolic rescalings
converge to a limiting flow but in a weak sense. That being said the limiting
object is no longer smooth. To overcome this problem, the trick is to take a
blow-up sequence of space-time points {(xi, ti)}i∈N and then perform appropri-
ate parabolic rescalings with factors νi = |A|(xi, ti). More precisely, we have
the following result:

Theorem 3.4.9. Let Mt ⊂ N ↪→ RN , 0 ≤ t < t0, be a family evolving by
(MCF) and suppose that y0 is a singular point of Type-II. Let {ti}i∈N be a
sequence of times in [0, t0 − 1/i] and points {xi}i∈N ⊂Mt such that xi → y0
and

(t0 − 1/i− ti)|A|2(xi, ti) = max
M×[0,t0−1/i]

(
(t0 − 1/i− t)|A|2(x, t)

)
.

Furthermore, set

νi = |A|(xi, ti), ai = −ν2i ti and bi = ν2i (t0 − 1/i− ti)

and form the rescalings

M i
s = νi

(
Mti+ν−2

i s − xi
)
, s ∈ [ai, bi]. (3.13)

Then the following facts hold:

(a) We have that ti → t0, νi → ∞, ai → −∞ and bi → ∞. Moreover, the
second fundamental form at time ti is maximised at xi.

(b) We can choose a subsequence of {(xi, ti)}i∈N, which for simplicity we
denote with the same symbol, such that
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• xi → y0.

• |A|(xi, ti) → ∞ monotonically.
• |A|(xi, ti)(t0 − 1/i− ti) → ∞.

Then the rescalings (3.13) will converge locally smoothly to a limiting mean
curvature flow {M∞

s }s∈(−∞,∞) ⊂ RN .

3.4.3. White’s regularity theorem. A deep theorem of Allard [1, 33] provides a
criterion for whether a point on a stationary integral varifold V ⊂ Rn is regular.
Let Br(p) ⊂ Rn the ball of radius r centered at ta point p and ωm the area of the
unit ball in Rn. Roughly speaking, according to Allard’s Theorem, if the density

ϑ(V , p) = lim
r→0

Vol(V ∩ Br(p))

ωnrn
,

at a point p ∈ V is sufficiently close to 1, then V is regular near p. White’s
Regularity Theorem [44] essentially says that theGaussian density plays the same
role also in the mean curvature flow. More precisely, the following result hold.

Theorem 3.4.10. Let F :M × [0, t0) → RN be a solution of the (MMCF) and
(y0, t0) be a point in the space-track of the flow. If

Θ(y0, t0) = limt→t0

∫
ρ(y0,t0)(F, t)dµ ≤ 1,

then y0 is a regular point of the flow.
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CHAPTER4
LAGRANGIAN MEAN CURVATURE FLOW

In this chapter, we will introduce the central object of our study: the Lagrangian
mean curvature flow, which will be abbreviated by LMCF. The name LMCF
is given because of a beautiful result proved by Smoczyk in [36], according to
which compact Lagrangian submanifolds in a Kähler-Einstein manifold remain
Lagrangian under the evolution by MCF. This phenomenon is very surprising
because the MCF is a concept of Riemannian submanifold geometry, rather than
one of symplectic geometry. Since Chapter 5 of this thesis is concerned with the
evolution of symplectomorphisms by LMCF, we will present a detailed proof of
Smoczyk’s theorem.

4.1 Lagrangian submanifolds

Let F : M → N be an isometric immersion of an m-dimensional Riemannian
manifold into an 2m-dimensional Kähler manifold with complex structure J and
corresponding Kähler form ω. We say that F is Lagrangian if F ∗ω = 0 or,
equivalently, if

ω(dF (X), dF (Y )) = 〈JdF (X), dF (Y )〉 = 0,

for everyX,Y ∈ X(M). Note that ifF :M → N is a Lagrangian submanifold,
then the complex structure of the ambient space maps the tangent bundle of F
onto the normal bundle. Hence, we may associate to the map F the trilinear form
C : X(M)× X(M)× X(M) → C∞(M), given by

C(X,Y, Z) = 〈A(X,Y ), JdF (Z)〉,

where A is the second fundamental form of F . The trilinear form C is called the
fundamental cubic of the Lagrangian submanifold.
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Lemma 4.1.1. The fundamental cubic C of a Lagrangian submanifold is fully
symmetric. If, in addition, the Lagrangian is minimal, then C is traceless.

Proof. By the definition of the second fundamental form, C is symmetric in the
first two indices. Moreover

C(X,Y, Z) = 〈A(X,Y ), JdF (Z)〉 = 〈∇Y dF (X), JdF (Z)〉
= 〈dF (X),−∇Y JdF (Z)〉 = 〈dF (X),−J∇Y dF (Z)〉
= 〈JdF (X),∇Y dF (Z)〉 = 〈JdF (X), A(Y, Z)〉
= C(Z, Y,X),

for anyX,Y, Z ∈ X(M). This completes the proof. □

Lemma 4.1.2. The fundamental cubic C satisfies the identity

(∇XC)(Y, Z,W ) = (∇YC)(X,Z,W )

−R̃(dF (X), dF (Y ), dF (Z), JdF (W )),

for any X,Y, Z,W ∈ X(M), where R̃ is the curvature tensor on N .

Proof. Without loss of generality, we may assume that {X,Y, Z} is part of the
normal frame at a fixed point x ∈ M . Differentiating and estimating at x, we
have

(∇XC)(Y, Z,W ) = XC(Y, Z,W )

= X〈A(Y, Z), JdF (W )〉
= 〈∇⊥

XA(Y, Z), JdF (W )〉+ 〈A(Y, Z),∇XJdF (W )〉
= 〈(∇⊥

XA)(Y, Z), JdF (W )〉.

By Codazzi equation we deduce

(∇XC)(Y, Z,W ) − (∇YC)(Y, Z,W )

= 〈(∇⊥
XA)(Y, Z)− (∇⊥

YA)(X,Z), JdF (W )〉
= −R̃(dF (X), dF (Y ), dF (Z), JdF (W )).

This completes the proof. □
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4.2 Lagrangian MCF

In this section, we prove the result of Smoczyk [36] about the preservation of the
Lagrangian property under the mean curvature flow. Before stating and proving
the result let us introduce a definition and two important tensors.
Definition 4.2.1. A submanifold F :M → N of a Kähler manifoldN is called
totally real if

J(dF (TxM)) ∩ dF (TxM) = {0},
for any x ∈M .

For example, every Lagrangian submanifold of N is totally real. Consider the
bundle morphismsK : TM → NM andΠ : TM → TM given by

K(X) = (JdF (X))⊥ and Π(X) = (JdF (X))⊤.

In a totally real submanifold, both these tensors are isomorphisms. Suppose now
that {e1, . . . , em; ξm+1, . . . , ξ2m} is a local adapted orthonormal frame along the
submanifold. Then,

K(Fi) =
∑
α

〈JFi, ξα〉ξα =
∑
α

ωiαξα (4.1)

and
Π(Fi) =

∑
j

〈JFi, Fj〉Fj =
∑
j

ωijFj. (4.2)

Moreover, for any i ∈ {1, . . . ,m}, we have

1 = |JFi|2 = |Π(Fi)|2 + |K(Fi)|2 =
∑
j

ω2
ij + |K(Fi)|2.

Setting
ai = |Π(Fi)|2 =

∑
j

ω2
ij,

it follows that
|K(Fi)| =

1√
1− ai

,

for any i ∈ {1, . . . ,m}. Additionally, the set of vectors{
F1, . . . , Fm;

K(F1)√
1− a1

, . . . ,
K(Fm)√
1− am

}
(4.3)

forms a local orthonormal frame on the normal bundle NM .
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Theorem 4.2.2 (Smoczyk). LetN be a complete Kähler-Einstein manifold and
F0 :M → N a Lagrangian immersion, whereM is a compact manifold. Then
the mean curvature flow with initial data the immersion F0 will preserve the
Lagrangian condition.

Proof. LetF ∗ω be the pull-back viaF onM of the Kähler form ω ofN . Without
loss of generality we may work locally along the images

Mt = F (· , t)(M), t ∈ [0, T ),

and regard S as the restriction of ω onMt. Define the function

f = 1
2
|F ∗ω|2.

The goal is to show that satisfies a differential inequality of the form

∂tf −∆f ≤ Cf,

so that we may apply the maximum principle.

Step 1: We compute the evolution equation of the function f . Let

{e1, . . . , em; ξm+1, . . . , ξ2m}

be a local adapted frame along the evolved submanifolds. Following the index
notation introduced in Subsection 1.4 we denote the components of ω by

ωij = ω(Fi, Fj), ωαj = ω(ξα, Fj) and ωαβ = ω(ξα, ξβ).

Then, with respect to such a frame, the function f can be written in the form

f = 1
2
ω2
ij.

According to Lemma 3.3.2 and keeping inmind the fact thatω is skew-symmetric,
we obtain that

∆f ≥ 2
∑
α,i,j

ωijωαj(∇⊥
ei
H)α − 2

∑
α,i,j,k

ωij

(
ωαjR̃kikα + ωiαR̃kjkα

)
+2

∑
α,β,i,j,k

ωijωαβh
α
kih

β
kj − 2

∑
α,i,j,k,l

ωijωljh
α
kih

α
kl.

On the other hand, proceeding as in Lemma 3.3.3, we can show that

∂tf =
∑
i,j

ωij∂t(ωij) = 2
∑
i,j

ωijωαj(∇eiH)α.
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Consequently,

∂tf −∆f ≤ 2
∑

α,i,j,k,l

ωijωljh
α
kih

α
kl − 2

∑
α,β,i,j,k

ωijωαβh
α
kih

β
kj

+2
∑
α,i,j,k

ωij

(
ωαjR̃kikα + ωiαR̃kjkα

)
. (4.4)

Step 2: Now we estimate the first two terms of (4.4). Let Tmax be the maxi-
mal time of solution of the mean curvature flow. Since our initial submanifold
is Lagrangian, there exists 0 < T < Tmax so that the evolving submanifolds
{Mt}t∈[0,T ) are totally real, i.e.

J(TxMt) ∩ TxMt = {0},

for any x ∈ Mt. This means that for any time t ∈ [0, T ] the bundle morphisms
K : TMt → NMt andΠ : TMt → TMt given by

K(X) = (JX)⊥ and Π(X) = (JX)⊤

are isomorphisms. Hence, for fixed normal vectors ξ and η alongMt, there are
tangent vectors v and w such that

ξ = K(v) = (Jv)⊥ and η = K(w) = (Jw)⊥.

Observe that

ω(ξ, η) = ω(Jv −Π(v), Jw −Π(w))

= ω(Jv, Jw)− ω(Π(v), Jw)− ω(Jv,Π(w)) + ω(Π(v), Π(w))

= ω(v, w)− 〈Jv, w〉+ 〈v, Jw〉+ ω(Π(v), Π(w))

= ω(Π(v), Π(w))− ω(v, w).

This means that the quantity ω|NMt depends on values of the form ω|TMt . There-
fore, there exists a constant C1 such that

2
∑

α,i,j,k,l

ωijωljh
α
kih

α
kl − 2

∑
α,β,i,j,k

ωijωαβh
α
kih

β
kj ≤ C1f.

Step 3: Now we claim that the last two terms in the differential inequality (4.4)
can be also bounded by a term of the form C2f , where C2 is a constant. Indeed!
Let {e1, . . . , em} be a local orthonormal tangent frame onMt. Then,

Bijk =
∑

α

(
ωαjR̃kikα + ωiαR̃kjkα

)
= −ω(R̃⊥

kik, Fj)− ω(Fi, R̃
⊥
kjk)

= −ω(R̃kik − R̃⊤
kik, Fj)− ω(Fi, R̃kjk − R̃⊤

kjk). (4.5)
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For our purpose, we need to investigate the behaviour of the terms

−ω(R̃kik, Fj)− ω(Fi, R̃kjk) = R̃(Fi, Fj, Fk, JFk),

where the last identity follows using the first Bianchi identity and the Kähler
identities of Theorem 1.2.2. More precisely, it suffices to investigate only the
behaviour of the terms

Cij =
∑
k

R̃(Fi, Fj, Fk, JFk). (4.6)

Set for simplicityX = Fi and Y = JFj and denote the Einstein constant of the
Riemannian metric ofN by k. Using the Kähler identities of Theorem 1.2.2, we
see that

k ω(Fj, Fi) = R̃ic(X,Y )

=
∑
k

R̃(X,Fk, Y, Fk) +
∑
k

1

1− ak
R̃(X,K(Fk), Y,K(Fk))

=
∑
k

R̃(X,Fk, JY, JFk) +
∑
k

1

1− ak
R̃(X,K(Fk), JY, JK(Fk))

=
∑
k

R̃(X,Fk, JY,K(Fk)) +
∑
k

R̃(X,Fk, JY,Π(Fk))

+
∑
k

ak
1− ak

R̃(X,K(Fk), JY, JK(Fk)) +
∑
k

R̃(X,K(Fk), JY, JK(Fk))

=
∑
k

R̃(X,Fk, JY,K(Fk)) +
∑
k

R̃(X,Fk, JY,Π(Fk))

+
∑
k

ak
1− ak

R̃(X,K(Fk), JY, JK(Fk))

+
∑
k

R̃(X,K(Fk), JY, J(JFk −Π(Fk)))

=
∑
k

R̃(X,Fk, JY,K(Fk))−
∑
k

R̃(X,K(Fk), JY, Fk)

+
∑
k

ak
1− ak

R̃(X,K(Fk), JY, JK(Fk)) +
∑
k

R̃(X,Fk, JY,Π(Fk))

+
∑
k

R̃(X,K(Fk), JY, JΠ(Fk)).
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Using the Bianchi identity in the first two terms of the last equality we see that∑
k

R̃(X, JY, Fk, JFk) = k ωij +
∑
k

R̃(X,K(Fk), JY, JΠ(Fk))

+
∑
k

ak
1− ak

R̃(X,K(Fk), JY, JK(Fk)) +
∑
k

R̃(X,Fk, JY,Π(Fk)).

From (4.1), (4.2) and the fact that ai ≤ f , we deduce that∑
i,j

ωijCij ≤ C2f,

where C2 is a constant. Consequently, there exists a constant C such that f :
M × [0, T ] → R satisfies the inequality

∂tf −∆f ≤ Cf.

From the maximum principle in Theorem 3.1.3 it follows that f ≡ 0. This
completes the proof. □
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CHAPTER5
THE MAIN THEOREM

5.1 Statement of the main result

According to a beautiful result of Gromov [10], any symplectomorphism ofCP2

can be continuously deformed into a biholomorphic isometry. It is not known
whether the same result holds in any dimension. Medoš and Wang [22] applied
the Lagrangianmean curvature flow to smoothly deform a symplectomorphism f
of CPm. They proved that if f is sufficiently close to a biholomorphic isometry,
then LMCF will smoothly deform f into a biholomorphic isometry. To explicitly
state Medoš and Wang’s theorem, we need the following:

Definition 5.1.1. The map f is called Λ-pinched if

Λ−2g ≤ f ∗g ≤ Λ2g, (5.1)

for some constant number Λ ≥ 1.

Main Theorem. Givenm ∈ N, there exists a constant Λ(m) > 1, such that if
f : CPm → CPm is an Λ-pinched symplectomorphism with 1 < Λ < Λ(m),
then the following facts hold:

(a) There exists a family of symplectomorphisms ft : CPm → CPm, t ∈
[0,∞), f0 = f , such that the corresponding graphs Σt of ft move by
Lagrangian mean curvature flow in CPm × CPm.

(b) The family {ft}t∈[0,∞) of symplectomorphisms converges smoothly to a
biholomorphic isometry of CPm, as t→ ∞.

As a corollary of the aboveMain Theorem one immediately obtains the following
topological result.
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Corollary 5.1.2. For anym ∈ N, there exists a constant Λ(m) > 1, such that
any Λ-pinched symplectomorphism f : CPm → CPm with 1 < Λ < Λ(m), is
symplectically isotopic to a biholomorhic isometry.

We would like to point out that this theorem generalises a previous theorem of
Smale [31] and Wang [43] for symplectomorphisms of CP1 = S2 in which no
pinching condition is required. It would be interesting to prove the conclusion of
Corollary 5.1.2 without any hypothesis. It would be also very interesting to study
the behaviour of the LMCF generated by symplectomorphisms between Kähler
manifolds with constant non-positive holomorphic curvature.

We will divide the proof of the Main Theorem into the following 6 steps:

Step 1: Consider the graph of f in the Riemannian productCPm×CPm. It turns
out that the graph of f gives rise to a Lagrangian submanifold of the product.

Step 2: Consider the mean curvature flow of the graph generated by the initial
symplectomorphism f . According to the result of Smoczyk [36], the flow will
preserve the Lagrangian property.

Step 3: The graphical property is preserved under the LMCF. This fact follows
from the parabolic maximum principle. Then the LMCF gives rise to a smooth
family of symplectomorphisms which are isotopic to the given initial one.

Step 4: The LMCF exist for all times. To prove this result one needs to prove
that the second fundamental forms of the evolved submanifolds stay uniformly
bounded. Unfortunately, a-priori, such curvature estimates are not yet available.
To overcome the problem,White’s Regularity Theorem [44] is employed to show
that there are no finite time singularities.

Step 5: From the fact that the LMCF exists for all times, the maximum principle
implies that the pinching condition is improved; in particular the singular values
of the evolved symplectomorphisms are approaching the value 1. Also this fact
can be used now to show that the norms of the second fundamental forms are
uniformly bounded.

Step 6: Smooth convergence is now achieved using a very deep general result
of Simon [32] which ensures that the LMCF smoothly converges into a unique
minimal limiting map. In this step the analytic structure of CPm is required.
Moreover, from the parabolic maximum principle we can show that the limiting
map is actually a biholomorphic isometry.
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5.2 Symplectomorphisms and Lagrangians

Let (M, gM) be a Riemannian manifold andM ×M be the product manifold.
Denote by π1 : M ×M → M and π2 : M ×M → M the natural projections
given by

π1(x, y) = x and π2(x, y) = y.

Clearly π1 and π2 are submersions. We can use the differentials dπ1 and dπ2 to
define a canonical isomorphism

Π(x,y) : T(x,y)(M ×M) → TxM × TyM

given by
Π(x,y)(V ) =

(
dπ1(V ), dπ2(V )

)
,

for any V ∈ T(x,y)(M ×M). The 2-tensor gM×M given by

gM×M = π∗
1gM + π∗

2gM

gives rise to a Riemannian metric on M ×M . With respect to gM×M and gM
both projections becomes Riemannian submersions. The Levi-Civita connection
∇gM×M associated to the Riemannian metric gM×M onM ×M is related to the
Levi-Civita connection∇M onM by

∇gM×M =
(
π∗
1∇M , π∗

2∇M
)
.

Moreover, the corresponding curvature operatorRM×M onM ×M with respect
to the metric gM×M is related to the curvature operators RM onM

RM×M =
(
π∗
1RM , π

∗
2RM

)
. (5.2)

Suppose that M has a complex structure JM with associated Kähler form ωM .
One can easily verify that

JM×M =
(
π∗
1JM ,−π∗

2JM
)

(5.3)

forms a natural complex structure on the product whose associated Kähler form
is

ωM×M = π∗
1ωM − π∗

2ωM .

Consequently, the product of two Kähler manifolds is again a Kähler manifold.
In particular, ifM is Kähler-Einstein then also the Riemannian productM ×M
is Kähler-Einstein.
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Suppose now that f : M → M is a smooth map. The graph of f is defined to
be the submanifold

Σ = {(x, f(x)) ∈M ×M : x ∈M}

of the Riemannian productM ×M . The graph can be globally parametrized via
the embedding F :M →M ×M given by

F = (I, f),

where I : M → M is the identity map. Since F is an embedding, it induces
another Riemannian metric

g = F ∗gM×M = gM + f ∗gM .

onM . The following elementary observation will be very crucial.

Lemma 5.2.1. Let f : (M, gM , JM) → (M, gM , JM) be a diffeomorphism of
a Kähler manifold. Then f is a symplectomorphism if and only if its graph is
a Lagrangian submanifold of (M ×M, gM×M , JM×M).

Proof. LetX,Y ∈ X(M). Then, by a direct computation we see that

F ∗ωM×M(X,Y ) = gM×M(J(dF (X)), dF (Y ))

= gM(JMX,Y )− gM(JMdf(X), df(Y ))

= ωM(X,Y )− f ∗ωM(X,Y ).

Thus F ∗ωM×M = 0 if and only if f ∗ωM = ωM and this completes the proof. □

5.3 Evolution of symplectomorphisms

Let M be a compact Kähler-Einstein manifold, assume that f : M → M is
a symplectomorphism and let Σ be its graph in the product manifold M ×M .
According to Lemma 5.2.1, the submanifold Σ ⊂ M ×M is Lagrangian, and
the mean curvature flow will preserve this property. Denote by {Σt}t∈[0,T ) the
evolved by the LMCF submanifolds, where T is the maximal time of the flow,
that isΣt = F (M× [0, T )), where F :M× [0, T ) →M×M is the solution of
the LMCF. Since M is compact, the evolving submanifolds will stay graphical
at least on some time maximal interval [0, Tg), with 0 < Tg ≤ T .
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Let nowΩM be the volume form onM . We can extendΩM to a parallel form on
the product manifoldM ×M by pulling it back via the projection map π1. That
is, consider the parallel form

Ω = π∗
1ΩM

and define the smooth functions

u = ∗(F ∗Ω) = ∗{(π1 ◦ F )∗Ω} = ∗(I∗Ω),

where ∗ stands for the Hodge star operator with respect to the induced metric
g. Note that u is the Jacobian of the projection map from Σt to the first factor
of M ×M . Therefore, the evolving submanifolds stay graphical as long as u
is positive. In this case, there exists an 1-parameter family of diffeomorphisms
φt :M →M and maps ft :M →M such that

F (φt(x), t) = (x, ft(x)), x ∈M.

In order to decide whether the graphical property is preserved under the flow we
need to compute the evolution equation of the function u. For technical reasons,
it is better to estimate quantities using the special frames of the singular value
decomposition of dfx given in Chapter 2. Consider the isometry E given by

E = dfx(df
∗
xdfx)

−1/2.

Let {α1, α2 = JMα1, . . . , α2m−1, JMα2m−1} and {E(α1), . . . , E(α2m)} be
the special orthonormal basis of TxM and Tf(x)M with respect to gM , given
in Lemma 2.2.6. Then, the vectors

ei =
1√

1 + λ2i

(
αi, dfx(αi)

)
=

1√
1 + λ2i

(
αi, λiE(αi)

)
, 1 ≤ i ≤ 2m, (5.4)

form an orthonormal tangent basis with respect to g and

e2m+i = JM×Mei =
1√

1 + λ2i

(
JMαi,−JMλiE(αi)

)
=

1√
1 + λ2i

(
JMαi,−λiE(JMαi)

)
, 1 ≤ i ≤ 2m, (5.5)

form an orthonormal basis of the normal bundle. In terms of this basis we have

u = Ω(dπ1(e1), . . . , dπ1(e2m)) =
2m∏
i=1

1√
1 + λ2i

.
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Because of the Lagrangian property, the second fundamental form A of Σt is
characterised by coefficients

hijk = C(ei, ej, ek) = gM×M

(
∇M×M

ei
ej, JM×Mek

)
.

Recall from Lemma 4.1.1 that hijk is fully symmetric. Therefore, the information
concerning the components of the second fundamental form is encoded in the
vector h whose elements are formed by the “different” terms

hiii; hiij with i < j and hijk with i < j < k.

That is
h = (h111, h222, . . . ;h112, h113, . . . ;h123, h124, . . . ). (5.6)

Observe that

|h|2 =
∑
i

h2iii +
∑
i<j

h2iij +
∑
i,j,k

h2ijk and |A|2 =
∑
i,j,k

h2ijk.

Let us also introduce the singular value vector

` = (λ1, . . . , λ2m). (5.7)

Following the index notation in Section 1.4, we have

Rijkl = R(αi, αj, αk, αl) and Rijkl = (E∗R)(αi, αj, αk, αl).

Additionally, for any index i ∈ {1, . . . , 2m}, we set

i′ = i+ (−1)i+1.

For instance, 1′ = 2 and 2′ = 1.
Lemma 5.3.1. The function u satisfies the evolution equation

ut = ∆u+ u

(
Q(`, h) +

∑
i,k

λ2i (Rikik − λ2kRikik)

(1 + λ2k)(1 + λ2i )

)
,

where

Q(`, h) =
∑
i,j,k

h2ijk − 2
∑
k

∑
i<j

(−1)i+jλiλj(hi′ikhj′jk − hi′jkhj′ik). (5.8)

and h and ` are defined in (5.6) and (5.7), respectively. IfM ≡ CPm then

ut = ∆u+ u

(
Q(`, h) +

∑
k=odd

(1− λ2k)
2

(1 + λ2k)
2

)
, (5.9)

where the indices are with respect to the special bases given in (5.4) and (5.5).
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Proof. For simplicity let us set J = JM×M . By Lemma 3.3.4, we have

ut = ∆u+ u
∑
i,j,k

h2ijk

−2
∑
p,q,k

∑
i<j

Ω(e1, . . . , Jep︸︷︷︸
ith−position

, . . . , Jeq︸︷︷︸
jth−position

, . . . , e2m)hpikhqjk

−
∑
p,k,i

Ω(e1, . . . , Jep︸︷︷︸
ith−position

, . . . , e2m)RM×M(Jep, ek, ek, ei).

Let

A = u
∑
i,j,k

h2ijk − 2
∑
p,q,k

∑
i<j

Ω(e1, . . . , Jep︸︷︷︸
ith−position

, . . . , Jeq︸︷︷︸
jth−position

, . . . , e2m)hpikhqjk

and

B = −
∑
i,k,p

Ω(e1, . . . , Jep︸︷︷︸
ith−position

, . . . , e2m)RM×M(Jep, ek, ek, ei).

From (5.5) we have that

π1(Jep) =
1√

1 + λ2p
Jαp.

Hence,

A = u
∑
i,j,k

h2ijk

−2u
∑
p,q,k

∑
i<j

√
(1+λ2

i )(1+λ2
j )√

(1+λ2
p)(1+λ2

q)
Ω(α1, . . . , Jαp︸︷︷︸

ith−position

, . . . , Jαq︸︷︷︸
jth−position

, . . . , α2m)hpikhqjk.

By the convention we use for the indices we deduce that Jαp = (−1)p+1αp′ .
Hence,

Ω(α1, . . . , Jαp︸︷︷︸
ith−position

, . . . , Jαq︸︷︷︸
jth−position

, . . . , α2m) = (−1)i+j(δpi′δqj′ − δpj′δqi′),

since only non-zero terms are those for which p = i′ and q = j′ or p = j′ and
q = i′. Observe that

λi′ =
1

λi
and

√
(1 + λ2i )√
(1 + λ2i′)

= λi.
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Putting everything together, it follows that

A = uQ(`, h).

Similarly as above, using (5.2) and the skew-symmetry of the curvature tensor
RM×M we derive

B = u
∑
i,k

(−1)iλiRM×M(Jei′ , ek, ei, ek).

Moreover,

RM×M(Jei′ , ek, ei, ek) =
(−1)iλi

(1 + λ2i )(1 + λ2k)
(Rikik − λ2kRikik),

from where we deduce that

B = u
∑
i,k

λ2i
(1 + λ2i )(1 + λ2k)

(Rikik − λ2kRikik).

Suppose now that M is the complex projective space CPm. By the formula of
Theorem 1.2.3 and direct straightforward computations, it follows that

B = u
∑
k=odd

(1− λ2k)
2

(1 + λ2k)
2
.

This completes the proof. □

It will be very important in our analysis to understand the nature of the quadratic
term

Q = Q(`, h)

given in equation (5.8). Observe at first that we can write this term in the form

Q =
∑
i,j,k

h2ijk (5.10)

−2
∑
k

∑
i=odd

(hiikhi′i′k − h2ii′k)

−2
∑
k

∑
i=odd<j=odd

{
− (λiλj + λi′λj′)hi′jkhj′ik + (λi′λj + λiλj′)hijkhj′i′k

}
−2
∑
k

∑
i=odd<j=odd

(λi − λi′)(λj − λj′)hi′ikhj′jk.
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Lemma 5.3.2. For ` = `0 = (1, . . . , 1), we have that

Q = Q(`0, h) ≥ (3−
√
5)|h|2.

Proof. Denote by A, B and C the three first summands of Q. Since we assume
that `0 = (1, . . . , 1) we get that

A =
∑
i

h2iii + 3
∑
i=odd

(
h2ii′i′ + h2i′ii

)
+3

∑
i=odd<j=odd

(
h2ijj + h2ij′j′ + h2i′jj + h2i′j′j′ + h2jii + h2j′ii + h2ji′i′ + h2j′i′i′

)
+6

∑
i=odd<j=odd

(
h2ii′j + h2ii′j′ + h2ijj′ + h2i′jj′

)
+6

∑
i=odd<j=odd<k=odd

(
h2ijk + h2ijk′ + h2ij′k + h2ij′k′ + h2i′jk + h2i′jk′ + h2i′j′k + h2i′j′k′

)
and

B = −2
∑
i=odd

hiiihi′i′i + 2
∑
i=odd

h2ii′i − 2
∑
i=odd

hiii′hi′i′i′ + 2
∑
i=odd

h2ii′i′

−2
∑

i=odd<j=odd

(
hiijhi′i′j − h2ii′j + hiij′hi′i′j′ − h2ii′j′

)
−2

∑
i=odd<j=odd

(
hjjihj′j′i − h2jj′i + hjji′hj′j′i′ − h2jj′i′

)
.

Moreover,

C = 4
∑

i=odd<j=odd

(hi′jihj′ii − hijihj′i′i + hi′ji′hj′ii′ − hiji′hj′i′i′)

+4
∑

i=odd<j=odd

(hi′jjhj′ij − hijjhj′i′j + hi′jj′hj′ij′ − hijj′hj′i′j′)

+4
∑

i=odd<j=odd<k=odd

(hi′jkhj′ik − hijkhj′i′k + hi′jk′hj′ik′ − hijk′hj′i′k′)

+4
∑

i=odd<j=odd<k=odd

(hj′kihk′ji − hjkihk′j′i + hj′ki′hk′ji′ − hjki′hk′j′i′)

+4
∑

i=odd<j=odd<k=odd

(hi′kjhk′ij − hikjhk′i′j + hi′kj′hk′ij′ − hikj′hk′i′j′) .
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Therefore, we may write the crucial termsQ in the form

Q = Q1 +Q2 +Q3

whereQ1 contain terms which depends only on i, that is

Q1 =
∑
i=odd

{
h2iii + h2i′i′i′ + 5(h2ii′i′ + h2i′ii)− 2hiiihi′i′i − 2hiii′hi′i′i′

}
,

the termQ2 contain quantities depending on iand j with i < j, namely

Q2 = 3
∑

i=odd<j=odd

(h2ijj + h2ij′j′ + h2i′jj + h2i′j′j′ + h2jii + h2j′ii + h2ji′i′ + h2j′i′i′)

+ 8
∑

i=odd<j=odd

(h2ii′j + h2ii′j′ + h2ijj′ + h2i′jj′)− 2
∑

i=odd<j=odd

(hiijhi′i′j + hiij′hi′i′j′)

− 2
∑

i=odd<j=odd

(hjjihj′j′i + hjji′hj′j′i′) + 4
∑

i=odd<j=odd

(hi′jihj′ii − hijihj′i′i)

+ 4
∑

i=odd<j=odd

(hi′ji′hj′ii′ − hijj′hj′i′i′) + 4
∑

i=odd<j=odd

(hi′jjhj′ij − hijjhj′i′j)

+ 4
∑

i=odd<j=odd

(hi′jj′hj′ij′ − hijj′hj′i′j′),

and finallyQ3 contain terms with three different indices (i, j, k), that is

Q3 = 6
∑

i=odd<j=odd<k=odd

(h2ijk + h2ijk′ + h2ij′k + h2ij′k′ + h2i′jk + h2i′jk′ + h2i′j′k + h2i′j′k′)

+4
∑

i=odd<j=odd<k=odd

(hj′kihk′ji − hjkihk′j′i + hj′ki′hk′ji′ − hjki′hk′j′i′)

+4
∑

i=odd<j=odd<k=odd

(hi′kjhk′ij − hikjhk′i′j + hi′kj′hk′ij′ − hikj′hk′i′j′)

+4
∑

i=odd<j=odd<k=odd

(hi′jkhj′ik − hijkhj′i′k + hi′jk′hj′ik′ − hijk′hj′i′k′) .

Observe that:

(1) Q1 is the sum of two identical quadratic forms with 2-variables, each of
which having 3−

√
5 as the smallest eigenvalue. Hence,

Q1 ≥ (3−
√
5)
∑
i=odd

(h2iii + h2i′i′i′ + h2ii′i′ + h2i′ii).
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(2) Q2 is the sum of the quadratic forms of 3-variables, each having the number
2 as smallest eigenvalue. Consequently,

Q2 ≥ 2
∑

i=odd<j=odd

(
h2ijj + h2ij′j′ + h2i′jj + h2i′j′j′ + h2jii + h2j′ii + h2j′i′i′

+h2j′i′i′ + h2ii′j + h2i′j′ + h2ijj′ + h2i′jj′
)
.

(3) Q3 can written as the sum of two identical quadratic forms of 4-variables,
each having smallest eigenvalue 4. Hence,

Q3 ≥ 4
∑

i=odd<j=odd<k=odd

(h2ijk + h2ijk′ + h2ij′k + h2ij′k′ + h2i′jk + h2i′jk′ + h2i′j′k + h2i′j′k′).

Therefore,
Q ≥ (3−

√
5)|h|2

and this completes the proof. □
Lemma 5.3.3. The following statements hold:

(a) In each dimension m ∈ N, there exists a number Λ0(m) such that the
quadratic term Q(`, h) is non-negative whenever

Λ−2
0 (m) ≤ λ2i ≤ Λ2

0(m),

for any index i ∈ {1, . . . , 2m}.

(b) For any 1 ≤ Λ1 < Λ0(m), there exists a positive number δ such that

Q(`, h) ≥ δ
∑
i,j,k

h2ijk,

whenever
Λ−2

1 ≤ λ2i ≤ Λ2
1,

for any index i ∈ {1, . . . , 2m}.

(c) If M ≡ CPm and the singular values satisfy the pinching condition of
part (b), then u evolves in time under the equation

ut −∆u ≥ δu|A|2 + u
∑
k=odd

(1− λ2k)
2

(1 + λ2k)
2
, (5.11)

where δ is the constant given in part (b).
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Proof. Since
1

6

∑
i,j,k

h2ijk ≤ |h|2 ≤
∑
i,j,k

h2ijk,

from Lemma 5.3.2, it follows that

Q((1, . . . , 1), h) ≥ 3−
√
5

6

∑
i,j,k

h2ijk.

Since being a positive definite bilinear form is an open condition, it follows that
there is an open subset U around (1, . . . , 1) such that ` = (λ1, . . . , λm) ∈ U
implies that Q = Q(`, h) is positive definite. Let δℓ be the smallest eigenvalue
of Q at `. Note that δℓ depends continuously on `. For fixed Λ ≥ 1, set

δΛ = min{δℓ : ` = (λ1, . . . , λm) and Λ−2 ≤ λ21 ≤ · · · ≤ λ22m ≤ Λ2}.

The constant Λ0 defined by

Λ0 = sup{Λ : Λ ≥ 1 and δΛ > 0}

has the desired property. Now the claims of the lemma are clear. This completes
the proof. □

5.4 Preservation of the initial conditions

We will show in this section that the LMCF will preserve the initial conditions
under the assumptions of the main theorem. We start our investigation with some
preliminary algebraic observations.

Lemma 5.4.1. Let Λ > 1 be a constant so that Λ−2 ≤ λ21 ≤ · · · ≤ λ22m ≤ Λ2.
Then

1

2m
− ε ≤ u =

∏
i

1√
(1 + λ2i )

≤ 1

2m
,

where
ε =

1

2m
− 1(

Λ + 1
Λ

)m > 0.

Note that u = 2−m if and only if all the singular values are equal to 1.
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Proof. We may write u equivalently in the form

u =
∏
i

1√
(1 + λ2i )

=
∏
i=odd

1

(λi′ + λi)
.

Since λiλi′ = 1, we have that λi + λi′ ≥ 2. Therefore, the above expression has
always an upper bound. As a matter of fact,

u =
∏
i

1√
(1 + λ2i )

≤ 1

2m
, (5.12)

and the equality holds if and only if λ1 = · · · = λ2m = 1. On the other hand,
the function h : (1,∞) → R given by

h(x) = x+
1

x

is increasing. Therefore, if Λ−1 ≤ λ1 ≤ · · · ≤ λ2m ≤ Λ, then

λi + λi′ =
1

λ′i
+ λ′i = h(λ′i) ≤ h(Λ) = Λ +

1

Λ
, (5.13)

from where we deduce that
1

2m
− ε ≤

∏
i

1√
(1 + λ2i )

≤ 1

2m
,

where
ε =

1

2m
− 1(

Λ + 1
Λ

)m .
This completes the proof. □

We will see now that the converse of the above lemma is also true. Namely, if u
has a lower positive bound, then each singular value is bounded from above.
Lemma 5.4.2. Assume that there exists a constant ε ∈ (0, 2−m) such that

1

2m
− ε ≤

∏
i

1√
(1 + λ2i )

.

Then,
Λ−2 ≤ λ21 ≤ · · · ≤ λ22m ≤ Λ2,

where

1 < Λ =
1
2m

1
2m

− ε
+

√( 1
2m

1
2m

− ε

)2

− 1.
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Proof. By assumption,

1

2m
− ε ≤

∏
i

1√
(1 + λ2i )

=
∏
i=odd

1

(λi′ + λi)
.

Hence, ∏
i=odd

(λi′ + λi) ≤
2m

1− 2mε
,

from where it follows that

λi′ + λi ≤
∏

j ̸=i,j=odd

2m

(1− 2mε)(λj′ + λj)
.

Since λj + λj′ ≥ 2, the above inequality implies

λi + λi′ ≤
2m

(1− 2mε)2m−1
= 2

1
2m

1
2m

− ε
.

Using the fact that λiλi′ = 1, we obtain

Λ−2 ≤ λ21 ≤ · · · ≤ λ22m ≤ Λ2,

where

Λ =
1
2m

1
2m

− ε
+

√( 1
2m

1
2m

− ε

)2

− 1.

This completes the proof. □

Lemma 5.4.3. Let f : CPm → CPm be a Λ0-pinched symplectomorphism,
where Λ0 > 1 is the constant characterised in Lemma 5.3.3. Then:

(a) The mean curvature flow with initial data the graphΣ of f stays graphical
as long as it exists.

(b) The function lnu satisfies

lnu− ln 2−m ≥ c0e
−c1t,

where

c0 = minx∈CPm

(
lnu(x, 0)− ln 2−m

)
and c1 =

8

(Λ0 +
1
Λ0
)2
.
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Proof. From Lemma 5.4.1 we have that

u(x, 0) ≥ 2−m − ε > 0,

for any x ∈ CPm, where

ε =
1

2m

(
1− 2

Λ0 +
1
Λ0

)
.

From Lemma 5.3.1, the function lnu satisfies the differential inequality

(∂t −∆) lnu =
ut −∆u

u
+

|∇u|2

u2
≥
∑
k=odd

(1− λ2k)
2

(1 + λ2k)
2 . (5.14)

Fix k ∈ {1, . . . , 2m} and set

x = (λk + λk′)
2.

Then, keeping in mind that λkλk′ = 1, we see that

0 ≤ (1− λ2k)
2

(1 + λ2k)
2
=

(λk − λk′)
2

(λk + λk′)2
=
x− 4

x
.

Moreover, by (5.13) we get that

(λk + λk′)
2 = x ≤

(
Λ0 +

1

Λ0

)2

. (5.15)

We claim now that

x− 4

x
≥ 8(

Λ0 +
1
Λ0

)2 ( lnx
2

− ln 2
)
. (5.16)

To prove the claim, let us define the functions

f(x) =
x− 4

x
and g(x) =

8(
Λ0 +

1
Λ0

)2 ( lnx
2

− ln 2
)
.

Then, from (5.15) we see that

f ′(x) =
4

x2
, g′(x) =

4(
Λ0 +

1
Λ0

)2 1x and
f ′(x)

g′(x)
=

(
Λ0 +

1
Λ0

)2
x

≥ 1.
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Because,
f(4) = g(4) = 0 and f ′(x) ≥ g′(x),

for every
4 ≤ x ≤

(
Λ0 +

1

Λ0

)2
,

we see that f ≥ g, which proves our claim. Therefore, from (5.16), we deduce
that∑
k=odd

(1− λ2k)
2

(1 + λ2k)
2 =

∑
k=odd

(λk − λk′)
2

(λk + λk′)
2 ≥ 8(

Λ0 +
1
Λ0

) ∑
k=odd

(
ln(λk + λk′)− ln 2

)
= − 8(

Λ0 +
1
Λ0

)2 ( lnu− ln 2−m
)
.

Therefore (5.14) becomes

(∂t −∆)
(
lnu− ln 2−m

)
≥ − 8(

Λ0 +
1
Λ0

)2( lnu− ln 2−m
)
.

From the parabolic maximum principle, we see that

lnu− ln 2−m ≥ c0e
−c1t,

where

c0 = minx∈CPm

(
lnu(x, 0)− ln 2−m

)
and c1 =

8

(Λ0 +
1
Λ0
)2
.

Consequently, lnu cannot approach −∞ or, equivalently, the function u cannot
tend to 0. Therefore, the LMCF will preserve the graphical property as long as it
exists. Additionally, we see that

u(x, t) > 2−m − ε for all (x, t) ∈M × (0, T ).

Hence, from Lemma 5.4.2 it follows that the Λ0-pinching condition is preserved
under the flow. In particular, if the flow exists for all times, then

lim
t→∞

u ≥ 2−m

which implies that the singular values of the evolved symplectomorphisms would
tend to 1. This completes the proof. □
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5.5 Long-time existence of MCF

The goal of this section is to prove the long-time existence of the LMCF under the
conditions of the Main Theorem. At first let us isometrically embed the product
CPm×CPm into a euclidean spaceRN . Then, following the strategy developed
in Section 3.4, the graphical LMCF gives rise to a MCF F :M = CPm → RN

dF (∂t) = H + V

with a bounded additional force V . Suppose now to the contrary that the flow
reach at F (x0, t0) = (y0, t0) ∈ RN ×R a finite time singularity. We will arrive
to a contradiction. Let ρ(y0,t0) be the backward heat kernel

ρ(y0,t0)(y, t) =
1

4π(t0 − t)m
e

−|y−y0|
2

4(t0−t)

in RN × R. As usual we abbreviate by ρ the function given by

ρ(x, t) = ρ(y0,t0)(F (x, t), t),

for any (x, t) in space-time.

Lemma 5.5.1. Under the assumptions of the Main Theorem, the limit

lim
t→t0

∫
(1− u)ρ dµ

exists and, moreover,

d

dt

∫
(1− u)ρ dµ ≤ C − δ

∫
uρ |A|2dµ,

for some positive constant C > 0.

Proof. By equations (3.10) and (3.11), we have

dρ

dt
= −∆ρ− ρ

( ∣∣F⊥
∣∣2

4 (t0 − t)2
+

〈F⊥, H〉
t0 − t

+
〈F⊥, V 〉
2 (t0 − t)

)
and

d(dµ)

dt
= −〈H,H + V 〉dµ.
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Taking into account (5.9) and Green’s identity, we deduce that

d

dt

∫
(1− u)ρ dµ

≤
∫ (

∆(1− u)− δu|A|2
)
ρ dµ−

∫
(1− u)〈H,H + V 〉ρ dµ

−
∫

(1− u)

[
∆ρ+ ρ

( |F⊥|2

4(t0 − t)2
+

〈F⊥, H〉
t0 − t

+
〈F⊥, V 〉
2(t0 − t)

)]
dµ

=

∫ (
ρ∆(1− u)− (1− u)∆ρ

)
dµ−

∫
δu|A|2ρ dµ

−
∫

(1− u)ρ

[( ∣∣F⊥
∣∣2

4 (t0 − t)2
+

〈F⊥, H〉
t0 − t

+
〈F⊥, V 〉
2 (t0 − t)

)
+ |H|2 + 〈H, V 〉

]
dµ

= −
∫
δu|A|2ρ dµ−

∫
(1− u)ρ

∣∣∣∣ F⊥

2 (t0 − t)
+H +

V

2

∣∣∣∣2 dµ
+

∫
(1− u)ρ

∣∣∣∣V2
∣∣∣∣2 dµ.

By Huisken’s monotonicity formula 3.4.2, the limit limt→t0

∫
ρ dµ exists. Thus∫

(1− u)ρ dµ ≤
∫
ρ dµ <∞.

Since V is bounded, it follows that

d

dt

∫
(1− u)ρ dµ ≤ C − δ

∫
u|A|2ρ dµ,

for some constant C . Observe that the function

h(t) =

∫
(1− u)ρ dµ− Ct

is non-increasing in the interval [0, t0), which implies that limt→t0h(t) exists.
Thus,

limt→t0

∫
(1− u)ρ dµ

exists and this completes the proof. □
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Lemma 5.5.2. Consider the parabolic rescalings described in (3.12). Then,
for any τ > 0 and ν > 0, it holds that

lim
ν→∞

∫ −1

−1−τ

(∫
Mν

s

|Aν |2ρ(0,0)dµν
s

)
ds = 0.

Proof. Since both u and ρ(y0,t0)dµ are invariant such dilations, we have∫
Mt

(1− u)ρ(y0,t0)dµt =

∫
Mν

s

(1− u)ρ(0,0)dµ
ν
s . (5.17)

From the fact t = t0 + ν−2s and the equation (5.17), we have that
d

ds

∫
Mν

s

(1− uν)ρ(0,0)dµ
ν
s = ν−2 d

dt

∫
Mt

(1− u)ρ(y0,t0)dµt.

Then, by Lemma 5.5.1, we have
d

ds

∫
Mν

s

(1− u)ρ(0,0)dµ
ν
s ≤ Cν−2 − δν−2

∫
Mt

u|A|2ρ(y0,t0)dµt

for some constant C . From the conclusions of Theorem 3.4.7, we have that

ν−2

∫
Mt

u|A|2ρ(y0,t0)dµt =

∫
Mν

s

u|Aν − AN |2ρ(0,0)dµν
s

since the norm of the second fundamental form scales like the inverse of the
distance. Thus

d

ds

∫
Mν

s

(1− u)ρ(0,0)dµ
ν
s ≤ Cν−2 − δ

∫
Mν

s

u|Aν − AN |2ρ(0,0)dµν
s .

Fix τ > 0 and let us integrate the above inequality from −1 − τ to −1 with
respect to s. Then we get

δ

∫ −1

−1−τ

(∫
Mν

s

u|Aν − AN |2ρ(0,0)dµν
s

)
ds

≤ −
∫

(1− u)ρ(0,0)dµ
ν
−1 +

∫
(1− u)ρ(0,0)dµ

ν
−1−τ + Cν−2.

Letting ν → ∞, using the fact that u is bounded, that AN is of bounded norm
and that

lim
t→t0

∫
(1− u)ρ(y0,t0)dµ

exists, we obtain the desired result. □
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Take a blow-up sequence (xi, ti) converging to the singular point and then set
νi = |A|(xi, ti). Then from Theorem 3.4.7 the second fundamental forms of
{M νi

s }i∈N stay uniformly bounded. By Arzela-Ascoli theorem,M νi
s →M∞

s for
all s ∈ (−∞, 0). Hence∫ −1

−1−τ

(∫
M

νi
s

|Aν |2ρ(0,0)dµνi
s

)
ds ≤ ci,

where ci → 0 as i → ∞. We first choose τi → 0 such that ci/τi → 0 and then
choose si ∈ [−1− τi,−1] such that∫

M
νi
si

|Aν |2ρ(0,0)dµνi
si
≤ ci/τi → 0.

Suppose thatM νi
si

is the image of F νi
si

= F νi(·, si) :M → RN . Then

ρ(0,0)(F
νi
si
, si) =

1

4π(−si)m
e

−|Fνi
si

|2

4(−si) .

Let Br(0) ⊂ RN be the radius r ball centered at the origin of RN . Since each si
is bounded and |F νi

si
| ≤ r on Σνj

sj ∩Br(0), we have∫
M

νi
si

|Aνi |2ρ(0,0)dµνi
si
≥
∫
M

νi
si

∩Br(0)

|Aνi |2ρ(0,0)dµνi
si

≥ c e−
r2

2

∫
M

νi
si

∩Br(0)

|Aνi |2dµνi
si
,

where c > 0. Hence, on any compact setK of RN , we have that

lim
i→∞

∫
M

νi
si

∩Br(0)

|Aνi |2dµνj
sj
= 0.

Since the convergenceM νi
s → M∞

s is smooth we deduce that the submanifold
M∞

−1 and consequently eachM∞
s is flat in RN . But then

lim
ti→t0

∫
Mt

ρ(y0,t0)dµ = lim
i→∞

∫
M

νi
si

ρ(0,0)dµ
νi
si
=

∫
M∞

−1

ρ(0,0)dµ
∞
−1 = 1.

White’s Theorem [44] asserts (y0, t0) is a regular point which contradicts the
assumption that we made in the beginning of the section. Consequently, there is
no space-time singularity of the mean curvature flow.
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5.6 Convergence to a biholomorphic isometry

To complete the proof of the Main Theorem it remains to show that the family
of the evolving symplectomorphisms {ft}t∈[0,∞) converges to a biholomorphic
isometry. Let ε > 0 and define the functions

ηϵ = u− 2−m + ε.

Recall from Lemma 5.4.3 that the function

%ϵ(t) = min
x∈CPm

ηϵ(x, t)

is non-decreasing and that
lim
t→∞

%ϵ(t) → ε.

Let Tϵ ≥ 0 be a large enough time such that ηϵ(x, t) > 0, for all the points
(x, t) ∈ CPm × (Tϵ,∞). Then,

∂tηϵ ≥ ∆ηϵ + δu|A|2 = ∆ηϵ +
δηϵu|A|2

ηϵ
.

Since CPm × CPm is a symmetric space its curvature tensor is parallel. Hence
|A|2 satisfies the inequality

∂t|A|2 ≤ ∆|A|2 − 2|∇A|2 +K1|A|4 +K2|A|2,

where K1 and K2 are positive constants that depend only on the dimension m.
Taking into account the last two inequalities, we get

(η−1
ϵ |A|2)t ≤ −η−2

ϵ |A|2
(
∆ηϵ + δu|A|2

)
+η−1

ϵ

(
∆|A|2 − 2|∇A|2 +K1|A|4 +K2|A|2

)
= ∆

(
η−1
ϵ |A|2

)
− 2〈∇η−1

ϵ ,∇|A|2〉 − 2ηϵ|∇η−1
ϵ |2|A|2

−2η−1
ϵ |∇A|2 + η−2

ϵ (ηϵK1 − δu) |A|4 + η−1
ϵ K2|A|2.

Note that

−2〈∇η−1
ϵ ,∇|A|2〉 − 2ηϵ|∇η−1

ϵ |2|A|2 = −2ηϵ〈∇η−1
ϵ ,∇(η−1

ϵ |A|2)〉.

Since the minimum of u is increasing and ηϵ ≤ ε, the function ϕ = η−1
ϵ |A|2

satisfies

ϕt ≤ ∆ϕ− 2ηϵ〈∇η−1
ϵ ,∇ϕ〉+ (ηϵK1 − δu)ϕ2 +K2ϕ

≤ ∆ϕ− 2ηϵ〈∇η−1
ϵ ,∇ϕ〉+ (εK1 − δc0)ϕ

2 +K2ϕ,
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where c0 denotes the minx∈CPm u(x, 0). We can chose ε small enough so that
εK1 − δC0 < 0. Then by the parabolic principle ϕ ≤ y(t) for all t ≥ Tϵ, where
y is the solution of the ODE{

y′ = − (δC0 − εK1) y
2 +K2y

y (Tϵ) = maxx∈CPm ϕ(x, Tε).

It is easy to see that y(t) is given by

y(t) =

{
K2

δC0−ϵK1
, if y (Tϵ) = K2

δC0−ϵK1
,

K2KeK2t

(δC0−ϵK2)KeK2t−1
, otherwise,

where the constantK is positive if

y (Tϵ) >
K2

δC0 − εK1

,

and negative if

y (Tϵ) <
K2

δC0 − εK1

.

It follows that
|A|2(x, t) ≤ ηϵy(t) ≤ εy(t),

for all (x, t) ∈ CPm × (Tϵ,∞). Sending t → ∞ and then ε → 0 we conclude
that

max
x∈CPm

|A|2 → 0.

Because the Fubini-Study metric, the induced metrics and the volume functional
have analytic dependence on F , a deep theorem of Simon [32] implies that the
flow converges smoothly to a unique limit f∞. Since each singular value tends
uniformly to 1 as time goes to infinity, it follows that the map f∞ is an isometry.
Being symplectic is a closed property, thus f∞ is symplectic, which implies that
the map f∞ is a biholomorpic isometry. This completes the proof. □

100



BIBLIOGRAPHY

[1] W.K. Allard, On the first variation of a varifold, Ann. Math. (2) 95 (1972), 417–491.

[2] B. Andrews and C. Hopper, The Ricci flow in Riemannian geometry, A complete proof of the differ-
entiable 1/4-pinching sphere theorem, Lecture Notes in Mathematics, vol. 2011, Springer, Heidel-
berg, 2011.

[3] R. Assimos, A. Savas-Halilaj, and K. Smoczyk, Graphical mean curvature flow with bounded bi-
Ricci curvature, Calc. Var. Partial Differential Equations 62 (2023), no. 1, Article No: 12.

[4] C. Baker, The Mean Curvature Flow of Submanifolds of High Codimension, PhD Thesis, Australian
National University, Mathematical Sciences Institute, https://arxiv.org/abs/1104.4409 (2010).

[5] W. Ballman, Vector bundles and connections, Lecture Notes - University of Bonn (Germany),
http://people.mpim-bonn.mpg.de/hwbllmnn/archiv/conncurv1999.pdf.

[6] M. Dajczer and R. Tojeiro, Submanifold theory beyond an introduction, Universitext, Springer, New
York, 2019.

[7] M.-P. do Carmo, Riemannian geometry, Mathematics: Theory & Applications, Birkhäuser Boston,
Inc., Boston, MA, 1992. Translated from the second Portuguese edition by Francis Flaherty.

[8] D. DeTurck, Deforming metrics in the direction of their Ricci tensors, J. Differential Geom. 18
(1983), no. 1, 157–162.

[9] Ph. Griffiths and J. Harris, Principles of Algebraic Geometry, New York, NY: John Wiley & Sons
Ltd., 1994.

[10] M. Gromov, Pseudo holomorphic curves in symplectic manifolds, Invent. Math. 82 (1985), 307–347.

[11] K. Ecker and G. Huisken,Mean curvature evolution of entire graphs, Ann. of Math. (2) 130 (1989),
453–471.

[12] J. Eells and J. Sampson, Harmonic mappings of Riemannian manifolds, Amer. J. Math. 86 (1964),
109–160.

[13] R. S. Hamilton, Three-manifolds with positive Ricci curvature, J. Differential Geometry 17 (1982),
no. 2, 255–306.

[14] R. S. Hamilton, The inverse function theorem of Nash and Moser, Bull. Amer. Math. Soc. (N.S.) 7
(1982), no. 1, 65–222.

101



Chapter 5 Bibliography

[15] G. Huisken, Flow by mean curvature of convex surfaces into spheres, J. Differential Geom. 20
(1984), no. 1, 237–266.

[16] G. Huisken, Asymptotic behavior for singularities of the mean curvature flow, J. Differential Geom.
31 (1990), no. 1, 285–299.

[17] J. Jost, Riemannian geometry and geometric analysis, 7th ed., Universitext, Springer, Cham, 2017.

[18] S. Kobayashi and K. Nomizu, Foundations of differential geometry. Vol. II, Interscience Publishers
John Wiley & Sons, Inc., New York-London-Sydney, 1969.

[19] O.A. Ladyzhenskaya, V.A. Solonnikov, and N.N. Ural’tseva, Linear and quasi-linear equations of
parabolic type., American Mathematical Society (AMS), Providence, RI, 1968.

[20] J. Lee, Introduction to smooth manifolds, 2nd ed., Graduate Texts in Mathematics, vol. 218, Springer-
Verlag, 2013.

[21] C. Mantegazza, Lecture notes on mean curvature flow, Progress in Mathematics, vol. 290,
Birkhäuser/Springer Basel AG, Basel, 2011.

[22] I. Medoš and M.-T. Wang, Deforming symplectomorphisms of complex projective spaces by the
mean curvature flow, J. Differential Geom. 87 (2011), 309–341.

[23] B. O’Neill, The fundamental equations of a submersion, Mich. Math. J. 13 (1966), 459–469.

[24] P. Petersen, Riemannian geometry, 2nd ed., Graduate Texts in Mathematics, vol. 171, Springer, New
York, 2006.

[25] A. Savas-Halilaj, Graphical mean curvature flow, Nonlinear analysis, differential equations, and
applications (2021), 493–577.

[26] A. Savas-Halilaj and K. Smoczyk,Mean curvature flow of area decreasing maps between Riemann
surfaces, Ann. Global Anal. Geom. 53 (2018), 11–37.

[27] A. Savas-Halilaj and K. Smoczyk, Evolution of contractions by mean curvature flow, Math. Ann.
361 (2015), 725–740.

[28] A. Savas-Halilaj and K. Smoczyk,Homotopy of area decreasing maps by mean curvature flow, Adv.
Math. 255 (2014), 455–473.

[29] A. Savas-Halilaj andK. Smoczyk,Bernstein theorems for length and area decreasingminimal maps,
Calc. Var. Partial Differential Equations 50 (2014), 549–577.

[30] R. Schoen,The role of harmonic mappings in rigidity and deformation problems, Complex geometry
(Osaka, 1990), Lecture Notes in Pure and Appl. Math., vol. 143, Dekker, New York, 1993, pp. 179–
200.

[31] S. Smale, Diffeomorphisms of the 2-sphere, Proc. Amer. Math. Soc. 10 (1959), 621–626.

[32] L. Simon, Asymptotics for a class of nonlinear evolution equations, with applications to geometric
problems, Ann. of Math. (2) 118 (1983), 525–571.

[33] L. Simon, Lectures on geometric measure theory, Australian National University, Centre for Math-
ematical Analysis, Canberra, 1983.

[34] J. Simons,Minimal varieties in Riemannian manifolds, Ann. of Math. (2) 88 (1968), 62–105.

[35] K. Smoczyk, Mean curvature flow in higher codimension: introduction and survey, Global differ-
ential geometry, Springer Proc. Math., vol. 17, Springer, Heidelberg, 2012, pp. 231–274.

[36] K. Smoczyk, A canonical way to deform a Lagrangian submanifold. preprint, arXiv:dg-ga/9605005
(1996).

102



Chapter 5 Bibliography

[37] L.-W. Tu, An introduction to manifolds, Universitext, Springer-Verlag, 2008.

[38] A. Vogiatzi, Mean curvature flow and isotopy of problems, M.S. Thesis, University of Ioannina,
Greece, 2020.

[39] M.-T. Wang, Lectures on mean curvature flows in higher codimensions, Handbook of geometric
analysis. No. 1 8 (2008), 525–543.

[40] M.-T. Wang, Some recent developments in Lagrangian mean curvature flows, Geometric flows.
Surveys in differential geometry. Vol. XII 8 (2008), 333–347.

[41] M.-T. Wang, Long-time existence and convergence of graphic mean curvature flow in arbitrary
codimension, Invent. Math. 148 (2002), 525–543.

[42] M.-T. Wang, Mean curvature flow of surfaces in Einstein four-manifolds, J. Differential Geom. 57
(2001), 301–338.

[43] M.-T. Wang,Deforming area preserving diffeomorphism of surfaces by mean curvature flow, Math.
Res. Lett. 8 (2001), 651–661.

[44] B. White, A local regularity theorem for mean curvature flow, Ann. Math. (2) 161 (2005), 1487–
1519.

[45] Y. Xin, Minimal submanifolds and related topics, Nankai Tracts in Mathematics, vol. 8, World Sci-
entific, 2003.

[46] Y. Xin, Geometry of harmonic maps, Progress in Nonlinear Differential Equations and their Appli-
cations, vol. 23, Birkhäuser Boston, Inc., Boston, MA, 1996.

103


	Complex Differential Geometry
	Connections and curvature
	Kählerian manifolds
	Immersions and submersions
	Index notation

	Singular Value Decomposition
	Algebraic facts
	Symplectomorphisms
	Holomorphic maps

	Mean Curvature Flow
	Existence of the flow
	Evolution equations
	Evolution equations of parallel forms
	Formation of singularities

	Lagrangian Mean Curvature Flow
	Lagrangian submanifolds
	Lagrangian MCF

	The Main Theorem
	Statement of the main result
	Symplectomorphisms and Lagrangians
	Evolution of symplectomorphisms
	Preservation of the initial conditions
	Long-time existence of MCF
	Convergence to a biholomorphic isometry


