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Abstract

Over the years, the design of sophisticated structural materials has become an important
engineering task. The developmnent of composite materials partially solves this growing
need because their behavior is tailor made for the desired application. For that reason,
efforts in materials science and engineering has been focused in the design and manu-
facturing of new materials by changing their composition at multiple scales. This need
for new materials has lead to the developement of the continuum micromechanics field,
which is a subdomain of the mechanics of solids. This field introduces new concepts for
the prediction of the macroscopic properties of a composite material knowing the proper-
ties of its individual constituents. Concepts like Representative Volume Element (RVE),
micromechanics and mean-field material homogenization are vital for the separation of
scales in the process of material characterization.

Furthermore, the rapid increase of computer power is followed by the increasing need
for simulation of complicated systems and materials. The study of heterogeneous materi-
als necessitates a detailed description of the microstructure to accurately capture changes
in micro or nano scales. The increase of computational memory and processor speed
has not only permitted the simulation of large structures but also to perform analyses in
multiple scales in order to predict complex material behaviors.

This work focuses on the numerical simulation of structures consisted by heteroge-
neous materials, and in the prediction of progressive damage and failure under mechanical
loading using multiscale methodologies. Special attention was given in the comprehen-
sion and implementation of the state of the art homogenization methods, prior to their
modification in order to capture more complex phenomena. In the context of this re-
search, several methods have been developed to predict the structural response in both
macro and micro scales and all these methods are integrated under an inhouse multidisci-
plinary software for multiscale analysis.

Mean-field homogenization strategies, which are widely used in this thesis, provide an

efficient way to simulate the behavior of non homogeneous materials. In this category be-
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long several homogenization solutions with varying accuracy and complexity. Generally,
they are analytical or semi analytical solutions of the boundary value problem defined in
the microstructure of the heterogeneous material and can be very accurate in predicting
the mean response of the RVE. The most of the aforementioned homogenization strategies
are based on Eshelby’s single inclusion solution, and initially designed for the prediction
of the elastic behavior of composites. Some approaches extend their applicability to non-
linear regimes such as elasto-plasticity and rate dependent plasticity. Since these methods
are semianalytical, the comparison with finite element approaches allows not only the val-
idation of such methods, but also assists the discovery of limitations that can be overcome

by future research and development.

In this thesis the theoretical aspects and concepts of mechanics of composite materials
along with their novel numerical simulation campaigns are presented. In the first chapter,
the state of the art of the multiscale methods is presented. In the second chapter, a compar-
ison between numerical and mean-field homogenization methods is conducted regarding
linear isotropic, transversely isotropic and orthotropic composite materials to understand
the impact of the assumptions and simplifications that are made in the mean-field meth-
ods. In the sequel, this comparison is extended for nonlinear composite materials. In the
third chapter, the aim is to predict the transverse cracking of a cross-ply composite mate-
rial loaded in uniaxial tension. The properties of each ply were predicted by performing
visco-elastic mean-field homogenization using a modified Mori-Tanaka homogenization
scheme. The transverse cracking was predicted using the cohesive zone modelling tech-
nique. Finally, a cross ply microstructure was generated for the simulation of the crack-
ing propagation in microscale with the eXtended Finite Element Method (XFEM) and the
correlation of the stress concentration between the micro and macro scale. In the fourth
chapter, the mean-field homogenization scheme was extended to take into account non-
linear effects such as microplasticity and progressive damage with failure criteria in both
the homogeneous and constituent levels to control the element deletion. This multiscale

method produced results closer to the available experimental measurements. It is also
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capable to predict successfully the matrix softening and the total failure of the compos-
ite specimen. Finally, in the fifth chapter, the aforementioned mean-field methodology
is extended once more to take into account healing effects in a self healing mechanism
coupled with damage. Based on this phenomenon, the increasing damage rate can be
reduced, resulting either in partial damage restoration or in full retrieval of the material’s
structural integrity. Furthermore, a methodology in microscale is proposed to predict the

healing efficiency of a composite material embedded with healing microcapsules.
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[epiAndn

Ta Tedeutadar YpovLa, EVa TOAD OTUAVTIXG UEROS TNG EQELVNTIXNS DEAUC TNELOTNTUG GTOV
TOUEN TNG PNYAVIXAS, EiVol O OYEBLIOUOS EEENYHEVODY VAXOY Yo TNV en{AucT dout-
%V TeoPANudTev. H avdntuln 1wy oOvieTtonv VAXGY cuvoTd éva ueydio uépog Tng
AOONC AUTOV TV TEOPANUATOY, Xxodde Tar VAXS auTd Elval GYEBLUGUEVOL UE Y VOUOVAL
TIC AVAYXES TNG EXAOTOTE EQupuoyNg. [ To Adyo autd, ou mpoondieieg otov Topéa
NG ETMOTHUNG UAIXDY ETUXEVTIOOVOVTOL GTO GYEOLUCUO XL TNV XUTUOHEUT] VEWY UALXDY
aAAGLovTaC TN YO TACT) UTAEYOVTWY VAXGOY O TOAATAES A paxeg. H avdyxn yio véa
UAXAL, €yEL 00N YHOEL OTNY AVETTUET LOVTEAWY GTO TEGIO TNG XEOUTNYAVIXT|G GUVEYOUS
HECOL, 1) OTOlaL GUVIGTA Lal UTOXATIY ORI TN XAACTIXAC UNYOVIXHAC CTEPEOY CWUATOC.
Auté 1o Tedlo elodyel Véeg Evvoleg yiot TNV TROBAEYN TWV UAXEOOXOTUIXWY IBLOTHTCV
evoc oUVieTou LAXOU, YV0RICovTog TIC IBLOTNTES TWY EMUEPOUS CUCTATIXOY. Tvvoleg
OTWS TO GTOYEID AVTITPOCWTEUTIXOU OYXOU, UXEOUNYAUVIXT) XAl OUOYEVOTOINTT) UAXO-
U etvan CoTinig onuaotag Yol TOV Sy WELOUO Xl TN CUCYETIOT UETOEY OLOPORETIXGDY
ANV oY) OLadLxacior Y aEaxX TNELOUO0 TWV UAIXOV.

Me ti¢ ouveyeic BEATIOOE TWV UTOAOYICTIXWY CUCTNUITOY QUEAVETAL XAl 1) O-
VEYHY Yot LOVTEAOTOINGT TOMOTAOXWY BOULXGY CUCTNUATWY ot UAwy. H épeuvar o-
VOUOLOYEV®Y UMXOV aTalTeL AETTOUERY| TEQLYPAUPT TNG UXpOdOUNE (OTE Vo TpoBAepUet
1 UNYOVIXT CUPTERLPORE TOUC O UixpoxAidaxa 1) o€ vavoxhipoxa. Enlong, n adln-
O™ TNG UVAUNG TWV NAEXTEOVIXGY UTOAOYIGTMY, EXTOS AT TNV TEOCOUOIOT) UEYIALY
OOUIXWY CUOTNUATOY, €YElL ETTEEPEL XaL TNV ovdAUCT TOUG OF TOAATAES XAUAXES,
AofBdvovTag TEPLOCOTERES TANEOYORIEC GYETIXG UE TN GUGTAGT| TOUC X0 TO TS AUTH
eTNEEALEL TOL UAXPOUT Y OVIXE GUC TAHUOTAL.

H napoloa Slatei3y) emxevTp®VeTal oTNyV apudunTixy TeocoUolteT) SOUX®OY UG T
UETWY TOL AmOTEAOVUVTAL AT UVOUOLOYEVY) UAXG, Xl 0TNV TEOBAEd TNS EUpAaviong xou
avdmTuéng BAABNC xou actoylog utd cUVIXES unyavIXAC POPTIONG, AVATTIGCOVTOG
pedodohoyleg ToAATAOY xAdxwy. Tlponyhinxe n xatavonor, euBdduvorn xo vio-

Tolnom Twv TEAELTULWY ot TO EEENYUEVWY UEVOBWY OUOYEVOTIOMOTNG UAXWY, X0l axo-
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hoUinoe 1 eméxtoon Twy PedodwY aUTOY OOTE Vo Apfdvouy utodn xon va TpofAénouy
oxouo o ouVIET anvoueva. XTo TAdiolo aUTHS TNG EEEUVIS, avamTOyUnXay dLdpo-
eec U€dodol Tou TEOBAETOLY T1 DOUIXT) GUUTERLPORE TOCO OE UIXPOXAUIX OGO X0l OE
HoEOXAlax AL, EVE) OAEC UTEC oL UEV0BOL EVOLUATWINXaY oF EVa EVI(O UTONOYIGTIXO
TEOY QAL

Ou pedodohroyiec opoyevornolnong péoou nediou, oL onoleg YENOULOTOLOUVTOL EXTE-
Vg oe auTH T BT, Topéyouy Evay aTOTEAECUTIXG TEOTO TEOBAEdNG TNg Bouxrc
CUUTIEQLPORAC [T OUOYEVY UAIXMY. Y€ auTh) TNV xatryopia uedodoroyLody, ovixouy
apxeTES PEYOOOL, TV OTOlWY 1) TOAUTAOXOTNTA Xt ot enéxTtaoT 1) axpifela, ToudAeL.
Fevixd, ot yédodol auTeg, amoTeA0OV AVUALTIXES 1) NUAVOALTIXES MIGELS TOU TIEOBAR0-
TOG GLYOPLUXMY TWOV TOU ETUBHAAETOL GE ULl IXEOBOUT EVOS U1 OPOYEVOUS LALXOU %ol
umopel va etvan apxetd axpelc oty meoBiedmn tng Yéong amdxplong EVOS GToLyEloL
avTITEooKTEUTIXOD 6yxou. Baollovtar xuplwe otn Yewplor tou Eshelby, xou apyixd
avamTOy Oy Yo TNy TEOBAEd TN EAXCTIXAC CUUTERLPOREC TV GUVIETWY LAXOV.
Kdmnoweg npooeyyioeig, enexteivouy TNV eQupuoctudTnTa TETOLWY HEYOBOAOYLWOY OE un
YEUUUIXS LA, 0TS 1) eAaoTo-TAacToTn T H oUyxpelor| Toug ue npooeyyioelg thmou
TEMEPACPUEVOY G TOLYEIWY OYL UOVO ETLTEETEL TNV alOAGYTOT| TOUS, 0AAd Bondd xou oTov
EVTOTIOUO TEPLOPLOUMY TOU UTOREL VoL UTERY 0LV, WOTE UEANOVTIXG Vo EEMEPACTOLY UE

TEEAUTEP EPELVAL X VAT TUE.

Y dwtelfn) autr, Topouotdlovial onuavTixég Vewpleg xou Evvoleg yio TNy eniAuon
UGV TeoBANudTwy e oOvieta LAXd. Amoteheiton amd Uio OELRS ETOTNUOVIXGDY
TEOTOTUTIOV EQEUVITIXMY ERYUCLOY TOU EAAPBoy yWpa xoTd Tr) SLdEXELN EXTIOVNONG TNG
OLOUXTOPIXNAC EPELVAC, EVE TEPLEYOVTOL X0 AETTOUEQREIC EMEENYHOEC TV OLUBIXACLOY
XL TWV EVENUETLV-EQELVITIXMY ATOTEAECUATWY.

Yy mpwn epeuvnti| epyacio (Keg.2), toayuotomow|dnxe o Aettouepnc olyxpl-
o1 HETOEY TWV NULOVIALTIXOY X0t optiunTIxmy YeVOBmY OUOYEVOTOINGNC TOU TEAY o=
TomolUNXE Ylol LI0OTEOTA, EYXUECIWE LoOTEOT ot 0pVOTEOT VA TovI{ovTag TiC

ATAOTOLACELS Xl UTOVECELC TTOU AoPdvouy Yopa 0TI MUVOAUTIXES UEVOB0US Xot
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TS AUTES EMNEEALOVV TNV OMOTEASCUATIXOTNTA TOUC. XTT) CUVEYELY, 1) CUYXQLOT| ETE-
XTEVETOL X0 OE U1 YRUUULXE LOVTEA LALX@DY.

211 OeUTERT EPELVNTIXT EQYaTLY (Kecp.B), oToy0¢ elvon 1) TEOBAdn TN eyrdpotag
ENYHETWONS GUVIETHY LAXGDY BLIC TAUROVUEVGLY CTEWOEMY UTO a&OVIXT] EPEAXUCTIXN
gpopTion. To vlxd xdie oTpong mpoxinTeL and TNV eapuoyr| TNe pedddou ouo-
yevomoinone twv Mori-Tanaka, AoufBdvovtag unodn gawvoueva wdoug. H eyxdpota
ENYUATOON TEOBAEPUNXE ETITUY WS UE YPNOT TNG TEYVIXNAS LOVTIEAOTOINONG CUVEXTIXTC
Covne. Emlong, xotaoxeudotnxe €vo avTITpOCWTEUTIXG GTOYED GYXOU Blao Topo-
OUEVDY CTPWOEWY X0l TEOYUXTOTOWUNXE 1) ONYUATOOT TOU UE GTOYO TNV CUCYETION
TWY CUYXEVTPOOEWY TACEWY OTNY yHT] TWV PWYU®Y PETUE) UXOOOXOTUXAG XL [o-
XPOOXOTUXNC TPOCEYYLONG.

Yy teitn epevvnuixy epyooio (Kep.4), n mpoovagepdeioo teyvixs ogoyevomoin-
ONG EMEXTAVNNUE XAl OTY Y1) YROUUIXT| TEELOY T WOTE Vo Aaufdver uTtddn Thac TIxdTNTY
xou Yewpleg BAIPBNC 0T0 UAXO TOL LUAXOD NG UATEaS, *ad®e xar Ty Teononolnon
TOUG MOTE VoL UTOROUY VoL EAEYyoVToL SLdpopa xptthipta ac Toytag xutd tny enfAuor Tou
HOVTELOL, 1) ENOAAVEUCT] TV OOV TEOXAAEL ONYUATOOT), BlaYEAPOVTIS TENEQAUCUEVAL
ototyeio. H véo auty) pédodoc, mou Aaufdver umddn neplocdtepa Qouvouevo OTwe N
uTOBAYULOT TWV WBOTATWY TOU LAXOU NG UNTEOS, TURUYEL UTOTEAEOUATA TULO XOVTH
OTIC TEWRUUATIXES PUETPNOELS OE OYEDT UE TNV TEONYOUUEVT uedodoroyio.

Téhog, n mpoavagepieion yedodoroyio enextelveTon yior axdurn Ui popd, Ue oTOYO
i TETORTY) EPELVINTIXT EQY T, OTOU QUTH TN POEY EXTOS AT TAAC TOTNTA Xal BAASEN
howPdveton unodn xou N avéTnTa autotoonc. Me To gouvouevo autd 1 TocoHTNTA
BAEBNg mou Eyel uTooTel Evar LAIXG unopel var YetwIel, avaxTOVTag HEPXOS 1) TATIPWS
N Souixy| Tou axepandTnTe. EmmAéov, mpotetveton war uedodoroyio oe uxpooxomixn
xh{ancor Yo T TeoBAedm Tne wovoTnTag foomg evog LAXOU ToU TEPLEYEL UXEOXAYOU-

Ae¢ yioe TNV emiteudr e laong.
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Chapter 1

Introduction to Multiscale Simulation

of Inhomogeneous Materials

1.1 Introduction

In the last decades, simulation has become an integral part of the industry. The discovery
of the finite element method was the beginning in the establishment of simulation as
an initial stage for the design of a structure or a product. Initially, simulations were
used in the field of structural engineering, but with the improvement and evolution of
computing systems, the needs for the application of simulations in more scientific fields
also increased as shown in Figure 1.1. Thus, models for heat transfer, computational
fluid dynamics, electromagnetism, acoustics, injection molding, and biomechanics among

others were developed and adopted in the industry.

Multiscale modeling and hierarchical simulation approaches starting from the nanoscale
and progressing through different time and length scales provide detailed and accurate
information at the macroscale. With the emergence of new lightweight structural parts,
several industries use inhomogeneous materials with two or more phases making this way
the research in composite materials mechanics more imperative and more relevant than

ever. The mechanical behaviour of such materials depend largely on the microstructure,
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Figure 1.1: Engineering fields which heavily rely on computer simulation methods

meaning the topology, geometry and the properties of each phase. Due to their nature of
inhomogenity, different observations can be made, depending on the scale under consider-
ation. On one hand, in the macroscale the material can be considered homogeneous with
effective homogenized properties to represent the mechanical behaviour and on the other
hand the microscale, where all the consituents of the microstructure are distinguishable.
In order to be able to predict the material properties it is imperative to understand in depth
the relationship between the microstructure of the material and physics of its underlying
molecular mechanics (Figure 1.2). In other words, the modern engineering applications,

lead the materials science field to extend the research to lower scales.

One of the most important theories when examining inhomogeneous materials, is the
mathematical model that defines the scale transition from micro to macro and vice versa.
This model takes into account the contribution of each constituent in the microscale and
the role it plays when the macroscale predictions are made. This contribution is expressed
in terms of variables that describe the phase, such as the volume fraction, the aspect ratio

of the fiber and the orientation among others.
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Figure 1.2: Representative length scales in Materials Science and Engineering
1.2 Motivation

The response of composite materials under mechanical loading can be quite unpredictable
due to different damage mechanisms that can appear prior to their failure. For this reason
it is not always possible to use classical constitutive formulations to model composite ma-
terials. Therefore, the main objective is the development of material models that describe
accurately the damage and failure behaviour of such materials. However, treating com-
posite materials as homogeneous in the constitutive equations often hides inconsistencies
and problems. For instance the inhomogeneities in the microstructures usually cause lo-
cal stress concentration that is responsible for inelastic material behaviours, damage in the
matrix material around them or even debonding between the matrix and the fibers. Sub-
sequently, it is essential to take into account these phenomena and evaluate their effect on
the macroscopic behaviour. This can be achieved by adopting and extending multiscale
methodologies. Physics and mechanics in the microstructure drive various phenomena

that occur in the macroscopic level. Those multiscale methodologies consist the so called



homogenization methods that describe the scale transition from micro to macro level.

The purpose of these methods is to provide information that can be used to find a ma-
terial model to predict the effective response, and also to identify the parameters that are
introduced in this effective material model that is supposed to represent the macroscopic
properties of the heterogeneous material. In general, the produced material model cannot
be of the same type as the model used for the constituents, a fact that complicates the
search for an effective material model. Until some decades ago, the identification of the
homogeneous response could be performed experimentally, or by physical assumptions
such as the rule of mixtures. All of the homogenization strategies can be categorized to

the following groups:

a) Phenomenological methods. The methods primary attempts to predict a homo-
geneous behaviour of an heterogeneous material (Voigt, Reuss, Nemat Nasser and Hori
(1), Ponte Castaneda (2) (3)). Those methods are the simplest, purely analytical with
the least accuracy and take into account only the volume fraction and the properties of
each constituent. They are mostly used to obtain a lower and upper limit of the overall

homogenized properties.

b) Mean-Field homogenization methods. They are semi-analytical and are based
mostly on Eshelby’s (4) single inclusion problem. The formulation of such methods takes
into account the fiber’s geometry and orientation, the volume fraction of the inclusions
and can be also adopted for composite materials with multiple phases. They are compu-
tationally fast with good accuracy and can be extended to describe nonlinear materials.
Mori-Tanaka method is one of the most common mean-field methods with enough re-
search around the extension of this method to predict not only the elastic properties but

also, viscous effects, plasticity etc.

c¢) Representative Volume Element (RVE) based homogenization methods. They rely
on studying the discretized microstructures in order to evaluate the microscale fields and
subsequently the macroscale properties. These methods fully account for the interactions

of the constituents and overcome some simplifications made in the phenomenological and
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mean-field methods. RVE based methods are the most accurate but the most computation-
ally expensive.

During this research, all of the above methods have been applied both separately in
some cases and combined in others, to either achieve a high level of accuracy or to verify

the novel developed methods.

1.3 State of the art of multiscale methods

The intention of continuum mechanics is to determine the constitutive law that describes
best the stress/strain relations in order to match the real behaviour of the material. In case
of nonlinear materials such as plasticity and damage, the constitutive law can be quite
complex and in many cases a single scale approach cannot produce the required level of
accuracy. Multiscale methods can overcome such limitations where each constituent can
follow a different constitutive law and with the appropriate scale transition methods the
nonlinear macroscale behaviour can be predicted accurately.

Considering a composite material at the macroscopic level, the material is seen as
homogeneous. By applying loads on the structure induce strain and stress fields in the
material. The relation that links macroscopic strain and stress depends on the microstruc-
ture of the heterogeneous material, which can be examined only at the microscale. In
order for the microstructure to be taken into consideration, a RVE can be defined at each
point of the macroscopic model. When transitioning between these scales many prob-
lems may occur. For example, a way to transfer the macroscopic strain or stress to the
RVE must be defined in order to solve the boundary value problem and compute the total
macroscopic response taking into account the microstructure (Figure 1.3).

The first step is to localize the solution variables such as strains and strain rates to
transform from the homogeneous level to the microscale level. In this way, each con-
stituent can be taken into account seperately. The second step, after predicting the re-

sponse of each constituent, is to combine the individual responses and produce a homog-
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Figure 1.3: Transition between scales

enized prediction, moving from microscale to macroscale.

During the past years, many multiscale methods have been developed. Most of them
focus on the computational efficiency and are mainly semi analytic, in order to offer a
valuable tool for simulating complex structures taking into account the heterogeneous na-
ture of the materials. These methods are extended from their initial form of simulating
linear behaviours to sophisticated nonlinear regimes, such as plasticity and damage. Oth-
ers, mainly based on descritized models, focus on the accuracy of the produced results
and used to be adopted mostly for material characterization rather than for full multiscale
analyses. However, as the computational systems are updated offering fast CPUs and
enormous amounts of memory they are adopted for full analyses where for each point
of the model the boundary value problem of a discretized domain is solved, overcoming

several simplifications and assumptions that the semi-analytical techniques adopt.

With the progress of machine learning and neural networks, many methods have been
combined to generate training data of abstract microstructures in arbitrary loadings in
order for the system to be able to predict the solution of a microstructure without fully

solving the discretized domain, saving valuable computational time with increased accu-
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racy. However, at the time being, the mean-field methods are the most computationally
efficient methods that can be used to describe any microstructure geometry with any ma-
terial model under arbitrary loading.

In the following subsections, the state of the art of the multiscale techniques and ho-
mogenization methods will be presented, highlighting their applicability for solving struc-

tural engineering problems.

1.3.1 Finite element method

In order to solve the boundary value problem (BVP) for an elastic solid R with a given
geometry, the displacement, stress and strain fields that correspond to the prescribed sets
of body forces b°, surface tractions t° or displacements u° are sought. For displacement
boundary value problems, three components of u° are specified on the surface boundary

OR. The displacement, stress and strain fields are calculated from the equation of motion

Gaij d2ul
b 1.1
(%ci + J dt? ( )
combined with Hooke’s law o;; = Cj;i€x; and the strain-displacement relation
1 0u;  Ouy
ey = (o4 4 28 (1.2)

where the term 8077 is the derivative of the Cauchy stress, b is the body force per unit

0
dQUi

volume, p is the density, and o

is the acceleration. For static or quasi-static problems
the right hand side of the equation is zero.

The concept of RVE in micromechanics as defined in (5) is used to estimate the ma-
terial properties and constitutive relations at a material point considering the microstruc-
ture. These constitutive relations are then used in balance equations to predict the overall
response of a continuum material. The balance equations include mass and energy con-
servation equations, linear and angular momenta. These equations often contain the body

forces representing the effect of the materials not in contact with the considered contin-
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uum and the inertia forces due to the motion of the continuum itself. They also contain the
associated force and displacement boundary data which represent the effect of the other
continua in contact with the considered continuum. Therefore, when formulating BVPs
associated with an RVE, it is not necessary to include the body forces, especially in static
or quasi-static conditions. The main goal is to obtain the overall average properties of the
RVE when particular boundary conditions apply. The BVP as defined in Figure 1.4 on
a RVE can be solved with the finite element approach by applying displacements in the
boundaries of a discretized RVE domain (Figure 1.5). Its weak form in 3D (6) is defined
in terms of finding the unknown displacement field «* = [u v w] from the momentum

equilibrium relation

/ o [du® V]dQy = / uq - ou dly (1.3)
Qo

To
with suitable boundary conditions and pertinent test functions du. In this relation,
the RVE is defined within the region (), and is subjected to tractions u, on its boundary
dS2y = T'g. The outer product (also referred to as the dyadic product) is defined as a ® b =
a;b; and V is the spatial gradient with respect to coordinates x. The boundary conditions
on the surface of the RVE are imposed using the equation ug = €;;.

RVE
Ug = & X ‘

o;,C

Figure 1.4: Boundary value problem definition, where the macroscopic strain is imposed
as displacements in the boundary of the RVE

The finite element solution provides very accurate results for both the local (micro)
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and global (macro) fields making this method attractive when the accuracy of results is of
high importace. One of the most known and widely adopted by the individual researchers
multiscale methodologies based on the solution of discretized RVEs is the FE2 method.
The FE2 multiscale approach (7) is based on FE homogenization of a microstructure
that corresponds to a point of the macroscale model. This method solves nested finite ele-
ment problems successively, one for the macroscale model and one for the microstructure.
The solution data of the microstructure are then used in order for the solver of the macro
model to converge and proceed to the next time step. The main advantages of this method,
except from the fact that it is the most accurate between all the multiscale methods, is the
ability to incorporate any microstructure geometry, and consider the interactions between

the inclusions.

Figure 1.5: Solution of boundary value problem of RVE with FEM

Feyel and Chaboche (8) proposed the first-order FE2 multiscale method to predict the
behaviour of composite materials with continuous fibers (Figure 1.6). They proved that
this method can simulate the composite structures with detailed microscopic information.
The information between the macroscopic and microscopic finite element models is cor-
related based on the homogenization theory, where the macroscopic deformation gradient
F~ is transferred to the microscopic level and macroscopic tangent and stress P~ aver-
aged over the RVE are transferred to macroscopic level.

Kouznetsova et al. (9) proposed the second-order FE2 multiscale method that takes

9



into account macroscopic localization and size effects. This method extends the first-order
FE2 framework by deriving the higher-order macroscopic constitutive tangents through
static perturbations among microscopic overall response. Both the macroscopic deforma-
tion gradient /'~ and its gradient V F'~ are transferred to the microscopic scale, while the
tangents, averaged stress P~ and the higher order stress tensor ()~ coupled with VyF'~,

are transferred to macroscopic scale.

Nezamabadi et al. (10) suggested a nonlinear multiscale formulation based on the FE2
method to study the instability phenomenon of fiber reinforced composites while Cong et
al. (11) proposed a multiscale approach that can be used to simulate heterogeneous shell

structures using finite strain theory.

Since the FE2 method uses a bidirectional real-time exchange of macroscopic and
microscopic information (the macroscopic level transmits the strain to the microscopic
RVE, and the RVE transmits the stress to the macroscopic level after converting the strain
to boundary conditions and solving the boundary value problem), a RVE at each integra-
tion point of the macroscopic finite element model is required resulting in a large amount
of computations. For this reason, efforts for the improvement of computational efficiency
were made by Praster et al. (12). The same path was followed by Tuijl et al. (13) and
Hernandez et al. (14) with the empirical interpolation method and later Hernandez et al.

(15) the empirical cubature method.

More attempts to improve the efficiency of computational multiscale methods were
made by using model order reduction techniques, such as POD (proper orthogonal de-
composition) (13) (16) (17) and the Fourier-related envelope model (18) (19). Efforts
to ensure algorithmic convergence are presented in (20) (21) and a methodology that re-
quires the solution of the micro problem for the minimum amount of times possible (22)
(23).

Even though this method proved to be the most accurate between the multiscale beth-
ods, it has two main disadvantages that limits its applicability. The first one has to do

with the microstructure generation. Several RVE generation methods have been proposed
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Figure 1.6: FE2 method description

but all of them seem to show difficulty in achieving high volume fractions of fibers or
do not successfully cope with the production of fine mesh for complex microstructures
with various inclusion sizes. The second disadvantage has to do with the computational
cost associated with the solution of the boundary value problem for RVEs with millions
of elements, a fact that makes this method the most cost ineffective. Even when reducing
the dimensionality of the problem to 2D with plane strain or axisymmetric conditions the
computational cost is not reduced drastically. The FE homogenization and FE2 method
are only used in this work for verification purposes for the newly developed multiscale

models (Appendix C).

1.3.2 Method of cells (MOC)

The method of cells relies on the fundamental assumption that the composite has a pe-
riodic microstructure where the fibers are arranged in periodic manner. This assumption
allows to analyze just a single repeating unit cell (RUC) rather than the whole compos-
ite. The RUC is defined as a representative building block where the composite can be

constructed by the unit cell repetition. In order to analyze the RUC, imposition of the dis-
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placement and traction continuity conditions at the interfaces within the unit cell as well as
at the interfaces between neighboring unit cells, in conjunction with the equilibrium con-
ditions, is needed. For composites consisted of linear elastic phases, the analysis should
provide the relations between the average effective stresses and strains and determine the
effective modulus in a closed form solution. In the work of Aboudi (24) the MOC was
used to predict the overall behaviour of a viscoplastic composite material. The maximum
number of different composite phases that the MOC could take into account was limited
to four, but an extension of this model, the Generalized Method of Cells (GMC), allowed

any number of phases (25) (26).
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Figure 1.7: Generalized MOC

The generalized method of cells computes both microscopic and macroscopic proper-
ties of linear and nonlinear heterogeneous materials under mechanical or thermal loading.
This method was initially introduced by Aboudi (27), Paley and Aboudi (25) and Dvo-
rak (28) (called the transformation field analysis) and divides a repeating unit cell into an
arbitrary number of generic cells, being divided into subcells that each one may contain
a distinct homogeneous material (Figure 1.7). The basic assumption of this method is
that the displacement vector in each subcell varies linearly with the local subcell coor-

dinates. The global response is calculated by the classical volume averaging technique.
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Algorithmically, this method shows high efficiency and good accuracy. However, due
to the assumption of linear displacement fields, the produced results regarding the local
fields are not very accurate. This method was extended in order to better capture the non-
linearities of the materials and the High Fidelity Generalized Method of Cells (HFGMC)
(29) (30) has been developed. Higher order displacement fields are used so that additional
equations are needed to solve the system. This requires a much higher computational cost
than the original method of cells but it is still more efficient than the corresponding finite
element simulation method. However, because of the rectangular shape of the generated
subcells, the finite element methods can produce much more accurate predictions for the

micro-fields.

Voyadjis and Deliktas (31) incorporated continuum damage into the GMC and applied
the method to metal matrix composites. The local incremental damage model developed
by Voyadjis and Guelzim (32) can take into account the damage in each subcell sepa-
rately establishing elastoplastic constitutive equations that govern the behaviour of the

composite with damage evolution.

Most of the applications of GMC regard continuus fiber composites because the study
of short fiber composites require a three dimensional analysis that can be highly intensive
computationally and complicated. Pahr and Arnold (33) present a model based on GMC
for the study of short fiber composites, and showed that the GMC can be successfully

used for such cases with some modifications of the initial method.

Despite the demonstrated efficiency and accuracy of the GMC to perform linear and
nonlinear homogenization of composite materials with periodic microstructures, the ac-
curacy in predicting local fields inside the microstructure was not as good as in the pre-
diction of macroscopic (global) fields. Most recently, a new model developed to over-
come the shortcoming of the GMC, termed as High Fidelity Generalized Method of Cells
(HFGMC). The framework of the HFGMC was motivated by a higher order theory that
has been developed for the analysis of graded materials, and is capable of simulating the

micro stress and micro strain fields of materials under 3D loading (29)(34). This method
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appears to predict both the global and local field with high accuracy.

Since all the aforementioned methods are based on the method of cells use a dis-
cretized domain in micro level to solve the constitutive equations and retrieve the local
and global fields, not only makes them mesh dependent and limited to periodic structures,

but are much more computationally expensive than the mean-field methods.

1.3.3 Fast Fourrier Transform (FFT) method

This approach, introduced by Moulinec and Suquet (35), build upon the Lippmann-
Schwinger equation (36) that is solved iteratively in the Fourier space. It operates directly
on pixels or voxel data (Figure 1.8) and was formulated for nonlinear material behaviour
from the very beginning. For that reason this method is suitable for analyses of digital
images or tomography scans of the real microstructure taking into account clustering and
percolation phenomena. Due to its inherently matrix-free formulation and the associated
low memory footprint, the method ensures applicability to large-scale microstructures, is
comparatively simple to implement and produces impressive results in short time, due to
the efficient numerical implementations of the FFT available (37) (38).

In the 2000s, the Moulinec—Suquet method was accelerated and applied to a wider
range of materials and constitutive behaviours such as damage and fracture mechanics,
conductivity and emissivity, polycrystalline materials and composite materials among
others. In the beginning of the 2010s, the number of corresponding articles started to
increase significantly, but there was still a lack of deeper understanding of the numerical
method, obstructing further developments. The strategy presented by Moulinec and Su-
quet provides a solution method for a discretized system of equations. By separating the
discretization step from the solver, the FFT approach was re-integrated into the conven-
tional canon of contemporary computational methods. Thus, around 2015, the previous
obstructions were removed and it became possible to change the discretization while pre-
serving the salient features of the solver, or to use faster solution methods for the same

discretization.
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Regarding the prediction of damage and fracture using FFT approaches, Herrmann
et al. (39) first considered linear and elastoplastic fracture mechanics and subsequently
more FFT-based approaches are reported for isotropic local damage (40) (41) (42) , and
anisotropic local damage (43). Non local damage models, that remove the mesh depen-
dence that local models introduce upon failure, are considered in (44) (45) (46) where the
non locality is handled by a convolution-type integral which is computed in Fourier space.
A semi explicit FFT solver was introduced by Chen et al. (47) while Ernesti et al. (48)
discussed a fully implicit solver based on a fast gradient method. Extensions were made
to account for finite strains for hyperelastic (49) end hypoelastic (50) constitutive formu-
lations. FFT-based methods were reported to be effective for aluminum (51), concrete
(52) and ceramic foams (53). Applications to cellular alumina ceramics (54), sintered
alumina ceramics (55), alumina and zirkonia ceramics (56), ferroelectric ceramics (57)
and for auxetic ceramics (58) were reported. Besides, applications to cubic-cell (59) and

porous metamaterials (60) were provided.

Figure 1.8: Voxel based microstructure appropriate for FFT homogenization (61)

Computational homogenization methods utilizing the FFT are developed into a ma-
ture state and can treat complex microstructures with constituents following sophisticated

material behaviours within reasonable time. These methods make use of the specific struc-
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ture of regular grids and utilize the FFT for constructing general-purpose pre-conditioners
for the discretized systems that can be solved with dedicated solvers.

However, despite the progress that was made, there are still some hurdles that need
to be overcome. In order for this technique to be an efficient multiscale method, it is
necessary to go beyond the solution of a specific homogenization problem of a single
microstructure. For instance, for short fiber composite materials after injection mold-
ing, the fiber orientation may be locally varying and single microstructure cannot predict
accurately the behaviour of the whole continuum. In conjunction with the increased com-
putational cost the FFT-based methods are not suitable to solve a microscale problem for

each material point of the macroscale model.

1.3.4 Mean-Field homogenization method

As mentioned earlier, RVE based homogenization methods present difficulties to gener-
ate a finite element mesh in order to simulate accurately the microstructure and to achieve
a numerical solution on the macroscopic scale within a reasonable time interval. Be-
sides, the finite element procedure bears a geometric restriction for composites reinforced
with high aspect ratio fibers and large volume fractions (62). To overcome these obsta-
cles, micromechanical models turn out to be very useful. These methods can predict the
macroscale behavior of composite materials while taking into account the microstructural
parameters of each phase.

Analytical and semi-analytical homogenization methods started several decades ago
when computational resources were very limited. They are based on observations of the
interactions between the phases, and they produce a prediction for both the macroscopic
response and the deformation for each phase. One of the limitations of such methods are
that they cannot predict localization of stresses or strains. Most of these homogenization
methods are based on the Eshelby’s theory (4) for ellipsoidal inclusions that assumes that
the matrix and inclusions are bonded perfectly. They were initially developed to predict

linear homogenized response and later extended for the prediction of nonlinear materials
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by linearizing their behaviour in an incremental formulation scheme. Mean-field methods
are very computationally efficient with good accuracy and can be used to predict the
response of large composite structures while producing results at multiple scales for both
the macro model and constituent-wise (Figure 1.9). One of the most common mean-field
methods is the Mori-Tanaka (63) and is used extensively in this work for elastic, visco-
elastic, elasto-plastic, visco-elasto-plastic with damage, and elasto-plastic with coupled
damage-healing composite materials.

Regarding the study of heterogeneous materials, many multiscale methods have been
proposed (review from Kanouté et al. (64), Geers et al. (65)) for the calculation of the
effective behaviour based on the local behaviour of each phase and on the morphology
of the microstructure. The homogenization methods can be separated into two main cat-
egories according to the way the information is transfered between scales. Those are the

sequential and the integrated multiscale methods.
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Figure 1.9: Multiscale modelling using mean-field approaches

The methods that belong to the first category, handle the problems on different scales
sequentially and independently and are best applied to linear behaviour. To elaborate,

an overall effective response on the microscopic level under a specific loading history
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is calculated firstly on the microscopic level, and afterwards is used as the constitutive
law of the macroscopic structure. Mori-Tanaka and self-consistent methods are some
of the most accurate methods that predict the homogeneous behaviour and can be used
as constitutive equations for the macroscale model. These methods instead of comput-
ing in detail the fields for all the material points of the microstructure, it computes only
the variables’ average values for each phase resulting in high computational efficiency.
Assuming that the averaged variables among each phase sub-domain still follows its con-
tinuum material behaviour, the microscopic problem is described by formulating the av-
eraged stress-strain relation of each phase sub-domain and the interaction effect between

different sub-domains :

[ = (), = Avk 2 (O) (1.4)

where (...) is the volume averaging operator, o and ¢ is the stress and strain, C,. is the
stiffness tensor of constituent family r, and A, B, are the fourth order stress and strain
concentration tensors between sub-domain w, and wy, respectively. After the calculation
of the concentration tensors, an analytical solution of the microscale problem can be ob-
tained. The average response of the microstructure can be also computed to define the
macroscopic behaviour of the heterogeneous material. The way these concentration ten-
sors are calculated differ from method to method consisting the main difference between
variants of mean-field homogenization methods.

Most of the mean-field methods can be extended to describe constitutive relations for
nonlinear behaviours too. In order for this to happen, the sequential application of the for-
mulations is not enough. Nonlinear material are always dependent on the loading history,
and can be rate dependent. This means that a pre-computation of the effective properties
of the material is not effective. The mean-field methods have to be applied for all the

material points of the microstructure, each one having its own loading path, using lin-
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earizing methods such as incremental formulation. Although the incremental formulation
can capture with good accuracy the nonlinear behaviour of heterogeneous materials, it
leads to a stiffer overall response resulting from the assumption of uniform properties in
the matrix (66) (67) (68). This assumption has led to high interactions between the ma-
trix and the inclusions, and consequently higher flow stresses. Many attempts have been
made to overcome this limitation and improve the accuracy of the predictions (69) (70) by
using isotropization methods on the Eshelby’s tensor when calculating iteratively the ef-
fective tangent stiffness on the composite material. Besides the numerous isotropization
procedures such as general isotropization and spectral decomposition techniques, more
methods have been proposed to deal with the anisotropy of the tangent modulus in order
to soften the composite response (71) (72). However, the method using the isotropization
of the estimation of Eshelby tensor seems to lead to better predictions of the elastoplastic

behaviour of composite materials.

Furthermore, Mori-Tanaka approach has been successfully extended to use the se-
cant approach within a small strain formulation, to predict the behaviour of elastoplastic
composites (73) (74) (75) (76). However, the non incremental nature of the secant proce-
dure may prompt slight waviness for the stress-strain curve (74). In attempts to account
for these fluctuations Qiu and Weng (77) use the shear energy in the matrix to define the
homogeneous response of composite materials based on the incompressible behaviour hy-
pothesis and Suquet (78) defines the linear comparison composite using a second-moment

reference state to describe more general cases.

The restrictions of the secant approach, renewed the interest of the researchers on the
incremental approaches. Brenner et al. (79) (80) and Gonzalez et al. (81) developed
one of the first implementations of the affine formulation concept for the second-order
homogenization. The good accuracy of these methods motivated Doghri et al. (82) to
enhance the incremental linearization scheme by including second-order moment of the
per-phase strain based on the Mori-Tanaka scheme. Even though the second-order ap-

proaches exhibit great accuracy, they are still very complex to implement.
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Finally, integration of damage mechanics with mean-field homogenization approaches
has been successfully implemented for local (83) and nonlocal (84) damage models and
extended for anisotropic damage models (85) where the damage variable is represented
by a tensor instead of a scalar variable.

In order to successfully implement nonlinear mean-field homogenization methods,
a communication channel between the solver of the macro model and the system that
performs the mean-field analysis should exist. This can be achieved by utilizing the user

material subroutines feature that most of the commercial solvers offer.

1.3.5 Machine learning in multiscale modeling

As mentioned earlier, most of the full field homogenization methods such as FE2 are time
consuming because they are based on constitutive relations rather than phenomenolog-
ical models (i.e. no parameters calibration is required) . This fact led the composites
researchers to integrate machine learning methodologies in multiscale modeling. Deep
learning network (DLN) model is an ideal tool to simulate nonlinear composite materials
(Figure 1.10) and solve the homogenization problem, especially for two-phase compos-
ites such as fiber reinforced polymers.

The reasons for the successful integration of the machine learning methods to multi-

scale modelling can be summarized as follows:

e Machine learning methods can reduce effectively the computational time compared

to conventional full field multiscale models

e Setting up surrogate models enables parallel computations

e Due to complete physics free modeling, machine learning models can link the input
design parameters to the output parameters rather than conducting time consum-
ing numerical computations in order to calculate them, such as in finite element

analysis.
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From structural perspective, DLN share some similarities with the FE2 homogeniza-

tion method and specifically, the elements that have representative constitutive relations

can be used as input layer in DLN, some parameters in the homogenization such as fiber

aspect ratio, volume fraction and orientation can be chosen as fitting parameters and fi-

nally the homogenized macroscopic values such as stress and stiffness can be considered

as output layer. Artificial neural network (ANN) models have been used successfully to

simulate the homogenized material properties of biphasic composite materials (86). In

(23) the ANN is firstly trained by data from a microscale model and then used to ap-
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proximate the relation of macroscopic stress. In (87) the use of ANN was proposed to
appoximate a surface response that represents the corresponding effective (homogenized)
stress and tangent stiffness modulus. Lu in (88) proposed the use of ANN trained by a
series of nonlinear RVE simulation data to act as a role of nonlinear effective electric con-
stitutive model. Wang and Sun (89) combined supervised machine learning models with
classic constitutive models to simulate porous media coupled with various pore sizes and
showed higher computation efficiency that the conventional FE2 method.

Liu et al. (90) (91) proposed an advanced data driven multiscale modeling technique
which is termed as Deep Material Network (DMN) algorithm. This method is based on
machine learning and RVE homogenization theories. For multiscale modelling the basic
procedures are the same regardless the machine learning algorithm that is applied. The

main three steps that is consisted is:

1. The sampling phase, that includes the design of experiment and the generation of
the set of training data, such as for different cases of loading conditions. A huge
dataset generated from a lot of preliminary analysis (e.g RVE analysis) is needed to

assemble the data and construct the training database.

2. The training phase, where the sampling data were applied for the training of the
deep material network to obtain the optimal fitting parameters. In this step, read-in
data of database and preprocess of the data to remove noise, smooth and normalize
the set may be needed. Also testing of database may be performed to test the condi-
tion of the trained network. Plotting of errors may be applied to visualize the fitting

condition of the trained model.

3. The prediction phase, where the trained deep material network was used to extrap-
olate some nonlinear cases in material design such as plasticity and failure. Com-
parison between the produced results of the trained model and other conventional

methods to decide the efficiency and accuracy of the machine learning method.

The sampling and the training step are considered an offline stage that it needs to be
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completed only once but will be applicable to many cases, while the prediction step is

termed as online stage.

For multiscale modelling the basic procedures are the same regardless the machine

learning algorithm that is applied.

In the recent years many researchers have already applied machine learning methods
for computational homogenization methods to several material models such as hyperelas-
tic (92), elasto-plastic (93), visco-plastic (94) among others. It is worth mentioning that
several studies are concerned about utilizing the machine learning methods to speed up the
conventional finite element methods not only for the prediction of mechanical properties

but also for electrical and thermodynamics properties.

1.4 Transition between scales

1.4.1 The Eshelby Tensor

In 1957, Eshelby introduced the solution of the single inclusion problem, that is consid-
ered to be one of the major achievements in the analytical approach for predicting the
effective material properties of heterogeneous microstructures. Most of the mean-field
homogenization models are based on this analysis that offers a general solution for one
ellipsoidal particle embedded in an infinite matrix in linear elasticity. Eshelby found that
for a homogeneous isotropic infinite body which contains a single ellipsoidal inclusion
subjected to a uniform eigenstrain * , the resulting strain field within the inclusion is
uniform. He suggested a tensor that relates the strain the ellipsoidal subregion would
posses if it was unconstrained by the rest of the medium to the elastic strain 5%1« of the
constrained subregion, and it can be easily extended to cases where the infinite matrix

and the inclusion has different material properties. The total strain can be expressed as:

€ij = 6?;- + 52} (15)
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and can be rewritten including Eshelby’s fourth order tensor as :

€ij = S5kl (1.6)

The tensor S* is a function of the Poisson’s ratio of the infinite matrix and the semi-
axes of the ellipsoid. Analytical presentation of the calculation of Eshelby’s tensor can
be seen in chapter 3.1. The strain and stress fields inside the ellipsoid are uniform and
outside the ellipsoid subregion are nonuniform but it is possible to reduce the results to
a form that involves only three elliptic integrals (95). The stress field using Hooke’s law

can be calculated by :

!
0ij = Cijucy (L.7)

and by using the Eshelby’s tensor can obtain the form:

0ij = Cijtt(SkipgEpg — k1) (1.8)

1.4.2 Transition from macro to microscale

The starting point of the multiscale algorithms is to distribute the strain (for elasticity) or
strain rate tensor (for nonlinear materials) to the individual constituents. This problem,
for most of the mean-field approaches, is solved by adopting the single inclusion prob-
lem solution of Eshelby. After calculating the Eshelby’s tensor, which demands integral
calculations containing the fiber’s aspect ratio and the Poisson’s ratio of the matrix ma-
terial, it is trivial to calculate the strain concentration tensors, as defined by the method
each time. Using the strain concentration tensors, one is able to distribute the strains (and

strain increments) to each constituent as shown in the following equations:

Acy = [ViB + (1= V)OI ™" : Ae (1.9)
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Ac; =B : Ae,, =B [V;B + (1 - VpI| ' : Ac (1.10)

with B® given by
B°=[I+E:(C,):C;-I)] ", (1.11)

where I is the fourth order unit tensor, E is the Eshelby’s tensor, C,,, C; the stiffness
tensor for matrix and fiber respectively and V the fiber’s volume fraction.

Finally, knowing the strain (or strain increment) and the properties of each constituent,
the stress (or stress increment) for the matrix and fiber can be calculated by adopting the

constitutive laws that each phase follows.

1.4.3 Transition from micro to macroscale

In order to consider the microstructure influence on the composite material’s macroscale
response, a link between the macro and micro levels is made through the RVE. Since the
RVE is a statistical representation of microstructure, it is independent of the fluctuations
on the structural scale. In other words, the RVE represents all the elementary volumes
that correspond to any point of the macro model. Using a strain driven problem as an
example, the macroscopic strain is known, while the effective material stiffness and the
macroscopic stress are computed from a microscale boundary condition.

The result of this transition is to obtain a homogenized stress response after applying

the appropriate material model for each of the constituents

1

As eq. (1.12) indicates, the homogenized macroscopic stress tensor ¢;; is obtained as

the volume average of the microscopic stress fields o;; inside the RVE.
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Chapter 2

Computational Multi-Scale Modelling
of Fiber-Reinforced Composite

Materials

As mentioned in the previous chapter, there are many multiscale methods that can predict
the homogeneous behavior of non homogeneous materials. The most accurate between
the homogenization methods is by solving the RVE boundary value problem with the
finite element method. Then by averaging the stress and strain fields the macroscopic
properties can be predicted. However, this method is the least computationally efficient
and cannot be easily applied to large scale problems. In such cases, different homogeniza-
tion methods are preferred that are mainly analytical or semi- analytical and can predict
the homogenized properties of a material point instantly, knowing the properties of the
microstructure constituents. Furthermore, there are many difficulties when generating
and discretizing a statistically representative volume element which is a prerequisite in

order for numerical homogenization to be applied.

The main purpose of this chapter is to compare the widely used mean-field homog-
enization method of Mori-Tanaka with the FE homogenization method. Initially, the

results are compared for the linear elastic case and three different material symmetry
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cases (isotropic, transversely isotropic, orthotropic). In the second part of this chapter,
the mean-field method has been extended to work for elasto-plastic matrix and elastic
fibers, and compared again with the results of the nonlinear FE homogenization method.
This time, the stress strain curves of the materials are compared as opposed to the elastic
case where the homogenized elastic properties calculated by each method are compared.
Moreover, an algorithm for generating microstructures is presented, based on the Random

Sequential Adsorption method (RSA), extended to account for periodicity.

In the sequence, a cross-ply fiber-reinforced composite in uniaxial tension is mod-
elled using a mesoscale and a microscale approach comparing the results from both the
analyses. The use of multiscale modelling gives directly the macroscopic constitutive be-
haviour of the structures based on its microscopically heterogeneous representative vol-
ume element (RVE). In the meso-scale approach the material of each layer is modelled
as a homogeneous transversely isotropic material whose properties resulted from a nu-
merical homogenization analysis. One of the main advantages of microscale modelling
is the ability to simulate damage mechanisms such as matrix cracking, delaminations of
the matrix-fiber interface and fiber-damage. A comparison of the results between the
simulations of both scales is performed. In the meso-scale model stochasticity has been
introduced, by assigning interfacial strength which follows a normal distribution, in or-
der to predict cracking initiation, propagation and saturation at the matrix material. The
stresses at the crack tips are compared with the stress fields around the cracks from the

microscale analysis and the results are in good agreement.

2.1 Introduction

In order to reduce time consuming and expensive experimental efforts, analytical and
numerical modelling approaches have been developed to simulate real phenomena that
occur in the microscale of composite materials. Homogenization methods are powerful

tools helping the engineer towards the design and calculation of homogeneous mechani-
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cal, thermal expansion, conductivity and other properties considering the microstructure
response of each constituent. There are three categories of methods in the relevalnt liter-
ature. The phenomenological-empirical models (Voigt, Reuss, Rule of mixtures, Halpin-
Tsai, Chamis), the mean-field (semi-analytical) methods based on Eshelby’s single inclu-
sion solution (1) (Mori-Tanaka, dilute approximation, self-consistent) and the numerical
homogenization method (2). The first category, is the least computationally expensive but
with poor accuracy, ignoring microstructure information such as the geometry of fillers
and the orientation. The second category, is the most explored category, firstly applied for
linear elasticity and has been extended to several material models such as elasto-plasticity,
thermo-elasto-plasticity, viscoelasticity, viscoplasticity, coupling plasticity with damage,
combining computational efficiency, good accuracy of macroscopic response, but with
low accuracy regarding the prediction of the micro-fields through strain concentration ten-
sors. The numerical homogenization is the most accurate method in both the microscale
and the macroscale but has its own disadvantages. It is the most computationally expen-
sive methodology, and there are some complications regarding the model generation and
discretization of the whole RVE. It should be mentioned that numerical homogenization
can potentially be used in the elastic region of materials but research work is still ongoing

for more complicated material models.

2.2 Mean-field Homogenization

The most commonly used mean-field approach is the Mori-Tanaka (3). It assumes that
each inclusion behaves like an isolated inclusion and the strain in the matrix is consid-
ered as the far-field strain and can be used for multiple inclusions of variable shape and
orientation. The results from the Mori-Tanaka approach are in good agreement with ex-
perimental measurements especially for low volume fraction of inclusions.

In case of composite material with multiple inclusions and random orientations the

Mori-Tanaka scheme can produce unphysical results. In such cases a multi-step formula-
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tion is adopted. The microstructure is discretized in pseudo-grains and each pseudo-grain
contains only the matrix material and one family of inclusions. Each pseudo-grain is
homogenized following the Mori-Tanaka formulation. In the next step all pseudo-grains
are homogenized to a single material using Voigt scheme. This method ensures physical

results, symmetric stiffness and thermal expansion matrices.

Mean-field homogenization methods are extremely efficient and are used with mold-
ing simulations, bridging the gap between process simulation and structural analysis. This
can be done by using the fiber orientations resulted from the simulation of the manufac-
turing process and use homogenization techniques to account for the composite material’s
response in elastic and plastic regions and also to predict damage in multiple scales. Those
homogenization procedures can only be applied in elasticity. In order to avoid this con-
straint and apply this formulation in elasto-plasticity a linear comparison composite is
identified by linearizing stress-strain behaviour of the plastic region (4). In this case in-
stead of o = C' €, where o and € are the elastic stresses and strains, C'is the stiffness matrix,
from incremental formulation of plasticity one has o’ = Cl,,, €', where o’ and € are stress
and strain rates and Cl,y,, is the tangent stiffness matrix of the material. Discretising this
relation over a time interval [¢,,, t,+1], the rate form can be converted to the following in-
cremental form Ao = Cy,,,4 Ae. Finally, using the incremental form, the homogenization

procedure can be applied for each time increment.

2.3 Numerical homogenization

In a numerical simulation, it is not efficient to simulate everything as far as the structure is
concerned, especially when there are fast analytical models that can sufficiently describe
and solve the task. Generally, we choose an area of interest in which we conduct a nu-
merical simulation where limitations of analytical models exist. There are cases where
mean-field homogenization methods may face significant limitations, thus numerical sim-

ulations become necessary to calculate homogeneous properties of a composite material.
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Most of the numerical methods invoke only linear material laws with small deformation
theory. However, during the last years more complicated numerical methods have been
developed for nonlinear elasticity (hyper or visco — elasticity) and generally nonlinear

material behaviour.

2.3.1 Microstructure generation method

One of the most important and difficult tasks of numerical homogenization is the con-
struction of the microstructure. In order to be representative of the total composite struc-
ture the size of the Representative Volume Element (RVE) is of great importance and the
RVE itself must contain enough information about the microstructure. The most common
method to create microstructure models with stochasticity about the fillers’ position and
orientation is the RSA (Random Sequential Adsorption) method (5) which is used ex-
tensively in this study. According to this method fibers are inserted into the RVEs space
sequentially at random positions (using a randor number generator), and are checked for
intersection with the already placed fibers. If any kind of intersection exists, then the
placing of inclusion fails and the inclusion is discarded. The procedure stops when the
number of failed attempts reach a maximum attempts threshold or when the required vol-
ume fraction is achieved. A flow chart of the RVE generation method with periodically
placed inclusions is shown in Figure 2.1.

In order to ensure periodicity in the RVE generation algorithm intersection between
the newly placed inclusion and the RVE faces, edges and vertices must be checked. In the
first case of intersection with a face, assuming that the cubic RVE has length L and volume
L3, an identical inclusion must be placed in the opposite face translated by L (Figure 2.2,
Top Left). In case of edge intersection, three more identical inclusions must be placed
in the other three parallel edges. One inclusion will be translated by L in x-direction,
the other will be translated by L in the y-direction, and the last one will be translated by
L in both the x- and y-directions as shown in Figure 2.2 top right. In case where the

inclusion volume contains one of the RVE vertices, then seven more identical inclusions
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Figure 2.1: Method for RVE generation with periodically placed inclusions

must be placed in the rest of the vertices respectively (Figure 2.2, Bottom). All of the

aforementioned cases, for coding efficiency can be handled in a recursive manner, and all
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Figure 2.2: Three cases of intersection between the inclusion and the RVE boundaries in
periodic microstructures. Top Left : Intersection with one of the RVE faces. Top Right
. Intersection with one of the RVE edges. Bottom : Intersection with one of the RVE
vertices

of the periodically generated inclusions must be checked for intersections with already
positioned inclusions. The volume of all the periodically placed parts of the inclusion is

equal to the volume of a whole inclusion.

Many constrains can be considered such as volume fraction, minimum distance be-
tween inclusions, fibers geometry etc. Also, fiber orientation tensors (6) can be used to
place the inclusions orientation with stochasticity. The orientation distribution function
(ODF) is reconstructed, which describes two Gaussian distributions for each angular co-

ordinate ¢, 6 of the spherical coordinates system and the fibers are placed according to
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these two distributions. Afterwards, a meshing procedure follows to create the final RVEs,

as can be seen in Figure 2.3.

After creating the RVEs, numerical homogenization is the next task to be completed.
In this procedure the aim is to find constitutive equations for the effective material prop-
erties using a simple direct volume averaging equation (2). In the present approach, the
effective material property is calculated in the main direction of the stresses. For this
reason, it is necessary to have a uniaxial stress state in the direction of the perturbation
when applying compressive or tensile loadings on the RVE. So, one has to decide what
kind of material will be created. The type of material e.g. isotropic or orthotropic, de-
fines the boundary conditions of the RVE. For example, in case of an isotropic material,
the microstructures response of a simple uniaxial tension is enough. On the other hand,
for transversely isotropic materials where the symmetry exists with respect to the plane
normal to the strong axis of the material, 4 simulation tests have to be performed. Two
tensile and two shear tests at directions 1 and 2 (3 direction is the same as 2 due to ma-
terial symmetry). In case of orthotropic materials the total number of virtual experiments

would be six (1 tensile and 1 shear for each direction) as presented below.

2.3.2 Isotropic materials

RVESs with spherical inclusions or with random fiber orientation tensor exhibit this kind of
symmetry. Random orientation tensor (1/3, 1/3, 1/3, 0, 0, 0) in Voigt notation denotes an
equal probability of the fiber to be aligned in each direction resulting in a pseudo-isotropic
material. The homogenization procedure for isotropic materials is the fastest because a
tensile loading is enough to define all material constants using the equations (2.1 - 2.4)
where < 0;; > and < ¢;; > are the volume average stress and strain tensor fields within

an RVE of volume €.

< 011 >Qq

EeIT — EPIF e
0

2.1)
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Figure 2.3: RVE generation for : unidirectional long fibers Top Left, random fiber ori-
entation tensor (1/3, 1/3, 1/3, 0, 0, 0) Top Right, almost aligned fibers with orientation
tensor (0.9, 0.05, 0.05, 0, 0, 0) Middle Left, continuus fiber laminated composite Middle
Right, multiple phases Bottom Left, multiple layers [0, 90]s Bottom Right
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Another approach is to load the RVE at all directions and average between the moduli
of all directions. For well defined RVEs this will have very small effect at the results and

large effect at the computational time.

2.3.3 Transversely isotropic and orthotropic materials

Composites with aligned fibers whose material is isotropic exhibit transverse isotropy
with the plane of isotropy being transverse to the fibers axis. An orthotropic material can
occur with more than one families of inclusions or with a family of inclusions with random
orientations with diagonal orientation tensor e.g. (0.7, 0.2, 0.1, 0, 0, 0) . In the general
case, to perform numerical homogenization of an orthotropic material, six boundary value
problems have to be solved. Three tensile loading tests and three shear tests, one for each
direction. The equations that need to be solved for those cases are similar to the isotropic

case, and should be solved for all three principal directions.

2.4 Types of boundary conditions

The boundary conditions describe the behavior of the microstructure in the simulation.
There are two types of boundary conditions, the homogeneous and the periodic boundary
conditions. Choosing the periodic boundary conditions (Appendix B), the generated re-
sults would represent a macrostructure with periodically repeated cells while in case of the

homogeneous boundary conditions the results would represent the RVE as a macrostruc-
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ture with micro-constituents. This case is simpler when applying the boundary conditions

but the first case is recommended when periodic microstructures are generated.

2.5 Mean-field homogenization vs. numerical homoge-

nization

2.5.1 Linear elastic case

The RVEs of the studied examples can be seen in Figure 2.4. The models are solved
with homogeneous boundary conditions even though the generated microstructures are

periodic.

Figure 2.4: RVEs for the studied cases from left to right: Isotropic, Transversely isotropic,
Orthotropic

The microstructure properties is an epoxy matrix material with E = 5500 MPa , v =
0.395 and glass spherical inclusions with properties E = 73100 MPa and v = 0.18 and
volume fraction of inclusions 0.238. The results comparing these two methods can be

seen in Table 1.

Table 2.1: Isotropic Elastic Properties after MF and FE Homogenization

| E(MPa) | v
mean-field | 8559.95 | 0.371272
FE-RVE 9415.89 0.3633
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For the transversely isotropic case, a microstructure with the same materials was cre-

ated with volume fraction 0.22 and fibers aspect ratio 15.63 (Table 2).

Table 2.2: Transversely isotropic Elastic Properties after MF and FE Homogenization

| By (MPa) | E; MPa) | »1 | v, | G(MPa)
mean-field | 17681.2 | 8499.2 |0.3517 | 047 | 2931
FE-RVE | 16577.31 | 9761.84 | 0.344 | 0.453 | 3358.06

Finally, for the orthotropic case (Table 3), a RVE with the same materials but with
random orientations (0.8, 0.15, 0.05, 0, 0, 0) was created. Fiber aspect ratio 12 and

volume fraction 0.188.

Table 2.3: Orthotropic Elastic Properties after MF and FE Homogenization

| Ey (MPa) | E; (MPa) | E5(MPa) | vi3 | 113 | a3 | Goy(MPa) | G,.(MPa) | G,.(MPa)

MF | 113209 7671.4 78914 | 0.43 | 0354 | 0.44 | 2892.6 2864.1 2678.9
FE | 12063.3 8330.1 8481.4 | 0.42 | 0.364 | 0.44 | 3377.1 3468.3 3038.1

It is worth mentioning the important role of stochasticity in the RVE generation and
how much it affects the results of the numerical homogenization procedure. The size of
the RVE, the number of the generated inclusions and the proximity between them, are
some of the parameters that are not taken into account in the mean-field homogenization
approach, but in the numerical analysis those parameters affect greatly the homogeniza-
tion results. The mean-field approaches best work for low volume fractions due to the
constraint that the strain in the matrix is considered as the far field strain and in addition

there is no interference between the inclusions.

2.5.2 Nonlinear case

In this section, the results of the analytical and numerical methods are compared in the
nonlinear regime. In the numerical homogenization case, the strain was applied in the

boundary of the RVE and solved incrementally, using homogeneous material properties
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for the fibers and the matrix. In the mean-field approach the strain is also applied incre-
mentally in a fictitious RVE, and by using strain concentration tensors the strain increment
is separated to fiber strain increment and matrix strain increment, allowing the application
of different material models for the constituents. Finally, after getting the response of each
constituent separately, homogenization is performed for each time increment to acquire
the homogenized stress response. The comparison will be performed directly on the pro-
duced stress strain curves instead of comparing the engineering properties. An in-house
FE solver was developed and implemented for the purpose of the FE homogenization and
direct comparison with the implemented mean-field methods took place. In all of the fol-
lowing cases the matrix follows an elastic plastic material with isotropic hardening while

the fibers remain elastic. The properties of matrix and inclusion can be seen in Table 2.4.

Table 2.4: Properties of matrix and inclusions

Matrix | Inclusions
Young’s Modulus (MPa) 5500 73100
Poisson’s Ratio 0.395 0.18
Hardening Modulus(MPa) 100 -
Hardening Exponent 0.4 -
Yield Stress (MPa) 30 -

Mean-field homogenization methods calculate the mean-field response of the com-

posite assuming that the strain field inside the RVE is uniform as shown in Figure (2.5).
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Figure 2.5: Top: Representation of mean-field result with uniform fields in the RVE
Bottom: Representation of FE RVE result that can predict non-uniform fields in the RVE.
Colorbars depict stresses in MPa
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It is clear in Figure 2.5, that it is impossible using mean-field methods to predict the
actual, non-uniform micromechanical fields inside the RVE as in the full field methods
or the FE RVE method. However, the produced homogeneous results can be considered
quite accurate. This can be attributed to the fact that the stress and strain fields inside
the inclusions are indeed uniform and can be predicted with good accuracy by adopting
Eshelby-based methodologies. In the volume out of the ellipsoid inclusion, the fields
are more complex, but their calculation formulations can still be reduced to expressions

involving a small number of elliptic integrals (7).

In Figures 2.6 - 2.9 the results between the mean-field homogenization method and
the FE RVE method are compared for the displayed microstructures. Since the compar-
ison concerns nonlinear analysis the microfields of the individual constituents and the
homogenized fields as calculated by the two methods are compared in place of effective

engineering properties as in the case of elasticity.
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Figure 2.6: FE vs MF for RVE with spherical inclusions with 20% volume fraction
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Figure 2.9: FE vs MF for continuous fiber RVE with 30% volume fraction

2.6 Crack profile on mesoscale and microscale model

The numerical model used in this analysis calculates one stress intensity factor for each of
the three modes of fracture and eventually the stress concentration near the crack tip, ana-
lytical from micromechanics formulas considering the cracks position and geometry. For
this specific model which is a 2D plain strain model the mode 3 fracture is not considered
since it is the fracture due to out of plane shear, and only two intensity factors are calcu-
lated. Considering Griffith’s and Irwin’s works (8), (9), the stress due to fracture after the

calculation of stress intensity factors is calculated according to the following relation

KI

where o;; is the Cauchy stress, 7 is the distance from the crack tip, 6 is the angle to the

plane of the crack, K/ is the stress intensity factor and f;;(¢) are functions that depend
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on the crack geometry and loading conditions. It is worth mentioning that for uniaxial
tension the contribution of the stress intensity factors other than K/ can be ignored. The
crack path is predefined and from the fracture mechanics model the stress intensity factors
are calculated at the crack tips. A dynamic crack propagation can also be modeled easily
with adopted mesh and XFEM method but this study aims to compare the stress fields

around a predefined crack in multiple scales.

Figure 2.10: Plane strain 2-Dimensional RVE model

A 2D plain strain RVE model (Figure 2.10) with epoxy resin and glass fibers has
been created to predict the stress distribution around the crack and compare with the 3D
mesoscale solution with transverse cracking shown in Figure 2.11. The RVE is loaded in
tension at y-axis with the same boundary conditions as in the mesoscale model in the 90
degrees layer around the crack. Good correleation of the stress fields around the cracks

between the meso-scale and the microscale model can be seen in Figure 2.11.
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2.7 Conclusions

In this study, a detailed comparison between mean-field approaches and numerical ho-
mogenization is performed for both linear elastic and nonlinear elasto-plastic materials.
In both cases, the results are in good agreement proving that the mean-field approaches

are reliable and efficient to calculate the homogenized response in composite structures.
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The FE homogenization is computationally inefficient making its extensive use for the
whole domain of a large structure prohibitive even though is more accurate compared to
mean-field approaches. Consequently, mean-field approaches can be applied to the whole
material structure in place of the FE method. The fact that the mean-field approaches can
be extended to take into account various phenomena involved, such as viscous effects,
damage, failure, and healing, makes its use applicable for most of the modern engineer-
ing problems, as we will see in detail in the next chapters. Furthermore, the random
sequential adsorption method for the generation of periodic microstructures was devel-
oped (in-house implementation) and applied. In order for the numerical homogenization
method to be applied, a statistically RVE is mandatory combined with the application
of the appropriate boundary conditions. The generation of such RVE can be a tedious
task adding even more complexity to the application of this method. The stages of pre-
processing, solving and postprocessing are avoided using the mean-field homogenization
methods. Finally, a stress concentration comparison was made between a meso-scale
and a microscale model, using cohesive zone modelling in the first case, and analytical

fracture mechanics in the latter case, with correlatable results.
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Chapter 3

Crack Growth and Delamination

Analysis in GFRP Composite Materials

The modeling of the structural behavior of composite materials is an interesting but com-
plex task since the response of the material to loading structural may be difficult to pre-
dict, and the failure may be manifested in different forms. In cross-ply fiber-reinforced
composites, the major failure mechanisms include: i) the failure of the matrix material
(transverse cracking), ii) delamination and iii) the breakage of the fibers. The process of
the transverse cracking is a well studied damage mechanism, and can be used in numerical
simulations, to study the effects of various parameters on the crack density. In this paper,
the finite element modeling of a cross-ply composite under uniaxial loading in tension is
performed using ABAQUS software, considering all the potential damage mechanisms.
The model takes into account shear-lag effect for the determination of the stress transfer
and furthermore it adopts a homogenization procedure for the calculation of elastic and
viscoelastic material properties. Stochasticity is introduced by assigning various interfa-
cial strengths that follow a Gaussian distribution, so as to predict the cracking sequence
up to saturation in the transverse to the 0° layers. The results are directly compared with
available experimental measurements showing reasonable agreement. Finally, a cross-ply

RVE model was created and loaded in uniaxial tension and crack propagation is modelled
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with Extended Finite Element Method (XFEM). The stress concentration calculations

around the crack tips are in agreement with the mesoscale model.

3.1 Introduction

Composite materials are extensively studied numerically and experimentally due to their
increasing application in industry. Their behavior can be examined meticulously by in-
corporating multiscale methods that help achieving an in-depth understanding of the dam-
age mechanisms.The transferring of information between scales allows to extract the re-
sponse of every material combination that consists the microstructure and proceed with
the macroscale analysis taking into account each phase’s behavior. Furthermore, mean-
field methods are computationally fast methods that allow to obtain the full microstruc-
tural information for the entire simulation domain without the need to perform the mod-
eling in such small scales. The combination of multiscale methods with fracture me-
chanics formulations permits the prediction of any damage mechanism that may appear
in laminated composites under realistic constraints providing information with industrial
relevance and value.

The mechanism of transverse cracking positions and delaminations in cross-ply com-
posite materials is a well studied problem (1). The scale that the composite material is
modeled has a significant role in terms of the accuracy and the type of the damage mecha-
nism that can be simulated. The smaller and more detailed the scale is, the more accurate
the model will be and more damage mechanisms may be predicted. The governing dam-
age mechanisms in a cross-ply Glass Fiber Reinforced Plastic (GFRP) loaded in uniaxial
tension is the transverse cracking and the delaminations that could occur between the
different oriented layers near the crack tips. There are different approaches and theories
that can be applied to simulate cracks and delaminations successfully. In this study, a
mesoscale and a microscale model are developed. The mesoscale approach is used in a

dynamic explicit analysis along with rate dependent materials to predict the saturation of
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the transverse cracking and delaminations by using cohesive zone modeling techniques.
The microscale approach is used to model the initiation of cracks and their propagation
in a 3D cross-ply Representative Volume Element (RVE) using extended finite element
method (XFEM) in a quasi static analysis framework. The stress fields at the concentra-
tion areas around the crack tips of both methods are compared using strain concentration

tensors to link the two scales.

In the existing literature there are models that have been suggested concerning the
simulation of interfacial properties. The most common and widely used approach is the
XFEM (2). This method allows the modeling of discontinuities existing in the finite
elements. Thus, it provides a tool for the insertion of matrix cracks independently of the
mesh orientation. Despite the fact that most of the simulations of cracking initiation and
propagation are performed using XFEM, this method has a limitation mainly imposed
by the chosen analysis which has to follow the Implicit integration framework and not
the Explicit. In the present mesoscale model Explicit analysis is adopted where complex
dynamic problems with contacts and large deformations can be solved. Another important
fact introduced in the present investigation is the use of cohesive interface instead of
cohesive elements (3) reducing so the continuum shell elements of the model avoiding

the matching restrictions for the mesh of the adjacent layers.

In addition, homogenization theory was used to predict elastic properties for the mul-
tiphase materials instead of properties from literature or material databases. Homoge-
nization methods and multi-scale analysis can easily be extended to nonlinear regime (4)
for plasticity and damage to get a clear understanding about the inelastic response in the
microstructure and observe which component of the composite has conceived damage.
This multiscale modeling can be performed using a user defined material through a sub-
routine UMAT of ABAQUS usually coded in fortran or coupling the solver with another
multiscale modeling dedicated software (5). There are also other analytical and numerical
homogenization schemes appropriate for continuous fiber reinforced composites such as

Aboudi’s method of cells (6), and FE-RVE homogenization schemes (7) (8) with compa-
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rable results with the homogenization method used in this study (9).

In the present work, a 3D mesoscale model was developed, regarding the layers of the
laminate as a homogeneous, transversely isotropic medium and calculating their elastic
properties using a two-step mean-field homogenization methodology. The viscous effect
of the matrix material during homogenization strategy were taken into account. The in-
terface between the [0/90]s layers is modeled with cohesive contacts. A finite number of
cracks were placed at the 90° layers of the laminate assuming that their strength followed
a Gaussian distribution thus avoiding the development of uniform stress. This approach
is different from the work by Fukunaga et al. (10) where a Weibull distribution was used
where a brittle behaviour for the 90° is assumed. The adopted methodology was preferred
among others for computational stability. Four rows of elements were placed through the
thickness of each ply so as to realistically model transverse cracking. By adopting this
approach, the stress redistribution and the damage evolution process can be predicted and

quantified.

3.2 Homogenization Procedure

3.2.1 Homogenization method for elastic materials

The elastic properties of the material are obtained using a two step micromechanics ho-
mogenization algorithm. Firstly, all of the inclusion families were homogenized sepa-
rately as a composite material with two phases following Mori-Tanaka homogenization
scheme (11). Secondly, all pseudo grains were homogenized to a single composite by
adopting Voigt homogenization approach which is schematically depicted in Figure 3.1
and in mathematical form can be described by Cesr = > | ViC; where C.sy is the ho-
mogenized stiffness tensor, C; is the stiffness tensor of the pseudo grain ¢ with volume
fraction V;. In case of a two phase composite material such as glass fiber reinforced poly-
mer (GFRP) with unidirectional long fibers, the two step method coincides with the simple

Mori-Tanaka method. The homogenized stiffness tensor is given from the Mori-Tanaka
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formula:

CMT = Cm + [Vf < (Cf — Cm)AEshelby >][VmI -+ Vf < AEshelby >]71 (31)

where <> stands for orientation averaging of fibers orientations which can be ignored
for aligned fibers. The quantities C'y , C,, are the stiffness matrices of the epoxy and the
glass fibers respectively. The volume fractions of the fiber and the matrix are denoted
with V; and V,,,. In addition, Z is the fourth order identity tensor, and A gsperny 1S the strain

concentration tensor of the dilute solution defined as:

pseudo-grain homogenization of all

discretization pseudo-grains with Voigt
method

N~

homogenization of each
pseudo-grain with Mori-

Tanaka method

Figure 3.1: Steps used during homogenization procedure: i. pseudo-grain discretization,
ii. homogenization of each pseudo-grain, iii. homogenization of all pseudo-grains with
Voigt approach

Agshey = [Z + ECHCy — C)) 7! (3.2)

where E is the Eshelby tensor which depends on the aspect ratio of the inclusion and the
properties of the matrix material. The Eshelby tensor can be computed by using analytical
solutions that have been developed for certain inclusion geometries and matrix materials.

The general solution for inclusions of arbitrary shape embedded in an isotropic matrix is
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described as follows

where
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(3.4)

(3.5)

(3.6)

(3.7)

(3.8)

The quantities involved are: the Poisson ratio v of the matrix, oy, as, g are the three

ellipsoid axes dimensions of the inclusions geometry, ¢ is the Kronecker’s delta and the

numerical quantities [;, I;; which are defined in terms of standard elliptic integrals and

details can be found in (11) (12).

The homogenization algorithm, deals with the random orientations by performing

orientational averaging using fibers orientation tensor after retrieving fourth order tensor

using hybrid closure approximation (13). To calculate the effective properties of a contin-

uous fiber reinforced composite, the ellipsoid principal dimension that corresponds to the

fiber’s axis is much bigger that the other two axes dimensions: a; >> ap and a; >> ag.
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3.2.2 Homogenization of viscoelastic materials

In the present study the viscous effect of the matrix is manifested employing a viscoelas-
tic homogenization scheme which takes into account prony series viscoelasticity. On
the other hand, the glass fibers are considered as linear elastic for normal temperatures.

The material model of the viscoelastic matrix medium follows the following constitutive

equation:
o(t) =G(t):(0) + /G(t — 1) : £V (r)dr (3.9)
£(0) = tlir(g e(t) (3.10)
G(t) =2GRr(t) I + Kr(t) I ® I (3.11)

where the stress (o) and strain (¢) second order tensors are invoked, G(¢) is the relaxation
tensor, £("® the viscoelastic (indicated by the ve superscript) strain rate tensor, /% is the
deviatoric part of the fourth order unit tensor and I is the second order unit tensor. The
juxtaposition symbol & represents the dyadic product. The prony series expression of the

bulk and shear modulus are given by:

n

Gr(t) = GO)1 = Y _wi(1 —e™/™) (3.12)
Kalt) = KO~ Y w1 - 7 G613

where w;, w; are the weights for the respective relaxation times 7;, 7" .

The relation 6(s) = E(s)é(s) is the elastic analogous of Eq. 3.9 for isotropic materi-
als in the Laplace-Carson domain. The quantities invoked &, E and ¢ are the transformed
stress, stiffness and strain tensor in the Laplace domain while s is the complex variable.
This leads to a fictitious RVE in the Laplace-Carson domain (14) and the homogenization
results are expressed as functions of s. Inevitably, an inverse Laplace-Carson transforma-
tion is required to calculate the results in the time domain (15). The prony series values

for the viscoelastic homogenization are taken from the literature (16).
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3.3 Modeling a cross ply composite material (0/90)s

In the relevant literature several micromechanical (17) (18) or mesoscale (19) (20) (21)
(22) (23) (24) (25) approaches have been proposed. In this study, the material at each
ply is a transversely isotropic material whose elastic properties were calculated with
Mori-Tanaka micromechanical formula based on Eshelby’s solution (12) and the struc-
tural simulation follows a mesoscale approach. The material properties values used were
the Young’s modulus of epoxy resin (5.5 GPa), glass fiber (73.1 GPa) and the respective
Poisson’s ratio values were 0.395 and 0.18. The shape of the glass fibers having V; = 0.63
is described by their aspect ratio which was 10000 .

The total composite elastic properties after homogenization procedure are reported in
Table 3.1. The viscous effects contribution of the matrix material to the whole composite
with respect to time can be seen in Figure 3.2. The strength values, including Interlaminar
Shear Strength (ILSS) for the homogenized GFRP material are taken from the literature

(26).

Table 3.1: Elastic Properties after elastic and viscoelastic Homogenization

Property Instantaneous | 270s | Quasi-static
Longitudinal modulus £ (GPa) 48.1621 46.396 46.386
Transverse modulus F5 (GPa) 18.7977 3.930 3.7541
In plane Poisson ratio vy 0.252155 0.25029 0.25038
Transverse Poisson ratio 193 0.485318 0.5658 0.56396
In plane shear modulus GGy, (GPa) 6.32782 1.255 1.2002
Transverse shear modulus (G5 (GPa) 6.88076 1.415 1.3505

In order to model the interfaces between the layers cohesive contacts are used, in a
nonlinear analysis framework. The adoption of cohesive contacts dominated the alter-
native options of cohesive elements or XFEM. The cohesive elements approach has two
undesirable effects. The first one is the significant increase of the total finite elements
number and the second one has to do with the meshing procedure of the different layers
which should discretized in a rather restrictive similar manner. As should be stressed, the

XFEM approach cannot be used in the dynamic analysis framework with explicit integra-
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Figure 3.2: Time dependent homogenized axial Young’s modulus ~11 from viscoelastic
homogenization

tion. In the traction-separation model of ABAQUS, a linear elastic behavior is initially
assumed followed by the initiation and evolution of damage. The elastic behavior is ex-
pressed in terms of an elastic constitutive matrix that relates nominal stresses to nominal
strains across the interface. The maximum shear stress criteria are employed to model the

failure at the contacts.

The model material geometry is represented by a domain between two adjacent cracks
which is undamaged and has a 30 mm length. Every layer has a 0.25 mm thickness value
and the composite is loaded uniaxially. Tabular data are employed for the incremental ap-
plication of the strain up to a total value of 1.5% using a loading duration of 270 seconds.

The geometry of the model is depicted in Figure 4.5.

For the geometry mesh generation procedure four rows of continuum shell elements
along the thickness direction of each laminate were placed for higher accuracy, resulting

in a total number of 96000 continuum SCS8R type shell elements.
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Figure 3.3: Geometry of the cross-ply composite model.

The placement of a high number of potential cracks permits the successful predic-
tion of random matrix cracking (Figure 3.4). For every potential crack location different
strength values are attributed so as non-uniform stresses are developed as the latter would

lead to the simultaneous failure for all interfaces at the cohesion zone. The contacts’

Figure 3.4: Modeling of the possible transverse cracks with cohesive interface

strength, follows a Gaussian distribution with a mean equal to the strength of the matrix

and 15% standard deviation .

3.4 Results and Discussion

It should be pointed out that all the expected failure mechanisms appear in the present
simulation study. Initially, the first transverse cracks are formed. As the loading continues,
interfacial delaminations are evident. The existence of a shear lag zone (27) (28) (29)
is being revealed. In the sequel the crack density simulation predictions are compared
with existing experimental measurements. Finally, it is shown how the ILSS affects the

delamination length and the total strength of the total composite material.
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3.4.1 Delaminations and shear lag zone

Cohesive zone modeling (CZM) provides a simulation pathway to model cohesion for in-
terfaces with zero thickness. In the present study it is used to simulate matrix cracking and
delamination. As aforementioned, prior to damage, a linear elastic behavior is assumed
in this traction separation model which is valid. The aforementioned behavior is given by

the following equation

tn Knn Kns Knt 571
ts = Kns Kss Kst 55 (314)
tt Knt Kst Ktt 6t

The quantities involved are the normal (%,), and the two (¢, t;) shear tractions re-
spectively. The corresponding separations are d,,, d,, d;. It is crucial to underline that the
cohesive contact is an interaction and not a material property thus is interpreted differ-
ently from cohesive elements. Additionally, CZM necessitates a geometrical nonlinear

analysis.

In Figure 3.5, the calculated quantity CSQUADSCRT = (t,/t0)? + (ts/t5)* +
(t;/t})? denotes the criterion for damage initiation for the quadratic contact stress. If
CSQUADSCRT = 1 the criterion is fulfilled. It should be noted that CSQU ADSCRT
value cannot exceed 1 so as to specify damage evolution. For CZM, damage progression
is manifested by the reduction of stiffness of the cohesive contacts, whereby, in the case
of cohesive elements, damage propagation corresponds to stiffness degradation for the
material itself. The present work adopts based on energy criteria, following the analytical
forms proposed by Benzeggagh-Kenane (30). The aforementioned forms are useful in

cases where the critical energies become equal during separation along the two shear

directions (G¢ = G¢) and

GY 4 (Gapear/Gr)"(GY — GY) = G¢ (3.15)
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Gshear = Gs + Gt (3.16)

GT = Gn + Gshea/r (317)

with the quantities involved being the cohesive property parameter 7 and GS, G¢, GY are
respectively the required critical fracture energies for failure at the normal, the first and

the second direction.

eral_Contact_Domain

Figure 3.5: Modeling of the possible transverse cracks with cohesive interface. The ex-
istence of the shear lag zone is apparent. The upper layer is hidden to get a more clear
image of the cracks and the delamination area. Values of C'SQU ADSC RT quantity are
given in the colorbar

As the first cracks appear and the loading continues, almost immediately delamina-
tions (31) are initiated too. At the area over and under the tip of the cracks stress concen-
tration is observed. The cracked composite material and the extension of the delamination
area around the cracks, are depicted in Figure 3.5.

The shear lag zone is apparent. In this zone the normal tensile stresses are almost zero,
while the shear stresses at the interface are high and this constitutes the main reason for
delamination appearance. As we move away from that zone the exact opposite seems to

happen, as the normal stresses are high the next cracks of the composite will be far enough
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from an existing crack. The zone’s size strongly depends on the: i) layer thickness, ii)

stiffness of the outer layers and iii) value of the interlaminar shear strength.

3.4.2 Comparison with Experiments

In the present section comparisons with available experimental measurements (32) are
given. Due to strength stochasticity of the 90° layers, there is a continuous transverse
matrix cracking. Some representative screenshots during the analysis are presented in
Figure 3.6. Simulation predictions included in a crack density versus strain diagram are
compared with experimental data and depicted in Figure 3.7.

The initial cracking and cracking saturation occur for similar axial strain values for
both experimental and simulation data. The standard deviation value of the distribution
plays a significant role in the cracking density because it can lead to weaker or stronger
contacts affecting so the final crack density. It is worth mentioning that in the simulation
protocol, the load was applied at constant strain rate through tabular data describing the
strain values at the corresponding time of the analysis. Finally, from the two simulation
curves of Figure 3.7 it can be observed that the increase of the composite’s stiffness
increases the crack density too.

For a strain value around 0.4% the first crack develops and subsequently more cracks
appear. In Figure 3.6 where the second and third time steps are depicted the total axial
strain values are 0.5% and 0.8% respectively while for axial strain around 1.2% saturation

of crack density takes place.

3.4.3 Mesh sensitivity analysis

In the framework of continuum mechanics, the stress-strain relations of a material define
the constitutive model. In case of strain softening behavior of a material strain localiza-
tions can appear, resulting in strong mesh dependency of the solution. As a result, mesh
refinement can decrease the energy dissipation. To alleviate mesh dependency ABAQUS

solver introduces a characteristic length in the formulations that is related to the size of
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Figure 3.7: Crack density as a function of strain for experiment data (reproduced with
permission from (32)) and simulation model data for quasi-static loading and for total
loading time about 270 sec

the element and expresses the strain softening part as a stress displacement relation. Thus,
the dissipated energy during damage is given per unit area and not per unit volume and is

treated as a material property that is used to calculate the critical displacement for damage
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initiation. The above method, is also consistent with the fracture mechanincs concept of

critical energy release rate where it is also treated as a material parameter (33).

Figure 3.8: Final cracking at the model material geometry for five different meshes for
quasi-static loading. At the right corner a magnified local domain encapsulating crack is
also given for each of the five different meshes

The cross-ply composite model was solved for five different meshes to examine the
mesh dependency having 8000, 45144, 96000, 208306 and 352688 continuum shell ele-
ments, respectively, and the results are shown in Figure 3.8. It can be concluded for all
four models the cracking saturation occurs with the same number of cracks. The only
result that significantly differentiates in coarse meshes and seems to stabilize as the mesh
gets finer is the mean delamination length (Figure 3.9). This result is calculated as an av-
erage value from the sum of the delamination length of each crack divided by the number
of cracks.

This can be attributed to the small number of elements which translates to a small
number of integration points. Inevitably, the results are extrapolated to a larger but un-
necessary area. This phenomenon disappears by using an adequate number of elements

which was higher than 45000 elements for the specific geometry of the presented model.
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Figure 3.9: Mean delamination length as a function of the number of finite elements

It should be stressed out that for the consistent and successful simulation of the crack

profile, more than one rows of elements are needed per layer of the composite material.

3.5 Crack growth in microscale using fracture mechanics

As mentioned, XFEM is a popular method for the solution of quasi-static problems con-
taining cracks and interfaces that are mesh independent. The solution is attainable with
the enrichment of elements which are intersected by the discontinuity, using special shape
functions to handle the singularities and local discontinuities around the crack.

In Figure 3.10, a cross-ply composite RVE model (with characteristics as mentioned
in section 3.3) is constructed and loaded in uniaxial tension that is applied through Dirichlet-
type boundary conditions by using the strain results of the macroscale model. The crack-
ing propagation simulated with XFEM is shown as the loading increases. In particular,
as the crack propagates the stress in the middle layer reduces while stress concentration

in the crack tips is evident, in agreement with the macroscale model. In Figure 3.11 the
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stress concentration values at the crack tips are compared against the simulation predic-
tions of microscale and macroscale models.

However, the stress profiles cannot be directly compared due to the different repre-
sentation scale. The macro model refers to the stress concentration upon a homogenized
material and the micro model refers to the stress concentration upon the fiber. For their
direct comparison, the stress in macro model needs to be localized using the stress con-

centration tensor of Hill’s (34) theories which invoke the following equations

of=DBy:0 (3.18)

By = (M — M,,)/[Vy(My — My,)] (3.19)

The quantities involved are the compliance tensors of the fiber (M), the matrix (M,,)
and the homogenized composite material M, V; is the volume fraction of the fiber and
By is the Hill’s fiber stress concentration tensor. The stress concentration tensor connects
the stress tensor of a constituent with that of the composite, making possible the direct
comparison of the two models.

The maximum stress tensor of the homogenized material in the stress concentration
area that occurred from the macro scale analysis in Voigt notation is ¢ = [1833.04 -51.04
-53.82 1.71 0.56 -8]. The von Mises stress of the fiber that occurred from the stress
localization 1s 2958.3 Mpa which is close to the prediction of the XFEM model around

2894 Mpa.
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Figure 3.10: Crack growth in a cross-ply RVE using XFEM
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3.6 Conclusions

In this study, a model is proposed for the simulation of damage in cross-ply compos-
ite materials. The model incorporates shear-lag effect for the determination of the stress
transfer and furthermore it adopts a semi-analytical homogenization procedure for the
calculation of elastic and viscoelastic material properties based on the Mori-Tanaka and
Voigt approaches. The homogenization algorithm can take into account random orien-
tations by performing orientational averaging using fibers’ orientation tensor. Random
matrix cracking was simulated by placing a large number of possible cracks with their
strength following a normal distribution and is modeled with CZM technique. Mesh sen-
sitivity analysis has been performed showing that cracking saturation occurs with the same
number of cracks guaranteeing the consistency of computations. The production simula-
tions revealed that all the anticipated damage mechanisms are evident. Initially transverse
cracks appeared and almost simultaneously made their presence clear delaminations at
the interfaces near the crack tip. After the cracking initiation, stress redistributions were
apparent. Overlapping stress field may be observed too, in the case where two adjacent
cracks are in close proximity. Simulation predictions for the crack density as a function
of strain are compared with available experimental data showing reasonable agreement.
Finally, a cross-ply RVE model was created and loaded in uniaxial tension in a crack
propagation analysis with XFEM. The stress concentrations around the crack tips are in
agreement with the mesoscale model.

The proposed methodology with the proper modifications and additional development
can be used towards the simulation of self-healing of materials and the authors work in

that direction.
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Chapter 4

Prediction of Damage Mechanisms of
Cross-ply Composite Materials Using
Novel Nonlinear Multiscale

Methodologies

In the present work, a novel multiscale material methodology is applied to a Finite Ele-
ment mesh of a cross-ply composite material in tension in order to study the progressive
damage and failure of the material at multiple scales by combining damage evolution
models and failure criteria in microscale and cohesive zone modeling in macroscale. The
micromechanics user material (Umat) developed follows a nonlinear version of the Mori-
Tanaka theory and is coupled with mesoscale damage model. The concept of this user
material is to dehomogenize-localize the strain tensor at each integration point for each
time increment using Eshelby’s theories and strain concentration tensors. This material
implementation allows the researcher to analyze results at two scales in the post process-
ing stage, both for the composite material and the constituents for each time increment.
It is observed that in the multiscale model the results are closer to the experimental mea-

surements and even more damage mechanisms can be predicted, such as matrix damage
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and fiber failure. The developed multiscale methodology is advantageous since the con-
stituents can follow different material models, with many failure criteria. It is also capable
of predicting stresses, strains, plastic strains and more analysis variables not only in the

macroscale-homogeneous level but also in microscale constituent-wise level.

4.1 Introduction

Composite materials are chosen for components in various industries such as automotive,
aerospace, civil infrastructure and marine among others since they combine low weight
with high stiffness and strength. Their actual structural response can be unpredictable and
the damage may occur in various forms by different mechanisms such as matrix crack-
ing, delaminations, fiber pullout, fiber cracking. For that reason multiscale modelling
becomes more and more popular, aiming the clarification of complex structural response
mechanisms.

The damage mechanisms appearing in a cross-ply composite material loaded in ten-
sion have been studied and simulated extensively. Matrix cracking usually is the first
observed form of damage. Although transverse cracks alone cannot cause structural fail-
ure they could be responsible for stiffness degradation that leads to more severe forms of
damage (1) (2) (3) (4) (5) (6) (7) (8) (9). It is found that after a specific value of strain
the first cracks are initiated, and the cracking continues as the loading increases. Simul-
taneously, delaminations at the crack tips in the interface between the 0° and 90° layers
appear. As the cracking continues, stress redistribution at the uncracked portions of the
90° layers takes place to relieve some of the concentrated stress in the cracks. Finally,
as the crack density reaches its threshold, cracking saturation is achieved and no more
cracks are opening. At this moment all the tension is handled from the 0° layers until
their maximum stress capacity is reached signaling the analysis termination.

The aforementioned procedure which includes cracking initiation, cracking propa-

gation with delaminations and finally saturation has been simulated successfully using
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various damage methodologies such as XFEM, VCCT, cohesive elements or cohesive
zone modelling among others (10) (11) (12) (13) (14) (15) (16). The cohesive zone
model (CZM) is a fast computational approach which allows the connection of differ-
ently meshed surfaces. By the adoption of CZM the crack interfaces and the interfaces
between the layers are simulated using cohesive contacts. The aforementioned method
allows different mesh sizes between the layers which can be easily used with explicit dy-
namic analysis. Petrov et al. (13) used a linear cohesive law within XFEM for intra-ply
damage, to study the initiation, development and saturation of transverse cracks. Lee (17)
performed a 2D finite element simulation of a cross-ply composite in a uniaxial tension
and pure bending, modeling the potential cracks and the interface between the layers of
the composite using cohesive elements. In that case the elliptical profile of the transverse
cracking was simulated successfully but no delaminations were triggered. Van der Meer
and Ddvila (15) used an XFEM approach with a single element per ply in a 2D analysis to
study the transverse cracking effect. Also in the same study a 3D analysis was performed
using cohesive zone model to simulate transverse cracks and delaminations. Eftekhari et
al. (18) performed a simulation with XFEM to predict the macromodel’s cracking char-
acteristics accompanied by a sequential multiscale approach in three scales to predict the
material properties. It should be mentioned that our present proposed methodology uses
a real time scale transition using Umat subroutine where non-linear semi analytical meth-
ods are developed and the linking between scales is performed with localization tensors.
In the research works (19) (20) (21) (22) the general context of numerical FE2 real time
scale transition method is used to link the two scales where both micro and macro models
are simulated with FE discretizations. The method is very accurate removing certain lim-
itations of the semi analytical methods but is significantly slower compared to mean-field

(semi-analytical) solutions especially for complex non-linear materials.

In the present study, a cross-ply epoxy-glass fiber reinforced composite material is
simulated in tension, to predict all the damage mechanisms using multiscale methodolo-

gies. There are several structural finite element solvers that offer advanced numerical

&9



material models for composites. Most of them consider composite materials as homo-
geneous and some other adopt micromechanical theories. However, the most accurate
is to take advantage of a multiscale model technique to account for all the material’s in-
homogeneities. This implies that the composite material’s properties are not known in
the homogeneous level. Instead, only the individual linear and nonlinear properties of
the constituents are known. This capability is offered by developing a user material code

coupled with a finite element solver (23).

The micromechanics user material developed for the needs of the present study fol-
lows a nonlinear version of the Mori-Tanaka theory(24). The user material developed in
house as a Vumat subroutine in C++ programming language, and linked with Abaqus/Explicit
2019 (25), a commercial finite element solver.The novelty of this attempt to solve a widely
studied problem is the prediction of the damage and failure mechanisms in multiple scales
with the combination of damage evolution models and failure criteria in microscale and
cohesive zone modeling in macroscale, while taking into account all the material nonlin-
earities, without the need to model the whole specimen in the microscale that would result
in enormous computational times. Most of the already published works treat the layer as
homogeneous ignoring the particular mechanical characteristics of each constituent un-
like the proposed method. Several multiscale solutions (24) (26) (27) (28) (29) have
been proposed to account for the heterogeneities while detouring the FE simulation in
microscale. The modified Mori-Tanaka theory that accounts for non linearities is similar
to other micormechanics methods such as the self-consistent (SC) solution since the con-
centration tensors are calculated from the instantaneous properties of the matrix material
and are used to estimate the instantaneous overall properties of the non linear composite
material. Even though the SC model can be applied to general composite materials and to
materials without a matrix phase such as polycrystals, for composites having constituents
with different material properties the SC model usually leads to too stiff predictions. For

that reason Mori-Tanaka theory was chosen.

The concept of this user material is to dehomogenize the strain tensor at each integra-
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tion point for each time increment using Eshelby’s theories (30) and strain concentration
tensors. Therefore, knowing the strain tensor of each constituent (fiber and matrix) one
is able to apply different material model for the fiber and the matrix and also failure cri-
teria for each constituent separately. It should be noted that the solver’s convergence to
the desired solution necessitates the calculation of the homogenized material’s Jacobian
inside the subroutine before moving to the next time step. This Jacobian is the consis-
tent tangent stiffness matrix of the composite material that helps the solver achieving
quadratic convergence. The above formulation encloses several difficulties. For example,
the more advanced the individual material models are the more difficult is the numeri-
cal calculation of the homogenized tangent stiffness matrix. This can be avoided using
a dynamic explicit analysis where such calculations are not needed. In general, explicit
integration methodologies do not require consistent tangent stiffness calculations for the
material since convergence is not checked at the end of each time increment due to the use
of very small timesteps. An update of the homogenized stresses at each integration point
is adequate for the solver to proceed to the next time step, which is trivial when using
incremental formulations linearizing the behavior between the time steps, for example by
using the volume average of the matrix and fiber stresses. This material implementation
allows the researcher to obtain results at two scales in the post processing stage, both for
the composite material and the constituents for each time step. The material in this study
is a cross-ply fiber reinforced composite material that is solved in a dynamic explicit anal-
ysis. A visco-elasto-plastic material model with high damage evolution rate for the epoxy

resin is developed.

4.2 Multiscale analysis algorithm

Using Eshelby’s theory (31) of strain concentration tensors the composite’s strain at a
single integration point can be dehomogenized in matrix strain €,, and fiber strain ¢ for

linear elastic materials. Correspondingly, the homogenization can be performed using the
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Mori-Tanaka theory (32). The same applies for the strain increment in non-linear mate-
rials using the incremental formulation. The strain increment that the solver provides is
referred to an integration point of the whole microstructure and not for a specific con-
stituent. In order to be able to apply different material models for the fiber and the matrix,
the dehomogenization of the strain increment should be performed. The strain increment

averages per phase are related by a strain concentration tensor B¢ as follows:

(Ag), = [V;B + (1 = VI 7' : (Ag) (4.1)
(Ae)p =B : (Ag),, =B : [V;B*+ (1 = VI ' : (Ag) (4.2)

with B® given by
B =[I+E:(C,)':C;-1)] ", (4.3)

where I is the fourth order unit tensor, E is the Eshelby’s tensor, C,,, C; the stiffness
tensor for matrix and fiber respectively and V the fiber’s volume fraction. After obtaining
the individual strain increments the respective material models for each constituent can be
applied. This procedure is repeated for every integration point of the model for each time
increment and updates the history variables of the material model of each constituent. At
every iteration all integration points are examined for possible failure. If the integration
point belongs to the outer layers where the fibers are aligned to the loading then the most
possible failure mechanism is the fiber failure. On the contrary, if the integration point
belongs to the middle layers the most possible failure mechanism is the matrix failure that
can either happen by deleting elements when the damage value overcomes the critical
damage or by failure of transverse contacts which is the most usual. In Figure 5.2 the
flow chart of multiscale material implementation is presented. In A a comparison with a

numerically solved representative volume element is performed for verification purposes.
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4.3 Material modelling

4.3.1 Matrix material

As mentioned earlier for the glass epoxy material, a prony series viscoelastic material with
1sotropic hardening plasticity and Chaboche damage with high evolution rate is used. In
this model, the matrix stiffness is reduced in time due to viscous effects and once the
plasticity and damage is initiated,the matrix stiffness degrades further due to softening
that occurs with damage evolution. Using multiscale techniques it is possible to predict
the properties’ degradation that the material exhibits as the time passes and the loading
continues. A damage parameter is calculated through time and accumulates with increas-
ing strain. When the aforementioned parameter exceeds a critical value the material fails
and the element can be deleted. The matrix strain can be decomposed (33) to viscoelastic

and plastic parts: &, = ¢ + &P,

4.3.2 Homogenization of viscoelastic materials

It is commonly known that the loading rate in some materials such as plastics greatly
affects the mechanical response due to viscous effects. In those cases a variation of the
strain rate can have great impact on the final stiffness of the composite material. To cap-
ture those effects various viscoelastic material models have been developed (29). In order
to have a clear picture about the viscous effects the total strain can be decomposed in one
instantaneous part which is the elastic strain and in a second part that describes a delay in
time which is the viscous behavior. In general, viscous effects can be described as a result
of the time left to the material to conform with a new configuration at molecular level
having minimum energy. In plastics at very low strain rate (quasi-static) the molecular
chains have adequate time to align themselves with respect to the load. In higher strain
rates this time becomes smaller and as a result the material exhibits stiffer behavior. At
this study this behavior is captured using a viscoelastic homogenization scheme taking

advantage of the prony series viscoelasticity for the matrix material. The glass fibers can
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be considered as linear elastic at room temperature. The following equation describes the

viscoelastic material model:

o(t)=G(t): ¢(0) + /G(t — 1) : £ (r)dr (4.4)

with
e(0) = 1tlir51+ e(t) 4.5)

and
G(t) =2GR(t) I + Kpt) I 1 (4.6)

where o, ¢ the stress and strain second order tensors, GG(t) is the relaxation tensor, £(ve) the
viscoelastic (ve) strain rate tensor, 1% is the deviatoric part of the fourth (4th) order iden-
tity tensor and I is the second order identity tensor with & being the juxtaposition symbol
for the dyadic product. The time dependent bulk and shear modulus can be expressed

using prony series described by the following equations:

Galt) = GO~ Y w1 — /) @)
Kalt) = K1~ Y ui(1 - %) @)

where 7;, 7;° are the relaxation times and w;, w; the respective weights of each relaxation
time.

The above linear viscoelastic stress-strain relation (Eq. 4.4) for isotropic materials
can be transformed to an elastic analogous &(s) = E(s)é(s) formulation in the Laplace-
Carson domain ((29; 34)) applying the transformation in the time domain for all the in-
volved equations (constitutive equations, boundary conditions etc.), where &, E and £ are
the transformed stress, stiffness and strain tensor in Laplace domain and s is a complex
variable. The result is a fictitious RVE in the complex domain (29). In order to get the

homogenization results back in time domain the inverse Laplace-Carson transformation
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is required. One of the most computationally efficient methods to perform the inversion
is the collocation method (35). Prony series values are given in Table 4.1 and are used to

perform viscoelastic homogenization.

4.3.3 Homogenization of materials in plastic region

Once the stress has exceeded the yield stress and the yield condition is satisfied then the
material is in the non-linear region. Using the Hooke’s law in rate form it is possible to
linearize the behavior. In the following formulation the values are referring to the matrix

while the index m is omitted for simplicity:

c=0%:¢ 4.9)

where C'? is the elasto-plastic tangent modulus (or material Jacobian). The discretization
of the above rate equation in time provides the following framework which can be used

in the incremental formulation of the material between two consecutive time increments.

(50n+1 = Calg . 5€n+]_ (410)

In the above formulation C'* is the consistent numerical tangent modulus of the ma-
terial that relates the stress increment with the strain increment and helps the solver to
achieve quadratic convergence in implicit analysis. As mentioned earlier the material that
was used to simulate the matrix of the composite in the non-linear region is a plastic
material with isotropic hardening that follows the von Mises (J2) plasticity theory. The

constitutive equations for plasticity can be seen in equations (12)-(17):

oc=0%: (¢ —¢e") (4.11)

f =0 —R(p)—oy <0 (4.12)
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P =pN (4.13)

p=>0 (4.14)
pf =0 (4.15)

_Of _ 3dev(o)
N = S 20 (4.16)

where oy is the initial yield stress of the material, p is the accumulated plastic strain
of the matrix, R(p) is the hardening stress, and o, is the von Mises measure of the
Cauchy’s stress tensor, and dev(o) describes the deviatoric part of stress o tensor. In order
to calculate plastic strain increment from equation (14), the calculation of accumulated
plastic strain increment from the following equation has to be preceded (26). This is a
nonlinear equation if the hardening function R(p) is non-linear and can be solved using

the Newton-Raphson algorithm

3GA, + R(p) + 0, — ol =0 (4.17)

€q

Finally, N is the vector, normal to the yield surface of the examined material. For
completeness reasons, the tangent stiffness moduli are mentioned here, since they are not

needed in explicit integration analysis.

2
CP = — @N ® N (4.18)
dR
h:3u+%>0 (4.19)
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Teq ON
t
ol do

€8 = 0 — (20 (Ap)

(4.20)

ON 13
— = —(:I"*" - N®N) (4.21)
0o 0 2

4.3.4 Chaboche ductile damage model

Although a fourth rank tensor should be used to describe the damage states on the stiffness
tensor, it is very common for practical reasons and simplicity to adopt scalar damage
models in meso- and micro-plasticity (36). In the model developed in this study, the usual
assumption is adopted where the strain observed in the actual body and in its undamaged

form are equivalent, and the average effective stress is defined as (37)(38)(39)

6=0/(1-D) (4.22)

where 0 < D < 1 is the damage variable. From the von Mises yield criterion, if f < 0
then the behavior remains elastic. No plastic strain or damage evolution for the specific
strain increment is occurring. On the other hand, if f = 0, then evolution of the plas-
tic strain takes place as can be derived from the constitutive equations of the von Mises
isotropic plasticity. After the calculation of the plastic strain increment the stress incre-

ment in plasticity can be calculated as

56 = C°(6c — 6. (4.23)

When the material enters the plastic region the damage initiation law is evaluated to
determine if damage starts. Usually the damage initiation law depends on a value of the
accumulated plastic strain (p) and if a particular value of plastic strain (p.) is exceeded
then damage has started. Once the damage has started the damage evolution law is evalu-

ated. In this study the damage evolution law is
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. 0 p<pe
b= p=r (4.24)
() P> pe

where Y is the strain energy release rate and is calculated as

1
Y= get 0 e (4.25)

Damage variable (D) is calculated by using the summation of the damage evolution law

in each time increment and finally the updated stress is

o=C%—eM(1—-D) (4.26)

4.3.5 Algorithm for calculation of matrix stress increment

The formulation that updates the matrix stress increment in this multiscale model consists
of the following steps:

1. Dehomogenization of the total strain increment of the composite material that
is provided by the solver is performed using the Eshelby’s strain concentration tensors
resulting to matrix strain increment and fiber strain increment.

2. Viscoelastic stiffness calculation with prony series for the current time step of

the analysis. The whole matrix strain increment is considered viscoelastic: Ao =

CreAey,

3. von Mises criterion application: if matrix stress is lower that the matrix yield stress
then the trial stress calculated in the previous step is correct. In any other case calculate
the plastic strain increment Ae?! such as Ae,,, = Ae¥® + AeP!

4. Recalculation of the stress increment such as Ao, = Agiriel — CveAgP!

5. The total matrix stress is updated as 075" = o, + Aoy,

6. Application of damage initiation criterion: if damage has been initiated calculate

new stress reduction due to damage using the damage factor value for the current incre-
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ment.
7. Application of failure criterion: if the damage factor reaches a critical value (usually

is specified as unity) then the element fails and is deleted.

4.4 Fiber material

For the glass fiber material, as the experimental measurements show (40), the glass fibers
exhibit linear response until failure. This can be modeled as a linear elastic material with
constant properties over time with an ultimate tensile stress failure criterion. Therefore,
when the strain is dehomogenized, a comparison of the current stress with the ultimate
tensile strength (UTS) can be performed to decide if the material point can still be used in
the calculations. When the stress is higher or equal to the UTS the element can be deleted.
As the simulation findings in the sequel show, this happens after cracking saturation,
where the stresses are concentrated at the crack tips and the fiber failure starts to take
place. The fiber stress update at the multiscale material takes place as follows:

1. The fiber stress increment is calculated as Aoy = C§'Aey

2. The total fiber stress at the current increment is a?“ =0} + Aoy

3. Finally, if U?“ > UT'S; the element is deleted.

4.5 Composite material

The response of the total composite material can be calculated from the volume average
responses (41) of the individual constituents and the behaviour can be predicted for an
integration point throughout the analysis from the Voigt assumption which incorporates
the relations Ao, = V;Ao;+V,, Ao, and o™t = 6"+ Ao,. This homogenized response
for a specific integration point is given in Figure 5.14. As this solution is provided from
explicit integration, the consistent tangent modulus is not needed by the solver in order to

converge and to proceed with the next step.
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Figure 4.2: Axial stress vs. axial strain of elastic glass fibers,visco-elasto-plastic with
damage matrix and of the homogenized response (Not enabled failure). The inset figure
represents the values of axial stress in logarithmic scale for clarity

It should be noted that the element deletion can be controlled by any criterion which
invokes solution variables relative to physical quantities such as stresses, strains and plas-
tic strains. For instance for the homogeneous material the Tsai-Wu and Hashin criteria
can be applied while for the composite material’s constituents the ultimate strength crite-
rion could be adopted. In addition, element deletion controls the fibers breakage and the

matrix failure in the bulk material between the pre-positioned cracks if needed.

4.6 Cohesive zone modelling

The damage mechanisms that correspond to matrix cracking and delaminations are simu-
lated using surface based cohesive contacts. Surface based cohesive behavior provides a
way to model cohesive connection with negligibly small interfacial thickness and in this

study it was successfully used to model both composite material delamination and matrix
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cracking. The particular traction separation model assumes linear elastic behavior until
the initiation and propagation of damage. The elastic behavior is described in terms of a
constitutive matrix that relates the stresses to the separations across the interface through

the following equation

tn K nn K ns K nt 5n
ts = Kns Kss Kst 55 (427)
iy Knt Kst Ktt 515

where t,, s, t; are the normal and the two shear tractions respectively and 9,,, d5, d; are the
corresponding separations. Also, this modeling type demands a geometrically nonlinear

analysis.

In Figure 4.3, the variable (¢, /t3)?+ (ts/t5)?+ (t:/t})? (depicted in the colorbar) indi-
cates whether the quadratic contact stress damage initiation criterion has been satisfied at
a contact point. If its value is equal to 1 the criterion has been fulfilled and if damage evo-
lution is specified for this criterion, the maximum value of this variable does not exceed 1.
When the damage initiation is triggered, damage can occur following a specified damage
evolution law. For this modeling technique the damage evolution describes the stiffness
degradation of cohesive contacts, in contrast to cohesive elements where the damage evo-
lution describes the material stiffness degradation. An analytical energy based damage
evolution law was adopted as proposed by Benzeggagh-Kenane (42) which is particularly
useful when the critical energies during separation exclusively along the first and second

shear directions are the same (G¢ = GY¢)

Gg + (Gsc - Gg)(Gshear/Gt)n = GC (428)

Gshear - Gs + Gt (429)
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Figure 4.3: Crack and delamination using cohesive zone modeling. Color bar represents
contact failure

GT = Gn + Gshea’r (430)

C

where 7 is a cohesive property parameter and G, G¢, G refer to the critical fracture

energies required to cause failure at the normal, first and second directions, respectively.

4.7 Finite Element Model description

The above multiscale formulation was applied to a cross-ply (0/90)s fiber reinforced com-
posite in order to examine the damage and failure mechanisms that were observed in the
experimental procedure (43). An important feature of the multiscale modelling is the mi-
cromechanics considerations that take place allowing to apply a different material model
for each constituent but also predict the homogeneous behavior of the total composite in
an incremental form following the solver’s time steps. The constituents are the epoxy

resin matrix reinforced with long glass fibers at a volume fraction of 63%. Their proper-
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ties can be seen in Table 4.1.The footnote in Table 4.1 refers to the response of the matrix
material after 270 seconds of loading. The non-linear material response can be captured

by the aforementioned multiscale algorithm.

Table 4.1: Elastic Properties

Property | Epoxy resin | Glass fiber
Young’s modulus (GPa) 3* 73.1
Poisson’s ratio 0.395 0.18
Volume fraction 0.37 0.63

*Visco-elastic response at 270 seconds

In Table 4.2 the prony series relaxation times and weights for the matrix material can

be seen.

Table 4.2: Relaxation modulus prony series relaxation times 7; and weights w; obtained
from (44)

T; (sec) w;

4.949 x 1078 | 7.878 x 1072
7.243 x 1078 | 0.2912
9.864 x 1076 | 7.115 x 1072
2.800 x 1073 | 0.2688
0.1644 8.96 x 1072
2.265 3.018 x 1072
35.36 7.606 x 103
9368 9.634 x 1074
641400 4.059 x 1073

The non-linear properties of the matrix material has calibrated from the corresponding
experimental values as can be seen in Figure 4.4. The calibration was performed using a
non-linear programming optimization algorithm for one integration point at the non-linear
regime giving the following values of Table 4.3. The failure values for matrix cracking,
fiber failure and interlaminar shear strength can be seen in Table 4.4. The interface be-
tween the layers is modeled with cohesive contacts, in a non-linear analysis framework
after examining the alternative options which can be cohesive elements or XFEM. The use

of cohesive elements increases significantly the number of the total finite elements and in
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Figure 4.4: Experimental (45) vs. calibrated response of a visco-elasto-plastic with dam-
age non-linear material

Table 4.3: Plastic and damage properties of matrix

Yield stress (MPa) 10
Hardening Modulus (MPa) | 206
Hardening Exponent 0.28
Damage Rate Factor 2.8
Damage Exponent 1
Damage Initiation 0

addition demands all the layers to be similarly discretized. For the second option the ap-
plicability and the accuracy of the XFEM are debatable and this method can only be used
with implicit integration. The available traction-separation model assumes initially linear
elastic behavior followed by the initiation and evolution of damage. The elastic behavior
is written in terms of an elastic constitutive matrix that relates the nominal stresses to

the nominal strains across the interface. The failure of the contacts follow the maximum

shear stress criteria.
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Table 4.4: Strength values from literature (46)

Matrix Cracking (MPa) 60

ILSS (MPa) 50

Fracture energy Mode I(J/m?) matrix cracking 500
Fracture energy mode II, III matrix cracking(J/m?) | 1540
Fracture energy mode I for delamination (J/m?) 500
Fracture energy mode II, I1I for delamination (J/m?) | 800
Ultimate tensile strength of Glass fibers (MPa) 800

4.7.1 Geometry

The model represents an undamaged part between two adjacent cracks with total length
of 30 mm. Each laminate has 0.25 mm thickness. In the geometry discretization pro-
cedure four rows of three dimensional solid elements in the thickness direction of each
shell laminates were placed with a total number of 96000 elements. The elements that
were used are first order hexahedral elements with reduced integration of type C3D8R.
The prediction of random matrix cracking was succeeded by setting a large number of
possible cracks with cohesive interface across the 90° layers. The number of the potential
cracks that were inserted is double compared to the number of the experimental ones. The
aforementioned selection ensures that there will not be any underestimation of the final
crack density. In every possible crack different strength values were assigned in order to
avoid the development of a uniform stress field leading in a simultaneous failure of all
cohesive interfaces. The geometry of the cross-ply composite material model can be seen

in Figure 4.5.

Figure 4.5: Geometry of cross-ply composite material model
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4.7.2 Boundary conditions

The total composite model is loaded with uniaxial tension. The total strain (1.5%) is
applied incrementally through tabular data and the total duration of the loading is 270
seconds which is equivalent to 1500 time steps. Each strain increment is 0.001% and
each time increment of the given data is 0.18 seconds. The initial time increment was
calculated as At = L/cy where L is the dimension of the smallest element and ¢, is
the dilational wave speed. However the stable time increment was calculated internally
by Abaqus (25). This means that ABAQUS/Explicit monitors the finite element model
throughout the analysis to determine a stable time increment which may be even smaller
than the initial. Finally the stable time increment can be increased by using appropriate
mass scaling. It is worth mentioning here that the strain rate is kept constant at 0.00555%
per second. The strength of the contacts that may fail, follows a normal distribution with

mean value the strength of the matrix material and standard deviation value equal to 15%.

4.8 Results

In this section the results of the simulation are presented and compared with experimental
measurements. All failure mechanisms matrix cracking, delaminations and fiber crack-
ing are predicted successfully. In Figure 4.6 the cracking of the composite can be seen
from the beginning of the analysis to cracking saturation and finally the total failure of
the composite with fiber cracking, when the fibers above a crack tip reach their tensile
capacity. The total composite failure takes place above and below a crack tip where the
stress concentration is apparent. The crack that causes the total failure depends on the
distribution of the matrix predefined crack strength. As fiber bundles around the crack
tips interact with the delaminations, a crucial parameter that defines the total composite
strength is the interlaminar shear strength.

It should be noted that Figure 4.7 shows the stress strain curve of the composite

material at an integration point of an element above the crack tip in 0° layer, where the
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Figure 4.6: Progressive failure of the composite material. The colored lines represent the
potential cracks. Blue color represents fully bonded parts and red color total debonding,
i.e the satisfaction of the failure criterion.The axial strain is also depicted

total failure occurs (fiber cracking in Figure 4.7 for ¢ = 1.38%). The curve is close to
the linear case because at this location the fiber is parallel to the loading direction and in
conjunction with the high aspect ratio and high volume fraction the elastic material of the
fiber dominates the homogenization result producing a material almost linear until failure.

The ultimate tensile strength of the 0° layer is observed at approximately 450 MPa.

The averaged stress strain for the whole specimen is calculated in the post process-
ing stage using a script that performs a volume averaging over all elements for all the

timesteps of the axial stresses Zf:el Veoe/ Zi\ﬁl Ve and strains Zf:el Veee/ Zle\f:el Ve where
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Figure 4.7: Stress vs. strain plot of a solid above the crack tip that fails due to fiber failure
at strain around 0.013

N, is the number of elements. The depicted stiffness degradation for the whole specimen
which is presented in Figure 4.8 is due to the cracking (contacts failure where elements

around the crack are unstressed) and the damage evolution of the matrix.

In Figure 4.9 the results of crack density (already defined as the number of cracks
normalised by the length of the specimen) versus strain are compared to available ex-
perimental measurements from the Composite and Smart Materials Laboratory of the
University of Ioannina (43). The results are also compared with a similar but simpler
model also developed in the present study where the homogeneous material of each layer
has been originated from visco-elastic homogenization and the behavior is considered as
linear until failure. It is obvious that the multiscale methodology provides better predic-
tions of the crack density and the saturated crack density closely follows the experimental
measurements.

From Figure 4.9 can be observed that the cracking starts earlier for the visco-elastic

material model due to the stiffer prediction of the matrix material. In the current formu-
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perimental results
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lation which combines visco-elasto-plasticity with damage, the matrix material enters its
nonlinear region, degrades the stiffness more, and as a result the stresses are not as high as
in the linear visco-elastic model. For that reason, the first cracks appear for higher strain
values, approaching better the experimental results.

Under the framework of comparisons of the results obtained by the multiscale model
with the simpler homogeneous viscoelastic model representative timings of the actual
production run took place in order to have a detailed information about the computa-
tional cost of the proposed methodology. One personal computer equipped with Intel 8th
generation 6-core 15 processor and 32GB of memory has been used. The full multiscale
analysis needed 1 hour and 54 minutes while the simpler homogeneous viscoelastic model
needed 32 minutes both in parallel execution. The memory requirements of the multiscale

methodology were below 15 GB RAM.

4.8.1 Mesh Dependency-Sensitivity Analysis

The developed user material follows a local damage model to predict the damage evolu-
tion for the matrix material and for that reason, mesh dependency is expected. Therefore
a mesh dependency analysis has been performed. The newly proposed methodology is
developed aiming to the prediction of the cracking saturation which is intimately related
to the crack density. Crack density is defined as the number of cracks normalised by the
length of the specimen. Therefore, the crack density was compared between the differ-
ently discretized specimens. Four different discretizations with 8000, 45144, 96000 and
208306 elements were solved. The boundary conditions, and the material properties were
identical for the different discretizations. The algorithm that distributes the strength over
the cohesive surfaces was applied for every model. As a result, potential cracks at the
same positions may not have the same strength between different mesh sizes. The Fig-
ures 4.10, 4.11 show that after exceeding a critical number of elements (approximately

50000) the results converge.
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4.9 Conclusions

A novel multiscale material model is proposed and applied to a cross-ply composite ma-
terial loaded in uniaxial tension in a dynamic analysis procedure. The proposed new
multiscale methodology is based on the Eshelby’s single inclusion problem solution to
dehomogenize the strain increments and applies a different material model for each con-
stituent. For the matrix a visco-elasto-plastic material model with isotropic damage is
adopted while for the fiber an elastic material with known failure properties is used. In
order to examine the random transverse cracking, a number or possible cracks were placed
in the 90° layers whose strength follows a normal distribution. The possible cracks and
the interface between the layers were modeled using cohesive contacts. All the expected
damage mechanisms appeared and the actual crack density with respect to strain was com-
pared to experimental measurements and to a simpler meso-scale simulation approach
where the layers are modeled as linear visco-elastic. It is observed that in the multiscale
model the results are closer to the experimental measurements and more damage mech-
anisms such as matrix damage and fiber failure can be predicted. Even though the mul-
tiscale methodology is more computationally demanding, its most important advantage
is that the constituents can follow different material models, with many failure criteria
and predict stresses, strains, plastic strains and more analysis variables not only in the
homogeneous level (macroscale) but also constituent-wise (microscale) while the solver
does not have any information about the microstructure as the multiscale formulation is
performed in the user material subroutine.Those per phase analysis variables are used to
observe if the fibers or matrix on specific integration points have failed and enables the

control of the element failure.
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Chapter 5

Multiscale Modelling of Extrinsic Self

Healing GFRP Materials

In this study, a novel multiscale material model is proposed to simulate the elasto-plastic
damage-healing behavior of an epoxy matrix in a composite material. This framework
combines the non-linear mean-field homogenization methodologies with the continuum
damage-healing mechanics (CDHM) to achieve the healing process in a coupled manner
along with the damage. The model is able to predict the time dependent healing effect
combined with damage propagation. In the proposed multiscale model, the healing de-
pends on the current damage of the matrix, the available time that the healing can evolve
and the rate of healing. A parametric study with respect to the rate of healing and a
time dependency analysis were performed to examine the sensitivity of the model. In
addition, a microscale method to calculate the healing initiation and healing efficiency is
proposed using a representative volume element (RVE) of an epoxy matrix with healing
microcapsules. The microscale simulation showed that with 7.5 % volume fraction of

microcapsules 40 % of the structural integrity can be recovered.
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5.1 Introduction

The structural behavior of composite materials is dominated by irreversible damage phe-
nomena that reduce their integrity. This structural degradation of stiffness and strength is
due to the evolution of internal defects, usually micro-cracks or voids. In order for this
phenomenon to be simulated correctly, continuum damage mechanics (CDM) theories
have been developed. These theories provide a macroscopic representation of the voids
and micro-cracks that lead to stiffness and strength reduction. A common assumption that
is made in the CDM theories is that the damage variable is cumulative and can only be
increased. In other words, the damage process is irreversible. However, contrary to degra-
dation phenomena, experiments (1) (2) prove that polymer composites can be healed and
therefore recover the whole or a part of their degraded mechanical properties (3). Heal-
ing can occur by physical or chemical processes that progressively eliminate the internal
defects to a certain extent and can be considered as a procedure opposite to damage.

The self-healing of materials has been extensively studied experimentally and most of
the numerical investigations of such kind of materials focus on homogeneous behaviors.
Many healing laws in the continuous damage healing mechanics (CDHM) framework
have been proposed for different material types including asphalt mixes (4), for cemen-
titious materials (5) (6) and for polymer matrix composites (7). Voyadjis and Kattan (8)
proposed the modeling of anisotropic self-healing materials and superhealing. Darabi et
al. (9) proposed the extension of the concept of the effective configuration and effective
stress to the healing configuration. Subramanian and Mulay (10) introduced a secondary
damage variable in the CDHM framework with its own evolution law in order to allow
the healed area undergo damage again after healing. Barbero and Ford (11), Privman et
al. (12), and Sanada et al. (13) also contributed to the investigation by simulating the
self-healing behavior of fiber-reinforced polymer composites. Zemskov et al. (14) inves-
tigated the effects of self-healing polymers in an analytical manner. Furthermore, thermo-
dynamic constitutive models were developed by Schimmel and Remmers (15), Yagimli

and Lion (16), Voyiadjis et al. (17), Wool and O’Connor (18) and Maiti et al. (19) focused
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on the molecular level simulation. Mergheim and Steinmann (20) also took into account
damage and healing variables, whereas Henson (21) (22) developed a model based on the
mixture theory. In addition, Zhelyazov and Ivanov (23) developed a model that takes into
account the healing of cement based materials coupled with damage, and Shahsavari et
al. (24) applied a viscoelastic—viscoplastic constitutive model for self-healing materials.
Limited research efforts can be found regarding multiscale methods combined with dam-
age healing mechanics. Smojver et al. (25) proposed a micromechanical material model
with uncoupled healing with damage of a composite material using the rule of mixtures
to predict the laminate’s healing behavior in an explicit integration analysis with cyclic

loading.

In the framework of CDHM, the healing is usually incorporated into the model with
the coupled and uncoupled healing mechanisms. The first is the uncoupled or non-
autonomic mechanism, where healing is activated by external triggering. The second
is the coupled or autonomic mechanism in which extensive and progressive damage trig-
gers the healing procedure. The coupled healing system applies on composite materials
enhanced with microcapsules, it is more direct but lacks repeatability after the first round
of healing and the uncoupled system assumes that damage and healing occur in different
stages of material’s lifecycle. While numerical models have been developed for plastic-
ity and damage evolution, in terms of healing usually phenomenological laws are used
that depend on experimental observations. The procedure of damage takes place in the
microscale with micro-cracks or micro-voids reducing the structural integrity. The same
applies for the healing procedure. With the use of multiscale modeling the different phases
of the material are distinguishable. Thus, important information of microscale is trans-
ferred to the macroscale assisting not only on the better understanding of the phenomena

but also to more accurate predictions of the material’s behavior.

In the present work, a multiscale approach is introduced for the simulation of a glass
fiber reinforced polymer material taking into account the elasto-plastic micro-damage-

healing behavior of the matrix. The healing is incorporated into the suggested model in a

123



coupled healing mechanism. The mean-field methods have been successfully applied in
the CDM framework before (25)(26) but to the authors’ knowledge, there is no published
work that incorporates a multiscale modeling procedure based on the Eshelby’s theory for

strain localization and applied in a coupled healing mechanism.

5.2 Proposed multiscale algorithm

In the context of continuum damage healing mechanics the following configurations (pre-
sented in Figure 5.1) are usually adopted as far as the material’s cross section is con-
cerned. The nominal configuration where the cross section A includes pure material,
damaged and healed parts. The healing configuration cross section A contains only pure
material and healed damage parts. Finally, the effective configuration with cross section

A which is consisted only by pure material(A > A> A).

Healed damage,

Auh

A=A—Ay A=A—A, —Aum

Figure 5.1: A.Damaged (nominal) configuration B.Healing Configuration C.Effective
(undamaged) configuration

The strain and stress tensors in damaged and healing configurations are related with
the strain equivalence hypothesis which states that the total strain and strain rate for these
two configurations are equal. The coupling of plasticity, damage and healing is performed
in the healing configuration where the unhealed damage is removed and the cross section
contains only undamaged (pure) material and healed damage.

The proposed multiscale algorithm which is shown in Figure 5.2 is applied in the

healing configuration.
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To elaborate on the algorithm, for every integration point of the macroscale model,
the composite material’s stress, strain increment and history variables from the previous
time step are known. The aim of this user material is to calculate the stress tensor values

of the next time step. Initially, the macroscale strain increment is dehomogenized to
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the individual strain increment of the matrix and of the fiber using strain concentration
tensors in order to be able to apply the corresponding material model for each constituent.
Regarding the fibers, linear elasticity is considered, so the updated stresses are calculated
from Hooke’s law. For the matrix material, the trial stresses are calculated from Hooke’s
law. The value of the yield function is obtained using the trial stress to observe if the
material has entered the plastic region. If the value does not exceed zero, then the trial
stresses are the correct stresses and the material is in it’s elastic region. A homogenization
of the matrix and fiber stresses is performed and the homogenized stresses are provided to
the solver to proceed with the next time step. If the material enters the plastic region, then
with a Newton-Raphson iterative procedure, the accumulated plastic strain is calculated
(reference Equation) in order to correct the stresses and return to the yield surface. As the
material enters the plastic region, the damage and healing initiation criteria are checked,
in order to calculate the effective damage variable to further correct the matrix stresses
according to the healing and damage that has been developed. Once the matrix material
stresses are calculated and the history variables are accordingly updated, homogenization

of the stresses is performed.

Using Eshelby’s theories (27) the composite’s strain rate at a material point can be
separated to matrix strain increment Ac,, and fiber strain increment Ae in a nonlinear
analysis framework with incremental formulation. The strain increment provided by the
solver refers to an integration point of the whole (homogenized) composite. Dehomoge-
nization of the aforementioned strain increment is necessary in order to be able to apply
an elasto-plastic-damage with healing for the matrix material and elasticity for the ma-
terial of the fibers. Regarding the strain increment dehomogenization, the use of strain
concentration tensors produces more accurate results compared to other phenomenolog-
ical models (Reuss, Voigt, Rule of Mixtures) since it takes into account not only the
volume fraction and the direction of the fibers, but also the fiber geometry and the matrix
material. In addition, it can handle random fiber orientations by incorporating the appro-

priate orientation tensors. The strain increment averages per phase are related to a strain
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concentration tensor B¢ as follows:

Ag, =[V;B*+(1—-V)I ' Ae (5.1)
Ac; =B :Ae,, =B : [V;B°+ (1 - VI 7' : Ae (5.2)

with B® given by
B°=I+E:(C, :C;-I)], (5.3)

The quantities involved are: the fourth order unit tensor I , the Eshelby’s tensor E,
C,., C; the stiffness tensor for matrix and fiber respectively and the fiber’s volume frac-
tion V;. The proposed multiscale algorithm is developed in a VUMAT subroutine in an
explicit analysis and runs for every integration point of the model in order to update the
history variables for each constituent. At every iteration all integration points are exam-
ined for initiation of plasticity, damage and healing to calculate the effective stress in the

appropriate configuration and provide it to the solver.

5.3 Matrix material

The epoxy material of the matrix uses an elasto-plastic material with isotropic hardening
plasticity and isotropic damage coupled with healing. As the material enters the plasticity
region a return mapping procedure is adopted to correct the predicted stresses and return
the stress state to the yield surface. After entering the plastic region the damage initiation
criteria are checked in order to account for the cumulative damage. If the material point
has undergone damage then it is also checked for healing initiation in order to calculate

the partial recovery of the mechanical integrity that is reduced due to damage.
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5.3.1 Homogenization of materials in plastic region

When the equivalent stress exceeds the yield stress of the material and the yield criterion
is satisfied, the material enters the plastic region. The plasticity in most cases is handled
by linearizing the plastic behavior, using a rate form of Hooke’s law. All the equations
regarding the plasticity are applied for the matrix material of the microstructure. However,

for simplicity, the index m is omitted.

The Hooke’s law in rate form is presented in eq. (5.4)

c=0%:¢ (5.4)

where C'? is the tangent stiffness modulus for the elasto-plastic material (or material
Jacobian). Time discretization of the rate equation, following the incremental formulation

framework, leads to Eq.(5.5)

50’n+1 = Calg . 5€n+1 (55)

In the above formulation C'®9 is the consistent numerical tangent (or algorithmic)
modulus of the material that relates the stress increment with the strain increment. In an
implicit integration framework, the algorithmic modulus is necessary to be calculated in
order to achieve quadratic convergence. On the other hand, in case of explicit integra-
tion which applies in this study, the calculation of the tangent stiffness is not mandatory,
since the nature of this method is to perform numerous small increments. The Eq.(5.6)
Eq.(5.7) can be used instead of Eq.(5.5). The plasticity model that is used to simulate the
behavior of the matrix material, follows the von Mises (J2) plasticity theory with isotropic

hardening and invokes the following equations

o=0%: (e —¢&") (5.6)
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§0ps1 = C%: 65ff+1 5.7

f=0eq—R(p)—oy <0 (5.8)
e’ = pN (5.9)

p>0 (5.10)

pf=0 (5.11)

N = % = 3d;;6i0) (5.12)

The quantities involved in the aforementioned Eqs. (5.6 - 5.12) are: the yield stress
oy, the accumulated plastic strain p, R(p) is the plastic stress obtained from eq.(5.14),
and o, is the von Mises measure of the Cauchy’s stress tensor, dev(c) describes the de-
viatoric part of stress ¢ tensor and N is the vector, normal to the yield surface of the
examined material. In order to calculate plastic strain increment, the calculation of accu-
mulated plastic strain increment from the following equation has to be preceded (28). If

the hardening function R(p) is non-linear, then Eq.(5.13) is nonlinear too

3GA, + R(p) + o, — o =0 (5.13)

€q

and can be solved using an iterative Newton-Raphson scheme.

In this study R(p) is the power law plasticity and is defined as in eq.(5.14)

R(p) = Kp" (5.14)



where K is the hardening modulus and n is the hardening exponent, and are usually

calibrated from experimental measurements.

5.3.2 Continuum damage mechanics

In classic CDM as introduced by Kachanov (29), the stresses in the fictitious configuration
without damage, are related with the stresses in the damaged (nominal) configuration with

the following formula:

o=6(1-D) (5.15)

where 0 <D< 1 is the damage variable. For D = O the nominal and damaged con-
figurations are equal and for D = 1 complete failure of the material is considered. The
damage evolution law is often described as an increasing function of time, and for that
reason, damage initially was considered an irreversible phenomenon. However, some
materials combined with healing mechanisms have the potential to recover a portion of
the mechanical properties and hence, heal. In order to model this procedure, the CDM
framework must be appropriately extended to capture the changes in the material’s mi-
crostructure during the healing process. The damage evolution law used in this study
is the classic Chaboche damage model (30). The damage variable for isotropic damage
is scalar, while in case of anisotropic damage is a higher order tensor. Without loss of

generality and for simplicity, isotropic damage is considered.
After damage initiation the damage evolution is evaluated as:
. 0 p<pe
D = (5.16)
Y \s,
(S_o) P P> De
where s is the damage exponent, S, is the damage rate factor, p, is the damage

initiation threshold and Y is the strain energy release rate and is calculated as
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Y = %eel O e (5.17)

In equation 5.16 where the damage evolution law is presented, the damage initiation
criterion depends on the value of a critical accumulated plastic strain p.. In this study
the damage initiation criterion is set to zero (p. = 0), meaning that the damage starts to
evolve the moment the material enters the plastic region. Damage factor (D) is the sum
of the damage evolution law in each time increment and finally the updated stress in the

damaged configuration is
o= C% e —&M)(1— D). (5.18)

5.3.3 Healing

The healing mechanisms are usually reflected by the coupled and uncoupled healing sys-
tems. In case of uncoupled healing systems, damage and healing are independent of each
other. Healing and damage cannot occur simultaneously which means that damage can
evolve when healing is constant, and when damage is constant healing can take place
(usually during the unloading phase or in a constant loading condition). It is obvious that
this is not the case for extrinsic self-healing polymers such as polymers enriched with
microcapsules or micro-vascular systems. In this case as damage propagates (i.e micro-
cracks or micro-voids) a capsule may break and release the containing uncured resin in the
crack. As a result, part of the mechanical properties are recovered. This procedure is best
described by a coupled healing law, that allows damage and healing evolve at the same
time, where healing is activated during damage evolution. Eq.(5.18) should be modified

to account for healing when calculating the stresses in the healing configuration

o=C%Be—e™)(1—D(1-h)). (5.19)

When A is set to 0 the healing mechanism has not been initiated, and a value of 1
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means fully healed damage or complete recovery of the mechanical properties. A value
of 0 < h < 1 denotes a partial recovery of the structural integrity. The same applies for
healing as in case of damage. For anisotropic healing the healing variable is described by
a higher order tensor. In this study, as in the case of damage, the healing is considered
isotropic and the healing variable is scalar. Usually the healing function or evolution
law is based either on experimental measurements or phenomenological models. In the

present study the following healing function is adopted (5):

0 D S Dcm’t
ht) = (5.20)

(1 _ e[—gD(thf—thi)] D > Dcm-t(or Em = €m7crit)a D >0

where D is the damage variable, ¢, is the time of healing, ¢;; is the time of healing
initiation and ¢ is a material parameter calibrated from experiments. When the healing
initiation criterion is met for the first time, the current analysis time is assigned to the
healing initiation time. The healing characteristics of the material are defined numeri-
cally using the parameter g. In real world, this parameter specifies how fast the healing
process evolves. Micromechanically speaking, it may depend on the total volume of the
capsules, the strength of the healing agent, the capsule shell thickness among others. After
the initiation of the healing process, the material gradually recovers its original stiffness
and the mechanical response tends to become similar to the response of the original ma-
terial. It is worth mentioning that the coded material law is modular allowing any healing

evolution law to be used in order to best describe the material each time.

5.4 Composite material

As mentioned earlier the material of the fibers exhibits linear elastic response. The ho-
mogenized material behavior can be predicted from the volume average responses (31)

of each constituent from the Voigt assumption Ao, = V;Ac; + V,,Ao,, and ot =
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ol + Ao..

The implemented algorithm is applied in an explicit integration scheme where only
the update of the homogeneous stress need to be calculated in numerous small increments
in contrast with the implicit integration where a consistent tangent stiffness is required for

quadratic convergence of large strain increments.

5.5 Results

For evaluation of the proposed multiscale material model, several virtual tests have been
performed including three point bending tests using 3d solid elements. The results of the
continuum damage healing material of the matrix was compared against the results of a
multiscale material with pure elasto-plastic matrix and of a matrix material with elasto-

plastic-damage without healing (32) in order to demonstrate the healing effect.

Matrix | Fiber
Young’s modulus (MPa) 5500 | 73100
Poisson ratio 0.398 0.18
Volume fraction 0.7 0.3
Aspect ratio - 10
Yield stress (MPa) 30 -
Hardening modulus(MPa) 100 -
Hardening exponent 0.4 -
Damage rate factor 20 -
Damage exponent 0.7 -
Damage initiation 0. -
Healing parameter 0.01 -

Table 5.1: Matrix and fiber material properties, for elasticity, plasticity, damage and heal-
ing

5.5.1 Three point bending test

In the case of the three point bending test a specimen with dimensions of 100 mm x 15 mm
x 3 mm is used (Figure 5.3). The material properties are given in Table S.1. The radius

of the loading nodes and the supports was 5 mm. The total loading nose displacement
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is 9 mm and is applied in an explicit analysis that lasts 1 second. Since only the healing
model is time dependent, the time was scaled inside the user subroutine when taking into

account the healing effect.

Figure 5.3: Three point bending setup

The same setup was solved with a pure elasto-plastic matrix material, with an elasto-
plastic-damage matrix material, and for elasto-plastic-damage with coupled healing ma-
trix material with total times of 200 s and 600 s. The fibers remained elastic during the
analysis.

It is known that in Continuum Damage Mechanics computations, strain localization
occurs over a damaged band of finite width. This phenomenon tends to minimize when
non local damage laws are used, in order for the damage to be mesh independent, but even
in this case, the damage will depend on a characteristic element length.

In Figure 5.4 it can be observed that in the case of damage without healing the damage
variable reaches a high value and as a result the damage tends to localize in the middle
of the specimen. This damage localization can cause the failure of the specimen if the
imposed strain reaches a slightly higher value. On the other hand, when healing is taken
into account the damage localization is less intense, so that the specimen can withstand
higher strains as the damage tends to expand in a larger area but with smaller values. This
happens due to the fact that the healing is analogous to the damage, so that areas with
more damage can heal more. It is clear in Figure 5.4 that having more time available for

healing, the damage localization reduces, and the developed stresses are higher.
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Figure 5.4: Virtual three point bending experiment. Top Left: Matrix stress without
healing. Top right: Matrix damage parameter without healing. Middle left: Matrix stress
with 200 s healing. Middle right: Matrix damage parameter with 200 s healing. Bottom
left: Matrix stress with 600 s healing. Bottom right: Matrix damage parameter with 600
s healing. Stress values depicted in the left colorbars are in MPa while the right side
colorbars represent the dimensionless matrix damage parameter values

In the following plots axial stress vs axial strain curves for the matrix, fibre and ho-

mogenized response (Figures 5.5, 5.6, 5.7) for four different cases, i.e. elasto-plasticity

without damage, elasto-plasticity with damage without healing, elasto-plasticity with

damage and healing with 200 s and 600 s available healing time.
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Figure 5.6: Fiber response for variable healing times
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Figure 5.7: Homogenized response for variable healing times

In the graphical representations the axial stress vs. axial strain curves for the matrix,
fiber and homogenized response (Figure 5.5) of the element in the middle of the specimen
(Figure 5.4) and at the bottom side where the axial stresses are tensile (positive), are
presented. The actual value of axial strain is adopted (avoiding its alternative % numerical
representation) throughout the chapter. As can be observed, increasing the total analysis
time results in a significant increase of healing in the matrix material and by extension,
in the composite material after homogenization takes place. As the fibers remain elastic
during the analysis, the stress/strain relationship for the fibers is similar for all analyses.
Small differences between the analyses occur in the total strain that corresponds to the
fibers.Comparing the final stresses in the matrix material it is shown that in the material
without healing a total of D = 68% of loading carrying capacity has been lost. In case
of healing in the 200 s analysis the damage has been partially recovered and is equal to

29% and in the 600 s analysis the effective damage is equal to 11%.
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5.5.2 Parametric study

The healing law as descibed in previous section, depends on the available time for healing,
on the magnitude of damage and on the parameter g, that defines the rate of damage
recovery. In this section it is shown how this parameter affects the stiffness recover and
the role of the available healing time. It is worth mentioning that since all the material
models are time independent except healing, the time was scaled inside the VUMAT
subroutine only when calculating the healing effect. Also, the healing initiation criterion
was calculated in microscale and occurred that the first microcapsules started breaking at

strain value equal to 0.009.

5.5.3 Parametric study of g parameter

In this study a coupled healing law is used, in order for the healing to take place along
with damage evolution. The healing variable in Eq.(5.20) refers to the healing that is
activated as damage continues to evolve, agreeing with the mechanism that describes the
autonomous self-healing process. In case of capsule based healing, increase of damage
means evolution of the micro-cracks that may break a capsule. Consequently, the healing
agent released from the capsule reacts with the catalyst, forming a solid material that can
fill the cracks. A critical number of micro-cracks is needed in order for the healing to start,
a fact that is taken into account in the healing initiation criterion. The amount of healing
largely depends of the dispersion of the capsules and the magnitude of damage. With
appropriate capsule distribution and magnitude of damage a large part of the material can
be healed. The rate of healing is represented by the parameter g combined with the current
damage at each time step of the analysis, in the applied healing law.

In order to examine the affect of the matrix material characteristics in this multiscale
damage - healing framework, different values of the parameter g in the matrix material
were adopted in a simple tensile test, keeping the total time of the analysis constant, as

can be seen in Figure 5.8. From Figure 5.8 it is clear that for low values of g, a small
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amount of properties can be recovered while for higher values of g (e.g. 0.1) complete

recovery of the damage can be achieved in small amount of time.
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Figure 5.8: Effect of parameter g in matrix axial stress vs. axial strain in tensile test at
4000 s )

In Figures 5.9 and 5.10 the healing and damage evolution with respect to time are
presented. It is clear that changing the order of magnitude in the characteristic parameter
g, greatly affects the increase rate of healing and subsequently the effective damage rate
of reduction. Since this analytical healing law is sensitive to this material parameter
it is important to be correctly calibrated using experimental measurements to achieve a

realistic healing evolution rate.
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5.5.4 Time dependency analysis

To examine the time dependency of the proposed damage-healing formulation, a similar
procedure was adopted, running the same analysis for different loading times keeping the
healing parameter g constant and equal to 0.01 and for available healing times of 200,
400, 600 and 1200 seconds. All of the material parameters corresponding to elasticity,

plasticity damage and healing remain constant throughout the different analyses.
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Figure 5.11: Time dependency analysis

From Figure 5.11 becomes obvious that increasing the available time for healing the
material can regain a larger part of the initial structural integrity. For low healing times,
such as 200 s, the stiffness recovery is not significant, and the damage evolution rate is
higher than the healing rate. As a result, the material enters a softening region as in the
case without healing, but at slightly higher strain. For healing times larger than 400 s, the
healing has adequate time to evolve and at a higher rate than the damage, which is strain

dependent and not time dependent. This means that the material will enter a hardening
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regime instead of softening and with adequate healing time the stress can reach the values

as in the case without damage which implies full recovery.

5.6 Microscale modelling

In order to predict the healing initiation and healing efficiency of the microcapsule based
polymer, a RVE was generated containing the matrix material and microcapsules at 7.5%
(33) volume fraction, that was solved and homogenized numerically (34). The micro-
capsules were dispersed randomly and in a periodic manner with Random Sequential
Adsorption (RSA) method. The size of the RVE L was selected according to the conver-
gence of the maximum tensile stress (L > 4R), where R is the microcapsules diameter.
A minimized RVE size was selected (as L = 4R) to increase the computational efficiency
(35) (36). The RVE is meshed using first order linear tetrahedral elements and Periodic
boundary conditions were applied (37) .

The aim is to obtain the maximum tensile stress of the undamaged and healed spec-
imen, and finally calculate the healing efficiency of the microstructure. The model is
numerically executed in a loading-unloading-reloading procedure, combined with two
user defined subroutines, for user defined fields (VUSDFLD) and user defined material
behavior (VUMAT). The letter V denotes that the analysis is performed in an explicit
framework. The VUMAT subroutine was used to define the matrix and capsule mate-
rial behaviors that are modeled as elastic with maximum stress criteria for failure. Also
in the unloading step the matrix elements can be healed according to a criterion defined
in the VUSDFLD subroutine. The second subroutine was used to check for failed mi-
crocapsules and mark the matrix elements inside a specified distance around those failed

microcapsules in order to be healed in the unloading phase.

It is worth mentioning that in order to simulate this loading/unloading procedure in
an explicit integration analysis a smooth loading curve was used (Figure 5.12). Follow-

ing this way, it is guaranteed that only a small amount of acceleration changes between
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Figure 5.12: Loading scale factor vs analysis time

leading to inaccurate solutions with erroneously massive element deletion.

of the capsule, are healed in the unloading phase.
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consecutive timesteps takes place. Sudden changes of acceleration can cause stress waves

volume of failed micro-capsules. The specified distance was selected having as the main
criterion the volume of each micro-capsule. In other words, the surrounding volume
should be close to the volume of the micro-capsule increased with a factor to account for
the mesh size, since for coarse mesh sizes and microcapsules with small diameter, few or
no elements will be found inside the aforementioned range. It should be noted that any
distance can be selected for this criterion relied depending on different observations. In

other words all failed elements whose center of gravity is in range of [0, Rv/27] the center
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Figure 5.13: Algorithm for failure and heal of materials around failed capsules



Figure 5.14: a: Failed capsules in red b: Microcracks in RVE c: Isolated failed elements,
while in green color are the healed elements
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The algorithm for failure and heal of materials around failed capsules is given in Fig-
ure 5.13. In addition, representative configurations with failed capsules, microcracks in
RVE and isolated failed elements are depicted in Figure 5.14.

The average stresses and strains of the RVE is calculated using the rule of mixture for

each time step of the analysis, by considering the analysis results of each element.

N
1 1
v k=1
N
P g.dvzlzglf.vk (5.22)
i v . 1] V ij :
k=1

where o;;, €;; is the average stress and strain, o;; , €;; are the element stress and strain,

V', V* are the total RVE volume and the volume of element k and N are the total number

of elements.
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Figure 5.15: Average stresses - average strains relation obtained from the RVE tensile test
for the undamaged epoxy material at the first loading cycle, and healed material at the
second loading cycle.
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From Figure 5.15 that presents the ultimate stress of the initial material occurred from
the first loading cycle, and the ultimate stress of the healed material occurred from the sec-
ond loading cycle, the healing efficiency (as defined in (38)) is calculated approximately

at 40%
ult

jp = Zheat (5.23)
Tinit

5.7 Conclusions

A novel multiscale material model is proposed that takes into account the damage and
healing procedures that occur in the matrix material of the composite microstructure. In
contrast to the existing mean-field multiscale methods in the CDHM framework (25)(26)
for Fiber Reinforced Plastic (FRP) where the healing takes place in an uncoupled healing
mechanism and the strain localization uses the Voigt and Reuss iso-strain and iso-stress
approximation, the proposed methodology is based on the Eshelby’s solution. Eshelby’s
solution incorporates strain concentration tensors and tends to produce more accurate
results for the strain increment dehomogenization for matrix and fiber strain increment.
Another major difference of the proposed multiscale approach compared to existing meth-
ods is that is applied in a coupled mechanism and the healing can take place simultane-
ously with the damage propagation. For the matrix an elasto-plastic material model with
1sotropic damage coupled with isotropic healing is adopted while the fibers are considered
elastic during the whole analysis. The most important advantage of this methodology is
that the constituents can follow different material models, taking into account damage
and healing phenomena in the matrix material and predict a homogeneous response by
averaging the response of each constituent of the microstructure. The proposed method is
modular in that different damage and healing laws can be applied easily in the coded sub-
routine. Finally, a micromechanics methodology is proposed using a self- healing RVE
with microcapsules combined with VUSDFLD and VUMAT subroutines in an explicit in-

tegration framework in order to calculate the healing efficiency of the composite material
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used. The RVE with the embedded microcapsules is initially loaded until failure. In the
sequence, in the unloading phase, uncoupled healing takes place in the elements around
the failed microcapsules by utilizing the VUSDFLD subroutine. Finally, reloading of the
RVE takes place, again until failure and by comparing the ultimate stresses, the healing

efficiency is calculated.
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Chapter 6

General Conclusions and Future Work

6.1 General Conclusions

In the current thesis novel multiscale material models for the prediction of the behavior
and damage mechanisms of composite materials were presented. After the 1st chapter’s
preliminaries, the 2nd chapter contained comparisons between mean-field and full-field
multiscale methods. Although full-field methods can predict accurately the stress and
strain fields in a microstructure it is known that they are computationally inefficient espe-
cially when compared with the mean-field methods. The main goal was to compare the
most common mean-field method of Mori-Tanaka with the finite element method. In the
same chapter, the comparison was performed for linear elastic materials having different
material symmetries (isotropic, transversely isotropic, orthotropic). The results showed
agreement between the two methods with a difference to the predicted homogenized ma-
terial properties in most cases around 6%. These differences can be attributed to the type
of boundary conditions, the quality of the discretization of the microstructure and the
inherent limitations of the mean-field methods. The mean-field method was extended to
account for plasticity and the same comparison was performed revealing that the predicted
stress strain fields and the homogenized properties produced by the two methods are in

good agreement.
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Due to their computational efficiency the mean-field methods can be applied to real
world engineering problems and structures and are capable of providing accurate results
not only in macroscale but also in microscale. On the other hand, full-field methods such
as the finite elements for solving the BVP in the RVE, are proved to be more accurate, but
the solution time of their application in large structures can be prohibitive. Furthermore,
the RVE generation is necessary in order to solve the BVP in the discretized domain.
The aforementioned RVE generation can be a tedious task and in many cases there are
limitations regarding the volume fractions or the geometry of the inclusions. Discretized
microstructures have been used extensively in this thesis for validation purposes of the
novel multiscale models. The implemented algorithm for the generation of RVEs based

on Random Sequential Adsorption method was also presented.

In chapters 3 and 4, numerical models were developed to predict the damage mecha-
nisms appearing in a cross-ply composite material in uniaxial tension. By adopting frac-
ture mechanics techniques such as cohesive zone modelling it was possible to simulate the
cracks and delaminations and in addition, continuum mechanics principles for the predic-
tion of material’s behavior proved to be reliable and accurate when compared with avail-
able experimental observations and measurements. Two different material models were
developed in order to predict the homogeneous behavior of the heterogeneous multilay-
ered material under investigation. The first material model originates from the mean-field
homogenization method applied to viscoelastic matrix and elastic inclusions. Since all the
material models involved are linear, the model could be set in the preprocessing stage of a
dynamic analysis. The second material model takes into account the visco-elasto-plastic
behavior with damage response of the matrix and elastic response of the fibers and was
used for the simulation of the same experimental system. In addition, failure criteria were
assigned to predict the total failure of the composite material. Since the aforementioned
material model is nonlinear and hence loading path dependent, it is necessary to transfer
the response to the solver for each integration point of each time step. The coded subrou-

tines that predict the homogenized response were linked with the finite element solver by
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using the dynamic linked library (dll) protocol. It was observed that this material model
demonstrated the higher accuracy when compared with a simple viscoelastic material
model. The results of the cracking density and saturation are closer to the experiments

and the predicted failure strain also agreed with experimental observations.

In order to validate this novel multiscale material model a microstructure with con-
tinuus fibers was generated. The matrix material followed a visco-elasto-plastic material
with damage and the fibers remained elastic. After solving the RVE problem, the homog-
enized stress strain response was retrieved by using the volume average of the fields for
each phase. The results of the mean-field methods were very close to the numerical re-
sults of the RVE problem that was solved with the finite element approach. Furthermore,
a comparison of the stress concentration at the crack tips of the macroscale model with the
stress concentration of the microscale model was performed. In case of microscale two
different approaches were used. The first one followed analytical fracture mechanics rela-
tionships to calculate the stress concentration using stress intensity factors. In the second
case, the cracking propagation was simulated in a cross-ply microstructure with XFEM.
Then, by using the stress concentration tensors in the macroscale model, the homogenized
stress response in the crack tips was localized/dehomogenized to matrix stress and fiber
stress. The comparison of the microfields between the results of the two scales showed
good agreement. Consequently, the proposed model, can accurately predict the crack-
ing initiation, cracking propagation, delaminations, matrix damage (softening), cracking
saturation, total failure of the composite specimen and stress concentrations at the crack

tips.

In chapter 5, the multiscale material developed previously, was properly extended in
order to study the self-healing of a damaged material. In previous chapters and simulation
campaigns, the damage procedure which is a cumulative phenomenon, was considered ir-
reversible. However, it has been experimentally proved that materials having microcracks
and microvoids can be healed. The simulation study was aiming to describe the extrin-

sic self-healing of composite materials using self-healing microcapsules. A self-healing

157



algorithm was presented along with the necessary numerical information relative to the
novel material model development and implementation. As in the case of damage, a heal-
ing initiation criterion and a healing propagation law is needed. In the proposed model,
the healing depends on the magnitude of the accumulated damage, the available healing
time and a parameter that represents the rate of healing. The model can simulate the re-
sponse of extrinsic self-healing composites, where the healing procedure is triggered by
the damage propagation and can predict the recovery of the material’s structural integrity
depending on the healing rate and the available time for healing.

Furthermore, an algorithm that can be applied in microscale is presented, that offers
the ability to predict the healing efficiency and healing initiation of RVEs embedded with
microcapsules. Those values can be used in the multiscale material model as thresholds
for the healing procedure.

All the in-house developed code that was initially designed to work as external li-
brary with Abaqus solver, was integrated under a unified windows platform application
with graphical user interface. This application can perform multiscale analysis using
both mean-field and finite element approaches using the in-house nonlinear finite element

solver, generate microstructures, apply boundary conditions and visualize the results.

6.2 Future work

In the context of this research the novel material models were able to describe accurately
the behavior of composite materials when the experimental procedures were simulated.
However, all the multiscale material models are developed under the framework of in-
finitesimal strain theory. Their application in various engineering simulations used in the
industry such as sheet metal forming simulations or crash tests presupposes their exten-
sion to the finite strain framework in order to be able to deal with large deformations and
large rotations taking into account the deformation gradient in the calculations. Material

models such as hyperelasticity for elastomers and superplasticity for alloys can be used in
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a similar mean-field multiscale manner, provided that the already developed models are
extended in the finite strain framework.

A lot of research effort should be given in the simulation of self-healing materials. The
autonomous self-healing was successfully predicted, however it is interesting to investi-
gate the performance of multiscale models in non autonomic systems. In case the material
system is thermodynamically stable, external stimuli need to be provided in order for the
healing to take place. This covers a different self-healing system and can be combined
with the developed material in cyclic loading simulations where the autonomic healing
can take place in the loading phases, and the non autonomic healing can take place in the
unloading phase using a different healing law.

Another interesting field that gains increasing attention is the artificial intelligence.
The numerical tools that were developed in the context of this PHD thesis can be used to
generate training data sets for artificial neural networks (ANNs). An automated procedure
with scripting can be set to generate and solve discretized microstructures and collect them
in a noise free sampling set. The trained ANN can be used to predict the response of more
complex behaviors than elastoplasticity, such as damage and healing without solving the
BVP of the discretized domain.

Finally, the developed models that can predict the damage and failure mechanisms
can be combined with the simulation of non-destructive testing (NDT) methodologies,
such as ultrasound and thermography. A full workflow of damaging a specimen under the
designed external loading and recognizing the internal damage using simulations can be

proved valuable in the process of designing a new structure or a product.

159



160



Appendices

161






A Multiscale material model verification

A representative volume element (Figure A.1) of one layer with continuous fibers has
been created and loaded in uniaxial tension (Figure A.2) in order to compare the per
phase results and the homogeneous behaviour between the developed material model and
the numerical solution. The total axial strain was 0.063 and applied incrementally for 270

seconds. Perfect interface between fiber and matrix is assumed.
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Figure A.1: Representation of 1-layer RVE with volume fraction V; ~ 0.4

The matrix material follows a visco-elasto-plastic with isotropic damage model and
the glass fibers are considered to be elastic. The material properties have been described
in Section 4.7. No failure criteria are applied in this verification procedure. In order for
the stress strain plots to be generated it is necessary to calculate the volume averages of
the micro variables (stress, strain) for each phase for every time step of the analysis (Eq.
A.1). In a micro-marco approach each macro point & can be viewed in the micro level as a
center of a RVE with domain w and boundary Ow. It should be noted that in micro,macro
approaches an RVE represents an integration point of the macroscale. The developed
multiscale model (Umat) result is the direct solution of the algorithm for one integration

point with strain tensor provided. The RVE result is the result of the same strain tensor
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applied in the representative volume element (RVE) and homogenized numerically. This
calculation takes place in the post processing stage and the average micro variables can

be calculated by
1 "
(=1, [ Ha0)av (A

with ¢ =0, 1 where 0 represents the matrix phase and 1 the fiber phase, w; is the domain of
each phase, V; is the total volume of each phase, f represents the micro variable (stress or

strain), and x the micro coordinates. The homogenized averages over w (the whole RVE

domain) is given by

<f>w = U <f>w1 + (1 - U1)<f>w0 (A.2)

where u; = V4 /V is the volume fraction of the fibers (1).

In case of the developed material model, since the calculations are performed in the
macroscale, the micro variables are provided by the localization procedure using the strain
concentration tensors from Section 5.2. Finally the non-linear plots for each phase and for
the homogeneous behaviour (Figures A.3, A.4, A.5) are created for direct comparisons

between the micro model (RVE) and the developed multiscale model.
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Figure A.2: von Mises stress distribution in RVE
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Figure A.3: Fiber stress-strain diagram for direct comparison between the micro model
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Figure A.4: Matrix stress-strain diagram for direct comparison between the micro model

(RVE) and the developed multiscale model (Umat)

The two modelling approaches are in close agreement and the small deviations can be

attributed to the nature of the mean-field approaches and their assumptions which do not

take into account the interactions between the nearest inclusions and neglect the random-

ness of the inclusions positions.
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B Periodic Boundary Conditions

In this section the application of the appropriate periodic boundary conditions (2)(PBC),
(3) in pre-processing stage is presented, in order to evaluate the mechanical properties
of a periodic microstructure. This step is mandatory to perform homogenization using a

discretized microstructure with finite elements.

B.1 PBC formulation

Existing investigations have shown that FE homogenization procedure produces better
approximation when PBC are applied instead of uniform displacement. A periodic RVE
of a composite material with domain w and boundaries dw, those boundaries are decom-
posed to two opposing faces dw, and Ow_. Every x point on boundary dw corresponds
to a unique x_ point on boundary dw_ either directly through the nodes of similarly dis-
cretized hedras or in case of non matching mesh through the nodes of similarly discretized
surfaces that are in contact with the opposing hedras.

The macroscopic strain ¢;; of the RVE can be expressed with the displacement field

u; as :

ui(x1, 22, 23) = e)x; 4 uf (21, 22, 3) (B.1)

where £,z is the linear displacement field and the term u; (1, z2, x3) is the periodic
part of the displacement field on the boundary surfaces. Formula B.1 cannot be directly
applied to the RVE since the periodic part is unknown. In any periodic RVE the opposing

hedras contain pairs of points and the displacement of those pairs can be written as

uit =elaht 4 u (B.2)
e (B.3)



where £— and £+ is a pair of points in the opposite parallel boundary surfaces. u; is

identical in both equations B.2 and B.3 due to periodicity. By subtraction of B.2 and B.3

Ulﬁ_ — U]-C_ = 5?],(1"1?4_ — {Ek_) = E?j (AIL’?) (B4)

For each pair of points (Az%) is constant, so the term £;(Ax}) is also constant with
a specified macro strain 6%- and can be implemented in the finite element model using

displacement constraints.

B.2 Implementation in the FE model

The PBCs are generated in the preprocessing stage of the FE analysis, and can be applied
on the surface nodes of the RVE hedras through linear multi point constraints (MPC).

MPC requires that a linear combination of displacements is zero such that:
aluf + ...+ anu,lf =0 (B.5)

where uf is displacement field of defree of freedom ¢ of point P, and a,, are the coefficients
that define the relative motion of nodes. The displacements on the boundaries are applied
with the help of a reference point (RP). This point is not a part of the RVE discretization
but is used as a driver node, unconnected from the mesh of the RVE, to provide the
necessary degrees of freedom to control the response of the RVE. The system of equation

used in the PBC is described by the following equation:

ubt — =Wt (B.6)

where u®f is the displacement field of the reference point. This equation is applied to
all node pairs of opposite faces. Corner nodes and edge nodes must be excluded from the
inner hedra nodes to avoid overconstraint of the same nodes, which causes errors to most

of the FE solvers.
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e Corner nodes: A,B,C,D,A’,B’,C’,.D’
e Edges: AA’,BB’,CC’,DD’,CD,AB,AD,BC,A’'B’,C’D’,B’C’,A’D’

e Faces : Top [ABCD], Bottom [A’B’C’D’], Front [AA’B’B], Rear [DD’C’C], Left
[BB’C’C], Right [AA’D’D]

Figure B.1: RVE and corresponding node numbering

To calculate the effective elastic properties of an orthotropic material six different load
cases need to be applied. Three tensile loading conditions (one fo each tensile direction
11,22,33) and three for the shear deformation. Three reference points are needed. The
first two are used to apply the three shear loading conditions and the 3rd, to apply 3 tensile
loading conditions.

For the case of axial laoding in x-direction the system of equations are as follows:
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Uq = €11,
U§P3 — 0,
ug;cpzs — 0,
ufpl — 0,
it =0,
i=1,2,3

and for the case of shear loading in xy plane :

RP1 _
u” = €12/2,

ulPL =,
ufPl =,
ukP? =,
ulP? =,
ultP? =
uRP3 = (),
1=1,2,3

(B.7)

(B.8)

The rest of the tensile and shear conditions can easily be retrieved by modifying the

equations (B.7, B.8)
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C The GUI of Multiscale Modeller

All of the aforementioned developed methods are embedded in a windows platform ap-
plication that can perform mutliscale analysis using both mean-field and FE approaches.
The formulations are developed in C++ language, and initially designed to work as a user
material ((V)UMAT) in conjuction with Abaqus solver (4). In the sequence, the code was
embedded under a GUI (Graphical User Interface) application that can work both with

Abaqus and the inhouse nonlinear finite element solver.

C.1 User Inteface

The user interface was created using the Qt creator capabilities for building a GUI pro-
gram combined with OpenGL (5) as graphics engine in conjuction with GLSL coded
shaders for realistic 3D model representation using the graphics processing unit (GPU).
At the beginning of the program the user can select between the micromechanics mode or

the finite element mode.

B 7 Multiscale Modeller Ual (by ETsivolas) >

Choose analysis mode

AN PR AR ECTHA NS

AN TIESALE FE SO0 VER

Figure C.1: Multiscale Modeller modes
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Micromechanics mode

The first mode can predict linear (elastic and visco-elastic) and non linear (elasto-plastic,
visco-elasto-plastic, elasto-plastic-damage, elasto-plastic-damage-healing) response of a
microstructure using the mean-field approaches as described in chapters 3,4 and 5 (Figure

C.2).

W Material Model of RVE - m} X W Material Model of RVE - m} X W Material Model of RVE - u] X
Matrix: Matrix: Matrix:

Elastic v Elastic-Plastic v Elastic-Plastic-Damage v
Elastic  Plastic  Damage  Viscous Failure Elastic  Plastic  Damage  Viscous Failure Elastic  Plastic ~ Damage  Viscous Failure

Damage Rate Factor |4.000000

Yield Stress 30.000000

Young's Modulus 5500000000
Damage Exponent 1000000
Hardening Modulus [100.000000

Damage Initiation |0.000000

Hardening Exponent [0.400000 |
Critical Damage 1.000000
Fiber: Fiber: Fiber:
Young's Modulus (73100000000 Young's Modulus (73100000000 Young's Modulus 73100.000000 |
Poisson's Ratio [0.180000 Poisson's Ratio [0.180000 Poisson's Ratio [0.180000 |
Volume Fraction 0.250000 Volume Fraction 0.250000 Volume Fraction ‘ﬂ 250000 ‘
Aspect Ratio 1.000000 Aspect Ratio 1.000000 Aspect Ratio [1.000000 |
Theta [0.000000 Theta 0.000000 Theta [0.000000 ]
Phi  90.000000 Phi (90.000000 Phi [90.000000 ]
== == ==
a b c
R Material Model of RVE — O X || R Material Model of RVE - o X
Matrix: Matrix:
Wisco Elastic v Eiastic-Plastic-Damage v
Elastc  Plastic  Damage  Viscous Failure Elstic  Plastic | Damage | Viscous | Failure
Failure Criterion  |Azzi-Tsai-Hill v Composte v Faiure Criterion  |Azzi-TsaiHill v Composte v
Xt [1000.00 Xt [1000.00
vt [500.00 Y [500.00
s [150.00 s [15000
st2 [0.00 s12 oo
s13 .00 s13 oo
523 [0.00 523 [0.00
Fiber: Fiber:
Young's Modulus 73100.000000 ] Young's Modulus (73100.000000 |
Poisson's Ratio 0.180000 | Poisson's Ratio 0.180000 |
Volume Fraction [0.250000 ] Volume Fraction [0.250000 |
Aspect Ratio [1.000000 ] Aspect Ratio [1.000000 ]
Theta [0.000000 | Theta [0.000000 ]
Phi [90.000000 | Phi [90.000000 |
= =
d e

Figure C.2: Examples of definition of multiscale material model parameteres. a: Elastic-
ity b: Elasto-plasticity c:Elasto-plasticity with damage d: Visco-elasticity e: Assignment
of failure indicator
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The user has to define the material of each constituent, the volume fraction, geometric

characteristics of the fiber and an applied strain. The program creates the stress/strain

curves for each constituent and the composite, and calculates the homogenized composite

properties. Also an RVE representation of the fictitious composite is created in order to

show the response of each constituent graphically as shown in Figure C.3.

B Multiscale Modeller Uol (by E.Tsivolas)
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Figure C.3: Micromechanics mode with stress/strain curves of each constituent, the ho-

mogenized response and the representation of the fictitious RVE

Finite element mode

The finite element mode includes the inhouse developed finite element solver that uses

the Eigen library (6) for sparse matrix representation and the solution of linear systems

of equations combined with a Newton-Raphson formulation to solve non linear problems

with implicit formulation. This mode can perform three different tasks:

a) It can apply boundary conditions in a RVE (Dirichlet, PBC) and perform homoge-

nization to predict the average response of the composite (Figure C.4).
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Figure C.4: Finite element mode example with boundary condition application of shear
in yz and numerical homogenization of RVE

b) The second task, is the ability to solve a finite element model at multiple scales. In
this task, the code of the micromechanics mode can be called for each integration point

of the macroscale model, to perform a multiscale analysis of a specimen or a complete

structure (Figure C.5).
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Figure C.5: Finite element mode example with mean-field homogenization for each inte-
gration point
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c) Finally the FE2 method is implemented where a microstructure is solved at the
same time with a FE model for each integration point and drives the material response at
the macroscale (Figure C.7) viewing the results at both macro-level and micro-level at
selected integration points (Figure C.6). In this mode, it is necessary to define a RVE for
each material of the macro model and also assign a material law for each constituent of the
RVE. Next, for every time step, the strain increment of each integration point is converted
to boundary conditions for the RVE. Then, by solving the RVE problem, homogenized
stresses and stiffness of the composite is calculated and provided to the solver that han-
dles the macro model to continue with the solution. Despite the fact that this method is
very accurate it should be noted that is the least efficient for simulating large structures.
Consequently, is not analyzed in detail or further adopted. It is only used for verification

purposes.
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Figure C.6: Setting up control points to visualize the microstructures’ response for speci-
fied material points, after the completion of FE2 method
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Figure C.7: Finite element mode example with FE2 method and visualization of failure
status

For all of the above cases, basic pre-processing tasks such as 3D meshing of triangular
meshed models using the TetGen library(7), applying boundary conditions (nodal forces,
displacements) by selecting nodes from the screen and model manipulation tasks such as
measurements, and various geometric queries can be handled. Also vital post-processing
capabilities were added such as element deletion, fringe plots of displacements, stresses,
strains, plastic strains, damage variable, failure criteria index and export plots for specified

elements among others, offering the ability to visualize and export the results for every

time step of the analysis.
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