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[IEPIAHTYH

H pédodog 10V TENEpaoUEVLY GTOLYEIWY VUL UL EUPEWS YVWOTY| aeliunTixy
uédodoc Yl TOV UTOAOYLONO TEOGEYYICTIXWOY AUCEMY GUVATKY Slapopixey €L
owoeny (X.A.E.) xau gepixdv dragopixdy eglotdoewy (M.A.E.). H pébdodoc eivar
€vat TOAD 1oy LEd epYaheio o1 HEAETH BLAPORWY UUIMUTIXWY UN-YEAUULUXDY TEO-
BANUGTWY 1o EYEL TOANES EQUQUOYES, OTWS 1) DOULXY| AVIAUGT) XOL 1) UMY OVIXT] TV
PEVCTAV. XE aUTY TN OLTEEY] EMXEVIPOVOUACTE GTNY EQUOUOYT TN UeVOd0UL
xuplwg ot mpofAuata Peustounyovixic. Apyixd napovoidlouue tn uédodo pall
ue to Booxd Vewphpoto xou mopodelyuata. Avahloupe ta ex TV TPoTépny (a
priori) o@dluyoto yior Ypoutxd TpoBAAUOTO o TUPOLCIALOUUE TIC CUVAPTHOELS
Bdone mou egapudlovial oTa UG EETACT, TROBANUATO TOU UEAETAYE.

[opoustdlovye Ty apriuntixh AOon TN HOVOSLEC TUTNG UNFYeopuix S eElow-
onc tou Duffing. Emmiéov, emxevipwvouaote 610 O1o0I40TATO TEOBANUA TOU
Stokes. Ytnv epyacia auth TapoUCLAOUUE VEOTERES TORUANAYES TV HEVOOWY
TEMEPACUEVWY GTOLYElWY, OTw¢ elvan 1 acuveyrg pédodog tou Galerkin. Ilopou-
otdleton eniong 1 évvola Tou ToTxd ExAenTuopévou TAéyuatog (adaptive mesh).
Téhog, yehetdue Ti¢ SlodldoTaTES Un-yeauuxéc edlonaoelc Twv Navier—Stokes e-
popudlovtog TN xhoowy) pédodo tou Galerkin. Autéc or mponypéveg uédodot
ToEEYOLY OELOTUO T AELIUNTIXG AMOTEAECUATO. OE OAEC TIC MEQLNTOOELS TOU |E-
Aethtmxov. Autd emtuyydveton e TNV eQappoYY TV Uevddwy Ilenepacuévev
Yroyelov oe xatdhnha ‘tpofAfuata doxiung’, onwe elvon 1 oniotho xatdBaom
(oxol) tne poric (backward facing step). ‘Olo tor apriuntind metpdporo €youy
TparypotomotnUel ue xwdxd mou avantuydnxe ota tpoyedupato Matlab xo FE-
niCS.






ABSTRACT

The finite element method is a widely known numerical method for calcu-
lating approximate solutions of ordinary differential equations (ODEs) and
partial differential equations (PDEs). This method is a powerful tool in the
study of various nonlinear problems and has many applications, such as stru-
ctural analysis and fluid mechanics. In this thesis we concentrate on applying
the method mainly to Fluid Mechanics problems. Initially, we present the
method along with the basic theorems and examples. We analyze the a prior:
errors for linear problems and the base functions that distinguish the problem
under consideration.

We further present the numerical solution of the one-dimensional nonlinear
Duffing equation. Additionally, we concentrate on the two—dimensional Stokes
problem. We focus on presenting novel finite element method variants, such
as the Discontinuous Galerkin method. The notion of adaptive mesh is al-
so discussed. Lastly, we study the two—-dimensional Navier—Stokes equations.
We present the formulation of the equations in the classical Galerkin method.
These advanced methods provide reliable numerical results in all studied ca-
ses. This is achieved with the application of the Finite Element methods to
appropriate “test problems”, such as the backward facing step. We obtain all
the numerical results utilizing the software programs Matlab and FEniCS.
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CHAPTER

INTRODUCTION

Nonlinear differential equations govern a plethora of biological, mechanical
and physical phenomena. In practice, all PDEs aren’t analytically solvable,
hence numerical methods are utilized. The finite element method (FEM) is a
widely known numerical method providing approximate solutions to differen-
tial equations. A large domain divides into smaller discrete cells, called finite
elements, being simple polygonal shapes, forming the computational mesh of
this domain. The method excels in its accurate representation of complex
geometries, the finite elements of which are approximated by polynomials.
Nowadays, FEM is arguably one of the most well established and convenient
computational techniques. There is a variety of applications in many fields,
such as mechanical design, structural analysis, fluid flow, heat transfer and
electromagnetism to computer programming aspects.

Origins of the FEM are found in the early approximation of m by consid-
ering a sequence of inscribed polygons, although the method was formally
introduced in 1960 by Clough [28]. In terms of the present day notation, each
side of the polygon represented an element and as their number increases, the
approximate values converge to the true one. Solving complex elasticity and
structural analysis problems in civil and aeronautical engineering, for exam-
ple wings and fuselages are treated as assemblies of stringers, skins and sear
panels, further developed the method.

In 1851 Schellback in order to obtain a differential equation of a surface of
a minimum area bounded by a specific closed curve, divided the surface into
several triangles and used a finite difference expression to find the total dis-
cretized area. The equation was replaced by a set of algebraic equations. Until
the 1900’s the behaviour of structural frameworks, composed of several bars
arranged in a regular pattern, has been approximated by one of an Isotropic
elastic body.
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In 1909 Ritz developed an effective method to find the approximate solu-
tion to problems of deformable solid mechanics. His approach referred to an
approximation of an energy functional by known functions multiplied with
unknown coefficients. Minimizing the functional in relation to each unknown
leads to a system determining those coefficients. The functions used are re-
stricted in satisfying the given boundary conditions.

In 1915, Boris Grigoryevich Galerkin formulated a general method for solv-
ing differential equations. His method with piecewise polynomial spaces is
known as the finite element method. Technological advancements, further
developed Galerkin’s method. The approach traces back to variational prin-
ciples of Leibniz, Fuler, Lagrange, Dirichlet, Hamilton, Castigliano, Rayleigh
and Ritz. Hrenikoff, in 1941, introduced the framework method, replacing a
plain elastic medium with an equivalent system of sticks and rods.

The FEM was introduced in the 50s by structural engineers, especially in
the aircraft industry, predicting stresses induced in aircraft wings, despite
being independently proposed by Courant in 1943 [24]. He introduced special
linear functions over triangular regions, obtained by dividing the cross region
and applying the method for the solution of torsional rigidity and hallow shaft.
The latter introduced the Rayleigh—Ritz method. Ritz functions didn’t need to
satisfy the boundary conditions. Courant’s theory could not be implemented
due to the current absence of computers. More significant contributions to
FEM, were made by Turner in 1956.

FEM obtained its real impetus in the 60s and 70s through developments of,
among others, J. H. Argyris and collaborators. Clough in 1960 introduced the
term “finite element” in [4]. The first book on FEM was published in 1967
by Zienkiewicz and Cheung [27]. The main motive behind the wide spread of
FEM was the handling of big volume of numerical solution by computers [23].

In this dissertation, focus is set on the Galerkin FEM. As previously men-
tioned, any progress to FEM, regarding fluid mechanics applications, was sig-
nificantly delayed due to nonlinear convection and solution instability orig-
inating from the element selection. In this section, we are analysing basic
principals of FEM, where more details can be found in the textbooks by Bren-
ner & Scott [6]. In the next section we discuss about the FEM for the Stokes
and Navier—Stokes problems. Finally, we introduce the Discontinuous Galerkin
(DG) method and the adaptive mesh refinement approach.
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BASsic PRINCIPLES OF FINITE
ELEMENTS

2.1 Finite Element Theory

It is important to understand the basics of the finite element theory. Ana-
lyzing the following simple example helps the reader to understand the intro-
duction of the weak form, as well as the path needed to be followed in order to
create the weak form. Consider an one—dimensional boundary value problem,

d*u
*@ = f(l‘), T € (Ov 1) (21)
w(0) =0, u(l)=0
Multiplying both parts of the equation with a function v with v(0) = v(1) =0
and integrating by parts, we get,

1 1 1
= )T T = —U”SUUSU ﬂS':—UISUUSU L Ulf’l)/x X
<f,v>.—/0f<><>d /0 (2)o(z) d [<><>10+/0<><>d
1
:/0 o (z)V (2) dz := alu,v),

where a(u,v) is a bilinear form.

Definition 2.1.1 (Bilinear form). A bilinear form is a function B : VxV —
K where V is a vector space and K is the field of scalars, that is linear in each
argument separately,

1. B(u+v,w) = B(u,w) + B(v,w) and B(Au,v) = AB(u,v)

2. B(u,v+w) = B(u,w) + B(u,w) and B(u, A\v) = AB(u,v)
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Definition 2.1.2 (Square—integrable function). A square-integrable func-
tion or a quadratically integrable function is denoted as L? function and is de-
fined as: f:[a,b] — R, square-integrable on [a,b] <= f: |f(z)]? do <

Taking into consideration the above informations a function space can be
defined as a test space:
V ={veL*0,1): alu,v) < oo and v(0) = v(1) = 0} (2.2)

and
u € V such that a(u,v) = (f,v), Yv €V, (2.3)

where L2(0,1) is the space of square integrable functions in [0, 1].

In general, the function v which multiplies the PDE is referred as a test
function. The unknown function v that needs to be approximated is called a
trial function.

The function v is an arbitrary function. For the linear case it has been
shown that: If the weak form is a(u,v) = (f,v), where a(-,-) is bilinear, and
u € C?[0,1] and f € C[0, 1] satisfy the weak form, then u also satisfies the
strong form with the appropriate initial conditions [6].

According to the Ritz—Galerkin approximation we have that if S C V is
any finite dimensional subspace and we consider that (2.3) with V' is replaced
by S, we get,

ug € S such that a(ug,vs) = (f,vs), Yvg € S. (2.4)

With the above we can define a discrete scheme for approximating (2.1) and
it has been proven that given f € L?(0,1), the equation has a unique solution.

2.1.1 Error Estimates

Definition 2.1.3 (L%(0,1) norm).

[ol| = (v, 0)% = (/Olv(x)2dx> (2.5)

6

N
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2.1.2 Piecewise Polynomial Spaces

We introduce linear polynomials to construct the Galerkin FEM and for
that purpose we should introduce a partition of our domain. We consider
0=u1zp <z <..<zxy =1, be a partition of [0,1], and S be the linear space
of functions v such that,

S ={v:]0,1] - R : v is continuous, v € [x;,x;+1] is linear polynomial for
i=1,...,N and v(0) = v(1) = 0}

For each i = 1,...,N we can define ¢; and ¢;(z;) = d;; = the Kronecker
delta i.e:

T — Ti1 )
¢i(x) = —"= z € [z5_1,xi]
Ti— X1
Tijt1 — X
¢i(x) = Hi, x € [x;, Tiq1] (2.6)
Ti+1 — T

¢i(x) =0, otherwise

Theorem 2.1.1. The functions {¢;}X., are the basis functions of S, [21].

Proof. Showing that

1. {¢i}}¥, are linear independent

2. they produce S

proves the above theorem. We consider a linear combination of the functions
¢; which is zero at [0, 1].

N
Z)\lqﬁz(l‘) =0,Vz €[0,1].
=1

Then, because ¢;(z;) = 0 for ¢ # j and ¢;(z;) = 1 for i = j, we have
that \; = 0, 4 = 1,...,N. Therefore, {¢;}, are linearly independent. In
addition, if v € S, we see that v(z) = Zf\ilv(xl)qﬁl(az) ,Vz € [0, 1], because
v and ZZ]\L 1 v(x;)¢i, are linear polynomials in any interval [x;, x;;1] and are
identical at its edges. Since 1. and 2. hold, {¢;}Y, are the basis functions
of S. O
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{¢i : 1<i < N }is anodal basis from S and it’s called the nodal basis
of S. The set {¢;} is used in order to define the functions of a discrete
space.

e {u(z;)} are the nodal values of function u
e {z;} are the nodes

o up =" u(xi)pi, for u € C°([0,1]) and uy, € S , is the approximate
solution of u

Remark. If u € S = u = wy, since u — wy, is linear on each [z;_1, ;] and
zero at the endpoints, hence must be identically zero.

Writing (2.1) in terms of a basis {¢; : 1 <1i < n} of S with ug = Zfil uidj,
Kz‘j = a(qﬁj,gzﬁi),Fi = (f,(ﬁl) fori,5 =1,...,N. Setting U = (uz),K = (Kz)
and F = (F;). Then, equation (2.1) is equivalent to solving the following
algebraic system,

KU=F (2.7)

The matrix K is symmetric and positive-definite. In addition, the matrix
is sparse and tridiagonal, so the system in equation (2.7) can be solved.

2.1.3 An Application to the Duffing equation

In this subsection, we present an example of solving the Duffing equation
using the Galerkin FEM method. The Duffing equation arguably serves as the
simplest mathematical model for describing the chaotic behaviour of a system.
It describes a periodically forced oscillator of a second order non-linear ODE
with constant coefficients.

d? d
3+ 0 +au—Bu’ = yeos(wt), u=u(t), te0,L]

uw(0) =0 and u/(L)=0.

(2.8)

The parameter «, is the linear stiffness coefficient, 8 controls the amount
of nonlinearity in the restoring force (if 5 = 0, the equation describes simple
harmonic oscillation). In physical terms the equation represents a nonlinear
spring whose stiffness does not exactly obey Hooke’s law. The term - cos(wt)
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is the external force. At first, we will demonstrate the steps of utilizing FEM
in this equation and then we will obtain numerical results [16, 20].

Initially, we discretize the domain of the equation into a number of elements
to highlight the numerical approach. We start this procedure by diving the
function into elements in the domain [0, L], e.g. 0 =ty < t; < ... <ty = L,
be a uniform partition. Let ¢ = ¢(z) be the basis or test function. For each
element, we have two nodes ¢; and ¢;;.

tit1 bit1
/ (u// +6u + au — 5u3) o dt — / ~y¢ cos(wt) dt = 0, (2.9)
ti ti

where ¢; are given as,

t—ti1 ,
¢i(t) = =t € [ti,ti]
e,
i
di(t) = .t € [ti, tiv]
tiv1 — 1t

¢i(t) =0, otherwise

Because of the Neumann boundary condition for ¢ = N, we also introduce
the following basis function,

t—1tn_1
ON(t) = ————,
tN —tn—1

on(t) =0, otherwise

t e [thlth]

Substituting the basis functions into equation (2.9) where,
h = tiy1 — i, (2.10)

we obtain k¢, for each element and it is given as,

177
tit1
kg = /t (=, &) + 6ty + agid; — BB ;) dt

and also gf is given as,
tit1 .
gi =7 / ¢; cos(wt)dt — gju'l; !
t;

9
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We finally obtain the system,

Cal
U2
KU=F + G, where U = U3

un

Where K is the coefficient matrix, U is the vector of the unknowns, and
F + G is the right hand side of the system under consideration. Due to the
essential boundary conditions, we know that «(0) = u; = 0. We should not
forget that the approximate solution is, up = S, u(t;)d;, where u(t;) = u;

and qbl(t) = ¢z

The corresponding numerical solution for u(0) = /(L) = 0, f(t) = 0.2 cost,
6=0,a=0.06,7v=0.2, w=1and g =0.0001 is shown for N = 160 nodes,
and it is compared with the finite difference method (FDM) and the Runge—
Kutta shooting methods until satisfy the boundary condition u/(L) = 0, where
L = 15, as depicted in Figure 2.1 [16].

FEM, FDM, RK-Shooting

Solution u(t)

Time t

Figure 2.1: Duffing equation with three methods, FEM, FDM and Runge-
Kutta shooting method, for u(0) = 0,u'(L) = 0, f(t) = 0.2cos(wt), 6 = 0,
a=0.06, y=0.2, w=1 and g = 0.0001.

10
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Table 2.1: Local error estimates for the three methods, FEM, FDM and RK-
shooting.

’ i ‘ FEM ‘ FDM ‘ |6(rEM—FDM) ‘ RK-s ‘ |6(FEM—-RK—s)| ‘

1 0 0 0 0 0
20 | 0.5888 | 0.5840 0.0048 0.5815 0.0073
40 | 0.9677 | 0.9502 0.0174 0.9492 0.0184
60 | 0.7029 | 0.6758 0.0271 0.6850 0.0179
80 | 0.6647 | 0.6464 0.0183 0.6608 0.0038
100 | 0.7094 | 0.6819 0.0276 0.6979 0.0115
120 | 0.1033 | 0.0625 0.0408 0.0854 0.0179
140 | 0.4427 | 0.4526 0.0098 0.4290 0.0138
160 | 0.4414 | 0.4339 0.0075 0.4214 0.02

Table 2.2: L? error estimates for the three methods, FEM, FDM and RK-
shooting.

’ llurEM — urDM]| 12 ‘ lurEM — uRK—s||L2 ‘
0.0867 0.0563

Additionally, we compare the numerical solution obtained from the FEM
with the analytical solution of the problem under consideration. More pre-
cisely, solving analytically equation (2.8) with boundary conditions, u(0) = 1,
W' (L) = —0.244, zero forcing term, f(t) = 0 and all the other parameters as
described above, we show the comparison between the obtained exact solution,

u'(t) = j:\/E —au? — gu‘l, (2.11)

and the corresponding numerical solution. Where F, is the energy of the
system and we use the positive solution (positive velocity) of equation (2.11)
for the comparison between the analytical and the numerical solution. The
maximum error obtained from the comparison is, ||0]|e = 1.4 x 1073,

11
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\

——— Exact

I 1 1 I |\‘ I I ¢ Mumerical

Figure 2.2: Comparing exact and numerical solution for the Duffing equation
for u(0) = 1,u(L) = —0.244, f(t) =0, 5 =0, « = 0.06, and 5 = 0.0001.

All the numerical results of this section were obtained with the help of
Matlab and Mathematica software packages. The Matlab code can be found
in the Appendix.

2.1.4 Two—Dimensional finite elements

Let’s consider a two—dimensional problem (Dirichlet problem) for the Pois-
son equation,

Umx(x,ZJ) + uyy(way) = f(xvy)a Z?’LQ,U = 07 O’I?,(?Q (212)

Where €2 is a connected open region in the (x,y), 0N is the boundary of 2.
The weak form of this problem is,

(f,v) = /va Q) = —/QVU - Vo dQ) = —a(u,v), (2.13)

where, V denotes the gradient operator and - denotes the dot or inner product
in the two—dimensional space.

The procedure to construct a basis function for two-dimensional finite el-
ements has similarities with the one-dimensional case. We denote as u(z,y)
and v(z,y) the components of the velocity. In two-dimensional, triangular and
quadrilateral elements are the most commonly used ones.

12
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Ni(x,y) are the nodal basis and ) ;" | N;(z,y) =1

(x4,y;) are the nodes

ui(x,y) and v;(z,y) are the nodal values

o un(z,y) = > i wi(w,y)Ni(z,y) and vn(2,y) = 3 i vn(@, y)Ni(z, y)

2.1.5 Triangular elements

In determining the shape functions N;(i = 1,2, 3) we assume that the shape
functions are linear functions of x and .

By mapping the physical coordinates (z,y) of triangular element to the
local natural coordinates (£,n) ie. (0,0), (1,0) and (0,1) we can use the
above general form: N = A+ B{+Chn

Ni=1-&—n
Ny =¢
N3 =n

2.1.6 Quadrilateral elements

The dimension of the element is defined here as 2a x 2b. A local natural
coordinate system (£, n) with its origin located at the centre of the rectangular
element is defined. The relationship between the physical coordinate (z,y) and
the local natural coordinate system (&, 7n) is given by

{=w/a, n=y/b

Master element coordinates, £ and 7, vary between -1 and 1. Local node num-
bering starts from the lower left corner and goes CCW.
General form: N = A+ B+ Cn+ DEn

M= ;0-90-n)
No= (1481 —1)
JA+00 +)

Ni= (-1 +)

N3 =

13
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Shape functions can be determined by considering the general form and using
the Kronecker—delta property. In two-dimensional (x,y) coordinates can be
written in terms of (£, 7) coordinates by using the previously defined 2D shape
functions as follows:

4
z =y Ni(&n)w;
=1

4
y=>_ Ni(&n)yi
=1

We are now able to express ¢ and 7 derivatives of the i*" shape function in
terms of derivatives with respect to x and y as follows

oo 1=l oaiton]

where J is the Jacobian matrix defined by

J— { 0x/0¢  Oy/o& }
Ox/dn Oy/on

Substituting the interpolation of the coordinates into the above equation, and
after manipulations we conclude:

| oviioy | =3 L onijon

which gives the relationship between the differentials of the shape functions
with respect to z and y with those with respect to £ and 7.

Next, we will apply the finite elements method to the Poisson equa-
tion (2.12) with quadrilateral elements. The procedure for trilingual elements
is similar [13].

—Au = fin Q
u=up on I'p (2.14)

Vu-n=gonly
where, n = (ng,ny) is the unit normal vector on the boundary I'y, and

1 =0
up =< * ,  g=sin(bz) for y =0,1,
0, z=1

r —a)? —b)?
f(z,y) = cexp (—( ) ;L(y ) >, (2.15)

14



Chapter 2 2.1. Finite Element Theory

where, ¢ = 10., « = b = 0.5 and d = 0.02. We know that,

—/(Au)v dQ:/Vu-Vv dQ—/ (Vu - n)vds,
Q Q o0

7 8 9
all 25|t aG
1 2 3

Figure 2.3: We visualize four quadrilateral elements on a simplified FEM grid.

Expressing equation (2.14) in the standard notation a(u,v) = L(v), is rela-
tively easy to do and is given as,

a(u,v):/Vu'Vv dQ
Q

L(v):/gfv dQ+/FN(Vu-n)vds,

where, ug = Z;V:1 ujNj(z,y), and N denotes the number of nodes, v =
N;(z,y) where N; denotes the nodal basis.

ovou Ovou

ou ou
o [ru(n-Vu)ds = [, <n18x + nyay> N;ds

o [ouf dQ= [, Nif dO

15



Chapter 2 2.1. Finite Element Theory

Where, Kf; integral can be written in terms of the generalized element
coordinates £ and 7 as follows,

ON; ON; ON.; ON.;
[p— —17-" —177" -1 —-17°'
K /Q K‘]ﬂ oc T 877) (‘]“ oc T an)

LN ON)\ [ ON; _ ON\] . .
+ <J2118_§+J2218_n> <J211 85] + 5 817])] |J¢| d&dn,

where, [J¢| is the determinant of the Jacobian of the transformation from
physical space to the normalized one, and the terms Jigl, 1,7 = 1,2 are the
metrics of the transformation. In Figure 2.4, we present the results obtained
from the problem and boundary conditions discussed above, equation (2.14),
with a number of cells 128 and 81 nodes, respectively.

Figure 2.4: Numerical solution of the Poisson equation with FEM, solution of
the problem under consideration, equation (2.14)

In next chapters, we are going to study the Stokes and Navier-Stokes
equations with higher order elements with more nodes, as shown below. For
quadrilateral elements we have a general form,

N = A+ B¢+ Cn+ Dén+ EE? + Fn? + GE2n + Hen? + 12>

For triangular elements we have a general form,

N = A+ BE+ Cn+ Dén + E&n + Fén?

16
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Chapter 2 2.1. Finite Element Theory

For the triangular Taylor Hood (P, — P;) elements, that we are going
to use later, it has been proven that [12],

(N ] [ Li(2L1—1) ]
N, Ly(2Ly — 1)
Ns | | Ls(2Ls—1)
Ny |~ ALy Lo
Ns ALy Ls

| Ne || 4Ls

for both of the components of the velocity and linear polynomials for the
pressure,

o1 Ly
o2 | = | Lo |,
®3 L3

where,
Li=a;+bxr+cy, i=1,2,3

In this section, we are analysing basic FEM principals and discussing about
shape functions for quadrilateral and triangular elements. In the next chapter,
we discuss about the FEM for the Stokes and Navier—Stokes problems.

17
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CHAPTER

THE STOKES AND
NAVIER-STOKES PROBLEM

3.1 The Stokes Problem

The linear Stokes equations are the limiting case of zero Reynolds number
for the Navier—Stokes equations. The Stokes equations have attracted a sub-
stantial attention from researchers because of its close relation with the nonlin-
ear Navier—Stokes equations. Initially, we consider the stationary Stokes prob-
lem for incompressible flow. Q is a bounded open set of R™ (where n = 2, 3)
with regular boundary and f is a square integrable function on §2. We seek a
solution (u,p) € H}(2)? x (L*(Q)/R) of the problem [17, 23],

—vAu+Vp=f in Q,
V-u=0 in Q, (3.1)
u=0 on 0.

Here, u = (uz,uy) denotes the velocity vector, whereas f = (f,, f,) stands
for the body force vector and v =(vs,vy), finally v is the fluid kinematic
viscosity, considered constant in the domain ). Based on this problem, we
will introduce error estimates and we will briefly discuss about the uniqueness
of the solution for this problem [5]. According to the finite element analysis,
we end up with the following weak form.

{a (wv) +b(p.v) = (), VoeHyQ" we Hi@ o,

b(u,q) = [o(V-u)gd2=0, VqgeH(Q), pe H(Q),

where, a (u,v) = 1// Vu - Vv dQ and b(p,v) = /p (V -v) dQ. The kine-
Q Q
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Chapter 3 3.1. The Stokes Problem

matic viscosity v = — is considered constant, where p is the dynamic viscosity

p
and p is the fluid density.

The trial and test spaces V and Vj are defined as,
V={veH(Q):v=mumondQ},
%Z{’UEH&(Q)Z’UZOOD@Q}.

where H'(Q) is a Hilbert space. More details can also be found in the Ap-
pendix.

Given two finite dimensional subspaces, V;, ¢ H*(Q)" and Q;, € H*(Q) the
corresponding discrete form is,

(3.3)

a(up,vy) +b(pn,vn) = (f,vn), You € Von, up € Vop,
b(wn,qn) =0, Y an € Qn, P € Qn,

where, Vo, = {v), € Vj, : vy, |9a= 0}.

Definition 3.1.1 (Hilbert space). A Hilbert space is a vector space whose
topology is defined using an inner—product. One example of a Hilbert space is
L?(0,1) with inner-product (-, -). Hilbert spaces are complete metric spaces.

Definition 3.1.2 (Sobolev space). A Sobolev space is a vector space of
functions equipped with a norm that is a combination of LP-norms of the
function itself and its derivatives up to a given order. We define the Sobolev
spaces as,

H*(Q) = WEP(Q) = {u € LP(Q) : D®u € LP(Q), Y || < k},

where k is a non—negative integer and D%u are the weak derivatives of the
function u. We define the Sobolev norm as follows,

1

DyllP )5 1<p<oo
il = | (Dlatze 100l
max|q|< [Pl pooiq) P =00

In the cases where p = 2 Sobolev space is a Hilbert space. The Sobolev space
Wh2(Q) is also denoted by H'(€) with norm

1
2
lull s = ( /Q ul? + \Vu|2>
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Chapter 3 3.1. The Stokes Problem

Two cases are analyzed for both triangular and quadrilateral elements de-
pending on the number of nodes on each element [5]. We focus only on the
Taylor—Hood method (six node triangular elements), second order polynomi-
als for the velocity and first order polynomials for the pressure at each element

(P, — Py).

After finding a solution, for the problem under consideration, it is impor-
tant to show that it is stable and how the input data affect it. This can be
done using the inf-sup condition, the Ladyzhenskaya—Babuska—Brezzi (LBB)
condition. This is a condition for saddle point problems i.e. problems aris-
ing in different types of discretization of equations. Convergence is ensured
for most discretization schemes for positive definite problems but for saddle
point problems there are still discretizations that are unstable, due to spuri-
ous oscillations [25]. In these cases a better approach is the adaptation of the
computational grid [18]. We further discuss for the BB condition, introducing
the following theorem.

Theorem 3.1.1. If Q is polygonal and Qp = Q, Q, = UT;, where T; are

(]
the triangles and h denotes the length of greatest triangle side, if all triangles
have at least one vertex which is not on 02), if Vi, Qn are chosen as in the
Taylor—-Hood method, then there exists a constant C, independent of h, such
that,

(vh, Van)

Uhavh)

1
> C(Van, Van)?, Y, € Qp. (3.4)

SUPv, eV,

NI

Where the Sobolev spaces used in the theorem are defined above (3.3). This
theorem follows the idea of the BB condition and the proof depends on the
choice of the elements and can be found in [5]. One of the most important
questions in solving such a problem is that of existence and uniqueness of the
solution. In this case we focus on the discrete form of the problem under con-
sideration, equation (3.3) where we can ensure the previous with the following
theorem [5].

Theorem 3.1.2. Under the conditions of theorem 8.1.1 the discrete form,
equation 3.3, has a unique solution (wp,pp) in Vor X (Qr/R).

Additionally, we are interested in error estimates of the Stokes problem as
discussed in the next section.
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Chapter 3 3.1. The Stokes Problem

3.1.1 A Priori Error Estimates

A priori error estimates express the error in terms of the regularity of the
exact unknown solution and may give important information about the order
of convergence of a finite element method. A posteriori error estimates express
the error in terms of computable quantities such as the residual error and
possibly the solution of an auxiliary dual problem and contribute to the grid
adaptation, as described in next chapter [18]. A theorem that provides a priori
error estimates for the discrete form of the stationary Stokes problem using
Taylor-Hood elements (P, — Pp) is as follows.

Theorem 3.1.3. Let Q) be a polygon and p, = Q for oll h. We assume
that each element of Ty (set of triangles) has at least one vertex not on the
boundary. Then the following inequalities are valid,

IV (= wn) | < B2 (lfull ooy + el

IV (= pn)| < o (lallzsyy + el /m)

Similar inequalities can be found in the case where we have quadrilaterals [5].

3.1.2 The Backward Facing Step Problem

The backward facing step (BFS) is a “test problem” widely known for its
application on internal flows. In this problem, flow separation is caused due
to sudden changes in the geometry. This creates a recirculation zone close to
the step wall, and downstream a reattachment point. In a two—dimensional
BF'S geometry, the fluid flow can be distinguished into three regions, the shear
layer, the separation bubble and the reattachment zone [1, 22].

Due to the adverse pressure gradient that develops in the thin shear layer,
the characteristics of a BFS flow begin with an upstream boundary layer that
separates at the edge of the backward facing step. The region where the shear
layer develops is referred to as the shear layer region. This flow causes the
formation of a recirculation zone, which is located between the shear layer and
the adjacent wall. Eventually, the shear layer curves down towards the wall
and reattaches at the so called reattachment point. The horizontal distance
between the step and the reattachment point is defined as the “reattachment
length”. Due to the oscillatory motion of the shear layer, the reattachment
length is unsteady. Consequently, the reattachment point spreads within a
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Chapter 3 3.1. The Stokes Problem

zone, called reattachment zone [1, 22]. In this problem the flow parameters of
interest are,

u= horizontal velocity component, v= vertical velocity component,
L= length, h= the step height, H= the whole height,
1 = viscosity, p = density,

with a typical set of boundary conditions,

u=wugonlp

Vu-n+pn=gonly

where,

e ['p is referred to the Dirichlet or essential boundary conditions
e ['y is referred to the Neumann or natural boundary conditions

where n is the associated normal vector. For further computations, it is easier
to write equations (3.1) to the following form for finding (u,p) € W such that,

a((u,p), (U7 Q)) = L(’U, q)7

for all (v,q) € W, where

a((w.p). (0.0) = [ [Vu- Yo = (V- 0)p+ (V) q] a2

L(v,q)—/ﬂf'vdQ—I—/F g-v ds.
N

The space W should be a mixed (product) function space W =V x @, such
that w € V and ¢ € Q. We will use the Galerkin FEM to analyse the velocity
and pressure on this test problem.

The obtained numerical results are shown in the following figures. Figure 3.3
shows the velocity field in the domain for the backward step. We also present
the streamlines in the domain in order to visualize the recirculation close to
the step. It is observed that the maximum velocity is at the entrance of the
channel and the velocity drops rapidly as the domain expands. In Figure 3.4
we visualize the pressure field with the classical Galerkin FEM. It is observed
that the pressure field is smooth even with the Taylor-Hood elements.
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Figure 3.2: the computational mesh composed of approximately 6060 finite
elements.

3.2 The Navier—Stokes Problem

Most of every real situation in fluid flows is characterized by the Navier—
Stokes equations that are the model of nonlinear PDEs, so it is recognizable
the importance to solve this particular equation. Because of the nonlinearity
of the problems that are described by the Navier—Stokes equations, an exact
solution is impossible to be obtained. However, it is very useful to describe and
analyse the physics of fluid flow problems and also more complex materials
if these equations can be solved. The finite element method constitutes an
effective way to find an approximate solution to these equations.
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Figure 3.3: The velocity profile of the Stokes equation on the backward step
problem.

220 |
15.7

-3.20

Figure 3.4: The pressure profile of the Stokes equation on the backward step
problem.

In general the time—dependent, incompressible Navier—Stokes equations are:

a@—?+(u-V)u—uAu+Vp:f in Q x (0,7)

V.u=0 inQx(0,7) (3.5)
u=0 ondQx(0,T)
u(-,0) =up inQ
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Chapter 3 3.2. The Navier—Stokes Problem

Here, u represents the velocity vector, p the zero—mean pressure, f an exter-
nal force, and v the kinematic viscosity (considered constant). These equations
describe the motion of an incompressible fluid in the domain Q. Compared
to the Stokes equations we have to deal with an additional nonlinearity and a
time derivative. The weak formulation of these equations are obtained by mul-
tiplying the momentum equation with a test function v, defined in a suitable
space V, and integrating both members with respect to the domain €.

Integrating by parts and using the Gauss’ theorem, the formulation in equa-
tion (3.5) can be written as,
ou

-de—{—y/Vu-V'vdQ+/(u-V)u-'de—/pV-vdQ:
o Ot Q Q Q

:/f-de+/ <Vau—pn>~vds, VveV,
Q a0 \ On

where n is the unit normal vector. In a similar manner, the continuity equation
is multiplied with a test function g belonging to a space ) and integrated in
the domain €,

(3.6)

/q(V-u)szO, VqgeQ.
Q

The space functions are chosen as follows,

v =[m©)" = {ve [H©@)]

Q=L*9)

: szonFD}

Because of the set of boundary conditions,

u=0onIp
Vu-n+pn=gonly

the integral on the boundary can be written as,

/ <1/8u —pn)-v ds = / <V8u —pn)-v ds+/ <u8u —pn)-v ds = / g-v ds
o0 on I'p on I'n on 'y

where,

o/ (Vau—pn>-vds:O
'p 87’1
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NGO
° v——pn|-vds=—g-v
'y 3n

Finally, the weak formulation of the Navier—Stokes equations is,

8u-UdQ—i—y/Vu-VUdQ—i—/(u-V)u-UdQ—/pV-de—
Q Q Q

q Ot
/f-de+/ g-vds, VveYV,
Q Iy

/qV-udQ—O, VqeQ.
Q

The existence and uniqueness of the solution will be discussed by the fol-
lowing theorem,

Theorem 3.2.1. [2] If f € [L*(0,T; V’)]d and uy € H, there exists a weak
solution to the Navier—Stokes equations (3.5) that satisfies,

we L*0,T;V)NL>®(0,T; H)

where,
v={ve [H®)]": divo =0}

H = {ve [13(@)]": dive =0}
In the case of space dimension d = 2 this solution is unique and

ueC(0,T; H)

u' € L?(0,T; V')
In three dimensions (d = 3) uniqueness is an open question. In this section,
we discussed about the time-dependent Navier—Stokes and continuity equa-

tions, where is the most general problem under consideration. In the next
section, we focus on the steady—state form of the equations.

3.2.1 An Application to the Poiseuille flow

We study the two—dimensional incompressible flow between two long parallel
plates (Poiseuille flow) with no-slip condition on both walls which are spaced
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apart in height 2h, Figure 3.5. We assume constant flow, with constant density
p and viscosity p. Fluid is introduced with a parabolic velocity profile at the
inlet of the domain, given by the expression u,(y) = (4y(y — 1)), for the
uz—velocity component, where the u,—velocity is considered zero, at the inlet.

The two—dimensional Navier—Stokes and continuity equations in Cartesian
coordinates, (z,y) are,

8uz I + 82% 4 62% T F
P\ ot “” “y a 82 | By @
Ouy auy Ouy 82uy 62uy
S - F 3.7
<8t+ +yay) (8w2+ay +F, (37
Ouy 8uy _o
ox 8y

Considering that there is no external force field, F' = (F}, F), the boundary
conditions of this problem are written as,

If y=—hor y = +h, then u,(z,y) =0, and uy(z,y) =0,
F,=F,=0.

ou ou
Providing appropriate assumptions, steady—state flow 8: = a—ty = 0),
and utilizing the boundary conditions in (3.7), we get the following system of

equations,

%1;: =0, ieuy = ugy(y). (3.8)
du,  p Puy 0Py
Pl = ou T ( o2 © 0y? ) (39)
O:—gz, iep=p(x). (3.10)
Thus, we obtain,

dp d?uy,
= —c= A1
de T H dy? (3.11)

Solving the differential equation (3.9) and applying the boundary conditions
yields to the analytical solution of the problem under consideration, that is a
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parabolic profile as expected,

up(y) = —5—(h* = ?). (3.12)

The velocity has a parabolic profile, as shown in equation (3.12). If ¢ > 0
the maximum velocity value is at the centre of the domain, for y = 0 and

ch?
Uy maz = 5, that indicates a favorable pressure drop within this region,
: dp 20
given by i c= _ﬁumma:p

So, we obtained the analytical solution for the Poiseuille problem. Addition-
ally, solving the same problem with the help of FEM and the software package
FEniCS we obtained the same parabolic profile, as shown in Figure 3.6. The
FEM results were obtained for a computational mesh of 2754 triangular ele-
ments. The maximum velocity is at the centerline of the domain as discussed
above with the analytical solution.

h o [uly)
______ - J— __.': ¢ VR —
h > X

Figure 3.5: Poiseuille flow, the fluid flow between two parallel plates.
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Figure 3.6: The numerical solution of the Poiseuille flow, using FEM and the
software package FEniCS.
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CHAPTER

MODIFICATIONS OF THE
CLASSICAL GALERKIN METHOD

4.1 The Disconitinuous Galerkin Method

The discontinuous Galerkin (DG) methods are used in the numerical analy-
sis of differential equations. It is a different method to both the finite element
and finite volume methods and all these methods apply to a plethora of prob-
lems in fluid dynamics. The basis functions used, are discontinuous. These
methods, allowing discontinuities, apply with great flexibility and benefits,
handling complex geometries, irregular meshes, and polynomial approxima-
tions of different degree in each element [7]. The discontinuous methods are
distinguished from the continuous ones in integrating flux terms over interior
faces.

The DG methods first arose in solving PDEs in the early 70s, with con-
tinuous improvements on elliptic problems, through out the decade [3, 14].
Extensions of the methods, in the 90s, dealt with nonlinear hyperbolic con-
servation laws, as well as compressible flow. The analysis and development of
such methods, is a topic of active research [8].

The following example, finds an approximate solution u of an ODE using
the Discontinuous Galerkin (DG) method. Consider the initial-value prob-
lem [7]:

(4.1)
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Chapter 4 4.1. The Disconitinuous Galerkin Method

Initially, we divide the interval I := (0,7), into subintervals I; := (;,t;+1),
fori =0,1,..., N — 1. Next, we seek for the approximate solution uy, which
on the interval I;, is a polynomial of degree at most k‘, requiring that,

= [u S s, @)

I

d
— /11 uh(s)ﬁv(s) ds + upv

for polynomials v of degree at most &k, where the quantity iy, is ,

. ug, if ,4; =0
up = . .
lim._,o up(t; —€), otherwise.

The goal is to find a suitable definition of the numerical trace, iy, using dis-
continuous approximations, uy and applying the Galerkin weak formulation.
The DG FEMs are consistent methods. So, when we replace the approximate
solution up, with the exact solution u, in the weak formulation of the equation
(4.2), the equation is satisfied. That can be applied if u = w.

Multiplying the ODE by u and integrating over (0,7), we get,

Lo L o g 2

—u(T) — zuj = f(s)u“(s)ds.

2 2 0

Substituting v = uy, in the weak formulation, equation (4.2), and integrating
by parts we obtain the following,

N-1 tita

1 2 ~
Z —iuh + upup

1=

T
= %u,% (T7)+ 6, (T) - %ug = /0 f(s)uz(s)ds,

t;
where,
tit1

N—1
_ 1 . 1
on(T) = —§uh (T ) + E (—2u% + uhuh) + iu%

The stability is gained when O,(T") > 0, so we set,
up(t) =ug, t<0
We further introduce the following definitions,

Definition 4.1.1. We define the average quantity of the discrete function uy,
as, {up} = % (u; + ). Additionally, we define the difference of the discrete

function uy, on the faces of each element as, [up] = u; — uj.
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Chapter 4 4.1. The Disconitinuous Galerkin Method

Definition 4.1.2. We define the limit of the discrete function uy, at the faces
as, uf(t) = lim._,0 up(t £ ).

Remark. The above definitions yields to the following equation,
[uf] = 2 {un} [un] -

Taking into consideration the above definitions,

N-1
On(1) == 30 (1) + (~50d (1) + (Do (1)) + 3 (= o] + ) 1)
=1
- (-5 0 + (0w (0+)> npe
N-1
= (Un(T) — up, (T7)) )+ > ((@n = {un)) [un)) (t:)
=1
— (@(0) — u)uy (0%) + % [unl? (0)
Based on the above, we have for the uy,,
U, ift; =0
up, (tz) = ({uh} +Cl [uh]) (tl) , ift; € (0, T)
uh(T—), if ti =T
C'>0and C" =1/2,
N—-1
On(T) = > C'up)* (t:) > 0
i=0

The accuracy of the method depends on the choice of C*. It can be proven
that if we take C? = 1/2, the order of the method at the points ¢; is 2k + 1 and
for C* = 0, the order is 2k + 2 [10, 14]. However, for C* = 1/2 DG methods
are consistent and stable. As a consequence, we can easily handle different
types of approximations in different elements.

For higher order problems, the first step is the discretization of the domain
of interest in triangles, denoting by 7 such triangulation. Then we seek a
discontinuous approximate solution uy, that in each element K of the trian-
gulation 7T, belongs to the space V(K) [10, 14].
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4.1.1 Application to the Poisson and Stokes Equations

Next, we show the methodology of applying the Discontinuous Galerkin to
the Poisson and the Stokes equations [19]. We consider a DG method for the
Poisson equation with Dirichlet boundary conditions for simplicity.

—Au=f inQ

u=up on dfd

Next, we rewrite the Poisson equation to the weak form,

—/Aude:/fde
Q Q

Assume that we have a mesh 7 of Q with cells { X'} and split the left integral
into sum over cell integrals:

—Z/KAuvdK:/vadQ

Integrating by parts,

Z/KVu-VvdK— >

KeT KeT

/M(vu ) ds = /qu o,

where 77 is the outward unit normal vector. Before introducing the DG method,
it is necessary to point out the definitions relevant to this method,

Definition 4.1.3 (Average and Jump operator). We define the average quan-
tity of the function v as, (v) = 3 (v +v7). We also define the difference
(jump) of the function v on the element faces as, [vii] = vTi@—v~ 7 inQ and
[v7i] = v7l on O, where 7 is the facet outward unit normal.

Definition 4.1.4 (Jump identity). We define the jump identity of a functions

u, v as, [uv] = [u](v) + (u)[v] in Q.

We consider a DG formulation to approximate the problem. For this for-
mulation, the approximation space is made of discontinuous piecewise poly-
nomials, namely,

V={velL*Q):v|,€QpK)forall K e T},
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where 7 is the set of all cells K of the mesh, and Q,(K) is a polynomial
space of degree—p defined on a cell K. In order to write the weak form of
the problem, we need to introduce appropriate notation. The sets of interior
and boundary facets associated with the mesh T are denoted here as F; and
F., respectively. With v*, and v~ being the restrictions of v € V to the cells
KT, K~ that share the same interior facet in F; and @+, @~ the facet outward
unit normals from either the perspective of K™ and K, respectively.

With this notation, the weak form associated with the interior penalty for-
mulation for the Poisson equation is presented as follows,

a(v,u) = Z Vo - Vu dK

KeT VK
- v(Vu-n)ds — (Vv - fi)u ds + E | vouds
= by il
— vit| - (Vuyds — Vo) - [uri]ds + & vfl] - |urt]ds,
KZE];/K{H) K;/KHH K;h/}([][]

and the right—hand side is presented as,

L(v) :/Qvf da.

Remark. We provide the following equation for the element boundary,

ZAK(VU~ﬁ)vds= > /K(Vu-ﬁ)vds

KeT KeFe (4.3)
+ Z / [(Vut-itT)ot + (Vu™ -7 )v "] ds
KeF; K

The first line of the weak formulation for Poisson equation is similar with
the classical Galerkin formulation. The next two lines are associated with
the exterior an interior facets, respectively, combining (4.3) and the operators
mentioned before to construct a DG formulation [11].

Remark. The terms, Z Z/ v-u ds and Z (;:/ [v7i] - [ufi]ds, are artifi-
K K

KeFe KeF;
cially added in the formulation. The constant «, is a stabilization parameter

that should be chosen large enough such that the bilinear form a(-,-) is stable
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Chapter 4 4.1. The Disconitinuous Galerkin Method

and continuous. Where, h is a measure for the average of the mesh size defined
as h = (hT+h™)/2, for the two neighbouring cells K™ and K, with the given
interior facet.

When applying the above formulation, e.g. the DG FEM, using the software
program FeniCS for the Poisson equation, we obtain the results shown in
Figure 4.2. In the square domain we apply homogeneous Dirichlet conditions
on the boundary and internally a Gaussian distribution is applied for the
source term, defined by the function f on the right—hand side of the Poisson
equation, given by the expression,

— )2 2
f(z,y) = cexp (—( )+ y—b) ), (4.4)

d

where, ¢ = 10., o = b= 0.5 and d = 0.02.

I 0.015

0.01

0.005
y-

0.0

L] ox

Figure 4.1: Poisson equation with DG FEM and homogeneous Dirichlet con-
ditions.

Additionally, utilizing the DG method to the Poisson problem with a func-
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Chapter 4 4.1. The Disconitinuous Galerkin Method

tion, f(z,y) = 2r%sin(nz) sin(my), we can compare the numerical solution
with the analytical solution of the problem under consideration, using the L?
norm of the approximate and analytical solution which is, u(z, y) = sin(nz) sin(7y).

magnitide

Figure 4.2: Poisson equation with DG FEM, the L? norm between the numer-
ical and the analytical solution is, 2.4 x 1073.

Following the same methodology as before, we use DG methods for the
Stokes problem,

—vAu+ Vp= fin Q,
w = 0 on 0f).

Consider the function spaces V, equipped with discontinuous functions and
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QQ, with continuous ones,

V= {v e (L3(Q)* 1 v € PUKWK € T,1<i < d} :
Q={qeH' () :qe P;(K)VK € T}.

We presented earlier the weak formulation,

a((u,p), (v,q)) = L(v,q),
for all (v,q) € W, where

a((u,p), (v,q)) = /Q(VVu Vv —Vp-v+Vq-u) dr,

L((%Q)):/Qf'v d:v+/(mNg-vds.

The space W, should be a mixed (product) function space W =V x @Q,
such that v € V and ¢q € Q.

We consider the Stokes equations with both discontinuous functions, as well
as, basis functions with possibly varying polynomial orders. The particular
bilinear and linear forms for the Stokes equation with DG method can be
formulated as,

a(v,q;u,p) =

Z/uVU-VudK—l—Z/v-Vde—Z/Vq-udK
KeT 7K KeT 7K KeT 7K
+ Z/q[u-fi]ds— Z/V['U]-(VU}ds

Ker VK Ker 'K
=S / V(o) [u] ds+ 3 / 0] - [u] ds

K K h

KeF; KeF;
+ Z/qu‘ﬁds— Z/Vv-Vuds

Ker, 'K Ker. 'K
— Z/va-uds+ Z/Vzé'v-uds

Ker. 'K Ker. 7K

38



Chapter 4 4.2. Adaptive Mesh Refinement

and the right—hand side of the Stokes problem is given as,

L(v,q) :/Q'v~f dQ.

Remark. The above formulation is constructed in a same manner as the Pois-

a a
son equation with the terms E v—[v] - [u] ds and v—v-uds
k h k D
KEJ:Z Ke]'-e

being artificially added for the stability of the equation [9].

4.2 Adaptive Mesh Refinement

The adaptive mesh refinement (AMR) is an approach for increasing the
accuracy of the numerical solution in certain sensitive regions of the discretized
domain. Numerical solutions, sometimes reveal accuracy problems to specific
regions of the grid or mesh. However, some problems would be better suited
if specific computational areas which needed precision could be refined only
in the regions requiring the added precision rather than a uniform region.
There are widely used methods that omit this problem, called Adaptive Finite
Element Mesh Refinement methods (AFEM) with a range of applications to
engineering problems. AFEM can be classified into three categories [26].

e In the h-refinement AFEM, we use the same type of finite elements, but
their sizes are continuously divided according to a geometric parameter
such as the element length or diameter. Among the three categories
referred, this is the simplest and more common one to use.

¢ In the p-refinement AFEM, we increase the order of the polynomial basis
functions, but the mesh element size is kept the same.

o In r-refinement AFEM, we keep the number of mesh nodes and elements
the same, but the nodes are relocated to problematic areas needed to be
optimized.

These methods can also be combined, such as hp-refinement method. We
can use the AFEM to obtain a solution of the desired accuracy, but with less
computing time, as relatively low degrees of freedom (DOF's) are needed. For
the h—type AFEM, the key issue is to determine the regions, where needed,
to insert the nodes to balance or evenly distribute the numerical errors of the
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Chapter 4 4.2. Adaptive Mesh Refinement

FEM solution through a local a posteriori error estimate procedure. The a
posteriori error estimation is to obtain an estimated numerical error for each
element, which plays an important role in guiding the refinement procedures
for AFEM.

The process consists of calculating the error indicators for each element of
the mesh. Then, a selected number of elements in the domain, e.g. the el-
ements with the largest error indicators, are finally refined. This process is
repeated several times until the termination conditions are satisfied. Such con-
ditions could be the maximum refinement number or maximum nodes number
in the mesh. The elements can be refined with several methods, such as by
bisection, trisection, regular refinement or any combinations of these meth-
ods [26].

More precisely, let’s consider an a posteriori estimator for the Stokes prob-
lem. It can be shown that the discrete solution coincides with the continuous
one. A posteriori error estimates express the error in terms of important
quantities, such as the residual error equations and the solution of an aux-
iliary dual problem [15]. By using the classical Galerkin method, the finite
element approximation uj, € V" is the solution of,

a(up,v) = L(v), YveVh

The numerical error in the approximation uy of u is naturally defined as the
function e € V' such that,
e = |u— up.

The residual errors are denoted as r(v) where,

r(v) = L(v) — a (up,v) = a(u,v) — a (up,v) =

(4.5)
a(u—up,v) < Cllu—uplly o]y, veV
Furthermore,
allu—upll < a(u—up,u—up) =
a(u,u—up) —a(up,u—up) = (4.6)

L(u—up) —a(up,u—up)=r(u—up).
Remark. We notice that the residual error r(v) vanishes for all v € V*, i.e.,
r(v) =0, YveVh
This yields to the following orthogonality property,

ale,v) =0, YveVh
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Combining (4.5), (4.6) yields to:
allu—uplly < |l < Cllu = unlly (4.7)

where |[7[lyr = supyev,p0 7(0) /[[0]lv-

The a posteriori error estimates, equation (4.7) relate the numerical error
with the residuals.

The object of Goal-oriented error estimation [15] is to assess the accuracy
of finite element solutions in measures other than the classical energy norm.
In numerical applications, it is often necessary to control the error in a certain
output functional M : V' — R of the computed solution to within some given
tolerance € > 0. Typical functionals are the quantities we are intrested in.
In these situations, one would ideally like to choose the finite element space
Vi, € V, such that, the finite element solution wuy, satisfies,

n = [M(u) = M(un)| <,

with minimal computational work. We assume that both the output functional
and the variational problem are linear, but the analysis may be easily extended
to the full nonlinear case. To estimate the error in the output functional M,
we introduce an auxiliary dual problem: find z € V* such that,

a*(z,v) = M(v), YveV*
We note here that the functional M enters as data in the dual problem. The
dual (adjoint) bilinear form, a* : V* x V* — R is defined by,
a*(v,w) = a(w,v), Y(v,w)e V*xV*

The dual trial and test spaces are given by,

VE=V,
Vi=Vo={v—w:v,weV}
The definition of the dual problem leads to the following error representation,
M(u) — M (up) = M (u — up,)
=a* (z,u —up)
=a(u—up,2)
= L(z) — a(up, 2)

=r(z) =r(z — z).
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So, the error is exactly represented by the residual of the dual solution,

M(u) = M (up) = r(z).

An adaptive algorithm seeks to determine a mesh size, h = h(x), in a specific
tolerance starting from an initial coarse mesh, and refine in those cells where
the error indicator remains large.

For the Poisson equation, we take the goal functional to be defined as,

M(u) = /Q wda. (4.8)

(A) (B)

0.018 0.02

I 0.015 I 0.015
=
E
0.01
& 0.01
s
Io.005 I 0.005
0.0 0.0
y“ Y“
. * —»
X X

Figure 4.3: (A) Computational mesh and results for the Poisson equation,
(B) Computational mesh and results for the Poisson equation after grid local
refinement.

In Figure 4.3, we present the solution of Poisson equation with zero Dirichlet
condition. At the middle of the domain, we apply a two—dimensional Gaussian
distribution, given by the expression described in equation (4.4). We observe
that locally refining the computational grid with the AFEM described above,
and introducing the goal functional of equation (4.8), the results in the domain
of interest are appropriate, capturing in detail the numerical solution of the
Poisson equation. The given tolerance is 107> and the number of cells are
increased to 1052 from the initial number of cells which was 128, provide with
more accurate results for the problem under consideration.
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For the Stokes problem, defining as goal functional the following,
M(u) = / 2 dz, (4.9)
Q

and we obtain the results depicted in Figure 4.4.

(A) Initial mesh

fl.6

(B) Adaptive mesh

Velocity magnitude

(C) Smooth solution

Figure 4.4: (A) Computational mesh and results for the Stokes equation,
(B) Computational mesh and results for the Stokes equation after grid local
refinement.

In this figure, Figure 4.4, we exhibit the solution of the Stokes equation

in the backward facing step problem defining the goal function as in equa-
tion (4.9), providing more accurate results than the initial problem. The
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given tolerance is 1077 and the number of cells are increased to 7464 from the
initial number of cells, which was 890.

4.3 Conclusions

In this dissertation, the finite element method is utilized for ordinary dif-
ferential equations (ODEs) and partial differential equations (PDEs). We
mainly focus on applying the method to fluid mechanics problems. Initially,
we present the method along with the basic theorems and examples. We
analyse the error estimates for linear problems and the base functions to dis-
tinguish the problem under consideration. We further present the numerical
solution of the one—dimensional Duffing equation and compare with the ana-
lytical solution. We further concentrate on the two-dimensional Stokes and
Navier—Stokes problems. We finally focus on presenting novel finite element
method variants such as the Discontinuous Galerkin (DG) method and adap-
tive methodologies (AFEM). These advanced methods provide reliable numer-
ical results in all studied cases. This is achieved with the application of the
FEM to “test problems”, such as the backward facing step. We obtain all the
numerical results utilizing the software programs MATLAB and FEniCS.
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9

11

12

13

APPENDIX

In the following sections we present the main codes in Matlab For the duff-
ing equation and FEniCS for the problems discussed in this thesis. The first
problem is the numerical solution of the Duffing equation with three methods,
FEM, FDM and RK-Shooting 4th order explicit. The second problem is the
Poisson equation (the scalar problem) and the third one is the Stokes problem
(the vector problem). The Poisson problem presented is for the Discintinuous
Galerkin FEM (DG). The Stokes problem presented in this appendix is for
the Adaptive mesh refinement FEM (AFEM).

Duffing equation with FEM in matlab:

(%‘
% Integration of the equation with three methods,
% FEM, FDM, RK-Shooting

o7
0

% uw’ 4+ axu +bs*xu+cxu3—gx*cos(wxt)=0
% u=u(t)
%

function DuffingkFD
clear; clc;

b = 0.06;
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14

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

c = 0.0001;
g = 0.2;
w 1.0;
N1 = 160;
timeend = 15.0;

dtl = timeend /(N1-1);

t1(1)=0;
for i =2 : N1
t1(i) = dtl = (i—1);
x1(i) = 0.1;
end
options = optimoptions(’ ' fsolve

, t1);

", Display
MaxIter’, 1000, MaxFunEvals’,5000000)
x1 = fsolve (@QtestFD, x1, options, N1, a,

% ———— Figures for u
for i = 2 : Nl1-1
u(i) = x1(i—1);

end

size (u);
figure
plot (tl, u, ’xb’)

i=1;k=1;
J1=0;
while i<=160
newsoll (k)=u(1);
j1=j1+420;
i=jl;
k=k+1;
end
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C

for

end

newsoll ;

FEM

— 161;

= timeend /(N—1);

0 : dt : timeend;

= linspace (0, timeend, N);

7% assign the shape functions

Phi0 = fO(N, dt, t, td, 1);
Phip0 = fpO(N, dt, t, td, 1);

PhiN = fN(N, dt, t, td, N—1);
PhipN = fpN(N, dt, t, td, N-1);

Phi_all (1,:) = Phi0;
Phip_all(1,:) = Phip0;

Phi_all(N,:) = PhiN;
Phip_all (N,:) = PhipN;

i =2 : N1
Phi = f(N, dt, t, td, i);
Phip = fp(N, dt, t, td, i);

Phi_all(i,:) = Phi;
Phip_all(i,:) = Phip;

% create the stiffness matrix and RHS vector

Intl = zeros(N—1, N-1);

Appendix

i=1 N-1
for j =1 : N-1
Int = intl1 (N, dt, t, Phi_all, Phip_all, i, j, a,
b, ¢);
Intl(i,j) = Int;
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89

90

91

92

93

94

95

96

97

98

99

100

101

102

103

104

105

107

108

109

110

111

112

113

114

115

116

117

118

119

120

121

122

123

124

125

126

127

end
Intl;
force = g * cos(w x t);

for 1 =1 : N-1

Int2 = int2 (N, dt, t, Phi_all, force,
Int3(i,1) = Int2;

end

Int3;

% solve the linear system

x = Intl \ Int3;

size (x);

% plotting the solution

tplotnew = linspace (0, timeend, (N—1));

xsol (1) = 0.0;
for i =2 : N-1
xsol (i) = x(i);

end

figure

plot (tplotnew , xsol, ’—xr’)

title ('FEM Duffing’);
xlabel ("Time t7);
ylabel (’Solution u(t)’);
size (xsol);

i=1;k=1;

j1=0;

while i<=160
newsol (k)=xsol(1);
jl1=j1+20;

i);
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149

154

155

156

157

159

160

i=j1;
k=k+1;
end
newsol ;
% ———— RK-shooting
al = 0.0; bl = 15.0;

h=(bl-al)/(N-1);

yl = zeros (1, length(tl));
y2 = zeros (1, length(tl));
yl(1l) = 0.0;
Der = — 0.01;

F1 =@(tl,yl,y2) y2;

Appendix

F2 = @(tl,yl,y2) — b % yl + ¢ * y1"3 + g * cos(wxtl);

for j =1 : 26

for 1 =1 (length(tl)—l)
K11 = FI(t1(i), yl(i), y2(i));
K21 = F2(t1 (i), vi(i). y2(i)):
k1.2 = F1(t1(i)+0.5*%h, y1(i)+0.5%xh % k1.1, y2(1i)
+0.5%xh * k2_1);
k2 2 = F2(t1(i)+0.5*%h, y1(i)+0.5%xh *x k1.1, y2(1i)

+0.5%h * k2_1);

k1.3 = F1((t1(i)+0.5%¢h), (yl1(i)+0.5%h = k1.2), (y2(i
)+0.5%h x k2_2));

k2.3 = F2((t1(i)+0.5%h), (y1(i)+0.5%h * k1.2), (y2(i
)+0.5%h x k2_2));

k1.4 = F1((t1(i)+h), (yl(i)+h % k1.3), (y2(i)+h =
k2.3));

k2.4 = F2((t1(i)+h), (y1(i)+h % k1.3), (y2(i)+h *
k2.3));
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161

162

163

164

166

167

168

169

170

171

172

173

174

175

177

178

179

180

181

182

183

184

185

186

188

189

190

191

192

193

194

195

196

yl(i+1l) = y1(i
k1.3 + k1.4);
y2(i+1) =
k2.3 + k2.4);

end

s = length(tl);

Der = y2(s) — 0.0
y2(1) = y2(1) + 0.008;

end

figure
plot (t1,yl, —*g")

yl;
i=1;k=1;
j1=0;

while i<=160
newsol2 (k)=yl(i);

j1=j1420;

i=j1;

k=k+1;
end

newsol2 ;

% —— Ploting the results
figure
plot (tplotnew , xsol, k', t1, u,

LineWidth’ ;1.5)
axis ([0.0 15.0 —0.5 1.0])
title ('FEM, FDM, RK-Shooting’);
xlabel ("Time t7);
ylabel ("Solution u(t)’);
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199

200

201

202

203

204

205

206

208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

Appendix
errl=abs(newsol-newsoll) ;
err2=abs(newsol-newsol2) ;

% Table

figure (’Name’ ,’Table of errors FEM-FDM’,’ NumberTitle’ ,’
off 7,7 Color’” ,[.8 .8 .8])

tab=uitable ( "Data’,errl ) ;

tab.RowName={ "i=1","1=20",71=40","1=60", 1=80", "i=100",
1=120",7i=140", i=160"};

tab . ColumnName={"Values’ };

tab . ColumnWidth={100};

tab.Position (3) = tab.Extent(3);
tab.Position (4) = tab.Extent (4);

% Table

figure (’Name’ ,’Table of errors FEM-RK’,’NumberTitle’,’
off 7, Color” ,[.8 .8 .8])

tab=uitable ( "Data’,err2’);

tab.RowName={ "i=1","1=20",71=40","1=60","1=80", "i=100",
"{=120",71=140", i=160"};

tab . ColumnName={"Values  };

tab . ColumnWidth={100};

tab.Position (3) = tab.Extent(3);
tab.Position (4) = tab.Extent (4);

trapz=0;
trapzl=0;
for il =1 : N1-1

trapz = trapz + dtls ((xsol(il)—u(il)) "2+(xsol(il+1)
—u(il+1))"2)/2;
trapzl = trapzl + dtlx ((xsol(il)—yl(il)) "2+(xsol(il
+1)-yl(il+1))"2)/2;
end

L2 FDM=sqrt (trapz)
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231

232

233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

L2 RK=sqrt (trapzl)

all

% ———— Functions for
% ——— Function test FD
function
for i =2 : N1-1
u(i) = x1(i—1);
end

% boundary conditions

07
0

u(l) = 0.0;
u(N1l) = u(N1-1);

for i =2 : N1-1

for th

codes

Appendix

[f, x1] = testFD(x1, N1, a, b, ¢, g, w, dtl, tl

e derivative

% Note: simplified version for
coefl (i) = (1/dt172);

[0y,
0

coef2

force

(i) = —(2/dt1"2)
coef3 (i) = (1/dt172);
(i) (W t1(1));

g *

COS

a =

0

+ b+ c*x u(i) 2;

f(i—1) = coefl (i) x u(i+1l) + coef2(i) x u(i) +
coef3 (i) * u(i—1) —
force(1);

end
functio

ns

for fem —mMm———

function Phi = f(N, dt, t, td,

%o

i)

Phi(t > td(i—1) & t <= td (i
(t(t > td(i

Phi(t > td(i)

Phi(t > td(i+1))

i—1))

& t <= td(i+1
( td(i+1)

i+1)))
0.0;

o4

& t <= td(i)) — td(

t > td(i) & t <= td(
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(%‘
function Phip = fp(N, dt, t, td, i)
0
0
Phip(t > td(i—1) & t <= td(i)) = 1 / dt;
Phip(t > td(i) & t <= td(i+1)) =~ 1 / dt;
Phip(t > td(i+1)) = 0.0;
%
function Phi0 = fO(N, dt, t, td, i)
%
PhiO(t >= td(i) & t <= td(i+1)) =
0.0 « ( td(i4+1) — t(t >= td(i) & ¢t
<= td(i+1))) / dt;
Phi0 (t > td(i+1)) = 0.0;
%
function Phip0 = fpO(N, dt, t, td, 1)
%
PhipO(t >= td(i) & t <= td(i+1)) = — 0.0 = 1 / dt
Phip0(t > td(i+1)) = 0.0;
%
function PhiN = fN(N, dt, t, td, i)
%
PhiN(t >= td(i) & t <= td(i+1)) = ...
(t(t >=td(i) & t <= td(i+1)) —
td(i+1)) / dt;
PhiN (t < td(i+1)) ~ 0.0;
%
function PhipN = fpN(N, dt, t, td, i)
%
PhipN(t >= td(i) & t <= td(i+1)) = 0.0 = 1 / dt;
PhipN (t < td(i+1)) = 0.0;
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(%‘
function [Int] = int1 (N, dt, t, Phi_all, Phip_all, i, j
, A, ba C)
%
Int = 0.0;
for k =1 : N-2
Int = Int + 0.5 % (Phip_all(j,k)«Phip_all(i,k) +
Phip_all(j,k+1)xPhip_all (i, ,k+1) )
x (t(k+1)-t(k))...
— b % 0.5 x (Phi_all(j,k)*xPhi_all(i,k) +
Phi_all(j,k+1)xPhi_all(i,k+1)
)+ (t(k+1)—t(k))...
+ ¢ % 0.5 %« (Phi_all(j,k)"3 %« Phi_all(i, k)
+
Phi_all(j,k+1)"3 % Phi_all(i,
k+1) ) * (t(k+1)—t(k));
end
%
function [Int2] = int2 (N, dt, t, Phi_all, force, i)
%
Int2 = 0.0;
for k =1 : N-2
Int2 = Int2 — 0.5 * (Phi_all(i,k)*force(k) + ...
Phi_all (i ,k+1)*force(k+1)) * (¢t
(k+1)—t(k));
end
% end of functions
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Discontinuous Galerkin code in Fenics for the Poisson equation:

from dolfin import *

# Create mesh
mesh = UnitSquareMesh(24, 24)

plot(mesh)
interactive( )

#define function space
V = FunctionSpace(mesh, "DG”, 1)

# Define boundary condition

# Boundaries

toll = 1F — 14 4 tolerance for coordinate comparisons
def right(x, on-boundary): return near(x[0], 6, toll)

def left(x, on-boundary): return near(x[0], 0, toll)

# Define test and trial functions
u = TrialFunction(V)
v = TestFunction(V)

# Define normal component, mesh size
n = FacetNormal(mesh)
h = CellSize(mesh)

havg = (h(’+’) + h(’J))/Z

f = Expression(“exp( -(pow(x[0] - 0.5, 2) + pow(x[1] - 0.5, 2)) / 0.02)”, de-
gree=1)
g = Expression(“sin(5 * x[0])”, degree = 1)

# Inflow boundary condition for velocity
inflow = Constant(1.0)
bc0 = DirichletBC(V, inflow, left)
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#outflow boundary condition for velocity
outflow = Constant(0.0)
bcl = DirichletBC(V, outflow, right)

# Collect boundary conditions
bes = [be0, bel]

# Define parameters
alpha = 4.0

# Define bilinear form

a = dot(grad(v), grad(u))*dx

- dot(avg(grad(v)), jump(u, n))*dS
- dot(jump(v, n), avg(grad(u)))*dS
+ alpha/hgvg * dot(jump(v, n), jump(u, n)) * dS
- dot(grad(v), u*n) * ds

- dot(v * n, grad(u)) * ds

+ alpha /h * v * u * ds

# Define linear form
L=v*{*dx

# Compute solution
u = Function(V)
solve(a == L, u)

# Project solution to piecewise linears
P1 = FunctionSpace(mesh, "CG”, 1)
uproj = project(u, P1)

# Save solution to file
file = File(“poissondg/solution.pvd”)
file jj u-proj

# Plot solution
plot(u-proj, interactive = True)

o8



Appendix

Discontinuous Galerkin code 2 in Fenics for the Poisson equa-
tion:

# from dolfin import *

# Create mesh
mesh = UnitSquareMesh(24, 24)

plot(mesh)
interactive()

# define function space
V = FunctionSpace(mesh, "DG”, 1)

# Define boundary condition

# Boundaries

toll = 1E — 14 +# tolerance for coordinate comparisons
def right(x, onyoundary): return near(x[0], 1, toll)

def left(x, onyoundary): return near(x[0], 0, toll)

# Define test and trial functions
u = TrialFunction(V)
v = TestFunction(V)

# Define normal component, mesh size
n = FacetNormal(mesh)
h = CellSize(mesh)

havg = (b('+") + h(-"))/2

f = Expression(” 2*pi*pi*sin(pi*x[0])*sin(pi*x[1])”, degree=1)
ue = Expression(”sin(pi*x[0])*sin(pi*x[1])”, degree=2)

g = Expression(”sin(5*x[0])”, degree=1)
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# Inflow boundary condition for velocity
inflow = Constant(1.0)
bc0 = DirichletBC(V, inflow, left)

# outflow boundary condition for velocity
outflow = Constant(0.0)
bcl = DirichletBC(V, outflow, right)

# Collect boundary conditions
bes = [be0, bel]

# Define parameters
alpha =4

# Define bilinear form

a = dot(grad(v), grad(u))*dx

- dot(avg(grad(v)), jump(u, n))*dS
- dot(jump(v, n), avg(grad(u)))*dS

+ alpha/hgvg*dot(jump(v, n), jump(u, n))*dS

- dot(grad(v), u*n)*ds
- dot(v*n, grad(u))*ds
+ alpha/h*v*u*ds

# Define linear form
L = v¥f*dx

# Compute solution
u=Function(V)
solve(a == L, u)

# Project solution to piecewise linears
P1 = FunctionSpace(mesh, "CG”, 1)
uproj = project(u, P1)
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# Save solution to file
file = File(” poissondgl/solution.pvd”)
file jj uproy

# Plot solution
plot(uproj, interactive=True)

# Compute error in L2 norm
errory2 = errornorm(ue, uproj, 'L2’)

# Print errors
print(’errory2 =, errorr2)

# Hold plot
interactive()
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Adaptive mesh refinement in Fenics for the Stokes problem:

from dolfin import *

from mshr import *

import numpy as np

from dolfin.cpp import LinearVariationalSolver, NonlinearVariationalSolver
from dolfin.fem.adaptivesolving import AdaptiveLinearVariationalSolver
from dolfin.fem.adaptivesolving import AdaptiveNonlinearVariationalSolver

# Create mesh

channel = Rectangle(Point(0,0), Point(6,2))
step = Rectangle(Point(0,0), Point(2,1))
domain = channel - step

mesh = generate_mesh(domain, 24)
inletjength = float(1)*float(6)

plot(mesh)
interactive( )

# Define function spaces (Taylor Hood element)

V = VectorElement(“Lagrange”, mesh.u fl_cell( ), 2)

Q = FiniteElement(“Lagrange”, mesh.ufl_cell( ), 1)
TH=V*Q

W = FunctionSpace(mesh, TH)

toll = 1. — 14  # tolerance for coordinate comparisons

# Boundaries

def right(x, on-boundary): return near(x[0], 6, tol)

def left(x, on-boundary): return near(x[0], 0, tol)

def top-bottom(x, on-boundary): return near(x[1], 2, tol) or near(x[1], 0, tol)
def step(x, on-boundary): return near(x[0], 2, tol) or near(x[0], 2, tol) and
near(x[1], 1, tol) or near(x[1], 1, tol)

# No-slip boundary condition for velocity
noslip = Constant((0, 0))

bc0 = DirichletBC(W.sub(0), noslip, topyottom)
bel = DirichletBC(W.sub(0), noslip, step)
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# Inflow boundary condition for velocity

inflow = Expression((“- 0.1 * x[1] * (x[1]-)”.format(inlet_length), “0.0”), de-
gree = 2)

bc2 = DirichletBC(W.sub(0), inflow, left)

# Boundary condition for pressure at outflow
zero = Constant(0)
be3 = DirichletBC(W.sub(1), zero, right)

# Collect boundary conditions
bes = [be0, bel, be2, be3]

# Define variational problem

ni = Constant(0.2)

(u, p) = TrialFunctions(W)

(v, q) = TestFunctions(W)

f = Constant((0.0, 0.0))

a = ni * inner(grad(u), grad(v))*dx - div(v) * p * dx + q * div(u) * dx
L = inner(f, v) * dx

# Compute solution
w = Function(W)

# Define goal functional (quantity of interest)
(uu, pp) = (as_vector((w[0], w[1])), w[2])

M = inner(uu[0], uu[0]) * dx( )

# Define error tolerance
tol = 1.E-7

# Solve equation a = L with respect to u and the given boundary
# conditions, such that the estimated error (measured in M) is less
# than tol
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solve(a == L, w, bcs, tol = tol, M = M)

# Split the mixed solution using deepcopy
# (needed for further computation on coefficient vector)

print("wl:’, w.leaf_node().vector().array())
print("w:’, w.vector().array())
R = w.leaf_node()#. function_space()

(ul, pl) = R.split(True)
(u, p) = w.split(True)

# Split the mixed solution using a shallow copy
(ul, p1) = R.split()
(u, p) = w.split()

# Save solution to file

ufile_pvd = File(“adstokes/solutionl.pvd”)
ufile_pvd jj ul

ufile_pvd = File(“adstokes/solution.pvd”)
ufile_pvd jj u

# Plot solution(s)
plot(ul, title = “Solution on final mesh”)
plot(u, title = “Solution on intial mesh”)

interactive( )
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Classical Galerkin FEM for the Stokes equation in Cartesian
coordinates:

In this subsection, we present the classical Galerking FEM analysis of
the Stokes problem in the two-dimensional Cartesian coordinates, (x,y) =
(z1,22). This analysis follows the initial steps in Chapter 3 of this thesis.
Where u = (ug, uy) = (u1,u2) and v = (vg,vy) = (v1,v2). We also consider
that the kinematic viscosity, v, of the fluid is constant.

Remark. We note that the notation in the term, / Vu - Vo df), can be also
Q

found in the literature written as, / Vu : Vo d). Where, Vu-Vv = Vu : Vo
Q
Ou; Ov;

= where n = 2 for the two—dimensional case.
st 893] ax]

We obtain that,

0ul 81}1 B
(u,v —V/Vu V'vdﬂ—y/ E &’Ujaznj
8ul Ov; B
V// 8x] oz, dri dxo =

Ou; Ov;
_I/Z// Z azja;}] dxldazg,

KeT i,j=1

where K is each element of the triangulation, 7, of the Q2 domain. Similarly

we obtain,
) inde= Y [[ 5 (

b(p,v)Z/QP(V'U)dQ://QP(ZZj 1
P Ke
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