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Euyaplotieg

Me v cuyypaph tng mopoloos dduxtoptxic BlotelBric, wou divetar o Hovodixr (evoeyo-
uévg) euxatpla vor euyoploTion Ttoug avilpdroug excivoug mou e Borinooay pe tov évay 1 Tov
AoV TEOTIO GTNY OAOXAHPWOT TNE. Apyxd, Yo el vo euyoploThow Yepud Tov emBAémovTa
xordnynTe pou, Ildvo Koxxa, oyt udvo yia tnv xododrynon xo tny ancptéplotn Borjdelo mou pou
ToEElyE XoOAT TNV BLdEXEL TNG EQYACTAS, GAAG X0 YioL THY EVPVTERT UTOCTARIEY TOL OF OAES TIC
duoxoAeg mou avadlinxay. Oo Hlela eniong va euyaploTHoW VeEQUY TOUG GUVETIBAETOVTESG NG
epyaotac authc, Koota Pouvtd xon Idvvn Hoamaddmovho, yio tnv ddoyn ouvepyasia xow TohdTiun
Borydeior TOU POV TEOGEPEQUY GE OAT TNV BLAEXELL TWV BOAXTOPXAY UOU OTOLdWY. Euyoeioto
oxoun touc [dvvn ®houpr| xow Bayyéhn Houpdda, ov onolol ue tic cupfouiéc xou tnv Bordeid
TOUG ATV ONUAVTIXOL KPWYOL OTOL TEMTOL LoV BHUNTH GTOV TOUEN TNG PUOKAS LYNADY EVERYELOV.
‘Eneita, Yo ko vo euyaplo tiow Toug avlip@moug xou TAov @iloug, e Toug omoloug Uotpdo Trxa
%ot Sl THUATOL ToV B0 YWpo gpyaciog, SlTNEmVTIS e OAOUC aVEEUEETKC dPLOTT CUVERY AT,
Euyaploted Aowndy touc: Xtdin Mrrétoa, Anurten Tortomvn, Xerjoto Kautoixn, Kooud Ado-
uion, I'dvvn Mreotvtldvo xon TTohuddua Kooudyrou. Tov teheutaio pdhiota, ToV €UYOOIGTO
Wiaktepar xan Yot TNV YAWooxY| emélel Tou EevoyAwooou xewévou. TIépav duwe and tny meo-
xTi Bordeia oTo Touéa Tng epyaotug, e€lcou xadopto TIXES VEWP® TIC CUVELGPORES avDp®TLY
OTIC OLAPOPES TTLUYES TNE TPOCKTIXNS Uou (whAc. ATO auTH TNV OXOTId, EUYUPLOTG Ta UEAT TNG
owoyévelde you: Koota, Afuntea, Fewpyia, Xdor, xan [oavayudtn, yia Tnv avutohéyloTn xou
avidloTEN) UTOG TARIEN XAl CUUTAPAC TAGT| TOUS Ot auTd Tar ypovia. Téhog, pou elvor adivatov va
avapepUe) TPOCWTIX, Ywelg Var Slamedée xdmota adixia, ot GAOUG TOUG XOVTVOUS UoU avlp®OToug
Tou Borinoay (optouévol ywpic vo to xozw)\d(ﬁouv) OTNV TERTWOT) AUTHS TNG doxupaciag.
Euyaplot® Aowndy, dhoug booug Atay exel.
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Hepiindn

H mhnpéotepn xotavonon mou dlad€Toune OYeTIXd UE T OTOLYEWWOY owuaTidar xar Tig Ve-
HEALOOELS duvdele Beloxeton evowuatwuévn oto Kabepwuévo Tlpbdtumo (KII) NG OWHATLOLMNC
puowhc. Ot uetprioelg axpiBeiag mou diepeuvoly Ty oy’ Tou Kadicpwuévou Ilpotinou o ohoéva
xou VYNAOTERES HAIUAXES EVERYELIG UECH DLUPOPWY BLERYACLLY, CUVIGTOLY Baoxt| emBInEN yiol T
mepduarta Tou Meydiou AdSpovixol Emtayuvtr (LHC). Avdueoo oTic o EVOLUPEPOVUCES UETEY|OELG
YVWOTOVY BLEPYUCLOY, CUYXATUAEYOVTOL EXEIVEC TTOU OPOROUV OTIC LOYURES AAANAETLOPAOELS OL O-
moleg meptypdpoviar péow tne KBavtinrc Xpwuoduvouxrc. Ewwdtepa, ot peréteg mou BaciCovto
o€ midoxeg owUATIOinY, oL onolol TEoGdLOPILoVTUL WE TO TMELRUUATIXG ATOTUTOUO TV CWUATLOIY
TOL OAANAETLOPOUV UECL TNG LOYUENEC OUVAUNG, ONAXDY| X0UUEXS XAl YAOLOVIWY, amoTEAOLY Eva
TohOTIo gpyaleio yia TNV PodlTERN XUTAVONOT] TWV UNYUVIOUMY TOU OLETOLY TIG LOYURES OAAT-
Aemdpdoelc. ‘Eva egéyov yopaxtneiotind e KBoavtine XewmuoduvouxhAc etvat 1 d1otnTo Tne
ACUUTTWTIXAC EAculeplac 1 omtolor GUVETEYETOL OTL TOL XOUBEXS %o TaL YAOLOVLOL OAANAETLOPOUY [UE-
g0 TOUC AoVEVESTERA GE XOVTIVEC OMOCTAGELS X0l LOYVEOTERPN OE UEYAUAUTERES amooTdoels. Me
GAAo Aoy, 1) oTodepd (eOENE TwV oY LRV AAANAETIOPACEWY (rg ENATTOVETOL 6TaY TpoceYY((ETon
oe LPnhéc ahuaxeg evépyetag xan auEdvetal o YounAoTEPES xhdaxeg evépyetag. H mapduetpog
ag ebvon 1 povadur) ehebidepn mapduetpoc oty Aoyxpatliov e KBavtiic Xewuoduvouxic,
TPV TV YoMV TWV XOUdEXS, ToU TEocdLopiletol Uovo TelpauaTXd. §26T0C0, 1) aig omd UovY TNG
0EV OUVICTA €val UETPNOWO PuOLXS péYedoc xou we ex ToUTou, N Twr e Va Teénel vo cuvoy Vet
TELQOUUTLIXG OO UETEV OO PUOXE UEYEUT) ToL elvon suadoinTa oE auTH TNV TUEAUETEO.

Ynv nopoloa epyacta, n wétenon e otadepdc (eling TV 1oYURKOY IAANAETOPACENY UAO-
TOlElTAL YEGW TOU UETENOWOL Quotxol ueyédoug Rae. To guowd autd péyedog, oplleton we o
AOYOC AVAPEGH GTOV ORLIUO TWV YELTOVIXGDY TUOEXWY CWUATIOIOY UE EYXECLN OpUT| P UEYAAUTERN
a6 EVOL OPLOUEVO XATWPAL, TTOU GUVODEVOUY EVal GUYXEXPWEVO TBoxa COUTIOMWY xat Bploxovto
eVTOC oplouévou dlao Thuatog alipovdonrc andctaonse A¢ and autdy, SLEEUEVOU UE TOV GUVOAL-
%6 a6 TOAXWY cwpaTodiwy oto yeyovos. H uétpnon Poucileton oe dedopéva amd cuyxeoloElg
TpwTtoviou-TpwTtoviou Ye evépyela 13 TeV oto xévtpo pdlac, mou cUAAEYIncay and To melpoua
CMS xatd v deltepn nepiodo Aettoupyioe tou Meydhouv Adpovixos Emtoyuvtr (2016-2018)
XL AVTIOTOLYOUY GE OAOXANEWUEVY haunpdTnta 134.47 fot. O TeoPBAEYEC b TPOCOUOLOOELS
UEoL YEVWWNTOpWY YeYovotwy Monte Carlo mou cuunepthoufdvouy Tig dladixaciec Tou xatarylopon
TOETOVIWY, TNG AOEOVOTOINONG X0k TWY TOAU-TURTOVIXGY UAANAETUORACEWY BIVOUV Lol UERIXT| HOVO
TEPLYPUPT) TwV amoTeAeopdTwY. Ot Yewpntixol unoloyilopol pe axpifela dedtepnc TdENC OTNY Olo-
Tapotr) KBavtinr) Xpwuoduvainy|, S1opUemUEVoL yiar Tor Un-OLatapox Txnd QaivOUEVaL, cuyxeivovTo
eniong pe v pétpenon xou evidc twv ofcfatothtwy Beloxovion oe TAYen cup@vid UE To TELRO-
Hotixd edouéva. Ao Ty ev Aoyw clyxpeior, 1 otoepd (VNG TV LoYUPMY OAANAETORICEWDY
mpocdloploTnxe ue yenorn tou NNPDEF31 NLO noxétou Xuvapthoewy Katavourg Ioptoviwy o
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hiponca evépyetac {on pe tnv uéla tou proloviou Z, oty tuh as(Myz) = 0.11587900% ) 6mou 1o
OQPAALOTOL TEQLAUUBEVOUY TIC TIELQUATIXES Yo UN-Ototaipax Tixég aBefondtnteg, Tig oaffeBardtTnTeg omod
Tic Yuvapthoeig Kotavourc Haptoviny xou tig affefondtnree xhipoxac. Emnpocdétwe, n e&éhin
e otadepdc (eling Twv toyLE®Y dAANAETORdoEWwY eEAEYYUNXE oty TeployY| Twv TeV éwe xou
2081 GeV, émou mapouciace v avauevopevn and v KBovtinr Xpwuoduvouixy| cuuteplpopd,
Y WIS Vo TapatneelTan xdmoL amdXALo).



Abstract

The Standard Model (SM) of particle physics encapsulates our best understanding of funda-
mental particles and forces. Precision measurements investigating the validity of the Standard
Model up to unprecedented energy scales through a variety of processes, comprise a basic
objective for the Large Hardon Collider’s (LHC) experiments. Towards even higher precision
measurements of known interactions, the study of strong interactions sector described by Quan-
tum Chromodynamics (QCD), consists a compelling challenge. In particular, studies based on
jets, which are the experimental signatures of strongly interacting particles, quarks and gluons,
provide a powerful insight in the strong interactions manifestation. An intriguing feature of
QCD is the property of asymptotic freedom which implies that quarks and gluons tend to inter-
act more weakly over short distances and more strongly over longer distances. Alternatively, the
strong coupling constant ag decreases when probed at high energy scales and increases at lower
energy scales. The ag is the only free parameter in the QCD Lagrangian, apart from the quark
masses, that need to be determined experimentally. However, the strong coupling constant
is not itself a physical observable and therefore its value must be inferred from experimental
observables which are sensitive to ag.

In this dissertation, the measurement of the strong coupling constant is performed through
the Ray4 observable. This is defined as a fraction between the number of neighboring jets with
transverse momenta above a pr threshold which accompany a given jet within a specified dis-
tance interval in the azimuthal plane A¢, divided by the number of all jets in the event. The
measurement is based on data from proton-proton collisions collected by the CMS experiment
during LHC Run 2 (2016-2018) at a centre-of-mass energy of 13 TeV, corresponding to an
integrated luminosity of 134.47 fbo~!. Predictions from simulations using Monte Carlo event
generators that include parton showers, hadronization, and multiparton interactions describe
barely the results. Theoretical fixed-order predictions of perturbative QCD at next-to-leading
order (NLO) accuracy, corrected for non-perturbative effects, are also compared to the measure-
ment and within uncertainties they are in complete agreement with experimental data. From
this comparison the strong coupling constant at the scale of the Z-boson mass is determined to
be ag(My) = 0.1158105053, where the errors include the experimental, non-perturbative, PDF
and scale uncertainties, using the NNPDF31 NLO PDF set. Furthermore, the running of the
strong coupling constant was tested in the TeV region up to 2081 GeV, where no deviation
from the expected behaviour described by QCD was observed.
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Extetopevn cdvodn

Kegdhowo 1 - To Kadiepwpévo IIpdTUNO NG COUATIOLAXAG YUOLXNS

To Kadepwuévo Ipdtumo (KIT) NG CWUATIOLNNS QPUOIXTG TIEQLYPAPEL TA O TOLYEWWDOT) GLUO-
o, xadwe emlong xou TIg TEEC Ao TIC TEooEPLS YEUEALWOELS DUVAUELS TTOU EYOLY YIVEL YVOO TES
HEYEL Oofuepa: TG NAexTpoUayVNTIXES, TI¢ aolevelc xou Tig toyvpés aliniemdpdoec. To oTol-
YEwwor owpatidw tou KII xatnyoplonoobvton e cwuatidia UANS xou owuatioww axtivofoliag.
Ly mpddTn xoTnyopior avixouv To AemToria xat o Koudpks, Tou ovoudlovtal xou @eppucvia (omiv-
1/2) o evidocovior o Tpelc yeriés: (xoudpxe) {ut?3 d=13) {e+?/3 713 {1723 b1/3) ya
(Aemtovar) {e,ve}, {p™, v}, {77, v} And v dn mheupd, ta owyatidior axtvoBoliog ovTi-
otoyoly oto umoldvia (omiv-1) @opels twv aAAnAembpdoewy. To gwtivio () eivar o popéac
NG NAEXTEOUAYVATIXAG, To W=* xu Z o popeic e aodevolc xou tor YAowria (g) ol @opelc TNg
woyvenc ahknhenidpaone. To teheutalo cwuotidlo Tou GUUTANEGOVEL TO TAlA TV COUATIOMWY XAl
€youv avaxahuplel éwe ofuepa, eivar o Boduwté (omv-0) urmolévio Higgs, to onolo dev anotelet
TOV Qopéa xdmotag VePEAOO0UE IAMNAETBpaoTS, aAAd TPOoXUTTEL amtd TO AL YbEUNTO OTECLUO TNG
nhextpaclevoie cuuueTelog.

H pordnuoatie| Swotdnworn tou KII emituyydveton uéow tne KPoavtinrg Ocwplag Iedlou, 6mou ta
owuatidl TEpLYEdpovToL and Tar avTioTory o xBavTind TEdl Xt 0 WAVIXOS POPUIMCUOS Elvarn O Ao-
yxpatllavoe. O edionoeic xivnone Euler-Lagrange yo o medio ¢ ouvopthoet tng hayxpoatllovic
muxvotnTag L divovtar and tny e€lowon:

9L 5 0L
0¢ " 0(0u0)

H popgy| tne hayxpatliovic umtaryopeUeTal omd ECWTERIXEC TUUpEeTples Baduidag. T tnv TepLypo-
@) TV GTOYEWWDNOY cuuaTdlwy Tou KII xot twv yetald Toug aAANAETORACENY ATUTOUVTOL TEELC
tétotec ovppetpiec: n U(1) ovupetpia Borduldag yior TNV BLATUTOOT TV NAEXTEOUXY VNTIXGDY AAAT-
Aemdpdoewy, 1 SU(2) tou cuvdéetan pe Tic ao¥evels xon TIC NAEXTEOUXY VITIXES OAANAETLORACELS
xou Téhog N SU(3) mou amantelton yior THY TERLYPAUPT TV LoYLUEMOY IMNAETIOPAoEWY. LUVORXS, Aot-
oy, N ouppetpio Baduidos tou Kadepwpévou Ipotinou cupforileton we SU(3) x SU(2) x U(1).
Ipoxewévou vo amoxtAcouy pdlo tor umolovio W xou Z, wondese eniong xan Tar pEpULOVIAL UANG,
amanteiton To awddpunto ondowo e nhextpacievolc ocuuuetpiog SU(2) x U(1). Autd mporyuo-
TOVETL P€ow Tou unyaviojol Higgs, o omolog cuvemdyeTtal xou Ty eugdvion Tou urnoloviou Higgs
mou avolbdnxe to 2012 and to tepduata ATLAS xou CMS otov Meydho Adpovind Emtoyuvti
(LHC) tou CERN, e pdla my = 125.10 £ 0.14 GeV. To gpwtévio xar ta yhotdvia Topauévouy
Guala, 6mwe xan tar VeTpiva, xahotdvTag Tic evoeilelc mepl un-undevixmy yaloy yio To vetpiva
avTixeipevo perétne dewpuov mépay tou Koabepwuévou Ilpotimou.

To xouudtt Tou KII mou agopd oTic toyupes alhnhemdpdoels, teptypdpeton amd Ty KPBovtinn
Xpouoduvauixr (KXA). Aebopévou 6Tt tar Lévor cwuatidlor Tou GEpouy @optio xpauatos, eivo
TOL XOUGEXC XL TA YAOLOVLOL, ToL COUOTIO U Td Efval Xon ToL HOVOL TTOU GUUHETEYOLY GTIC LOYURES
odnhemdpdoetc. Kdlde xoudpx undpyet oe tpio ypwpoto (xatd oOuBoon: x6xxvo, Tedovo, UTAE),
€V LTy 0UV OXT €01 YAOLOVIWY OTIOU TO X o€V UETAUPEPEL Lol LOVADX YPWUATOG X0k L0l VTl
yeouotog. Ilépa amd Tig pdleg twv xoudpxg, 1 otadepd (eling TwV 1oYUEMOY AANAETLOPACEWY
ag amotehel TNV povadur Vepehwdn erediepn topdueteo oty Aayxpatliovy tng KXA. Avdueoa
ota o onuavtixd gawouevo tng KXA, elvon exciva tou eprAwpiopod xou g acuurtwtikng
edevlepias. To mp®TO, €yXEITOL OTO YEYOVOS OTL TOGO TOL XOUUEXS OCO Xl To YAOLOVLAL, OEV
TOEAUTNEOUVTOL G EAEUTEQN CLUOTIOL OTNY PUOT TaRE LOVO GTO ECMHTERPXO DECULLY XATACTACERY

—0 (1)
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oL BEV €YOLY YPOUX (LOVESC XATUOTIOELS YPWOUATOS), Ta adpovia, oo OTolo GUYXATUAEYOVTOL Td
Papudria xon tor peodvia. And Ty GAAN TAELEA, 1) WOOTNTA TNG ACUUTTWTIXYS ehevieploc Tng
KXA cuvendyeton 6TL Tot x0UdpxS ot T YAOLOVIOL GAANAETOROVY UETAE) Toug aclevéoTtepa ot
XOVTIVEC AMOGTAGELS XAl LoYLEOTERA O PEYUAUTERES amooTdoelc. Evahhaxtind, n otodepd Cebing
TV LOYUEMY OIAMNAETIOPACENY (rg EAATTOVETOL 6Tay TpooeyYileTton ot UPNAES xhiuoxes evépyeLag
xo AEGVETOL GE YouNhOTERES Xhioxeg evépyelag. Kotd ouvénela, 1 duvatdtnta e@oappoync tne
Yewplag dotapoywy yioe Ty enthucn evog npofAfuatog e KXA, npobnovétel tnv exdriiwon towv
(PUUVOUEVOY OF UXEEG ATOCTAOELS 1) AvTIoTOLY o UEYAAES XAUOXES EVERYELXG OTIOL arg << 1.

Mot eUpEWE BLUBEBOUEVT TEYVIXY| UTOAOYLOUOU BLERYAOLOV OLUTopoxTIXd Efvon UECW TwV Ola-
Yoouudtewy Feynman, 6mou ylo TOV UTOAOYIOUO LG TOCOTNTUGC OTWG 1) €vepyos Owatoun, Jo
TEENEL XAVElC Vo CUUTEPLAGPEL GUVELOQORES amd GAa Tor THorve BLory PUUUTA TTOU AVTLOTOLY OV
oTnVv untd peAETY diepyacio. MolovoTtt, évag TETolog UTOAOYIOUOS Elvor EQIXTOS Yio AAS Blory Od-
HOrTol XATOTERPNG TEENS oty Vewplor Statapoy@y (Borypdupata BEVTpou), oty mepinTtwon 6Tou
ouumep oufdvovTon xAeloTol Bedyol oo Blaryedupata, ol Utohoylopol odryoly oe amelpiopols. H
AVTIUETOTLOY AUTOV TWY ATERLOUMY, TOU OPEIAOVTOL GTO YEVOVOG OTL 1) EVEQYELY XL 1) OPUT| TOV
oWUATOILY 6ToUC XAl TOUC Bpdyoug Umopoly Vo Tépouy TES UEYEL TO AmElo, YiveTon UE TNV
uédodo tng enavaxavovikoroinons. H Bucixd 0€a Eyxeiton GTNY AmOEEOPNOT| TV ATEWLOUMY, OO
EVaY TEMEPUOUEVO aptdud TapauéTewy, Y. udlee, otodepéc (eling, ol omoleg emavo-opilovTol.
To avtixtumo g mopamdve SLadAGTAS, ATOTEAEL WG TOGO 1) EUPAVICT] ULoL XAUOXAS EVEQYELIS [i
(xApaxa emovaxavovixoroinong) and v omola e€uptdvia oL puowxég mopdueteot. H oopi3ric
e&dptnom xodoplleton amd TIg AEYOUEVES €£1000€ls TNS ouddas emavakavovikomoinong, oL OToleg
Yoo Ty otodepd (eVENG TWV oY LEOY AAANAETIOEAOEWY BivovTon amo:

25U — Basi),  Bas) = o (b + bas + b + O(ad) )

XoUL ETOUEVWE 1) BlaTheNoT U6vo Tou xuplupyou 6pou odnyel TNy e&iowon:

2 aS(NQ)
59 = Tl (@) s )
1 omofor GUVOEEL TNV (rg Ao Wial xAfpoa eVERYELG (), oF Wi Ghhn XAl ovapopdc .

o oxeddoeig mpwTtoviou-TtpwTtoviou, Tve ot onoleg Baoctletan xou 1 mapoloa epyaocia, o
UTOAOYLOUOS TN €veERYOU Blatopnc otnpiletar oto Jedpnua mapayovromoinong tne KXA. Xou-
PWVOL PE OUTO, O TEAXOC UTOMOYIOUOC UTOREL Vo By wElo TEL O BUo EEYWEIOTOUC TaPdYOVTEC:
EVOLY OLOTARAXTIXG %o EVay UN-OtotaipaTixd opdyovta. O medTog TEpLAUBAVEL Tal QULVOUEVO TTOU
AofBEvouy Y WE GE XOVTIVES OTOCTAGELS OTIOU 1) UETUPORE. OPUNEC AVAUEGO OTOL GUYXPOVOUEVY G-
portiolo ebvon peydAn xan n otodepd (e0Eng Twv oy Le®y aAANAeTdpdoswy wixer. Touvavtiov, n
TEQLYQAUPT] TWY CWUTLOIY TRV TNV 0OYXEOUCT) X0k GE HEYIAES UETALY TOUC AMOC TAGELS EVAUTOXEL-
TOL OTOV UN-OlaTopoxTixd 6po, o omolog mupaueTpoTolElTal YEow Twv Ywvaptioewy Katavours
Iaproviwy. YuyPolud, autéd exppdleton péow tne elonmong:

1
O2—n = Z/ dxadl'bfa/m (ZL‘a, ;uf) fb/hz (l’b, p“f) 5-ab—>n (N“fv Nr) (4)
ab 70

OOV Tgp—spn O OLUTULAXTINOG OPOC, fa/h, XU fi/h, €bvor ot Luvapthoelc Katavourc Hoptoviwy, ot
omolec oe xatwTERN TAEN TNS Vewplag BLaTapay DY AVTITPOCWTEVOLY TNV THAVOTNTA EVIOTIGUOD
evoc moptoviou a (b) oto eowtepd Tou adpoviov hy (ha) pe xAdopo opuic z, (xp) 0TO TEO-
onintov tpwtovio. H napduetpog p, aviiotoyel tnv xAldaxo enavaxavovixonolnong, eve TEAog 1
TOPAUETEOS f1f OVOUALETAL KATUAKA TapayovTomoinons Xl AVTITEOCWTEVEL Utal ETULTAEOV aualpeTn
TOPAUETEO OV ELGAYETAL XUTA TOV UTOAOYIOUS Tov XuvapTthocwy Katavoure [ouptoviwy yia tnv
AVTLIETOTLOY) AVTIO TOLY WV ATELOLOUMY.

viil



Kegdhowo 2 - Entayuvtég cwUatidlemy

O emtayurtés owpandior avixouv ofjuepa (2022) otnv xotnyopla TV TONTWOTEWY €-
CELUYNTIXWY EPYUAEWY GTOV TOUEN TNE PUOLKNC UPNAMY EVEPYEWWY. AVAUECH OTIC TLO CTUOVTIXES
TOEUUETEOUS TIOU YLENOLIOTOLOUVTOL YLOL TOV YOQUXTNEIOUO EVOSC ETUTAYUVTY, elvol 1) U€yloTn €vép-
yela 0to KévTpo HAlag TV CUYXPOUOUEVLY COUUTIOWY ot 1 Aaumpdtnta. OcwpmvTog 6o (Bleg
0éouec owuaTdiwy evépyelac F, xivoluevee oe avtiieteg xatevdivoelc oe évay xUXAXO ETLTO-
YLvTY), N evépyew oto xévipo udlag wwolton we 2E. H Aournpdtnta aviimpoownelel tov aptiud
TV CWUATWIOY TOU BLUmEEVOLY To GNPEio TN GUYXEOUONE Ve LOVEDAL YEOVOU oL avd LoVEdY
emupavelog, xadopllovtag Tov pudud Twv cLYXEOVCEWY UECK TNG OYEONC:

R=1L-0, (5)

omou R 0 aptdudg Twv YEYOVOTWY avd BeLTEpOAETTO, L 1) oTypiaia AaumpotnTa xou oy 1) EVERYOC
otatour| tng owadxaoctiog. H odoxAnpwuérn Aaumpdrnta tpoxintel and tnv amAfy OAOXARWOT NG
OTUYalog AUTEOTNTAC OF EVA OPLOUEVO YPOVIXO OLUCTIUAL.

O Meydhog Adpovixde Emtayuvtrig (LHC) tou Evpwmndixol Kévtpou Mupnvixeyv Epeuvov
(CERN), anotelel tov 10yLEOTERO EMTOYUVTH OwUaTdlwY Tou €yel xataoxevaoTel Uéypt onue-
ca. ‘Eyer oyediactel yio Ty Sielorywyr) ouyxpoloenmy tpwtoviou-tpwtoviou éwg xou 14 TeV oto
x€vtpo pdloc. Ot duo ypovixég meplodol Aettoupylac Tou ywpeilovton we: (Run 1) 2010-2012 HE
evépyetec 7 xau 8 TeV oto xévtpo pélac xou (Run 2) 2015-2018 pe evépyewa 13 T'eV oto xévtpo
ualag, evey 1 teitn meplodog Acttovpylag avouéveton va Cexwviioer to 2022, Tlpdxerton yiar évay
XUXAXO ETLTayLVTY PE Teplueteo 27 km, mou cuvloTd Tov TeEheuTalo %pixo otV ahuoida Tou Gu-
umiéyuotog emtoyuvtey tou CERN. Ou Suo 6éouec mpwtoviwy xvolvton o avtideteg petodd
ToUC %ATEVHVVOELS, DLUTNEOUPEVES GE XUXAXT| TEOYIA OTO ECMTEPIXO TOU ETUTAYUVTY UECL EVOC
uoryvnto0 tedlou 8.33 T', Baowlbuevou ot dinoiixolc poryvites. Emniéoy, uio eupela yxduo moAu-
TOMXGV Loy VITeV (Tetpo-molixof, e€a-tohxol xh1) yenoylonolotvton Yl emnpdoietes Aettoup-
yieg omwg elvon 1 ectloon tng déoung x.o. H Satripnon twv yayvntoyv otny utepay@yLun gdon,
ETUTUYYAVETOL UECK EVOC AVETTUYHEVOU XPUOYEVIXOU GUOTAUNTOS, OTOU UE YPNoT UTER-PEUGTOU
niiou (He), n Veppoxpacio diotnpeiton otoug 1.9 K. H emtdyuvvon twv npwtoviny mpoypoto-
TolelTan UE XOLAOTNTES PABLOCUYVOTHTWY, UE oLYVOTNTA TaAdvTwong ota 400 M Hz. Tautdypova,
YL TNV ATOPUYT| CUYXEOVOEMY UETAUEY TOV TEWTOVIKVY UE To CWHATIO TOU 0€pa, O OECUES TGV
TpwToviwy dotnpolvtar ot uPNAS xevd pe Tiéoels e téEne tou 10710 pe 107 mbar.

Ot déopec Twv mpwTtoviny oto cowtepixd Tou LHC elvar ywpeiouéveg ot dloxpltéc oudde pe 25
ns YOVIXT| am6CTAUCT) UETAE) TOUC, OONYMVTUS OF WUidl GLYVOTNTU cUYXPoLoEwY ota 40 M Hz. Av
xaon apyxd elye oyedlootel va Aertoupyioet e péyiot otrypeda Aaumpdtnta {on pe 10%* em™2s™h,
xaTd TNV Oudpxela Tng dedTeEENC TEpLddou Asttovpylag Tou LHC, n T auty| dimhactdotnxe. H
CLYOALXY EVERYOC DlaToN Yo CLYXPOVGCELC TpwToviou-tpwTtoviou e evépyeta 13 T'eV oto xévtpo
uélog, omwe petpiinxe ond to melpopor TOTEM tou LHC, wobtan ye oy = (110.6 £ 3.4)
mb. Y& auTh) TNV T CLUVELCPEEOLY TOGO Ol EAACTIXEC GUYXPOUCELS UETUED TEOWTOVIWY UE O¢ =
(31.0£1.7) mb, 660 o Ot AVERAGTIXES UE Tipner = (79.5 1+ 1.8) mb. To eviiagpépov otny mopovoo
gpyaoio EmXEVTPMVETAL OTIC TEAELTAULES, ot oToleg Bdoel tng ediowone 5 Eemepvolv to 1 Bic xdde
OEUTEPOAETTO. 2UVOAIXA, 8 BlapopeTixd TElpduoTa UTdEyouy auTh TNy otiyur otov LHC: ALICE,
ATLAS, CMS, FASER, LHCb, LHCf, MoEDAL xoaw TOTEM. Baouxy| emdinérn etvon 1 ueAétn tou
EUPUTEPOL BUVATOY QYACUATOC TNE PUOLXNC TWV CTOLYEIWIWY CWUATLOIY, TOU EEXIVE An6 UETEHOELS
LEYLoTNG duvathc axplBelog Yvwotoyv depyaotwy Tou KII xan extelveton péypt xon épeuvec mépav
tou KII. e autéd 1o mhaioto, xde nelpopo eoTidlel 8 CUYREXPWEVO XOPETL TOU PAOHATOS TNG
puownc, eve ta mewpduota ATLAS xoaw CMS ebvor tor povadxd metpdpota Yevinol oxomol ue
uetenoes axpBeiag oe 6Ghoug tou Topeic Tou KII xon épeuveg yia TV avodiudn véag puotxhc.
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Kegdhowo 3 - Aviyveutég cwpatdiwy - To nelpapa CMS

H aviyvevon tov cwpatidlewy xa 1 u€tenon twv Wit twy Toug, otneiletar oty oahknhe-
Tldpact Toug pe v OAN. T xdde cwuatidio urdpyouv dlapopeTixol unyoaviouol aAAnienidpaorg,
odny®vTag oty anaitnom yio eEEBxeuPEVou TOTOUC aviyveutov. Tlopdhhnha, aviyveuTnée dlo-
TdEelc 6mwe o CMS, mou amooxoToly GTNY XATAUYPPY| Kol HETENOT BLPORMY EWBWY COUATLOIWY,
amopTiCovTon amd TOA)-CTOWUATING UTO-AVLY VEUTIXG GUC THUTA UE O TOYEVUEVT AetToupyia.

O 1wriouds xou 1 di€yepon TwV ATOUWY TOU UAMXOU GTO OTO(0 TEOOTUTTOLY, ATOTEAOUYV TOUG
%0PLOUG UMY OVIOUOUS AMMOAELNS EVERYELIS YLl Baptd POPTICUEVA COUOTIOL. MTNV TEpInTwon TwV
niextpoviov/molitpoviny, o LVIGUOS Tou LAX0U odNYEel OTIC UEYUNITEPES ATMWAEIES UOVO GE Yo-
unAéc evépyeleg, eved yia evépyeiee B 2 10 MeV ou anwheeg e€autiog tng axtvofodiag médnons
yivovtar onuovtixotepes. Teelc eivon ot BaoxdTEQOL Unyaviopol omMAELNS EVEQYELUS VIOl POTOVIA
TOL AAANAETLOPOUY UE TNV VAT, xodevag and Toug onoloug yiveton xuplopyog ot BLUPORETIXG Pdoua
evepyewwyv. [ yoaunhéc evépyelee putoviny (£ < 100 keV'), xbplog unyaviouoc etvon to pwton-
AexTpiKd pavduevo, Yy vhniéc evépyeieg (B > 1 MeV') n 6iduun yéveon, eved yio eVOLAUETES
evépyetec (B ~ 1 MeV) oi yeyohbtepeg anmheleg evépyetog ogeihovtar otny oxédaon Compton.
Ou 1oy upéc aAANAETLOPAOELC TTOU AoBAvVouY YWEo TNV TERITTMOTN TWV TEOCTITTOVIKY adEoVinY,
elvor e&ioou onuavTiXég yior TNV aviyVELTT] POPTIOUEVLY X NAEXTEIXA OLBETEPWY UBEOVIWY.

Kdée évag unyaviopuds anmdAElag EVEQYELNS, EV DUVAUEL UTOPEL Vo AOTEAECEL TNV oYY Acl-
ToupYiag EVOC aviyVELTH TNV puowr) LYNAGY evepyelwy. H aviyveuon twv gutovioy, Bacileto
OTOUS BLPOEOVS TUTOUG PWTOavIYVeuTwy: KevoU, aépious ol otepedS katdotaons, cuvADLS Ue
TNV GUALOYT| TWV POTONAEKTOOVIWY TOU ToEdYOVTUL XUTd TNV TEOCTTWOT) TOU PWTOVIOU 0TO UALXO
TOU ALy VEUTH), 0LOTIOLOVTOS CLY VA xoTdhhnhoue gwtonoAdamAaciaotés. Ov omrinpiotés eivon o
GANT) xaTyoplar VLY VEUTMY TIOU YENOWOTOLELTOL YLt TNV Vi) VEUOT] POPTICUEVGY X0 OUBETEQMV
OWUATOIY, GTIOU O LOVIGUOS TOU LALXOU TOU VLY VEUTY| aitd TNV BLEAEUOT| EVOS CWUATIOOU, GUVE-
TEYETAL TNV EXTOUTY POTOVIWY GUAREYOUEVKDY amd puToavyveutés. Ot TiTol Twv omvinploTohvy
Sroxpivovtan oe avdpyavous xan opyavikols (mhootixol, uypol xou xpuotéhhvot). H aviyveuon xou
TOUTOTOINGCT POPTIOUEVKY CLUATIOWY Utopel vo emteuyVel xou ye oviyveutég Cherenkov, yéow
NG CUALOYTC TNG OROYLUNG X TVOPBOALIG TOU EXTEUTETOL OTAY POPTIOUEVA CLUATIOW dlacy(Couy
EVOL OINAEXTEIXO PECO UE TayUTNTOL UEYAAVTERN OO TNV ToY UTNTA TOU POTOS GTO €V AOYw PETO.

To Qdoyo TV EQUEUOY®Y TNG YEVIXOTERNS XATNYORIIC TWV aéplwy aviyVEUT®Y eival taitepa
€uEL, UE TOV oxEU31| TPOGBLOPLOUS TNE TEOYLAC TMV PORTIOUEVHY CWUATIOIY Vol amoTEAEL Yo amd Tic
%VELOTERES Yperoelg Toug. H apyn Aettoupylag Toug ouvicTaton GTNY GUALOYT| TV TEOIOVTWY LOVI-
ool (nhextedvia xat L6VTa) ToL SnutouEYoUVTIL HTay EVOL POPTIOUEVO CLUNTIOI0 dlamepVE TOV 0EELO
oyxo (m.y Vdhopo) tou oviyveutr|. Bdoel autrc tne apyrc, éxer avamtuydel xon atomoindel pia
TEPAO TLaL TOLAAYL OEQLLV ALY VEUTOV TAEWVOUNUEVKDY GE €UupUTERES xaTnyopieg: Oahduoug Ohicin-
one (Drift Chambers), ©olduouc Avtictoong [upddniwy Ihoxdv (Resistive Plate Chambers)
x.o. E&loou onuavtixol yia Tov oxpi3) Teocdloptoud TS TEOYLEC TV QORTICHEVLY CWUATLOIY
(%o aviyveuon potoviny) ebvar ol nuiaydyior aviyveutég ot onofol yapuxtneilovtor cuVAWS o-
TO TNV eCOUEETINY SLaXELTIXT] IXxavoTNnTa 0Ty U€Tenon tne Véong. H dnuouvpyio Tou ofjuatog o
oUTH TNV TEPITTWON TEOEEYETAL Amd TNY CUALOYY) TwV (EUYMY NAEXTEOVIWV-0TIWY TOU TEOXVTTOLY
6oy POPTIOUEVH GOUATIOW (1) PwTOVIR) BLépyYoVToL Omd TOV NULAYOYIIO OV VELTH .Y TupLtiou N
yepuaviou. Téhog, 1 uétenon tng evépyelog dlapopnmy cwuatdiny otneiletar cuvhlng ota kado-
piuetpa, To omolo Sloxpivovton o NAekTpopuayYNTIKd xon adpovikd. NTOY0g TNG TEMTNG XAt yoplog
elvon 1) amopEOPNOT| TOU NAEXTEOUAYVNTIXOU XATULYIOUO) TOU TEOXUAELTAUL GTOV NAEXTEOVLAL 1| (P>~
TOVIAL ELCEPYOVTUL GTO UMXO TOU NAEXTROUAYVNTIXOU XUAOPWUETEOU, EVG avTioTOLYa To adPOVIXS
XOUNOPIUETEO AMTOOXOTOUY OTNV PEYLOTY) DUVATH ATOPEOPNOY) TOL UBEOVIXOU XATALYLOUOU Xal UECW
QUTOU OTNV UETENOT| TNG EVERYELAS TV POPTIOUEVMY X NAEXTEIXY OUDETEPWY AOROVIMV.
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Yxnua 1: I'pagikn areixovion tov aviyvevrr) CMS.

O oviyveutric CMS €yer xuAvdpiny| cuuueTpla Pe Tor BLdPOoEOL LTO-0VEY VEUTIXG GUGC THUATA TTOU
Tov omoptilouv va anewoviCovtar 6to MyfAus 1. To xevtond yopuxTneloTind TNG TELRUUTIXAC
OLétagng ebvor 0 UTEROY YOS GLANVOEWTC poryviTne (superconducting solenoid magnet) cuvolt-
%00 uixoug 13 m xou EcWTERIXS BLoéTEoL 6 M. 11O EOWTEPIUG TOL UTERAY WY LLOU CWATYVOELO0US
Beloxovton o aviyveutrg tpoyLov (tracker) anoteAOUUEVOC amd TOUC ALY VEUTES XEO-AWEDWY TTU-
ortiou xau Yneidwv (silicon micro-strips and pixels) xou to nhextpopoyvnuxé (electromagnetic)
xou adpovixd (hadron) xahopiuetpo (calorimeter), eved ol aviyveutéc woviewy (muon detectors)
Beloxovton Tonodetnuévol 6To e€wtepnd Tou. Emmiéov, éva Turua Tou adpovixol xahopYéTeou
elvol EYXATECTNUEVO €€ A6 TO UTERUYWYLHO OWANVOEWSES. To Bidpopor UTO-0VLy VEUTIXG GUG THUO-
oL omopTi{ovTaL omd EMPEROUS G TEMUNTO TOGO GTNV XEVTEXY| TEpLoy T Tou Bapelol (barrel), 660
ot xandxe (end-caps).

LX0TOC TOU UTEQAYWYIIOU HayvnTn €VOL 1) XAUTOAWGCT) TWV TROYUOY TWY QOPTIOUEVWY CWUATL-
dlwv mou avadLovTon amd To onueio TNg arknienidpaong. To yoyvntixd nedio oTo EcwWTEPO TOU
owhnvoedoUg tooduvopet ye 4 T, xadoT®vTag duvath TG0 TNV TAVTOTOINCT Tou PopTiou TKWV
OWUATOIY 0G0 X TOV TEOGOLOEIoUO TNg opunc Touc. Kdtl tétoto amontel BEBano xon tnv axeifn
XOTAYROUPT) TNG TEOYIAC TOU oxOAOUUNCAY Tal POPTIOUEVH COUTION, YEYOVOS TOU EMTUYYAVETOL
UEOW TOU aviyveutn tpoy1dy mupttiov. Autog amoteheiton and TECOEPLC OPOXEVTPOUS XUAIVOPOUC
aviyveutwy Yneidwy mupitiov otny Tepoyr Tou PapeAlol xal TECCEPA EMPEPOUS CUOTAUNTA a-
VIYVEUTOY MIKpo-Awpidwy mupitiov tomtodetnuéva 1600 otny TEploy ) Tou BupeAol 6o xal oo
HOmELeL, XUNOTTOVTOS GUVONXE U TepLoy ) Peudo-wxitntoc |n| < 2.5. H yétpnon tne evépyetog
TWV NAEXTEOVIWY Xl TV PWTOVIWY LVAOTOIEITOL HEGW TOU NAEKTPOMAYYNTIKOU KAAOPIHETOOU, X0
TOUOUEVACUEVOU amtd %pUG THANOUS Bohppapiou-poAbEdou (PbWOy). Empépoug tufuoto xot 6Tny
TEQITTWOT TOU NAEXTEOUYVNTIXOU XahoptuéTeou evioTi{ovTion TOG0 oTNY TEELOYT Tou Bopelio)
(In] < 1.479) 600 xau ota xandxo (1.479 < |n| < 3.0). Hopdhknho, yio Ty xahOTEEY TAUTO-
Tolnom Twv 0LBETEPKY TOVIKY Xot NAEXTEOVIWY, XK eTtiong xon ToV axEYBEGTERO TEOGOLOPIGUO
e Véong TV NAEXTEOVIKY %ol TV POTOVIWY, €Vl BLUPORETIXNG TEYVOAOYIOC NAEXTEOMNYVNTL-
%6 xahopipetpo (Preshower) eivar tonodetnuévo otny eunpdotha TEQLOYT TWY TEOUVAUPECIEVTLDY
NAEXTEOUAY VITIXWY XUAOPLIETEWY ToU Poloxovton GTo xomdxa.

H petpnon tneg evépyelog TV QOpTIoUEVLY Xl NAEXTELXS OUBETEQLY adpoViwy emtteAeiton omod
T0 adpoviké kalopiuetpo to omolo cuyxpoteiton and Téooepa uno-cuoThuata. To duo and autd
evToTI{OVTUL OTO ECWTEPIXO TOU GWANVOEWBOUS, OTNV TEELOYY| TOU POPEAO) XUl OTA XU O-
viioToya, xohimTovTag Wi TEploy | heudo-mxvTNTIS In| < 3.0. To Tplto Turua Beloxeton otnV
eEWOTEPNY| EMLPAVELNL TOU UTEPAYWDYULOU CWATVOELBOUE Xl GTOYEVEL OTNY TEPOLTERL ATOPEOPTON
TWY AOPOVIXWY XATALYLOUMY TOU OEV ATOPEOPOLYTUL OAOXANEWTIXE ATd TO ABEOVIXO XAUNOPLUETEO
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Tou Bapeitod. To teheutaio TUrUo Tou adpovixol xahopwétpou Peloxeton Totodetnuévo 11.2 m
Haxpld and to onueio g addnienidpaong, ot meptoyés udnihc Peudo-wxitnrac 3.0 < [n] < 5.2,
YL TNV PETENOT TV AdpOVIKMY TOU XIVOUVTOL OYEdOV TopdAAN o oTtnyv diebduvorn xivnong ng
oéounc. To ovotnua aviyvevons povier anotekel o e£OTEPO aviyVELTXO cUoTNUA Tou CMS,
EXTEWVOUEVO €wg xau 1] < 2.4 xou omopnlouevo omd Tplo EMPUELOUC GUC THUATY AEPLLV ALY VEU-
OVv: Toug BOaddpovs OAionong (Drift Tubes - DTs), touc Kalodikols Awpidiakols Oaldpovs
(Cathode Strip Chambers - CSCs) xou toug Oardpovs Avtiotaons HapddAndwy HAaxdy (Resi-
stive Plate Chambers - RPCs). Aviyveutixol otaduol yla tov mpcdto TOTO oviy VEUT®V Uoviwy
(DTs) Beioxovton oty meptoyn tou Bapehiod, yia tov dedtepo tOno (CSCs) ota xomdna, Ve 0
tehevtaioc tomog (RPCs) ouvavtdton oe oupdtepes Tic Teptoyéc Tou Bapehlod xon TwV XAUToXLOY.
Téhoc, 0 TepdoTiog apLioC TWVY TUPAYOUEVLY YEYOVOTWY OVATOPELXTA 00NYEL OE UTEPOYXES TTO-
c6TNTEC BedoUEVLY Tou Sutileton Tpog amoUnxedon xou enclepyaoia, xahoTOVTUS AmaeoltnTy
TNV apoucia evog Bloitepa TPoYwENUEVOL guoTAuatos okavdaliouol (trigger system) pe oxond
TNV ETAOYT) X0 XUTAYEAUPY| LOVO TWV eVOLAQEEOVTWY YeyovoTtwy. O okardadiotig tou CMS mepl-
hoBdvel duo Eeywptotd Tuiata: tov Ykavdahiot 19V Emnédov (Level-1 Trigger) mou ehottver
oV pUIUS TV anodextiv yeyovotwy ot 100 kHz xau tov Xkavéahiot TynAov Emnédov (High
Level Trigger) mou petcver tepontépwy tov pudud oe 1 kH z.

Kegpdiowo 4 - Métpnon mddxwy copatidioy cto CMS

And v oTiyur) Tou xoudExrg xaL YAotovia BV TapaTneolvToL w¢ eAellcpa cwuaTid, ou-
TO TOU TEOXOTTEL Ao Lol OLadIXGEo OXEDAOTG UE TETOLX CWUATIOW OTNY TEAXT XUTAC TAOT), Elvon
mibaxes owpativiwr (jets) Tou amoTEAOUY TO TEWRAUATIXG OmOTUTOUA XoUdexs Xt yhotovimy. Ei-
BIXOTEPA Yo OXEDACELS TEWTOVIOU-TpmTOVIoL, Tépa and TNV kUpia (oxAner) oAANAeTidpaoT 6Tou
e&dyovton TapTOVIA a6 T GUYXPOLOUEVA TpwTovia (.Y 2 maptévia - 1 and xdie mpwtovio :
2 = 2), tpbéateto pavouevo AaUBAvVouY RO X0t GUVELTPEROLY GTNV Sladxacia oy NUATIONOD
evoe midoxa. Tétowor parvouevor etvan ylor topddetypa 1 aktvofolia apyikris (teAikrs) katdota-
ong (initial-final state radiation) mou exméuneton and to aptéVIAL TP (UeTd) TNV GUYXEOUGT), OL
ToAU-TapTovikés aAAntemdpdoers (multi-parton interactions) mou cuuBaivouv TawTtdY POV PE TNV
xOpLo ahnAentidpaon, 1 Swadcacia tne adpovoroinong (hadronization) tou odnyel and to topTéVIA
OTIC TOPATNENOWES OBEOVIXEC XATACTIOELS XAl Ol TOAU-TPwTOVIKES aAAnAemdpdoes (in-time pile
up) mou undpyouv eZoutiog TOoU YEYOVOTOG OTL Ol oLUYXEOVOELS BIEEdYOVTOL UVAUEST OE OUADES
(bunches) TpwTOViWY Xat Gyt ATOUOVOUEVO TEOTOVLAL

H opadonolnon twv couatdiewy ot midaxeg meoyUaTonolelto YenoylomolmvTag xotdhhnioug
podnuotixoig adyopiuoug, ue Tov anti-ky va omotekel v xadiepmuévn emhoy ahyoplduou yia
o erpdporta tou LHC. O ev Adyw akydprdpog avixel otny oixoyEvela Twv adyoptiuwy o1adoyikol
avaovrduao oy Tou TERLYRAPOVTUL amd TIC EELOWOELS:

dig = (pr,i)*

. - . AZQJ (6)
di]’ =rmn {(pTa Z) ) (pTaj) } ﬁ

omou d;p cUUPoMlel TNV andoTac PETHEY TOU AVTIXEWEVOU @ xou TG Oéounc B xou di; tnv
AmOCTAUCT) AVAUESH GE BLO avTIXelUeva & xou j. Ay; elvon 1 ambdotacn petoll ¢ xou j oTo eninedo
y-¢: AL = (yi — y;)% + (¢ — ¢;)*, R n napdpetpoc mou xodopilet to péyedog tou miduxa, eved 1
TOPAUETEOG P looVToL U —1 0TV TeplnTwor Tou anti-ky. ZextvoOVTAg oand plol AGTo AVTIXEWEVKDY

xii



Teo¢ ouadoTmolnoy, urohoyileton yiow xdUe avTIXEUEVO © 1) ambOOTUCY d;p XOL Ol ATOCTICELC dj
AVIUESH GE oUTO XL OTOLOONTOTE GAAO avTixeluevo j, evtomilovtag mopdAAnho Ty eAdyioTn
anocTaoT Yiot omolodfTote (e0yog avTXeévwy. Edv tehnd avdueoo otny dip xou TNV EAd IO
d;; wxpotepn ebvan 1 d;p, TOTE TO AVTIXEWEVO @ 0plleTon Ww¢ TdaKag xon apoupeiton amd TNV apytxN
Mota TV avTixeévey. Avtidétng, edv n eAdyiotn d;; ebvan uixpdtepn, TOTE Tor avTixelueva @
xou j avaouvvdudlovtar oe évo Véo avtixeluevo (proto-jet) mou mpootidetan oty Alota, Ve T
avTxelueva i xou j agponpolvton omd authv. H dodixacto enavahaufBdvetor €mg 6Tou 6ev undpyouy
TAEOV avTIXElpEVa P0G opadoToincn otny AMloTa.

Y10 CMS, o ahyodprduoc anti-k; opadomolel tor coyatidlr Tou €youv arakataokevaotel and
Tov olyoprduo Particle Flow (PF). O tehevtoioc, allonolel v mhnpogopla ond ta empépoug
OVLYVEUTIXG GUG TAPOTOL (OVLYVEUTH TROYLWY, XOAOPIUETEO XAT) X0t TEoYUATOTOLEL ULl GLYVOMXY
avakataokevn Tov YEYovotwy. Ot nidaxec mou mpoxintouy and auth Tnv Sdixaocio ovoudlovTal
PFjets. Emmiéov, v v eCdieupn 600 10 duvatdv meptocotepny ouvelspopwy anéd Pile Up, e-
papuéletan 1) TEY VI TN agaipeons popTiopévwy adpovivv (charged hadron substraction - CHS)
OTIOU POPTIOUEVY AOEOVLOL TTIOU BEV TROEEYOVTAL ATt TNV %xVPLOL XOPUYPT) OTO YEYOVOS aPoLEOLYTOL
Tetv TNV dtadwacta Tng opadornoinong ot midaxee. Eminpooiétwe, ov avaxataokevaopiévor nida-
KeG LTOXEVTOL OE Lo Btodacior Borduovouncne Tne EVEQYELS TOUC TROXEWEVOU VoL ATOXTACOUY
™V oWoTH xAaxa evépyetog. Autd emtuyydvetan Yoo amd o ahhnhouyio dlopddoewy Tou
eqappélovton oTny evépyela Twv mddxwy (Jet Energy Corrections - JECs) e v Lop®r| TOM\o-
TAACLAC TIXWY Ty OVTeY. To otddio tng dadixactiog Poduovounong Tng EVERYELIS TV TLOUXMY
gotvovton 610 Uyfua 2. Kdie otddio anooxonel 010 avTio Tdoua YVWo THY QUVOUEVGY TOU O-
ONYOoUV OE AmOXACEC AVAUECH GTNY TEAYMATIXN XALLXO EVEQYELNG XOU TNV OVUXAUTUOHEUACHUEVT),
oW etvan To powvouevo Pile Up, 1 avouolouop@r amdxpLor) Tou aviy VEUTY| OE OYECT) UE TNV TEPLO-
Y1) beudo-wxdhTnToag xan eyxdeotag opunc Tou Tidoxa, xomg ETIONS Xou OL BLUPOPES TNV ATOXELO
TOU oV VEUTY| GE ay€an UE TNV yelon Tou midaxa (XAnpovounuévn amd o apyixd ToeTtdvio).

Pileup
MC + RC

Residuals(n)  Residuals(pr)  Flavor

dijets v/Z+jet, MJIB e Galated
Jets

Applied to simulation

YxnNua 2: Ta otddwa tng dwadikaoias Pabuovéunons tng evépyeas twy modkwy.

Téhog, n emtuy g Teocouoiwon wag dtadactog arotelel éva TOAITYO epyaAelo byl udVo Yia
TNV TANPEC TERT XATAVONOT) YVWO TWY SLABXACLOY, 0ANS Xou Yiol TNV TEOBAdT o avalATnon VEwy
gporvopévewy. H mpocouolwot twv guotxey diepyaotdy tou e€ehicoovTtal Xatd TNV cUYXEoUoT) TV
TewToviwy BleEdyeTon e Toug yevvitopes yeyovétwy Monte Carlo, eved 1 TpoCOUOIWGCT) TOU avL-
YVEUTH| %o TNG OAANAETIOPAONE TV CWUATIOIWY UE TO LAXO Tou, Uéow tou moxétou GEANTA4.
Yy mapovoo YEAETH BlepeuvvTon ol TeofAEdelc and TEoCEQIC YEVVATORES YEYOVOTwY Monte
Carlo: HERWIGH -+, MADGRAPHS5, PYTHIAS xou POWHEG. Ou tpeic mpdtol unoloyilouv to
otowyelo nivoxo (Matriz Element) oty younhdtepn t6&n (Leading Order - LO), eved o teheu-
Tadog oe delTepn TEEN (Next-to-Leading Order - NLO) e Yewplag datapaydy. Emmiéov, o
HERWIGH+ xou PYTHIA8 otard€touv Yoviéha npocouolwong yio OAeg Tig dlepyaoleg (méporv ™y
x0pLog AANANAETBpaonc) oL omanToUVToL Yiot THY TAHET Teocopolwon Tng dadxaciug, onwe eivor
Ol TOAU-TIOETOVIXEC AAANAETULORAOELS Xat O Xatouytoloc naptoviwy (Parton Shower) mou neptypdpet
v axtvofohia apyixrc/telxic xatdotaonc. Avtidétwe, ot dhhol duo yevvhtopeg utohoyilouv
HOVO T0 GTolyelo Tivoa Xl GUVETWS 1) TAHIENG TEOCOUOIWGT EVOS YEYOVOTOG UTAUTEL TOV CUVOUO-
ou6 Toug Ue To PYTHIAS otny nepintwon tou MADGRAPHS xou pe to PYTHIAS A to HERWIG++
otnv nepintwon Tou POWHEG.
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Kegdhowo 5 - Métpnomn tng nocotntag Ry 0 cLYyxpoLoelg TpwToviou-ntpwtoviou
ne evépyeiwa 13 TeV oto xévipo widlag oto neipopo CMS

E€apoupévev tov waldv twy xoudpxs, 1 otodepd (eing Tmv 1oyupmy ahANAETIORAoEWY arg
amotehel TNV povadixy| eediepn topdueteo oty Aayxpatliavy Tne KBavtinrc Xewpoduvouxrg,
HE TNV Tun NS Vo tpocdlopileton tetpopaTnd. Atd Ty SN Theupd, 1 e€dptnon tng as (@) and
™V xhipoxa evépyelag @, mpofiéneton Yewentind and Tig €fiowoels s ouddas enavakavovikomo-
mons (Renormalization Group Equations - RGE), cUugova e ti¢ ellomoeic 2, 3, tou cuvdéouy
TNV TWT TN (rg OO Wit XMoo EVEQYELNG avapopdc (b o€ it GAAT xhipoar eveépyetag . Tlepo-
HoTnd €yer xardepwiel 1 T TG xhiponog avopopds vo teolton ue T udlo tou pmoloviou Z,
Tir oty omola €yel mporypotonomndel xatd o mopehIoV TANIOEA UETEHOEWY AT TELQUUATIXES
ouddec ot emtoyuvtéc cwuotodiwy: HERA, Tevatron, LHC.

O oxomndg otny mapoloa epyacia etvon Sittog. HpwmTopynr emdlndn elvor 0 Tpoodloptoude TNg
ag ot xhaxa evépyelag {on e v pdloa tou unoloviou Z (Q = Mzy), petpdvac yua TOGOTNTY
mou Bocileton oe TdUKES CWHATIOIWY %ot YENOULOTOUWVTS SEBOUEVA ATt CUYXEOVUCELC TRMOTOVIOU-
TewToviou e evépyela 13 TeV oto xévtpo pdlag oto meipopo CMS. Ye dedtepo 6Tddto, 6TdY0C
elvan 0 éheyyoc TN e&EMEne TNg ag o udmAhdTepee whipoxeg evépyelag @ alomolnvTac TiC e€L-
OWOELC TNS oUddaC emavoxavovixonoinone. Mdahiota, ot xhipoxec evépyeloc mou tpoceyyilovton
UE TNV CUYXEXPUEVN UETENOY ETUTEETOUY Yol TPWTY QOEd TOV TEWAUATXG EAEYYO TNG eEEMENC
e ag oe xMpaxeg evépyelag @ 2 2 TeV. Luvohxd, n avdivon Bactletar otny pétenon e
Toc6TNTAS Ay TOU 0pllETol W 0 AOYOC BUO EVEQYMY DLUTOUMY:

Nje ( nbr
Zizjlt(pT) Nfzb)r(Aqb?pTI;nzn)
Njet(pr)

OTIOU OGNV UETENON NS EVERYOU Blatounc Tou TapovouooTr Aoufdvetal unddy To GUVOAO TKV
Tddxwv owpatdiny evéc yeyovotoe (inclusive jet cross section). Xtnv evepyd Otatour tou
aprduNTY| CUVELSPEEOLY UOVO OL THBUXES CWHATIOIWY TOU EYOUV YEITOVIXOUG THdUXES UE eYXdpotLa
oppn peYohlTeEpY amd éva 0plopévo Xt pitr. xon alouthond| ambotaon Ad amd autéy
EVTOC EVOC 0plouévou dlaoThatos Ag,., < A¢ < A¢ e younhotepn 8N tne Vemplog
OLATUQUY WY, O TUPOVOUAOTAG EVoL aVEAOYOS NG a%, o apiunthc cbvar avdloyoc tng a% ol
CUVETWS 1) TOGOTNTA Rag elvon ameudeiog avdhoyn Tne asg.

H pétenon Baoctleton 610 6UVORo TwV Bedopévey mou cuAEyUnoay and to melpopo CMS xotd
v devtepn mepiodo Aettoupylac tou LHC (2016-2018) xon avTiototyolv o€ 0AOXANEWUEVY Ad-
umpoTnTo 134.47 fo i H GLANOYT| TV TUBEXWY Tou Aopfdvovtar utodiy aroteleiton amd TBUxES
ue eyxdpoto opun peyahiteen and 50 GeV xaw wximta |y| < 2.5, evdd yio Ty evepy6 dtatouy| Tou
oprdunT epapuolovTon ETTAEOV Ta XQITHPL OTIWE TEQLYPAPNOAUY TUEATAVE UE p’T”;fm-n > 100 GeV
xou 2m/3 < A¢ < Tr/8. H avoxotooxeur wwy yeyovotwy vhonoeitar uéow tou PE akyopiduou
ue yeron tng teyvixrc CHS yio tnv eAdttowon twyv Pile Up govopévwy, evey n opadonolinon towv
owpotdiny ot Tiduxes yivetar Yéow tou akyoplduou anti-k, ue napdueteo R lon pe 0.7 (ak7 jets).
Emunpéoietec dlopinoeic epapuolovion oTo TEQOUATIXG OEBOUEVA Yiot TNV EEAAELYT YVWOTOVY QoL
VOEVLY OTwG elvan To TeoBAnua tou prefiring twv oxavdolo oy 1° emmédou 1| 1 mapousia Te-
ploy @y ota xahopluetpo pe apiowa UPnhd pudud xataypoagpric yeyovotwy (hot zones), n Omopin
TV oTolwV dlamo TWUNXE xaTtd TNV dlevépyela Tou Telpduatog. [lépa and to melpopotind dedouéva,
TNV avVaAUGT| alOTOLOVUVTAL Yid TOAAATAOUS GXOTOUE OElYUoTo A TEOGOUOLWOELS YEVVNTOPMY
yeyovotwy Monte Carlo, oo omola enlong egapudleton yio amopodtnTn oelpd dlopUOoewY, OTwe
elvor 1 agalpect yeEYovoTwy Ue aglowa otatiotxd Bdpen e€outiag Tou Pile Up ¥ 1 mpocapuoyn
NG TPOCOUOLWUEVC DLAXELTIXNG IXAVOTNTOC £TOL MOTE VAL AVTIOTOLYEL OTNY TEAYUATIXT] DLXELTLXN
IXAVOTNTAL UETENONG TNG EVEPYELIS TOU AVLYVEUTH).

Rag(pr, A, pir. ) =

(7)

max*
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To netpopatnd dedouéva g avdiuong €youv culheydel and Toug oxavBoAMGTEC UPNAOD €-
mnédou HLT AKS8PFJETX, ol omolot xataypdpouy uévo yeyovota OTou TOUAAYIGTOV €Vog
Tdax0G COUUTIOIWY Ue eyxdpota opur HEYAADTERT amtd EVal OPLOUEVO XaTW@AL X elvor Tap@V.
H arodotixétnta xdde oxavdaho T uehetritnxe yio xdde €Toc GUALOYTC BEBOPEVRDY LEYWEIOTE,
étol Gote vo e€aopaiiotel o ebvon 100% amodotixdc 6To €VPOC TS EYXAPGLIC OPUAC TOU YEN-
owornoteltan. QoTt600, 1 ancudelac clyxpElon TNC UETENONG OTO €Timedo ToU aviyveutr), elte Ue
YewpenTinols UTOAOYIOUOUC EITE UE UETPNOES JAAWY TEWUUATLY EiVaL OTNY TEOYUXTIXOTNTA Un
EVOEDELYUEV. AUTO ogelheTon aPEVOS OTO YEYOVOS OTL oL VewpnTuixég mpolAéec Bev ouumepl-
Aopf3dvouy Ty dradacta TNG aviyVEUONC X APETEQOU GTO OTL Xde VLY VEUTAG EYEL TNV OLXN
TOU BLOXELTIXY LXUVOTNTO X0l CUVETKS €T10pd OLUPORETIXG OTNV UETENOT OTOLICONATOTE TOCOTH-
toc. Ebvon Aoy amapoitnto n uétenon va avadimdwOel (unfolding) and 1o eninedo tou aviyveut
oTo eninedo Twr cwuatidiwy. H pédodoc tne avadimhwong mou yenowponoteitar €8¢ ovoudleto
p€odos Pevbo-avaotpopns tivaxa (matriz pseudo-inversion method) xou viomoleitor Yéow TOU
unoloylo ol taxétou TUNFOLD. H pédodog Baciletoan otnyv ehayiotonoinon tng nocoTnrag:

X*=(Ax+b—y)" (V) (Ax+b—y) (8)

onou V' o mivoag ouvdloxOavong tng UEtenong, b to unoPadeo, y 1 yetenon oto eninedo Tou
oVt veuTr| xai & 1 {NToUUEVN Too6TNTA, SNAadY| 1) u€Tenor oTo einedo Twv cuuatdiny. Emmiéoy,
omou A ebvan o Tivakag amékpiong mou anetxovi{eTon 6To Ly 3 xou ToPUUETEOTOLEL TNV TSP
TOU QLY VELTH 0NV PETENOT), XaTooxeLalOUevoS amd Belypota Yevwntopwy yeyovotwv Monte
Carlo.

CMS Simulation Preliminary 13 TeV
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Yxnua 3: O rivaxas andkpiong ya tny daoikacia tng avadinAwons, KaTtaoKeVaoHEéVoS e ToV
yevvntopa yeyovotwy Monte Carlo PYTHIAS.

To oQIMNIATO TWY TELUUATIXWY PETEHOEWY dloxpivovTon e U0 xaTNYopleC: To oTatioTikd %ot
Toe ovoThuatikd opdipota. H mpotn xatnyoplo aviinpocwnevel Tov miavoxpotind yopoxthed TNe
HETENOMG, EVEM EWXOTERA Yo TNV TEPITTWOT TNg T00OTNTAS Rag, O UTOAOYLONOS TOug YiveETouw ot
en{nedo owuaTdiny Aaufdvovtag uTOYL TNV CUCYETIOT AVAUECH OTIC EVEQYES DLUTOUES aptdunTy
xou ToEovouaoTh. Ao TNV AN TAEUR, TOL CUG TNUATIXG CPIAUNTA TEOEQYOVTOL AT DLAPOPES
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Tnyéc afefoudTnrog Tou LTEGEPYOVTUL TNV Bladacia TG UETENONES Xt UETABIBOVTUL GTNY TTo-
cotnTa Bag. Xty mapoloo avdhuot, oL TyEC cUoTNUATXGOY ofeBotoThTey eivon 1) dtadixacio Tng
Boduovopunong e evépyelag twv mddxwy (Jet Energy Scale - JES), 1 aTeEAV|C TPOCOPOIKOT TNG
BLOELTIXAG IXOVOTNTOG TOU aVLY VELTH) oL Vewpeltan oTnv dtadixacior Tng avadimAwong (Jet Energy
Resolution - JER) xou dMec mnyéc (Other) mou oyetiCovton pe tic empépou dtoploel mou e-
pappoloviar otor metpapatind dedopévor (m.y prefiring) xon tor Selypotor YEVwnuépmy YEYOVOTWY
Monte Carlo. Ta mewpapatind o@dhpata tng Rag tocdtnrag gofvoviar 6to Xyrua 4.

mJES

I Other
JER

[JTotal

— stat. unc.

0.14

0.05

Relative uncertainties

—-0.05

4(I)0 560 6(;0 7(‘)0 S(I)O IlOIOO 20‘00 3000
p, [GeV]
Yxnpua 4: Ta repapatikd opdApata yia tny mooétnta Rag.
H pétpnomn oto eninedo twv owuatidinwy cuyxpivetor ue TpoBALdelc and YEVVATOPES YEYOVOTLVY
Monte Carlo, 6nw¢ mpoavagépinxe. Aptotépa oto Lyfua 5 ameixovileton 1 GOYXQELOT UE TEMTNG

T8ENS won Oeid Ye Sedtepng TeEng YevvATopeg yeyovotwy Monte Carlo.

134.47 fb (13 TeV) 134.47 fb (13 TeV)
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Yxnua 5: YUkpion avdpeoa otny uétpnon oe enitedo owpatidiwy kar tpofAépes até yevvnro-
pes yeyovdtwr Monte Carlo mpdtngs wdéng (aprotepd) kar devtepns taéng (6ekid).
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Kegdhowo 6 - Ocswentixol utoroyiopoi KXA yia nopaywyn mddxwy

O Yewpnrixol unoloyiouol v TV TOcOTNTA RAg TEAYHATOTOWOOVTOL PE oxpiBeta BebTEPNC
6Ene (Next-to-Leading Order - NLO) otnv dewpio Sotopaydv e KXA. Evag tétolog umno-
Aoylopoe Teptha3avel oTny TEdEn TOV UTOROYLoHOS 800 ETWEROUS B10p0d0ewy GTOV UTONOYIGUO
TEWTNG T8ENG: TIC mpayuatikés (real) S1opPcoeis Tou avTIoToL0UY GTNY EXTOUTY EVOC €ETp0 ToE-
Toviou oTNV TEMXH XATAoTUON Xou T €lkovikéS (virtual) Sipldoes mou 1ooduvauoly e Ty
TeocU N VS XAELGTOU Bpoyou ota Bacxd dtarypdupata 0EvTeou. Lo TEAIXEC XUTACTACELS O-
TOTEAOUPEVES amd TUOUXES CLWUATIOWWY, Ol LTOAOYIoUOL Ue oxpifelo delTepng Taeng otnv Vewpla
oLotapary VY efva e@Tol Yo TOAATAOTNTES HEYEL X0k TELOY TUOEXWY UECE) TOU UTOAOYLO TLXOU TTo-
xétou NLOJETH+. Mdhota, allonowwvtog xavelc xou to moxéto FASTNLO, unopel vo e€dryet
TOUC YeWENTIXOUC UTOROYLOHOUE YLl BIAPORES ETMAOYES TV XAUUGAWY ETUVOXAVOVIXOTOINGNC (pr)
xou Toporyovtomoinong (py) xau yia didpopo et Muvapthicewy Kotavourc Hoptoviwy (PDF sets).

LNV mopoloa aVIAUCT) DLERELVOVTAL BUO DLUPOPETIXES ETLAOYES Yol TIC XALUUXES iy XOL [if.
YNy meoTn TeplnTwon ol xAluaxeg Yétovton (oeg e TNy eyxdpota opur) TOL EXACTOTE TUBAX COUO-
wWlwv (1 = pr), eved oty debtepn tepintwon oupdtepes Yétovton (oec pe Ty eyxdpaota opur} Tou
Tidoxor Ue TNV LPnAdTepn eYxdpota opu 6To YeYovoe (i = piet). O afefaidtnres kAipakag npo-
€pYOVTAL Ao TIG AVWTERES TALELS TN Vewplag BlaTapary v Tou Bev cuurEpLhapfBdvovTal oTIC Baoinég
TeoPAédelc xan untohoyilovton UETABAAAOVTOC XoTd €vay TopdyovTo 2 TIg BU0 aUTES XA{UoxeS amod
Vv xevtpd) Ty, O mpoPAédec e€dyovtan yio mévte dlagopetind oet PDEFs: ABMP16, CT14,
HERAPDF20, MMHT2014 xon NNPDF31, yia ta ool unoroyiCovton xat ot avtictolyeg afde-
Boudtntéc. Aedopévou 6Tl oL Vewpntxol utoroyiouol lvor Slodéctuol uévo ot eninedo tapToviwy,
eqopuolovial BlopUMGCELS VLol TO UN-OLUTAQOXTIXG (POUVOUEVOL TV TOAU-TURTOVIXWY OAANAETLOPACE-
wv (MPI) xou e adpovonoinone (hadronization). Ou Swopddoeic autée AowBdvouy v pop®
TOMUTAUCLUC TIXWY THRUYOVTWY Xt UTohoyilovTon Ye TNV ye1on YEVWNTOpwY YeYovoTtwv Monte
Carlo. Ot Yewpntinéc npofrédeic Bploxovtoar o mTOAD xaht} cup@eVior ue TNV YETENOT XAl Yio TIC
0U0 OLPOPETINES HALMAXES f1, xou iy xou Yo O Toe PDFs, omwe evdeixtind gaiveton 6to My fua
6 yio o NNPDE31. Ou afeBardtnreg xhipoxog etvar or xuplopyes ofefoudtntee xuuotvOoUeveg
ueTo€ 2 xou 7%, eved ot afefordtnieg twv PDES elvor tne tééng tou 1-2%.
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Yxnpa 6: Xykpon mepapatikdy 0edopévwy - ewplas, yia p, = py = pp y1a to NNPDF31.
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Kegdhawo 7 - Tlpoodiopiopoc tng as(Mz) xouw éNeyyog tng e€éMEnAg tng as(Q)

H mocdtnta Rag elvon ameudeiog avdhoyn pe tny mopdueteo ag. o tov meipopoatind npocdlopt-
OUO TNG TAUPAUETEOL AUTHS WO TOGO, Bacxt| tpolnoveor anoteel oe xdie Teplntwon 1 uetpoluevn
ToooTnTA Vo ebvon apxeTd evaiotntn oc petoforéc tng as. H evonoinoio tng Rae Oiepeuvdran e-
Eayovtag Tic Yewpntinée mpofBiédeic yio PDFs mou €youv mpoodlopiotel ue dlagopetinée Tiuée Tng
ags(Mz). T xdde Eeywperoto PDF, yivetan yprion Ohwy TwV SLUPORETIXGDY TGV TNG TURUUETEOU,
omwe mpoogépovtar amd v BBhotrxn LHAPDE. H nocétnta Rag mapouctaler moA) Yeydin
evatodnola oty TWH TNE g, 0TS EVOETIXG @abveTton oTo MUyfua 7 yie To NNPDE31. To
CUUTERUCHO UTO ToEOEVEL TO (Blo, yior O Tor BrapopeTied PDEs xon ylar Tig Buo OLopopeTixnég
ETUAOYEC UAUEHWY [Ly UL [Lf.

134.47 fb (13 TeV)
T T

® [ cMms NNPDF31nlo

[ Preliminary

—— Full Run Il Data

—— ag(M,)=0.106

— ag(M)=0.118

o
N
IIIIIIIIIIIIIIIIIII

— ag(M,)=0.130

Yxnpa 7: EvaioOnoia tns Rae oty ag, ya j, = py = pr ya to NNPDF31.

Ye mpwTo OTAd0 TpoodlopileTon 1 TYWY TNG Qg YLl XAipoxa evépyelag fon e Ty pdla tou
uroloviov Z (ag(Mz)). H pédodoc nou axohoudeiton ebvon 1 ehaytotonoinon tne tocdTntoc x>
avAUESH OTIC TEWRUUATIXES UeTproelc D; xan Tic Yewpntinée mpofiédec T; Bdoel tne e&lowong:

X2 =Y (D — T;)C; (D, — Tj) 9)

]

omou Cj; o mivoxag cLVBLIXUUAVONG TOU TEPLAAUBAVEL TIC TELROUOTIXES Xou TIg VewpnTixég af3eBat-
omnreg. Ta amoteréopata e€dyoviar yio xde PDE Eeywpiotd xan 6mwe gaivetan otov Iivoa
1 etvon Ohor oupPotd YeTall Toug, eviog Twv afeBaotAtwy Toug. Ot Twée autég elivon pdMoTa
oLUPBUTES PE TNV AmOBEXTY) GHUEPX TN Yiot TNV TapdueTEo aug(Myz), 6Twe €xel TpoadloptoTel and
OLopopeTIXES UeTEioElC xai eviomileTton oto PDG (Particle Data Group). H oUYXEIOT TNG VEUS
HETENONG (NNPDF) UE TNV Ty auTh, xodo¢ ETONE XAl UE TEOMYOUUEVES UETENOELS Baclouéveg
o€ adpoOVLa, @aiveTon oTo Lyrua 8.

xXviil



ITivaxkag 1: Ta anoteAéopata tng as(Myz) yia ta didgpopa PDFs.

PDF set

Oés(Mz)

Exp

NP

PDF

Scale

ABMP16

0.1179

0.0008

0.0008

0.0004

+0.0052
—0.0026

CT14

0.1138

0.0012

0.0012

0.0015

+0.0086
—0.0036

HERAPDF20

0.1161

0.0009

0.0009

0.0003

+0.0051
—0.0017

MMHT?2014

0.1146

0.0011

0.0012

0.0008

+0.0087
—0.0037

NNPDF31

0.1158

0.0012 | 0.0011 | 0.0006

+0.0087
—0.0038

NNLO

NNLO

NNLO

NNLO

LA L L Y L L Y L L B Y B
H1 multijets at low Q2 : EPJC 67:1 (2010)

ZEUS incl. jets in y p : NPB 864:1 (2012)

H1 multijets at high Q?: arXiv 1406.4709 (2014)
H1+ZEUS (NC, CC, jets) : EPJC 75:580 (2015)

H1incl. & dijet : EPJC 77:791 (2017)

CDF Incl. Jets : PRL 88:042001 (2002)

DO incl. jets : PRD 80:111107 (2009)

DO ang. correl. : PLB 718:56 (2012)

Malaescu & Starovoitov (ATLAS Incl. Jets 7TeV)
EPJC 72:2041 (2012)

ATLAS N, 7TeV : ATLAS-CONF-2013-041 (2013)
ATLAS TEEC 7TeV : PLB 750:427 (2015)

ATLAS TEEC 8TeV : EPJC 77:872 (2017)

ATLAS azimuth. decor. 8TeV : PRD 98:092004 (2018)
CMS Ry, 7TeV : EPJC 73:2604 (2013)

CMS tf cross section 7TeV : PLB 728:496 (2014)
CMS 3-Jet mass 7TeV : EPJC 75:186 (2015)

CMS Incl. Jets 7TeV : EPJC 75:288 (2015)

CMS Incl. Jets 8TeV : JHEP 03:156 (2017)

CMS R, 8TeV : CMS-PAS-SMP-16-008 (2017)
CMS tf cross section 13TeV : EPJC 79:368 (2019)
CMS multi-diff tf 13TeV : EPJC 80:658 (2020)
CMS Incl. Jets 13TeV : arXiv 2111.10431 (2021)
CMS RM 13TeV : New Measurement (2021)

World Average : Prog. Theor. Exp. Phys. 083C01(2020)

0.14 0.16 0.18 0.2
a S(MZ)

Yxnua 8: Xiykpon tng véas pétpnons s as(Myz) pe nponyolueves puetprioers faoiopuéves
o€ adpovia, kalds emiong kar pe tny onuepivr) arodektr) nuns tng tapauétpov (PDG).

XiX



Y€ 0eUTERO OTABLO EAEYYETOL 1) ECENEN TNS TWAC TN as(Q). T tov oxond auth, 1 TEQLOY T TNG
uétenone ywelleton o T€0OERLC EMPEPOUC UTO-TIEQLOYES Xou 1) Btodacior e€orywY e TNe as(My)
emavoloufdveton oe xdde uno-teployy| EeywploTd. Emeita, unoloyileton 1 uéon xhipoxa evépyelag
(@) v xdde vno-teploy| xan oflonoldvTog T €odoers Tng opddas enavakavovikoroinons (Re-
normalization Group Equations - RGE) npocbtiopileton tehixd ) tun e ag((Q)). Me auté tov
TPOTO ETUTUY YAVETOL 0 EAEYY0C TNe eEEMEN TN ag(Q) péypl xou Q@ = 2081 GeV, 6mou tapouctdlet
™V avopevouevn and Ty KBavtiny Xewuoduvauixny cuunepipopd, ywelc vo mapatneeital xdmota
ATOXAOT), OTWS QolveTal 0TO My 9.

~ 1 1 11 T T T LI B T T T T T T T ]
O 024} CMS Ry, 13 TeV : a (M) = 0115822 —
(%) - A CMS R, h .
o 0.22 — u CMS tt cross section —
N v CMS 3-Jet mass —
0.2F + CMS inclusive jets 7 TeV _T
B * CMS inclusive jets 8 TeV .
L . ATLAS R,, 8 TeV —
0.18— . CMS R,, 13 TeV —
- [N ., mmmmmmmm-- PDG 2020: aS(MZ) =0.1179+0.0010 .
0.16 — —]
0.14 — -
0.12— —
0.1— A DOinclusive jets -
- o DO angular correlation .
0.08 — o H1 ]
= o ZEUS * -
0.06 | =
1 1 11 1 | 1 1 1 1 1 11 1 | 1 1 1 1 1 11 1 | 1 1
2 3
10 10 10

O
@
D
S

Txtipa 9: Eleyxos g egéhidns g as(Q).

XX






Me Aé&eic un yehéoan.
Kopuid Lwn dev madpveto.
Ivéerle twe Toté tou
unte yevvriinxe xovelc,
unte xovelc medolvel.

K.IT KaBdgns, Awwridtng

xxi



Contents

I

1

Foundations: Theory and Experiment

The Standard Model of Particle Physics

1.1 Lagrangian formulation and Gauge theories . . . . . .. ... ... ... ....

1.2 Electroweak interactions and Higgs mechanism . . . . . . ... ... .. ... ..
1.2.1 The Gauge Sector . . . . . . . . ...
1.2.2  The Higgs Sector . . . . . . . . . .

1.3 Quantum Chromodynamics - Strong interactions . . . . . . . . . ... ... ...
1.3.1 The QCD Lagrangian . . . . . . . .. .. .. . ...
1.3.2  Feynman diagrams for QCD . . . . . .. .. ... ... 0.
1.3.3 Renormalization and the strong coupling . . . . . .. .. .. ... .. ..
1.3.4 Cross section predictions for pp collisions . . . . . . . ... .. ... ...

Particle accelerators and colliders

2.1 History - Types of accelerators . . . . . . . . .. ... . ..
2.1.1 Electrostatic . . . . . . . ..
2.1.2  Electromagnetic . . . . . . . . .. ...

2.2 Physics of circular accelerators and colliders . . . . . . ... ... ... ... ..

2.3 The Large Hadron Collider . . . . . . . . . . .. ..
2.3.1 LHC machine . . . . . . . . . . . . . . e
2.3.2 Physicsat the LHC . . . . . .. ... ... oo
2.3.3 LHC experiments . . . . . . . . . . . . . . e

Particle detectors - The CMS experiment

3.1 Particle and radiation interactions with matter . . . . . . . . ... ... ... ..
3.1.1 Interactions of charged particles with matter . . . . . . . ... ... ...
3.1.2 Interactions of photons with matter . . . . . . . . ... ... .......
3.1.3 Strong interaction of hadrons . . . . .. ... ..o o000

3.2 Detector types . . . . . . .. e
3.2.1 Photon detectors . . . . . . . .. ..
3.2.2 Scintillators . . . . . ...
3.2.3 Cherenkov detectors . . . . . . . . . ...
3.2.4 Gaseous detectors . . . . . . . ... L
3.2.5 Semiconductor detectors . . . . . .. .. ..o
3.2.6 Calorimeters. . . . . . . . . . ..

3.3 The CMS detector . . . . . . . . . . . . e e e
3.3.1 Superconducting magnet . . . . . ...
3.3.2 Tracking system . . . . . . ...
3.3.3 Electromagnetic calorimeter . . . . . .. .. ... 0oL

xxii

10
10
11
14
15
17
19
21

26
27
27
27
30
33
34
35
38



CONTENTS

3.3.4 Hadron calorimeter . . . . . . . . . . .
3.3.0 Muon system . . ... Lo L
3.3.6 Trigger . . . . . Lo

4 Jet measurement with CMS
4.1 Jet production in pp collisions . . . . . . .. . oo oL
4.2 Jet Algorithms . . . . . .. .
4.3 Event and Jet Reconstruction . . . . . . . . . . ... o Lo
4.4 Jet Energy Calibration . . . . . . . . ... .
4.5 Monte Carlo simulation . . . . . . . . . . . ...

II Physics analysis

96

5 Ra, measurement in pp collisions at /s = 13 TeV with the CMS experiment 97

5.1 Data and Monte Carlo samples . . . . . . . . . .. ... ... .. .. ...,
5.2 Software, Jet Reconstruction and Event selection . . . . ... ... ... ....
5.3 Data corrections . . . . . . . . . .. e e e
5.4 Monte Carlo sample processing . . . . . . . .. ...
5.5 Trigger studies . . . . . . ..
5.6 Detector level measurement . . . . . . . . . ... ..
5.7 Data Unfolding . . . . . . . . . . ..

5.7.1 Matrix Inversion method . . . . . . . .. .. ...,

5.7.2 Rag4 unfolding strategy - Response Matrix . . ... ... ... ......

5.7.3 Unfolding results - Particle level measurement . . . . . . .. . ... ...
5.8 Systematic Uncertainties . . . . . . . . . . ...
5.9 Data-MC comparison at particle level . . . . . . . .. ... ... ... .. ....

6 Fixed Order QCD for jet production
6.1 Technology of next-to-leading-order calculations . . . . . .. .. ... ... ...
6.2 Non-Perturbative corrections . . . . . . . . . . . . .. ... ... ...
6.3 PDF and scale uncertainties . . . . . . . . ... ... ... oL
6.4 Fixed Order predictions and Data-Theory comparison . . . . . . . ... .. ...

7 Determination of as(My) and ag(Q)) running test
7.1 R4 sensitivity to the strong coupling . . . . .. .. ... ... ... ... ..
7.2 Determination of ag(Mz) . . . . . . .
7.2.1 ABMPI16 . . . . .
722 CTL4. . . . e e
7.2.3 HERAPDF20 . . . . . ... .
724 MMHT2014 . . . .. ..
725 NNPDEF31 . . .. o
7.2.6 Discussion on theresults . . . . . ... ... ... oL
7.3 Running of ag(Q) . . . . . . . L L
7.4 Conclusion . . . . . . . . L

A Azimuthal (de)correlations of jets and R4 observable

B Phase space selection

xXxiil

101



CONTENTS

T Q@ =2 " 0O Q

e

Jet prefiring maps

Monte Carlo cross sections

Data and Monte Carlo Pile Up profiles
Jet Energy Resolution curves

Run 2 JEC uncertainty correlations
Unfolding corrections per year

Fixed Order predictions

174

175

177

178

179

181

183



Part 1

Foundations: Theory and Experiment



Chapter 1

The Standard Model of Particle Physics

The Standard Model (SM) of particle physics is the theory that is used to describe the prop-
erties of elementary particles and their interactions. Developed in stages starting in the early
1970s, the Standard Model is at the core of today’s understanding of fundamental particle
physics. It provides a consistent theoretical description for three of the four known funda-
mental forces that govern the universe: electromagnetic, weak and strong forces. The fourth
fundamental force is gravity, which is omitted and not yet incorporated within the Standard
Model context. However, for the scale of sub-atomic particle physics the effect of gravity is
so weak as to be negligible. Although the SM framework encapsulates our best understanding
of nature’s fundamental order providing remarkably successful predictions for the outcomes of
particle physics experiments, it does have limits since it lacks of explanation for a plethora of
phenomena like the neutrino masses, the dark matter, the hierarchy problem etc [1].

The Standard Model particles can be classified into two main categories: matter particles
and force mediators. The matter particles are further subdivided into two basic types: leptons
and quarks. Both quarks and leptons are fermions with spin 1/2 and are considered as elemen-
tary, appearing to have no internal structure for the distances that are accessible at modern
accelerator systems e.g Az > 107'® ¢m at the LHC [2]. Furthermore, quarks and leptons are
arranged into three so-called families or generations which are shown in Fig. 1.1. There are
six types (flavors) of quarks: up (u), down (d), charm (c), strange (s), top (¢f) and bottom
(b). They have electric charge +2/3 or —1/3 and exhibit hierarchical mass spectrum from few
MeV (natural unit system ¢ = 1) to hundreds of GeV (see Fig 1.1). Note also that the quarks
come in three different colours, mixing in such ways as to form colourless objects. Accordingly,
the six lepton types are: electron (e), electron neutrino (), muon (x), muon neutrino (v,),
tau (7) and tau neutrino (v,). The electron, the muon and the tau all have electric charge —1
and masses ranging from hundreds of kel to few Gel/. On the other hand, neutrinos are all
electrically neutral and exhibit tiny masses. For each lepton and quark there is an anti-lepton
and anti-quark respectively, with identical mass and opposite charge sign. Thus, adding up the
different leptons and quarks together with their anti-particles and taking also into account the
colour charge property of quarks, results in 48 (12 + 36) elementary particles.

Inside the SM scope, the interactions between particles can be viewed as the exchange of the
force mediators which are bosons with spin 1 (vector bosons). In particular, each fundamental
force has its own boson: the electromagnetic force is mediated by the photon () which is
massless and electrically neutral, the weak force is mediated by the electrically charged W=+
and the electrically neutral Z bosons with masses around 80 GeV and 91 GeV respectively,
while there are eight massless and electrically neutral gluons (g) mediating the strong force
which just like quarks, carry color charge allowing them to self-interact. Among the above



three forces, electromagnetic is the only long-range force exhibiting infinite range due to the
zero photon mass. On the other hand, the weak force is short-range (around 107'* m) due to
the non-zero W and Z boson masses. The strong is also a short-range force (around 1071 m)
despite the fact that gluons are massless, due to the asymptotic freedom phenomenon of QCD
described in Sec. 1.3. Hence, there are 12 force mediator particles in the Standard Model raising
the total number of elementary particles from 48 to 60. Last but not least, the Higgs boson
with spin 0 (scalar boson) and mass around 125 GeV/, discovered in 2012 by the ATLAS and
CMS experiments at CERN |3, 4], is an essential component of the Standard Model associated
with the Higgs field which is responsible for giving mass to W and Z bosons as well as fermions.
This leads to a total number of 61 SM elementary particles discovered to date.

The theoretical framework for the formulation of the Standard Model is provided by the
relativistic Quantum Field Theory (QFT). Each elementary particle is associated with a field,
the fundamental entity of any field theory. Motivated from classical mechanics, where the
Lagrangian is the fundamental concept capturing all the dynamics and characterizing the state
of a physical system, the SM is formulated in Lagrangian formalism where the equations of
motion are derived from the well-known stationary-action or least-action principle which will
be discussed in Sec. 1.1. The invariance of the Lagrangian under a set of transformations
(symmetries) and their importance in particle physics is also addressed in Sec. 1.1. The
formulation of the electroweak interactions and the Higgs mechanism are presented in Sec. 1.2.
Finally, the strong interactions are discussed in more depth in Sec. 1.3, since they consist the
main theoretical background for the physics analysis part (Part IT).

Standard Model of Elementary Particles

three generations of matter interactions / force carriers
(fermions) (bosons)

ss | ~2.2 MeVic* ~1.28 GeV/c* =173.1 GeVic* 0 =124.97 GeV/c*
charge | % % % 0

0
on [+ » (& » (b @ |- H
up charm top gluon higgs

=4.7 MeV/c* =96 MeV/c? =4.18 GeVic* 0
% % %

» (d % 8 /b?’Y/

down strange bottom photon

=0.511 MeV/c? =105.66 MeV/c* =1.7768 GeV/c* =91.19 GeV/c*

-1 -1 -1 0

% & s (W %» G 1
4

electron muon tau Z boson l

<1.0eVict <017 MeVic? <182 MeVic? =80.30 GeV/c*
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electron muon tau W boson

neutrino neutrino neutrino

Figure 1.1: The elementary particles of the Standard Model [5].



1.1. LAGRANGIAN FORMULATION AND GAUGE THEORIES

1.1 Lagrangian formulation and Gauge theories

To begin with, in classical particle mechanics the equations of motion can be derived based
either on Newtonian or Lagrangian mechanics. In the latter case, which is of particular interest
here, the dynamics of the system is summarized in the Lagrangian function L defined as:

L=T-V (1.1)

where T is the kinetic energy and V' the potential of the system. The Lagrangian is a function
of the coordinates ¢ and their time derivatives: L = L (q(t),q(t)). The action S is a quantity
defined with respect to the above Lagrangian as:

Sl = [ L. d(0) (12)

The dimensions of action are (Energy)x (Time). The stationary-action or least-action principle
postulates that the actual path followed by a particle between two fixed points ¢(t;) and g(t5)
is the path of least action. Mathematically, this principle leads to the derivation of the Fuler-
Lagrange equations of motion which are equivalent to Newton’s law (F' = ma):

— =0 (1.3)

Similar techniques can be applied in quantum (or classical) field theory. However, instead
of calculating the position of localized particles as a function of time, in a field theory the task
is the calculation of fields ¢ which are functions of position and time. The dynamics of the
system is described by the Lagrangian density £, which is a function of the fields and their
derivatives |6]:

£=L(6,0,0) (L4)

where the derivatives are defined as:

9, 10 = 0 190 =
=—=|-= b= — = -—, — 1.
Ou D+ (c 8t’v)’ 0 ox,, (c ot’ V) (1.5)

with z# the position 4-vector z* = (ct, x,y, z) and z, = (2°, —a', —2, —2®) respectively. Simi-

larly, the action here is defined as:

Ste) = [ d'oL (6.0,0) (16)
The relevant Euler-Lagrange field equations of motion, derived from the least-action principle

are:
oL oL

o, P i

09 "0(0,9)

Examples of Lagrangian densities for a free (no interaction terms) real scalar (spin 0) field

¢ with mass m, for a spinor (spin 1/2) field ¢ with mass m and for a massless vector (spin 1)
field A,, along with the relevant field equations of motion are:

=0 (1.7)

1. (spin 0) The Lagrangian density describing neutral' spinless particles with mass m is:

1 " 1 5.9
L= 5(0,0)(0"0) ~ 5m? (1.9

!For the description of spinless particles with charge 41, a complex scalar field with two degrees of freedom
is required rather than real.



1.1. LAGRANGIAN FORMULATION AND GAUGE THEORIES

where the Fuler-Lagrange formula, leads to the field equation of motion which is also
known as Klein-Gordon equation:

9,00 +m?*p =0 (1.9)

2. (spin 1/2) In the case of a spinor? field 1) of mass m the Lagrangian density is:

£ =5 ("9, —m) ¥ (1.10)

where 1 is the so-called adjoint spinor defined as 1) = ¥T7° and introduced here such that
Y1) is relativistically invariant. The v# (u = 0,1, 2, 3) are the Dirac 4 x 4 matrices, which
are written using the 2 x 2 Pauli matrices o (k = 1,2, 3) as:

0_ 1 0 k_ 0 Uk

The equation of motion derived from the Euler-Lagrange equations is the so-called Dirac
equation:
(iv"0, —m)Y =0 (1.12)

3. (spin 1) The last example concerns a vector field with mass m = 0 (like photon) A, with
source j,°, where the Lagrangian is written as:

1
L=—-F"F

1 L — A, (1.13)

where F* is the electromagnetic field tensor?. The Euler-Lagrange equations here, results
in Maxwell equations (in tensor notation):

O F = j¥ (1.14)

One of the main assets of the Lagrangian formulation, is that it provides a simple connection
between symmetry principles and the existence of conserved quantities. A symmetry is a set of
transformations of the fields which leave the Lagrangian of the system invariant. The relation
between symmetries of a system and conserved quantities is encoded in Noether’s theorem which
states that for any continuous symmetry of the action S, there always exists a corresponding
conserved quantity called current J#, which satisfies 0,J* = 0 [7]. Such symmetries can be
either external symmetries or internal symmetries based on whether they depend on changes
in spacetime or they are related to internal parameters respectively. Examples of the first type
of symmetries are the invariance of the Lagrangian under spatial translations (momentum con-
servation), time translations (energy conservation) and spatial rotations (angular momentum
conservation). On the other hand, the gauge symmetry of electrodynamics is an example of an
internal symmetry (electric charge conservation) which is described in detail below, in order to
enlighten the way symmetries are realized in a field theory.

’Dirac spinor v: 4-component vector represented by a 4-element column matrix used to describe fermions
with spin 1/2, composed from two 2-component spinors (one for particle and one for antiparticle) [1].

3j# is the current density 4-vector j* = (p,j) (natural unit system c¢ = 1), with p and j the charge and
current densities respectively.

4The object (second-rank antisymmetric tensor) that combines electric and magnetic fields into a single

entity, defined as: F*¥ = gFAY — 0¥ AH.



1.1. LAGRANGIAN FORMULATION AND GAUGE THEORIES

Starting from the Maxwell equations of electrodynamics:

. - 0E - S o

the two first equations can be re-written by introducing the potentials ¢ and ff, such that the
electric and magnetic fields are given by:

—

. L 9A LS

E=-V¢— —, B=VxA (1.17)

ot
which reduces the six components of E and B to four components of ¢ and A. However, the
correspondence between the electric and magnetic fields which are the physical quantities of
interest and the potentials ¢ and A is not unique. In particular, for any scalar field A the
transformation:
OA

S ot

gives the same electric and magnetic fields. Such transformations in potentials are called gauge
transformations implying a symmetry of the theory. In other words, the electromagnetic theory
18 invariant under the above gauge transformations.

Similarly, in a field theory the interest is focused on transformations of the fields that leave
the Lagrangian invariant. In the case of Quantum Electrodynamics (QED), this can be seen
by considering a complex scalar field ¢ with the Lagrangian:

L = (0,0")(9"¢) —m*¢'¢ (1.19)

A =A+VA, ¢ = (1.18)

which is invariant under the transformations:
¢ = ¢ =, ¢l = ¢t =eTl (1.20)

They are also called global gauge transformations because the parameter « is constant across
all the space-time points. However, the above Lagrangian is not invariant when considering
transformations where the parameter « has a dependence on the space-time points (x#) i.e.,:

¢— ¢ =g, gl = ¢ = et (1.21)

The above Lagrangian (1.19), is now not invariant under such local gauge transformations.
The demand for local gauge invariance, requires the presence of a new field A*, such that the
Lagrangian is modified as:

L= (D, (D"¢) —m?¢'p — ;lF“”FW (1.22)

where D, = 0, + iqA,, is the so-called covariant derivative, with ¢ representing the electric
charge. The Lagrangian 1.22 is now invariant under the local gauge transformations:

| 1
¢ ¢ =W, A, A=A, - (@) (1.23)
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where the covariant derivative is also transformed as:
Do — (Du(b)/ = em(x)<Du¢) (1-24)

The equations of motion derived from substituting Eq. 1.22 in the Euler-Lagrange equations,
are the Maxwell equations 1.14. The conclusion is that by imposing the invariance under local
transformations for a free complex scalar field, a massless vector field (A*) which is nothing
but the electromagnetic potential is introduced, together with a kinetic term for the vector
field. Even if instead of a scalar field the starting point was a Dirac spinor field, describing for
example electrons or positrons, the conclusion would be the same: the demand of invariance
under the relevant local gauge transformations implies the introduction of the photon field A
along with the need for a gauge invariant derivative i.e., the covariant derivative as above,
generating physically the electromagnetic interactions between charged particles as observed in
Nature [8].

The mathematical language for expressing symmetries is called group theory. For the QED
example discussed above, the local gauge transformation, U = €**®) is the simplest case of
a unitary gauge transformation i.e., UTU = 1. This can be also thought as a unitary 1 x 1
matrix, the equivalent of which in group theory language, is represented as a U(1) local gauge
transformation and the corresponding symmetry is a U(1) gauge symmetry®. Furthermore, the
QED is considered as a U(1) gauge theory, which leads to charge conservation. The U(1) group,
belongs to the abelian groups, meaning that two successive U(1) transformations commute:
U(ay)U(az) = U(ag)U(aq), in contrast to non-abelian groups where the group elements do not
commute. For example spatial and time translations consist an abelian group, while spatial
rotations are non-abelian group. Additionally, the category of the continuous or Lie groups
are those whose elements depend on one or more continuous parameters and U(1) is classified
as Lie group since its elements depend on the continuous parameter a(x). On the other hand,
there are also discrete groups where the elements depend on integer parameters, like parity P
and charge conjugation C.

In the general case, an element of a Lie group can be written as [7]:

el (1.25)

where «; are the continuous parameters, X; are the generators of the group and the index 7 in
the exponent implies a summation over all parameters and generators. There is one generator,
for each parameter required to specify a particular element of the group, while the total number
of generators gives the dimension of the group. For example, the spatial translation symmetry
has as generators the momentum operators (ei(ﬂ‘%)‘ﬁ), the time translation symmetry has as

generators the Hamiltonian (e‘i(t”[))'ﬁ ) and the spatial rotation symmetry has as generators

the angular momentum operators (e‘i¢ﬁ'f). The commutator [X;, X,] is proportional to some
linear combination of the generators of the group:

(X3, X5] = i fijn X (1.26)

where the constants f;;;, are called structure constants of the group. The number of generators
for a U(N) group is N? e.g 1 for U(1) group.

The above discussion can be generalized to more complicated gauge groups than U (1), since
all Lie groups can be represented by matrices. Besides the abelian U(1) gauge group used to

>The unitary group U(N) consists of all N x N unitary matrices.
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describe the electromagnetic interactions, the other two non-abelian Standard Model gauge
groups are SU(2) and SU(3) describing the electroweak (see Sec. 1.2) and strong interactions
(see Sec. 1.3) respectively. A group element of SU(N) is a unitary matrix N x N with
determinant 1, while the number of generators for the group is N? — 1 e.g 3 for SU(2), 8 for
SU(3). Therefore, the Standard Model is characterized by the SU(3) x SU(2) x U(1) symmetry
group. An additional concept from group theory which is relevant for the discussion below, is
the group representation. In general, a representation is any set of matrices that respects the
multiplicative structure of the group and hence, there are many representations for each group.
The N x N representation of a group of dimension N is called the reqular representation, though
there might exist other representations that are "smaller" than the regular representation. For
example, the regular representation for the SU(2) group consists of 2 x 2 unitary matrices with
determinant 1. A specific representation of a given group is called reducible if there is a smaller
representation and irreducible in the opposite case [7].



1.2. ELECTROWEAK INTERACTIONS AND HIGGS MECHANISM

1.2 Electroweak interactions and Higgs mechanism

The electroweak sector corresponds to the SU(2) x U(1) piece of the SM symmetry group
with gauge bosons W*, Z for SU(2) and B, for U(1) respectively. For the electroweak inter-
actions formulation and the calculation of the relevant couplings of the W*, Z bosons and of
the Higgs particle with the fermions and among themselves, the Lagrangian can be split into
two parts [9, 2]:

L = Lyquge + LHiggs (1.27)

where each term (sector) is addressed in turn below.

1.2.1 The Gauge Sector

The first term in equation 1.27 involves the gauge bosons and the fermions and is written
as:

gauge _ Z FA FAMV _ B B" ﬁLW“Dqu + ZERWMDM/)R (1.28)

where B, = 0,B, — &,BH, is the gauge tensor constructed from the gauge field B, which is
associated with U(1)®. The F), gauge tensor in equation 1.28, is defined as: F4 = 9, W" —

n

8,,Wlf‘ — geapcW, BWC where W!A correspond to the three SU(2) generators, g is the gauge

coupling described below and e4pc are the SU(2) structure constants which here coincide with
the totally antisymmetric Levi-Civita tensor’.

Accordingly, ¢, and vy are the lefi-handed and right-handed components of fermion fields.
The chirality or handedness operator (i.e., right/left-handed) is 7° = i7%y14?93 and defines a
quantity which is the same as the helicity operator (the projection of the spin onto the direction
of momentum) for massless particles. Any Dirac spinor ¢ can be written in terms of left-handed
and right-handed chiral states, as ¥ = ¢, + g, where the left-handed (1) or right-handed

(1r) chiral particle states can be projected using the projection operators:
1 5 1 5
PL=§(1—7) PR=§(1+7) (1.29)

such that:
Yrr=[1F7°)/2]¢ Urr=P[(1£7°)/2] (1.30)
The electroweak theory is a chiral theory, in the sense that left-handed (1) and right-handed
(Yr) particle states have different behaviour and transform as different representations under
the gauge group, which allows the parity and charge conjugation non-conservation in EW
interactions.
The covariant derivatives in equation 1.28 are given by:

3
. 1
Dyrr = |0, +ig Y 1t ;Wi +ig'=

2YL,RBu VLR (1.31)
A=1

where tﬁ r are the three generators from the SU(2) symmetry in the reducible representation,
following the commutation relations: [tf) ottt = ieapcty r). The Y, is the generator of the

6The gauge field B, does not coincide with the photon field A, and the relevant quantum number is not
identical with electric charge.

Teapc is 1if (A, B,C) is an even permutation of (1,2,3), —1 if it is an odd permutation and 0 if any index
is repeated.

10
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U(1) symmetry which is called hypercharge, related to the electric charge generator () via:
Q=13 +1/2Y, =t +1/2Yp (1.32)

while the ¢’ represents the U(1) gauge coupling. In the above expressions, the charged Wlf
fields are described by W/}’z, while the weak neutral gauge boson Z, and the photon A, from
combinations of W and B,,. The interactions of W* are also known as Charged-Current (CC)
interactions, in contrast to Z and photon interactions which are called Neutral-Current (NC)
interactions. All the expressions for the fermion coupling of the gauge bosons can be derived
from Eq. 1.28 with the use of 1.31. By defining the weak mizing angle Oy = tan='(g'/g), the
positron electric charge is given by e = gsinfy = ¢'cosfy, and the particle fields are [10]:

A, = B,cosby + Wisin@w (1.33)
Wiz w?
W, = M (1.34)
V2
Z, = —B,sinfy + WSCOSQW (1.35)

Finally, the weak interaction coupling ¢ is related to the electromagnetic coupling i.e., the
fine-structure constant of QED (a = €*/4m = 1/137) via the weak mixing angle:

g*sin*Oy = e* = dra (1.36)

Furthermore, the study of the effective four-fermion interactions allows the calculation of the
relation between g and the Fermi coupling constant G which is precisely measured in muon
decays via:

Gr/V2 = g*/SM}, (1.37)

where My, is the W boson mass. Note that the fermion masses together with the W* and Z
masses will be introduced in Sec. 1.2.2 where the Higgs mechanism is addressed.

1.2.2 The Higgs Sector

The second term in equation 1.27 involves the spontancous symmetry breaking® of SU(2) x
U(1) symmetry for the generation of masses for the gauge bosons W, Z and for the fermions
and is formulated as:

ﬁHiggs = (DMQS)T(DHQS) - v(¢T¢) - J)LrwRQS - &RFTQbLQﬁT (138)

where ¢ is a column vector and here corresponds to a doublet such that:

o= (%) (139)

where ¢* and ¢° are complex fields containing 4 degrees of freedom in total i.e.,:

_ L (o +io
¢= V2 (¢3 + Z¢4> (1.40)

8The spontaneous symmetry breaking in contrast to explicit symmetry breaking, leaves the Lagrangian in-
variant under the symmetry, while the ground state of the theory does not exhibit the same symmetry and is
not invariant.

11
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The covariant derivative in Eq. 1.38 is given by:

3
Dup = |0, +igy t'Wi+ig (Y/2)B,| ¢ (1.41)
A=1

with ¢4 and Y/2 representing the SU(2) and U(1) generators in the reducible representation
(see also Eq. 1.31, 1.32). The quantities I" in Eq. 1.38 are matrices allowing the invariance of
the Yukawa couplings’ under the Lorentz transformations and gauge groups.

The potential V(¢) in Eq. 1.38 which is symmetric under SU(2) x U(1) is:

V(816) = —266 + SA(610)? (1.42)

The minimum of this potential is the classical analogue of the quantum mechanical vacuum
state i.e., they both represent the states of minimum energy and is obtained from the vacuum
expectation value (VEV) of ¢, denoted by v. The parameter A in Eq. 1.42 must be positive,
otherwise the potential V' has no stable vacuum state. In the case where the parameter p?
is also positive (4 > 0) the potential has a minimum at |¢| = \/¢T¢ = 0 which leaves the
electroweak symmetry unbroken in the vacuum. On the other hand, when p? < 0 then the

potential has a minimum at:
2

te . T
PP = o =

In fact, there is an infinite number of degenerate states
satisfying FEq. 1.43 which are related to each other via
the U(1) local gauge transformation ¢’ = ¢*@¢ and
correspond to a spherical surface in four dimensions
upon which the potential is minimized. The choice
of any of such state causes the spontaneous symmetry
breaking of SU(2) x U(1) symmetry, which is graph-
ically illustrated in the complex plane in Fig. 1.2.
Hence, there is a freedom in the selection of the ba-

sis of states ¢1,...,¢4 for the expression of the non-  pigure 1.2: An illustration of the
zero vacuum expectation value v and the selection  priggs potential for p2 < 0 [11].

(6a) = v = 22, {6n) = {6n) = {6) = 0 gives™:

olol0) = —= (1) (1.4

With the introduction of a new real scalar field H with zero vacuum value, (H) = 0, the
VEV and the field equations are written:

(0]¢|0) = % (fo) , o= % (U f;ﬁ?@) (1.45)

The replacement of the first equation, in the potential equation 1.42 gives:

(1.43)

2,,2

2 2
“; TR Ly - R & (1.46)

V= _
V2u 82

9Couplings for the interactions of fermion-boson fields.
ODirac notation where the expectation value of A with respect to a state « is given by (A) = (a|Ala).

12
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Accordingly, the Lagrangian in Eq. 1.38, using the covariant derivative from equation 1.41
and also the Wf, Z, and A, fields from equations 1.33, 1.34 and 1.35, becomes:

1 1 1
Liriges = 5((9“111)(8%1) + Zg%%v;vv,; + Z(g'Q + WP Z, 7" — NP H?

+ cubic interaction terms + quartic interaction terms + const.

(1.47)

where the first term corresponds to the kinetic term of H field, the second is interpreted as the
mass term for the W boson which acquires mass:

2
M2 =92 (1.48)
4
the third term in Eq. 1.47 stands for the Z boson mass term, with:

+ g/2)v2 M2
Mz =Y = W 1.49
d 4 cos20y, ( )

The last term in Eq. 1.47 is interpreted as the mass term for the scalar Higgs field (H), where
the mass for the Higgs boson is:
M3 = 2)\0* = 24 (1.50)

Therefore, by breaking the SU(2) x U(1) local gauge symmetry with the above procedure,
the W and Z bosons acquire masses while the photon remains massless (no mass term for the
photon in Eq. 1.47), M4 = 0. On the other hand, the Goldstone theorem [12| postulates that
the spontaneous breaking of continuous global symmetry implies the existence of one or more
massless scalar particles. Here from the four SU(2) x U(1) generators, three are spontaneously
broken and are identified as the three of the four Higgs field degrees of freedom. However,
from the initial four degrees of freedom of the Higgs field, two are absorbed by the W* gauge
bosons, one by the Z gauge boson, and there is one remaining degree of freedom, H, that is the
physical Higgs boson, discovered in 2012 by the ATLAS and CMS experiments at CERN |3, 4].
From the combination of Eq. 1.37 and 1.49 the vacuum expectation value of the Higgs field is

calculated at v = (\/§GF)_1/2 ~ 246 GeV [10]. Though, the existence of the free parameter A
prohibits the a priori prediction for the Higgs mass which is only experimentally measured at
my = 125.10 & 0.14 GeV and hence A =~ 0.13 [10]. Moreover, with the same mechanism the
fermions of the SM also acquire masses m; which are proportional to the fermion-Higgs Yukawa
couplings g, 7 i.e., my = g,7,v and represent free SM parameters that are only experimentally
measured. Finally, the SU(3) symmetry remains unbroken and hence the gluons are massless.
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1.3 Quantum Chromodynamics - Strong interactions

Quantum chromodynamics (QCD) corresponds to the unbroken gauge theory based on the
SU(3) group. As already mentioned above, there are eight massless gauge bosons named gluons
with spin 1 mediating the strong force among the only strongly interacting fundamental fields of
the Standard Model: quarks and gluons themselves. Both quarks and gluons carry an internal
quantum number called colour existing in three varieties (N. = 3) which are usually labelled
as red, green and blue. As will be discussed later in this section, the colour-charged particles
are never observed isolated, but only confined in bound states: the hadrons. Apart from the
colour charge, gluons carry no other intrinsic quantum number. In contrast, quarks carry an
additive baryon number B which is +1/3 for quarks and —1/3 for antiquarks, as well as all the
additive quantum numbers shown in Tab. 1.1. Note also that for the antiquarks all the signs
shown in this table are reversed.

Table 1.1: Quarks quantum numbers [10].

d u s c b t

electric charge (Q) —% +% -3 +3 —3 +3
isospin (I) 5 5 0 0 0 0

isospin z-component (I.) —3 +5 0 0 0 0
strangeness (S) 0 0 -1 0 0 O

charm (C) 0 0 0 +1 0 0

bottomness (B) 0 0 0 0 -1 0
topness(I) 0 0 0O 0 0 +1

In the Standard Model there are two types of hadrons: mesons and baryons. The mesons are
bound states of quarks ¢ and antiquarks ¢ and thus they have baryon number B = 0. Typically,
mesons are classified into multiplets according to their J¥¢ quantum numbers, where J is given
by the orbital angular momentum [ and spin s relation: |l —s| < J < |l + s|, with s = 0 for
antiparallel quark spins or s = 1 for parallel quark spins. The charge conjucation C'is given
by (—1)"* and P is the parity defined as (—1)""!. The states with [ = 0 can be either 0~
or 17~ which are called pseudoscalar and vector mesons respectively. Accordingly the orbital
excitation with [ = 1 can be 07" named scalar, or 17" called azial vector, or 271 which are
the tensors. The lightest known mesons are the pions m which are pseudoscalars 0~ and can
be either charged 7+ composed by ud (7+) and @d (7~) with mass around 140 MeV/c?, or
electrically neutral made of the superposition \/ii(dci— ui) with mass around 135 MeV/c? [10].

In general, baryons have baryon number B = 1 and are composed by three quarks (qqq)
plus any number of quark-antiquark pairs ¢q. However, almost all the observed baryons are
made of three quark configurations, although recently the LHCb collaboration published the
first evidence for the observation of pentaquark states [13|. Baryons are also grouped into
multiplets according to their quantum numbers. Based on the quark content and the isospin
quantum number they are classified into six categories: Nucleons (N's), Deltas (A’s), Lambdas
(A's), Sigmas (X's), Xis (Z's) and Omegas (2's). Besides the main symbol which is normally
defined by the minimal number of u plus d quarks together with the isospin number, there
might also exist a subscript indicating the content of heavy quarks e.g =, or =... The N's have
a minimal content of three u and/or d quarks and isospin 1/2, while A’s have also the same rule
for the contents but have isospin 3/2. Both the A’s and ¥'s have two u and/or d quarks but
their isospin is 0 and 1 respectively. The Z's have one u or d quark and isospin 1/2 and finally
2's have no u or d quarks and isospin 0. The lightest known baryon is the proton p which is
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composed of uud quarks (Nucleon) with a mass around 938 MeV/c?, while the neutron n with
udd quark content (Nucleon) is slightly heavier with a mass around 940 MeV/c? [10].

In contrast to the other Standard Model sectors which were only briefly discussed above,
the Quantum Chromodynamics will be presented more extensively. The Lagrangian of QCD
is defined in Sec. 1.3.1, where the confinement and asymptotic freedom properties of QCD
are also introduced. In Sec. 1.3.2 the basic QCD Feynman rules and the transition from
Lagrangians to the measurable cross sections and decay rates are addressed. The main concept
of renormalization and its application in QCD via the strong coupling constant is discussed in
Sec. 1.3.3, while the basic formulation for cross section predictions in pp collisions is presented
in Sec. 1.3.4. Moreover, the fundamental concepts for QCD Fixed Order (FO) predictions will
be discussed later in Chapter 6.

1.3.1 The QCD Lagrangian

The Lagrangian density for Quantum Chromodynamics is formulated as |14, 2]:

Locp= Y & (@)[iy"D, —my],; o (x —-ZF;VFW (1.51)

ny flavors

where ny is the number of different flavours, zﬂjf(:v) and @f(x) are the quark and antiquark
spin-1/2 Dirac field spinors with colour 4, flavour f and mass my. Accordingly, there is a field
Afj(x) describing the massless spin-1 gluon with colour index «. In fact, the Lagrangian in Eq.
1.51 corresponds to the classical QCD Lagrangian and should be extended to contain gauge
fixing and ghost terms which enable the usage of perturbation theory and the derivation of
Feynman rules discussed in the following section [15]. The covariant derivative in the above
equation is given by:

D, =0, —1gA, = 0, —igst" A} (1.52)
where g, is the QCD coupling constant: ag = g2 /4w, which is the only fundamental parameter
of QCD besides the quark masses arising from the electroweak symmetry breaking. The ¢t are
the SU(3) generators and are represented as 3 X 3 matrices (t* = A*/2, where \* are the Gell-
Mann matrices) acting on quark fields which are colour triplets, encoding the quark colour’s
change (rotation in the SU(3) space) from the quark-gluon interaction [10]. The gluon field
tensor is defined as:

F, = 0,A7 — 0,A; + gsf“bcAb A (1.53)
where f%¢ are the SU(3) group structure constants.

The algebra of the SU(3) colour group contains some extremely useful relations for the so-
called colour factors. Firstly, the relation t4t;) = Crd,. includes the colour factor Cr which is
associated with the gluon emission from a quark and is given by: Cr = (N? —1) / (2N,) = 4/3.
Secondly, the relation facpfeep = Cadap contains the colour factor Cy which is associated
with the gluon emission from a gluon, with C4 = N. = 3. From these two relations, the
relative gluon emission from a gluon to the gluon emission from a quark is calculated as:
C4/Cpr = 9/4, implying that gluons radiate more than two times stronger than quarks. The
last relation is t/;t3 = Trdap, where Tk is associated with the colour factor for a gluon split
to a quark-antiquark pair with T = 1/2. Therefore, from the comparison of C'4 with Tx the
conclusion is that gluons split into a gluon pair almost 6 times (C4/Tg) more often than into
a quark-antiquark pair |10, 16].

Two of the most important properties of QCD are the confinement and asymptotic freedom
which will be further discussed in Sec. 1.3.3. The confinement phenomenon dictates that the
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colour-charged quarks and gluons cannot be observed isolated as free particles and hence, the
physically observed particle spectrum consists of colourless or colour-singlet states. The only
combinations of quarks leading to such colourless bound states are quark-antiquark pairs and
3-quark (or three antiquark) combinations forming the well known mesons and baryons (or
antibaryons) respectively. On the other hand, the asymptotic freedom phenomenon stands for
the fact that the strong coupling constant ag becomes smaller at short distances or correspond-
ingly at high energy scales, while it increases at large distances or correspondingly at low energy
scales. This means that quarks and gluons interact weakly at asymptotically short distances
becoming asymptotically free i.e., the effective coupling goes to zero at zero distance. It is worth
of mention that referring to the force couplings as "constants" might be misleading, since the
couplings are not truly constants but they rather depend on the energy scale or equivalently on
the distance at which they are probed. The asymptotic freedom of QCD is in contrast to QED,
where the observed charge of the electron decreases at large distances due to the screening of its
electric charge by vacuum polarization. However, the main difference between QED and QCD
is that gluons carry colour charge (while photons are electrically neutral) and subsequently they
interact among themselves, creating the so-called anti-screening effect [15].

The value of the strong coupling determines the applicability of perturbation theory for
QCD solutions. In principle, perturbative methods can be applied when the strong coupling ag
is rather small (ag << 1), which holds only at small distances or equivalently at large energy
scales. In such case, any observable f can be predicted as an order-by-order expansion in the
ag:

f = fias + fo0% + fza% + ... (1.54)

where the commonly used technique for calculating the coefficients f; is the Feynman diagram-
matic technique addressed in Sec. 1.3.2. In practice, perturbative techniques play a crucial role
for predictions in proton-proton collisions at the LHC, where typically only few terms of the
above series are calculated providing fized-order (FO) predictions (see Chap. 6) in the strong
coupling (o).

On the contrary, the growth of the strong coupling constant at large distances (or equiva-
lently low energies) imposes the requirement for non-perturbative methods for the determina-
tion of low energy properties of QCD. Lattice @QCD (LQCD) is one of the main non-perturbative
methods used and is based on the discretization of space-time resulting in a 4-dimensional lat-
tice with quark fields placed on sites and gluon fields on the link between sites. Then, using
Monte Carlo sampling over all possible field configurations and the calculation of the relative
likelihood of different field configurations, leads to the solution of QCD. However, the complex-
ity of LQCD calculations and the availability of the computational resources restricts the usage
of the method to a small number of applications, not highly relevant to LHC proton-proton
collisions, yet [17]. An example of LQCD application is the study of quark-antiquark (¢q)
potential approximated by [2]:

ag(r)

Vg = Cp [ +...+ar} (1.55)
where Cr = 4/3 is the color factor described above, r the relative quark-antiquark distance
and o a free parameter. The observation is that at short distances the potential has a Coulomb
part, while at long distances it is described by a linearly rising term. The latter provides an
intuitive explanation to the confinement phenomenon, since it makes the separation of a qgq
pair energetically impossible. Consequently, when a ¢g pair is created at one space-time point
(e.g ete annihilation), the two particles start moving away from each other until it becomes
energetically favourable to create additional pairs, which neutralise the colour and allow the
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final state to be reorganised into jets of colourless hadrons, through the hadronization process
(see also Chapter 4).

1.3.2 Feynman diagrams for QCD

The perturbative calculations are performed according to the Feynman rules which are
obtained from the Lagrangian introduced above. The derivation of the Feynman rules is based
on the action [15]:

S= z‘/d%ﬁ(m) (1.56)

which leads to the phase of transition amplitudes from the Lagrangian density. The latter can
be split into two terms: a free (non-interacting) term £y and an interaction term Ly, such that:

S§=8+S8, S = i/d4x£0(x), S = i/d4x£1(x) (1.57)

The &y term leads to two-point functions whose inverses define the particle propagators, while
the interaction terms of S; are represented by wvertices.

The fermion propagators and particularly the quark propagators are obtained from the
momentum-space operator replacement (9, — —ip,). On the other hand, the definition of the
gauge boson propagators and specifically the gluon propagator is not feasible without adding a
gauge-fizing term in Eq. 1.51, where a typical gauge choice is the Lorenz gauge defined by the
condition 9, A" = 0 which leads to the term:

'Cgauge—fixing 5 (a,quc) (158)

where £ is an arbitrary parameter. However, the inclusion of a gauge fixing term in non-
Abelian theories such as QCD, introduces also unphysical degrees of freedom that must be
cancelled. This is achieved by introducing yet another term in the Lagrangian which represents
an unphysical set of fields, the ghosts, which are scalars but have Fermi statistics. In practice,
this means that for every diagram with a closed loop of internal gluons containing only triple-
gluon vertices, a diagram where the gluons are replaced by ghosts should be added [18]. Hence,
the complete QCD Lagrangian is written as:

1
— (040 4 Lot (1.59)

Loco =y V@) iy Dy —mylyvf(2) - 5 Z Fp Fom = o

ny flavors

The quark propagator (shown in Fig. 1.3A)! is given by:
(1.60)

where p = +#p,, p is the momentum and m, the mass of the quark and 0% is the Kronecker
delta function. The ghost propagator (shown in Fig. 1.3B) is:

i a
50 b (1.61)

L All the diagrams in this thesis were drawn with the online Feynman diagram maker from [19].
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Figure 1.3: Graphical representation for quark

(A), ghost (B) and gluon (C) propagators.
Figure 1.4: Graphical representation for
quark-gluon (A), ghost-gluon (B), three-gluon
(C) and four-gluon (D) vertices.

where k here represents the ghost particle momentum. The gluon propagator (shown in Fig.
1.3C) is formulated as:
_iDuV(k)
L2
where in the Lorenz gauge D,v(k) is defined as D, (k) = g, — (1 =) k‘;’;”, with g,, the metric
tensor where all the elements are 0 except the diagonal which are (+1,—1,—1,—1).
Correspondingly, there are algebraic factors for the vertices which represent the particle
interactions. For the quark-gluon vertex (shown in Fig. 1.4A) it is:

’igs’yu(ta%i (163)

where g; is the strong coupling and (¢%),; the color factor from the SU(3) colour group described
above. For a ghost-gluon vertex (shown in Fig. 1.4B) the factor is given by:

gs(p + k)r [ (1.64)

§eb (1.62)

where f2¢ is the SU(3) group structure constant. Finally, for the three-gluon (3g) and four-
gluon (4g) vertices (shown in Fig. 1.4C and 1.4D) the factors are:

(3g) : —guf™ (ks — ks)"g"" + (ka — k1)"g"" + (ks — ka)"g""] (1.65)
<4g) . _Zgg [fabefcde <g,upgua o g;w'gup) + facefbde <g/u/gp0' - gpagup) 4 fadefbce (gm/gpo' o g,upgua)]
(1.66)

A pictorial representation of the QCD Lagrangian from Eq. 1.51 (without the ghost) contribu-
tions is shown in Fig. 1.5. Note also that arrows on the quark and ghost propagators indicate
the flow of the particle number and, in the cases of the quark propagator and the ghost—gluon
vertex, they also indicate the momentum flow. Moreover, the standard Feynman diagram rules
e.g., 4-momentum and baryon/lepton number conservation at each vertex, also apply here.
Effectively, the Feynman calculus allows the computation of the quantities that can actually
be measured: cross sections (o) and decay rates (I'). In both cases the two main ingredients
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LoD [+ Dreee ]+ [m}m %]

Figure 1.5: A pictorial representation of the QCD Lagrangian (no ghost contributions) [20].

are the amplitude M of the process and the available phase space. The former contains all the
information about system’s dynamics and is obtained by considering all the possible Feynman
diagrams for the specific process. The phase space ingredient is purely kinematic depending on
the masses and 4-momenta of the process participants. For example, for a 2 — N scattering
process, the (differential) cross section is formulated as follows [21]:

1 d’py 1 2 4
= 2 (4) _
do 2EA2Ep[vs — vg| (H (2m)3 2Ef> X [Mpasps = ) 2m) 07 pa + pe E :pf)

f

(1.67)
where E 4, Eg and p4, pg are the 4-momenta of the initial state colliding beams, |v4 —vg| is the
relative velocity of the beams as viewed from the laboratory frame, py and Ey are the 4-momenta
of the final state particles and M is the invariant matrix element (scattering amplitude) which
is computed from Feynman diagrams. The latter (M) contains all the information related to
the specific physical process such as the coupling constant dependence, whereas everything else
in Eq. 1.67 are kinematic factors which are the same for all 2 — N processes. The (differential)
decay rate formula in terms of M, for a decaying particle at rest is:

ar=— (1;[ éf;3%> X [M(ma— {p 1) (2n) '8 (pa— Y py) (1.68)

ma

1.3.3 Renormalization and the strong coupling

In the above discussion on Feynman diagrams, only tree-level diagrams were considered,
which means that no loops were contained in them. In fact, all the above processes exhibit
higher order contributions called radiative corrections from diagrams that do contain loops.
Examples of diagrams accounting for contributions to the quark self-energy, the gluon self-
energy and the quark-gluon vertex at one loop are shown in Fig. 1.6.

(A) (B) (C) :

Figure 1.6: Ezamples of one loop contributions to the quark self-energy (A), the gluon self-
energy (B) and the quark-gluon vertez (C).

The evaluation of physical quantities such as couplings or amplitudes to a specific order in

perturbation theory translates to the summation of the tree level Feynman diagrams (Leading
Order - LO) plus a certain number of loops, where the order in the perturbative expansion
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increases with the number of loops. However, the calculation of such radiative corrections is
rather than trivial since they are #ll-defined. This is because each diagram that contains a
loop, involves an integration over the loop momentum which is allowed to vary up to infinity
k — oo, also called wltra-violet (UV) region. The treatment of such UV divergences is called
renormalization and allows the absorption of those divergences in the quantities that appear in
the Lagrangian such as masses and coupling constants [22, 23]. In that sense, renormalization
enables the extraction of finite predictions from mathematically divergent quantities.

In general, the renormalization process involves three separate steps. In the first step, a
requlator or cut-off A is artificially introduced such that all the integrals become finite. An
example is the dimensional regularization where the integrals are calculated in a number of
dimensions D = 4—2¢ where the loop integrals converge. In the second step, any free parameter
of the theory is made adjustable as function of the above cut-off. In the last step, the regulator
is removed again (A — oo, € — 0) while at the same time the cut-off dependence of the
parameters is chosen in such way as to cancel the UV divergences with the addition of new
counterterms in the Lagrangian [24|. However, changing the spacetime dimensions in order
to make integrals convergent, enforces the introduction of an arbitrary parameter p called
mass parameter or renormalization scale which accounts for the dimensional difference and
preserves consistent dimensions (units) for all the renormalized quantities. For example, the
strong coupling constant is dimensionless which means that in the dimensional regularization
the strong coupling g, is replaced by the g,u€, in order to keep gs; dimensionless for all e. It
becomes obvious then, that the value of the strong coupling ag (g = g2/47) depends on the
scale v at which it is evaluated: ag = ag(u), where the exact dependence is investigated below.
From the experimental point of view, the renormalization scale p is related to the physical scale
of the process i.e., the scale at which the process is studied or the experimental measurement is
made. For example, for a process involving a momentum transfer (), the strength of the QCD
interaction is given by ag(p) with p ~ @ [17].

The renormalization process leads to a Lagrangian which has exactly the same form as the
original Lagrangian, though written in terms of the renormalized fields and parameters. The
counterterms that are incorporated, include the part which cancels the corresponding diver-
gence but also a finite part which is arbitrarily chosen. The prescription for the determination
of such finite parts is called the renormalization scheme |24]. The most common choice for
QCD calculation is the M S scheme, where MS means Minimal Substraction (MS) which is
itself another scheme. In the AS scheme, all the masses and couplings are dependent on the
renormalisation scale p and the exact dependence is defined by the Renormalization Group
FEquations (RGE). For the strong coupling, which is of particular interest here, the RGE is
formulated as [15]:

Oas(1?)
2 _ 2
8—ﬂ2 = Blas(p”)) (1.69)
where the £ function of QCD is perturbatively expressed as:
Blas) = —aj (bo + bias + bya + O(a%)) (1.70)

with:

b 33 —2ny 153 — 19ny 77139 — 15099n ¢ + 32571? 171

T 12w YT 24x T 345673 (1.71)

where n; is the number of quark flavours which have mass lower than p. Clearly, the first
coefficient by is positive for ny < 16 and considering the minus sign in Eq. 1.70, the term
—a? - by is negative. Having also in mind the corresponding QED £ function coefficients, which
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for one fermion flavour is: ]
2
6QED(05) = 37‘(’04 + ... (172)
it is obvious that QED and QCD have opposite sign for the first S function coefficient, with
the minus sign in QCD arising from the non-Abelian interactions of the theory i.e., gluon self-
interactions, which is the origin of the asymptotic freedom property of QCD described above.
After keeping only the leading term by and ignoring all the other terms in the perturbative

expansion of Eq. 1.70, the solution for Eq. 1.69 is written:

2y _ as(p?)
) T R (@ i s )

which relates the value of the strong coupling at a scale () to a reference scale u, if both scales
are in the perturbative region. The crucial role of the by positive sign becomes visible also here,
since for higher scales () the ag coupling decreases resulting in asymptotic freedom. A standard
choice for the reference scale is the well-known Z-boson mass (u = My), with the latest world
average value given in (2020) PDG [10]:

ag(M2) = 0.1179 4+ 0.0010 (1.74)

An alternative formulation is obtained by introducing a dimensionful parameter in the
as(Q?) definition. This parameter is called Agep and corresponds to the scale at which the
strong coupling would diverge when an extrapolation in the non-perturbative domain is per-
formed, while at the same time it indicates the scale where the ag(Q) becomes large. The
value of Agep is not theoretically predicted and the experimental measurements have shown
that Agop ~ 200 MeV. This means that the strong coupling becomes large or equivalently the
perturbation theory breaks down for scales close to the light hadron masses Q ~ 1 GeV [15].
Finally, the formulation of the ag(Q)) with respect to Agep, retaining again only the leading
term, is:

1
bo - In (Q*/Aep)

which leads to the evaluation of ag(Q?) for a given value of Agep.

as(@?)

(1.75)

1.3.4 Cross section predictions for pp collisions

The perturbation theory can be applied for interactions between par-
tons at short-distances or equivalently large energy scales. Therefore, for
a high-energy scattering experiment based on a hadronic initial state,
more elaborate techniques are needed for the cross section calculation.
The solution is given by the factorization theorem which separates the
treatment of the processes of interest into different regimes, according to
the scales of momentum transfer involved. In the case of pp collisions,
at high scales (or short distances) the constituent partons of the incom-
ing proton beams interact producing energetic outgoing partons. This
"hard" subprocess is perturbatively calculable yielding to the partonic Figure 1.7: Sketch
scattering cross section (& in Fig. 1.7). On the other hand, at lower of a hadron-hadron
scales of the order of 1 GeV/ as discussed above, the incoming partons hard-scattering pro-
are confined in the beams and non-perturbative methods are required cess [25].
for describing the interaction. In practice, those "soft" long-distance
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subprocess are not calculated from first principles and are modelled through the Parton Dis-
tribution Functions (PDFs).

A PDF fi/n (x, puy) represents the effective density of partons of flavor i, as a function of
the momentum fraction z; (p; = z;p,) when a hadron h is probed at the factorization scale
ftr. At leading order, it can be physically interpreted as the probability to find the parton 7 in
the hadron h with momentum fraction x;, parametrizing the transition of incident hadrons to
incident partons. The py parameter is a cut-off artificially introduced for the treatment of the
divergences arising in cross section calculations with incoming partons, which is reminiscent
of renormalization for the coupling constant discussed above. The difference here is that the
divergences are not in the ultraviolet region but in the infrared region, arising from the collinear
emissions with transverse momentum k; — 0 of the incoming partons i.e., the cross section for a
process with incoming partons (with virtual corrections included) are collinear unsafe. The idea
is that introducing the parameter p ¢, any emission with £, < uy will be absorbed into the PDF
itself, in a similar way as the strong coupling constant and the other fundamental theoretical
parameters absorb the ultraviolet divergences. Technically, in most cases the factorization
scale ps (i.e., the scale at which the PDFs are determined) is chosen to be equal with the
renormalization scale, symbolized with p, from now on (i.e., the scale at which the strong
coupling is evaluated) and both denoted as @ (i.e., the scale of the process). In analogy with
the renormalization group equation 1.69, the corresponding equations used to describe the scale
evolution of the PDFs are the Dokshitser—Gribov—Lipatov—Altarelli-Parisi (DGLAP) equations
[17], not discussed further here.

The PDFs describe the densities not only for the u and d quarks, known as valence quarks,
but also for the gluons and the so-called sea quarks. The latter are generated from the emission
of gluons which are not immediately re-absorbed and split into quark-antiquark pairs i.e., the sea
partons which have increasing lifetime with decreasing momentum fraction x. Moreover, with
increasing scale the probed time intervals become smaller and smaller and therefore the quantum
fluctuations inside the hadron are resolved. In other words, at higher ;1; the momentum of the
proton is given to gluons and sea quarks with relatively low z and the population of partons
which posses large x is decreased. Furthermore, the PDFs are universal i.e., they are process-
independent, meaning that once they are determined for one set of processes they can be used
as basis for the cross section calculation for any other process. The standard technology for
PDF determination is by performing global fits to data from different experiments: fixed target
experiments, Tevatron, HERA and LHC experiments etc. Figure 1.8 shows the the kinematic
plane 2-Q? accessible to different center-of-mass energies and experiments. There are different
collaborations with primary goal the determination of PDFs (e.g CTEQ, NNPDF, etc), using
in general different approaches and data in fits. The LHAPDF (Les Houches Accord PDF) [26]
is a widely used interface which enables the compact storage of the different PDF sets, while
the APFEL (A PDF Evolution Library) [27, 28| is a web-based application which is extremely
useful for the graphical visualisation of PDFs. Figure 1.9 shows an example of PDF visualisation
generated with APFEL, illustrating the NNPDF31 NLO parton densities for valence, sea quarks
and gluons at () = 100 GeV'.

Coming back to the factorization theorem, the cross section for the hadronic production of
an n-parton final state from a scattering reaction with two hadrons h; and hy in the initial
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state, is formulated as |29, 30| (see also Eq. 1.67):

1
025n = Z / dzadzbfa/hl (xm “f) fb/hz (xba :Uf) a-ab—m (,ufv ;ur)
a 0
X ’ (1.76)
1 2
= Z d%d%fa/hl (xaa Mf) fb/hz (xbv Nf) 2_§ dq)n|Mab—>n| ((Dn? L, :uv”)
a,b 0

where fq/n, and fy/5, are the PDIs described above for the two incoming hadrons, respectively.
The parton-level cross section is denoted by 6,45, Which is given by the corresponding matrix
element squared \./\/lalHnIZ, averaged over initial-state spin and colour degrees of freedom and
integrated over the available n-parton final-state phase space ®,, while the parton flux § is
given by: 1/(25) = 1/ (2z,2ps), where s is the hadronic center-of-mass energy. As discussed
in Sec. 1.3.2, the matrix element is calculated with a summation over the Feynman diagrams,

denoted as: 4
Mab—>n = Z«/T-;(Lz)_)n (177)
The phase space element d®,, is given by:
i=1 ! i=1

Finally, the transition from final state partons to measurable hadrons is described in Chapter
4, where the jet production is also addressed.

13 TeV LHC parton kinematics
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Figure 1.9: The NNPDF31 NLO parton dis-
tribution functions at () = 100 GeV.

Figure 1.8: Kinematic x-Q? plane accessible
at fixed-target experiments, at the HERA ep col-
lider and at the LHC for 13 TeV center-of-mass

energy [31].
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Chapter 2

Particle accelerators and colliders

A particle accelerator is a device that propels electrically charged particles, such as protons
or electrons, at velocities which may approach the speed of light. In general, in particle accel-
erator systems, beams of charged particles are produced and they are directed at a fixed target
or they can be collided with another beam of particles circulating in the opposite direction.

There are more than 30.000 accelerators in operation worldwide, from which less than 1% are
devoted for fundamental research, while the vast majority of them are used for medical purposes
and industrial applications [1]. The most common usages of accelerated particle beams are:

e For causing nuclear reactions when proton beams interact with atomic nuclei. Examples of
such nuclear applications are the production of medical radioisotopes needed for medical
treatments and the transmutation of nuclear waste into less harmful isotopes.

e For breaking/modifying chemical bonds, which can be utilized in materials science (e.g
polymer processing) or for cancer therapy by breaking up tumour cell’s DNA strands.

e For producing X-rays when electron beams hit a metal target, which can be used for
various applications such as X-ray scanning and imaging.

e For creating new particles when particle beams are collided. This makes feasible the
exploration of the building blocks of the universe, which may reveal what the universe is
made of at the most fundamental level and how it works.

This chapter focuses on the last application of accelerators and more specifically on ac-
celerator systems used for high energy particle physics experiments. It is worthy of mention
that historically the first accelerators were inspired for early nuclear physics experiments, while
nowadays (2022) the world’s largest and most powerful particle accelerator, namely the Large
Hadron Collider (LHC) at CERN, is devoted for basic physics research.
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2.1 History - Types of accelerators

Based on the type of the fields used for accelerating the particles, two basic classes of
accelerators have been developed: electrostatic and electromagnetic accelerators.

2.1.1 Electrostatic

Historically, the first particle accelerators were designed during the 20" century, based on
the technology of electrostatic high-voltage generators. Those early accelerators consisted of
an evacuated tube with an electrode at either end, creating a static potential across the tube.
Using a particle source, for example an electron source, close to one electrode at a potential
—V, the electrons with charge e were accelerated towards the second electrode, with voltages
that could approach few tens of £V [2].

The first electrostatic accelerators with voltages of the MV scale, were invented during
1930s. Firstly, Cockcroft and Walton built a generator made up of capacitors and diodes (CW
generator), which could generate voltages that approached 1 MV and was used for accelerating
particles in their fission experiments. Such CW generators are still used today as starting points
of the acceleration chain for other accelerator systems (e.g linacs, synchrotrons) or in everyday
electronic devices that require high voltage (e.g microwave ovens, photocopiers). Then, the
invention by Van der Graaf of an electrostatic generator that could reach voltages of several
MYV in early 1930s, led to the particle accelerator named after him. That simple Van der
Graaf accelerator, used a belt moving over two rollers and carried mechanically the charge
into a high voltage terminal until it reached a maximum value. More advanced configurations
of such electrostatic generators are still in use today as low energy particle accelerators, e.g
Van der Graaf Tandem accelerator of the National Centre for Scientific Research "Demokritos"
(NCSRD) in Athens which has a maximum acceleration voltage of 5 MV and is used for nuclear
physics experiments |3].

2.1.2 Electromagnetic

In order to overcome the limitations imposed by electrical breakdowns in electrostatic ac-
celerators, the varying property of electromagnetic fields needed to be exploited. This idea
was conceived by R. Widerde in the design of the first circular accelerator which was called
ray transformer in 1928. That device, using magnetic induction, would be able to accelerate
electron beams at several MeV, when circulating in a ring of few ¢m diameter. In practice,
the acceleration of electrons by induction from an increasing magnetic field, was applied by
D.W. Kerst and R. Serber in 1940 with the invention of a series of betatrons. In betatrons,
electrons are accelerated in a circular evacuated tube, harnessing the inductive effect of varying
magnetic fields generated via alternating currents, which cause a change in the magnetic flux
and thus an accelerating potential difference around the beam path. The maximum energies of
the betatrons which were built for particle physics experiments, since then, were limited due
to the practical size of the magnets and the synchrotron radiation and have reached about 300
MeV. However, lower energy betatrons are still in use mainly for producing energetic x-rays
for medical and industrial applications.

Widerée was also pioneer in the invention of linear accelerators or linacs, inspired by prin-
ciples proposed by G. Ising for accelerating particles using alternating electric fields. In 1927
Widerde constructed a linear array of 3 drift tubes (drift tube linac) and successfully used it for
the acceleration of sodium ions at the RWTH Aachen University. Based on Widerde’s idea, D.
Sloan and E.O Lawrence at Berkeley constructed later (1931-1934) a linac consisted of 30 drift
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tubes and used it for the acceleration of mercury ions. The first proton linac was built from
L.W. Alvarez in 1946 at the Radiation Laboratory of the University of California. In modern
linacs, charged particles are accelerated by receiving electrical impulses when travelling through
a sequence of metallic chambers, also known as electromagnetic (RF) cavities. The RF cavi-
ties’ field is oscillating (switching direction) at a given frequency, so that the charged particles
are being pushed from the cavities behind them and being pulled from the cavities ahead of
them. Linear accelerators are widely used for medical applications e.g X-ray source for cancer
treatment from electrons accelerated at 4-25 MeV, but also as injectors for circular colliders
(see for example Fig. 2.6) for accelerating protons or electrons in the range 10 MeV - 1 GeV.
Two representative examples of linear acceler-
ators used for physics research are the Stan-
ford Linear Accelerator at SLAC in California
which is 3.2 km and accelerates e” and e up
to 50 GeV [5] and the 2.1 km long linac used
at the European XFEL at DESY in Hamburg
which accelerates e~ up to 17.5 GeV [6]. At
CERN, Linear accelerator (Linac) 2 shown in
Fig. 2.1 was used until 2020, when it was re-
placed by Linac4 during LS2. It was the start-
ing point for the acceleration of protons used
in CERN’s experiments for 40 years, with pro-
ton’s energies reaching 50 MeV .

Cyclotrons is another category of particle
accelerato%r inV(?nted by E'O L.awrence in 1930 Figure 2.1: The Linear accelerator (Linac) 2
at the University of California, Berkeley. In

: at CERN [4].
a cyclotron, charged particles are accelerated
along a flat spiral trajectory by using radiofre-
quency generators. For bending the particles’ path, a static magnetic field which is perpendic-
ular to the direction of the motion is used. The circular orbit condition is derived by equating
the Lorentz force and the centrifugal force:

‘;/‘\: - 2 Q;A T

mv2

Thus, the particles’ orbit radius in a cyclotron is proportional to the momentum and for a
charged particle it can be written as:

Bp == (2.2)

where B is the strength of the magnetic field, p is the radius of the orbit, p is the momentum
(muv for classical, ymu for relativistic particles) and ¢ is the electric charge of the particle.
Hence, when charged particles are injected in the centre of a cyclotron, their acceleration from
the RF generators leads to the increment of the rotation radius and their energies reach the
highest values at the end of the spiral path. At the same time, the frequency of the RF is
synchronised with the revolution frequency of the particles, which can be expressed as:

=12 (2.3)

where m is the mass of the charged particle. This frequency remains constant in the classical
regime, but this is no longer the case for relativistic particles, since the relativistic mass in not
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constant and frequency decreases proportionally to the particle’s Lorentz factor ~. Therefore,
different types of cyclotrons have been developed:

e classical cyclotrons which are limited to non-relativistic energies, with constant frequency.

e synchrocyclotrons where the frequency of the RF is varied in order to be synchronised
with the particles’ revolution frequency.

e isocyclotrons which use a nonuniform magnetic field with properly adjusted strength in
order to allow the synchronism between the RF and revolution frequency.

Several cyclotrons are still used for medical and industrial applications and for fundamental
scientific research. An example is the Superconducting Ring Cyclotron (SRC) at the RIKEN
research institute in Japan which can accelerate light ions (such as helium) and heavy ions (such
as uranium) up to 400 MeV and 350 MeV per nucleon, respectively [7]. Another example is
the cyclotron hosted at Canada’s particle accelerator centre TRIUMF, which delivers proton
beams up to 520 MeV [8].

The last type of accelerator to be discussed here is synchrotron, with M. Oliphant being the
first who described its principles and also designed the first proton synchrotron in 1952. Com-
pared to isocyclotrons, the basic difference of a synchrotron is that the magnetic field, which
is used for guiding the particle beams, is now time dependent rather than spatially variant.
Therefore, the strength of the magnetic field rises in proportion to the momentum of the parti-
cles which are accelerated using RF cavities synchronised with the particles’ orbital frequency.
Unlike the cyclotron, the radius of the orbit in a synchrotron remains constant. Cosmotron, the
first proton synchrotron which was built in 1953 at Brookhaven National Laboratory, was the
first particle accelerator in history that achieved to accelerate particles in the range of GeV, by
accelerating protons at 3 GeV'. Since then, a wide range of next generation synchrotrons have
been developed and used for fundamental physics research leading to substantial discoveries.
To date, synchrotrons comprise the basic elements in complex accelerator systems used in high
energy particle physics experiments. The DESY accelerator complex, shown in Fig 2.2, is such
an example, where different types of accelerators were used to accelerate electrons/positrons
and protons, before they were injected and made to collide at the HERA collider (1992-2007)
with up to 318 GeV center-of-mass energy. The Fermilab accelerator complex, shown in Fig
2.3, is the home of Tevatron collider (1983-2011) which employed collisions of proton-antiproton
beams with up to 1.96 TeV center-of-mass energy. The Large Hadron Collider (LHC), the last
element of the CERN accelerator complex (see Fig. 2.6), will be discussed in detail in Sec. 2.3.

Figure 2.3: Aerial view of Fermilab accelera-
Figure 2.2: Aerial view of DESY accelerators tor complex [10].
and H1 experiment (blue sketch) [9].
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2.2 Physics of circular accelerators and colliders

High energy accelerators and colliders are the main tools used for the investigation of el-
ementary particles’ properties and their fundamental interactions, as well as for searches for
new particles. The first key physics parameter of interest here is the energy of the colliding
particles. In particular, particle beams are collided either with a fixed target or with opposing
beams. In the first case, the centre of mass energy for the collision only increases with the
square root of the accelerator’s energy ~ v/moE, where my is the mass of the fixed target. On
the other hand when two opposite travelling identical beams of energy E are colliding head on,
then the centre-of-mass energy is 2F. In the latter case, the center-of-mass energy is usually
denoted as E¢)s, or in terms of a Lorentz invariant Mandelstam variable s:

Eou =vs, s=(p+p)’ = (E + Ey)? (2.4)

where p; and p, are the momenta of the two colliding particles with p; +p> = 0 in the center-of-
mass frame [11]. Such variables (Mandelstam) are Lorentz invariant bilinears of the 4-momenta
of incoming and outgoing particles, which are extremely useful for analysis of hadron collisions
because they are invariant under boosts connecting the parton and the lab frame. Since the
highest energy available for new particle production is achieved at collider experiments with
two particle beams colliding head on, a wide range of powerful colliders of this type have
been developed over the last century for particle physics experiments with (anti)hadron and
(anti)lepton beams. The Large Hadron Collider (LHC) at CERN (see Sec. 2.3), is the world’s
largest and most powerful particle accelerator ever built, designed to reach a maximum center-
of-mass energy for collisions of proton beams at 14 TeV/. A comparison of the center-of-mass
energy for various colliders used for high energy physics experiments versus time (in years), as
well as the corresponding particle beam types, is illustrated in Fig. 2.4.
Besides the center-of-mass energy, another

i i i nos- 100000

important parameter for colliders is luminos TS

ity, which defines the rate of produced colli- Electron-Proton Colliders e

. . 10000 @ Lepton Colliders PP
sion events: © Heavy lon Colliders _.-X *

R=L-o 2.5
p ( ) 1000 .. Tetaftop, u . LHC lead-lead

where R is the number of events per second, PRS- Len

L is the instantaneous luminosity and oy, is St e ¢MHIC

. . . 100 ——ASR————————@Stc—LEPIl

the process cross section. In practice, colliders u PETRA_@

[ ) - TRISTAN
@ PEP

usually employ particle beams in bunches col- DORIS " en
liding at the interaction point (IP) at a given 107 spear €2
_-® ADONE

frequency. Therefore, instantaneous luminos-
ity represents the number of particles passing
each other per unit time through a transverse

unit area at the IP. While the cross section of 0'11950 1970 1980 1990 2000 2010 2020
a process depends on the fundamental inter- Year

action properties of the particles in the initial
and final state, the luminosity is a parameter
which depends only on machine characteris-
tics. For, two identical particle beams, instantaneous luminosity can be written in its simplest
form as:

1 ‘® @ VEPP2
PRIN-STAN

Centre-of-mass collision energy (GeV)

Figure 2.4: Centre-of-mass energy of particle
colliders versus year [12].

ning
dmozoy
where f., is the collision frequency, n; and ns are the particles contained in the first and

second bunch respectively, o and o are the transverse beam sizes and F is a factor of order 1

L= fcol

(2.6)

30



2.2. PHYSICS OF CIRCULAR ACCELERATORS AND COLLIDERS

[13]. The units of instantaneous luminosity are cm~2s~!, but since the unit commonly used for

cross sections is barn (1 b=10"*'c¢m?), it may also be convenient to use luminosity units like:
1 em™2s71 = 10733 nb~1s ! In fact, an even more useful quantity is the integrated luminosity
i.e., the accumulation of the luminosity for a specified period of time:

Lom = / oy (2.7)

Cross section calculation for processes of interest, are also of particular relevance for collider
physics, since they allow the comparisons between different experiments with different beam
sizes and intensities. A cross section is a quantity that is intrinsic to the colliding particles
and quantifies the probability for obtaining a particular final state. It can be experimentally
measured by counting the number of events (see also Eq. 2.5), but also theoretically predicted
from a Lagrangian quantum field theory and for that reason it usually serves as the bridge
between theory and experiment. As mentioned above, cross section has units of area. For
an experiment with two colliding beams, it physically represents the effective area of portion
taken out of one beam, by each particle in the other beam. For a 2 — N scattering process,
the cross section is given by Eq. 1.67. When dealing with unpolarized beams, an average of
the quantity |[M|? over all possible initial state polarizations should be computed, while for
polarized beams a weighted average is calculated. Additionally, |M|? should be summed over
all possible spin states, when final state particles have spin. The summed/averaged |IM? is
usually denoted by |M|%2. Note also, that Eq. (1.67) is invariant under boosts parallel to the
collision axis [14]. Figure 2.5 shows cross section measurements of Standard Model processes
from the CMS experiment (see Chap. 3), as well as the corresponding theoretical predictions
for different center-of-mass energies. As an illustrative example of luminosity and cross section
concepts, let’s consider the Higgs boson production in proton-proton collisions at 13 TeV at
the LHC which has a total cross section of the order of 6000 fb. This means that for every 1
fb~! of integrated luminosity delivered by the LHC, about 6000 Higgs bosons are produced.

A significant limiting factor to the collider energy is the synchrotron radiation i.e., the
electromagnetic radiation emitted when charged particles travel in curved paths. The energy
loss per revolution for a circular collider is:

AE ~ }lz (E>4 (2.8)

m

where R is the radius of the circular machine, m is the particle mass and E is the energy of the
beam. Therefore, the efficiency for an accelerator increases for larger radius or more massive
particles. For this reason, synchrotron radiation is the main obstacle for eTe™ rings. On the
other hand, an advantage in colliding (anti)lepton beams is that the center-of-mass energy is
entirely available to produce short distance reactions, in contrast with hadron colliders where
the corresponding energy is spread among the hadron constituents (e.g. quarks and gluons).
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Figure 2.5: Cross section measurements of Standard Model processes from the CMS experi-
ment, in comparison with theoretical predictions for various center-of-mass energies [15].
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2.3 The Large Hadron Collider

The Large Hadron Collider (LHC) is the
world’s most powerful particle accelerator, de- The CERN accelerator complex
signed to collide proton beams up to 14 T'eV Complexe des accélérateurs du CERN
center-of-mass energy [17]. It is located 100
m underground at the European Organization
for Nuclear Research (CERN) and is installed auce g A2 North Area| e
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The LHC started operating on 2008 and ...
from 2010 to 2012 (Run 1) it employed
proton-proton (pp) collisions with center-of-
mass energy at 7 and 8 TeV, which both Figure 2.6: The CERN accelerator complex
noted as world records at that time. Then [16].
after a two-year Long Shutdown (LS1), LHC
restarted on 2015 by breaking its own record with delivering proton-proton collisions at 13 T'eV/
center-of-mass energy and then stopped again (LS2) on 2018 (Run 2: 2015-2018). The total
integrated luminosity delivered by the LHC and recorded from the CMS experiment versus
time (in years) for Run 1 & 2, is shown in Fig. 2.7. Though it was designed to operate with
a peak luminosity of 103 c¢m™2s™! (nominal value) for proton-proton collisions, during Run 2
the peak luminosity reached 2 - 1034 em =251

Apart from proton beams, LHC also delivers heavy ion (HI) beams. In particular, heavy
ion collisions are scheduled for a specific period of the operating year, normally after proton
collisions. So far, lead-lead (Pb-Pb), xenon-xenon (Xe-Xe) and proton-lead (p-Pb) collisions,
have been provided from the LHC at multiple energies and peak luminosities e.g up to 2.56
TeV /nucleon energy and 3.6 - 1027 em™2s~! peak luminosity for Pb-Pb collisions [18].

At the time of writing (2022), it is foreseen that the LHC will deliver pp collisions again
at the start of 2022, firstly at 13 TeV and later at 14 TeV center-of-mass energy. By the end
of Run 3 (expected at the end of 2024), it is anticipated that a total integrated luminosity of
~ 350fb~! will have been recorded. Then, a major upgrade will lead to the successor of the
LHC, the High Luminosity LHC (HL-LHC). In the HL-LHC, the instantaneous luminosity will
be increased by a factor of 5 beyond the original design value and the integrated luminosity
by a factor of 10 [19]. Hence, the observation of rare processes which are below the current
sensitivity level will be enabled and the accuracy of the measurements of new particles will be
increased. Currently, the HL-LHC operation lifetime is scheduled from 2027 until 2040, a period
which is also called Phase II in contrast to the LHC era (Run 1-3) which is usually denoted as
Phase I. In the following subsections an overview of the LHC machine characteristics and the
main physics goals for the collider’s experiments will be discussed.

"
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Figure 2.7: The total integrated luminosity delivered by the LHC and recorded from the CMS
experiment during Run 1 and Run 2 [20].

2.3.1 LHC machine

The LHC is a two-ring superconducting hadron accelerator and collider, designed to accel-
erate two counter-rotating beams before they are made to collide at the center of experimental
detectors. The two hadron beams travel in opposite directions in separate beam pipes, guided
by strong magnetic fields maintained by superconducting electromagnets. Geometrically the
LHC is made of eight straight sections (~ 528 m long) and eight arcs (~ 2.45 km long). There
are four locations hosting the underground experimental caverns for the four main experiments
(ATLAS, ALICE, CMS and LHCb) where the beam crossing occurs, while different sections
and locations host systems serving for various functionalities e.g beam injection, beam cleaning,
beam dumping etc [17].

All the magnets in the LHC are electromagnets i.e., the magnetic field is produced by the
flow of electric current [21]. A wide range of magnets in terms of type and size are used for
directing the beams around the LHC accelerator, with 9593 magnets in total used for this
purpose [22]. There are 1232 main dipole magnets, each ~ 15 m long and 35 ¢ heavy used for
bending the hadron trajectories. Every dipole generates a B on each pipe which has opposite
direction to that of the other pipe, so that the Lorentz force exerted on charged hadrons, curves
their path clockwise and anticlockwise respectively. The coils are wound from niobium-titanium
(NbTi) Rutherford cables, operating in a superconducting state (conduction of electricity with-
out resistance or loss of energy). For achieving this, an advanced cryogenic system is used
which maintains the superconducting magnets at 1.9 K (—271.3°C') using superfluid helium.
Figure 2.8 shows two LHC cylinders containing the LHC magnets before they are connected
together and the liquid helium system. The same cryogenic technique is used at the experimen-
tal detectors for keeping heavy gases such as argon (Ar) and krypton (Kr) in a liquid state, for
detecting particles in calorimeters, for example. In total, a magnetic field of 8.33 T" is produced
for keeping the particle beams in path around the LHC ring. A current of ~ 12 kA in the
magnet coils is needed to reach the previous value of 8.33 T'. Dipoles are also equipped with
sextupole, octupole and decapole magnets, which correct for small imperfections in the magnetic
field at the extremities of the dipoles. Besides dipoles, 392 quadrupoles 5-7 m long are also
used for beam focusing. Quadrupoles help to squeeze the bunches and keep the particles in a
tight beam, by acting as lens which constrain beams’ width and height. Accordingly, they have
four magnetic poles arranged symmetrically around the beam pipe to compress the beam either
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vertically or horizontally. Other magnetic multipoles (sextupoles, octupoles) are used also here
for helping the beam focusing and counteracting effects which distort it e.g electromagnetic
interactions between proton bunches (discrete packets of protons).

The acceleration of charged particles at the LHC is attained using radiofrequency (RF)
cavities 17|, shown in Fig. 2.9. The basic concepts for RF cavities were already introduced in
Sec. 2.1, as for the LHC, there are in total 16 cavities (8 for each beam) grouped in four (2
per beam) cylindrical refrigerators called cryomodules operating at 4.5 K. The cavities’ shape
and size have been specifically designed so that the electromagnetic waves become resonant
and built up in intensity inside the cavity. The electromagnetic field is fed to the RF cavity
via waveguides (rectangular pipe of conducting metal) from high-power RF generators called
klystrons i.e., tubes containing electron beams which are intensity-modulated to a frequency of
400 M Hz. Thus, each RF cavity is tuned to oscillate at 400 M Hz. The timing of particles’
arrival at the cavities is important here since ideally timed protons with correct energy will see
zero accelerating voltage, while protons arriving later/earlier with slightly different energies will
be accelerated or decelerated so that they are kept close to the desired energy and the beam is
grouped in bunches. The maximum voltage for an RF cavity is 2 MV, which corresponds to 16
MYV for each beam. From the SPS (see Fig. 2.6) every proton enters the LHC with 450 Gel/
energy, meaning that the maximum energy for proton beams of 6.5 TeV (Run II) is reached
in around 20 min when each bunch have passed through the RF cavities more than 10 million
times [23].

Three vacuum systems are available at the LHC: one for the beam pipes, one for the insu-
lation of cryomagnets and one for the insulation of the helium distribution line [17]. In order
to avoid collisions between beam particles and gas molecules, an ultra-high vacuum is needed
and pressures in the beam pipes are at the order of 1071° to 107" mbar (107% to 107 Pa).
On the other hand, the vacuum required for insulation purposes and specifically for reducing
the amount of heat seeping towards the cryomagnets and helium distribution lines from the
surrounding room temperature, is significantly lower and stands at the order of 10~% mbar.

Figure 2.8: Photo of the LHC cylinders (blue) Figure 2.9: Photo of a radio-frequency cavity
containing the dipole magnets (magnetic yoke in the LHC tunnel [25].
and coils) and the liquid helium system [24)].

2.3.2 Physics at the LHC

As already mentioned above, the LHC is the last component of CERN’s accelerator complex
which is a succession of machines (see Fig. 2.6) that accelerate particles to increasingly higher
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energies. For the proton collisions, a simple bottle of hydrogen gas Hs is used as proton source
and an electric field strips the hydrogen atoms of their electrons, leaving only protons.! This
proton source was at one end of Linac2, which was the first accelerator in the chain for the
protons from 1978 until 2020 when it was replaced by Linac4 [26]. The protons entered Linac2
with an energy of 750 keV and by the time they reached the other end, they had energy of 50
MeV (for Linac4 this will be 160 MeV'). The protons are then injected to Proton Synchrotron
Booster (PSB), which increases their energy to 1.4 GeV'. Then, they are transferred to Proton
Synchrotron (PS), where they accelerated further to 25 GeV. Next, the protons are injected to
Super Proton Synchrotron (SPS) which increases their energy to 450 GeV. Finally, the protons
are sent to the two beam pipes of the LHC, where they can be accelerated up to 7 TeV per
beam.

The protons inside the LHC are grouped into bunches, which are ~ 7.5 ¢m long and have
a minimum beam radius of 8.5 wm at the interaction point [13]. The bunches are separated by
~ 7.5 m or 25 ns from each other, which means that collisions occur at 40 M Hz. The protons
moving around the LHC ring at nearly the speed of light, and taking also into account the LHC
circumference (26659m), the revolution frequency is 11.245 kHz. The total number of filled
bunches is limited by design to a maximum of 2808, however a maximum of 2556 number of
bunches reached during Run 2 [27], with 1.1 x 10" protons per bunch (at start). Figure 2.10
shows cross section predictions for typical Standard Model processes for proton-proton (pp)
collisions above 4 TeV and proton-antiproton (pp) collisions below 4 TeV | with respect to 1/s.

In the case of proton-proton collisions, the total cross section can be broken down in contri-
butions from elastic (pp — pp), inelastic (pp — X) and diffractive processes. The latter refer to
the case where one or both of the two incoming protons survive the collision carrying most of
the beam energy or dissociate into a low mass system [28]. Thus, there can be Single Dissocia-
tion (SD) (pp — Xp,pp — pY'), Double Dissociation (DD) (pp — XY'), or Central Diffraction
(CD) (pp — pXp) processes, with X, Y here representing a multi-particle state of the same
quantum numbers as protons. At the LHC the diffractive processes (osp, opp and o¢p) consist
about 20-30% of the inelastic cross section. Several methods have been developed for determin-
ing the different cross section components. An example is the luminosity-independent method
which can be used for deriving the elastic and inelastic cross sections formulating the total cross
section as:

167 dNel/dt‘t:()
14 p? Na+ Ninea
where N, and N, are the elastic and inelastic rates, p is the ratio of the real to the imaginary
part of the forward nuclear elastic amplitude (for high energies p << 1) and ¢ is the momentum
transfer squared. Figure 2.11 shows an overview of experimental measurements of elastic (o),
inelastic (one) (corrected for diffractive events) and total cross section (o4,) for pp/pp collisions
as a function of /s, including measurements from TOTEM experiment (see Sec. 2.3.3) over
the whole energy range explored by the LHC. The total proton-proton cross section at 13 TeV
was measured at o, = (110.6 & 3.4) mb, the elastic cross section at o, = (31.0 £ 1.7) mb
and the inelastic at o, = (79.5 £ 1.8) mb. Consequently, plugging those cross sections and
the peak LHC instantaneous luminosity (2 - 103%cm=2s7!) in Eq. 2.5, a total rate of about 2.2
billion pp collisions per second (55 per bunch crossing) or 1.6 billion inelastic events per second
(40 per bunch crossing) are produced at the LHC.

The LHC acquires a wide physics program. To begin with, testing the predictions and limits

(2.9)

Otot

IThe proton source has now been replaced towards Run 3, with the substitution of Linac2 with Linac4. The
latter, accelerates negative hydrogen ions H~, which are stripped of their two electrons during injection from
Linac4 to PSB.
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of the Standard Model (SM) of particle physics to unprecedented energy scales is one of its main
objectives. For achieving that goal, several precise measurements from different experiments
have been performed at the LHC thus far, confirming the validity of the Standard Model [29].
The collection of such measurements covers the different SM sectors: strong interactions (jet
production, Parton Density Functions etc), FElectroweak processes (Vector Boson Scattering -
VBS, W-mass etc), Higgs boson studies (couplings, decays etc), flavour physics (top quark
properties, 7 lepton decays etc). Even if the Standard Model has successfully passed all the
experimental tests that it has been put to, yet the model fails to account for major elements
such as dark matter and dark energy. On that account, substantial amount of searches are un-
dergoing at the LHC experiments hunting the observation of new physics phenomena. Searches
for Supersymmetric (SUSY) particles (e.g charginos, neutralinos), searches for Dark Matter
candidates (e.g Weakly Interacting Massive Particles - WIMPs), or searches trying to solve
fundamental open physics questions like the matter-antimatter asymmetry problem, the exis-
tence of extra dimensions etc, are only few examples from that category [30]. A brief overview
of the physics program for each of the eight experiments hosted at the LHC is discussed in the
following section.

proton - (anti)proton cross sections
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2.3.3 LHC experiments

Currently (LS2 - 2022), eight detectors designed to investigate the broadest physics scope
possible, are established at the LHC.

e ALICE (A Large Ion Collider Experiment) [33]:

is aiming to explore the strong interaction sector of the Standard Model, by studying the
strongly interacting matter at extreme energy densities. This is feasible during heavy ion
(e.g Pb nuclei) collisions, where the temperature at the collision zone is 100000 times hot-
ter than the core of our Sun. In such conditions, protons and neutrons "melt" into their
elementary constituents, quarks and gluons, which form the quark-gluon plasma. This
primordial state of matter, where quarks and gluons are freed, is considered as dominant
in the universe the first millionths of a second after the Big Bang. The hot reaction zone
rapidly expands and cools and then the ordinary matter particles are formed. Therefore,
recreating this primordial state of matter in the laboratory and tracking precisely its evo-
lution, helps in addressing questions about how matter is organized, the color confinement
mechanism of QCD etc. The ALICE detector has overall dimensions 16 x 16 x 26 m?
weighting 10000 ¢, while the collaboration counts about 2000 scientists (2022).

e ATLAS (A Toroidal LHC ApparatuS) |34]:

is one of two general-purpose detectors at the LHC and is designed to exploit the full
discovery potential of the LHC. The physics program ranges from precise measurements
of Standard Model parameters to searches for new physics phenomena, produced dur-
ing pp collisions and HI collisions. After the completion of one of the most important
inceptive goals for the ATLAS and CMS experiments, the discovery of the Higgs boson
on 2012 [35], significant studies have been performed for investigating its properties, its
interactions with other SM particles, the production and decay mechanisms etc. Besides
Higgs physics, the electroweak sector of the SM (e.g accurate measurement W-mass) and
flavor physics (e.g t-quark properties, B and D-mesons) are thoroughly investigated. Ad-
ditionally, searches for new particles predicted from theories Beyond the Standard Model
(e.g squarks predicted from SUSY) are employed and open physics questions like the
matter-antimatter asymmetry (see also LHCb) or the existence of extra dimensions are
addressed. The detector is 46 m long, 25 m high, 25 m wide and 7000 ¢ heavy and more
than 5500 scientists are members of the ATLAS experiment (2022).

e CMS (Compact Muon Solenoid) [36]:

is the second of the two general-purpose detectors at the LHC. The scientific goals for
the CMS experiment coincides with ATLAS’s and also covers the wide range of physics
described above. However, CMS uses different technical solutions (tracking system,
calorimeters, trigger architectures etc) and a different magnet system design for com-
pleting its goals. The CMS detector is 21 m long, 15 m high, 15 m wide and weighs
14000 t, while a detailed description of the CMS subdetector systems is included in Sec.
3.3 The CMS collaboration has more than 5500 scientists (2022).

e FASER (ForwArd Search ExpeRiment) [37]:
is CERN’s newest experiment, installed 480 m downstream from the ATLAS interaction
point, during LS2. It is designed to search for light and weakly-interacting particles which
may be produced along the beam axis during proton-proton collisions. Such particles,
would not be detected from the ATLAS detector which has holes along the beamline to let
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the proton beams through. Furthermore, new light particles may also be Long-Lived Par-
ticles (LLPs), travelling hundreds of meters before decaying to Standard Model particles
and FASER aspires to detect them. Apart from that, a dedicated subdetector, FASERv,
which operates in front of the main FASER detector, is designed to detect neutrinos
which also avoid detection from the other LHC detectors. The aim of this subdetector
is to provide interesting information about SM particles by detecting neutrinos for the
first time at the LHC. The whole detector will be about 5 m long, while the collaboration
currently (2022) consists of around 70 members. The experiment is expected to start
taking data during Run 3 of the LHC.

LHCb (Large Hadron Collider beauty) [38]:

is primarily oriented to study heavy flavour physics, especially CP wviolation from CKM
matrix measurements and rare decays of B hadrons (hadrons containing a b-quark). Such
studies may provide hints for the solution of matter-antimatter asymmetry problem.
Apart from that, a wide range of spectroscopic measurements (masses, widths, lifetimes
etc) has been performed from the LHCbH for both charm and beauty hadrons leading to
the observation of most of the 59 new hadrons found at the LHC (including tetraquarks
and pentaquarks) [39]. Additionally, even if it was not initially planned, the LHCb has
accomplished studies and measurements not related with flavour physics, such as Elec-
troweak W and Z bosons production or searches for new particles predicted from theories
Beyond the Standard Model e.g dark photons. The detector consists of a series of sub-
detectors designed to detect mainly particles in the forward region, since c¢ and bb pairs
are predominantly produced at small angles with respect to the beam-line. In total, the
detector is 21 m long, 10 m high and 13m wide weighting 5600 ¢, while the collaboration
counts about 1400 scientists (2022).

LHCf (Large Hadron Collider forward) [40]:

is dedicated to performing measurements which are useful for understanding and inter-
preting data from large scale cosmic ray experiments (e.g Pierre Auger Observatory in
Argentina). This is done by measuring neutral particles (e.g 7¥) emitted in the very
forward region of LHC collisions. Such collisions are similar to collisions taking place
in the Earth’s upper atmosphere between cosmic ray charged particles and air’s nuclei.
Therefore, LHC f data are useful for the calibration of the hadron interaction models that
are used for the description of ultra-high-energy cosmic ray collisions with the earth’s
atmosphere. The LHCf detectors are placed on either side +£140 m from the ATLAS
interaction point and the collaboration has more than 30 scientists (2022).

MoEDAL (MOnopole and Exotics Detector At the LHC) [41]:

has as priority on its physics program the direct searches for magnetic monopoles and
other ionizing Stable (or pseudo-stable) Massive Particles (SMPs), predicted by theories
Beyond the Standard Model (BSM). The MoEDAL detector is deployed around the in-
tersection region of LHCDb experiment and acts as giant camera sensitive only to new
physics, as well as a trap for potential BSM particles. More than 60 scientists (2022) are
involved in MoEDAL collaboration.

TOTEM (TOTal cross section, Elastic scattering and diffraction Measurement at the
LHC) [42]:

is dedicated to the precise measurement of the total proton-proton cross section by pre-
cisely measuring the elastic, inelastic and diffractive processes (see Fig. 2.11). Addi-
tionally, a detailed exploration of proton’s structure is attempted by measuring protons
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emerging from the collision point in the region very close the particles beam (forward
region) and is inaccessible by other LHC experiments. For this purpose, TOTEM sub-
detectors are spread across ~ 450 m around the CMS interaction point (4 T1 and T2
telescopes, 26 Roman pot detectors) and the collaboration has about 100 scientists (2022).
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Chapter 3

Particle detectors - The CMS experiment

As already discussed in the previous chapter, the LHC boosts particle beams to high energies
before they are made to collide inside particle detectors. In such high energy particle physics
experiments, detectors are devices used to detect, track, identify and measure specific attributes
(energy, momentum, etc) of particles produced in collisions [1].

The detection of the produced particles is based on their interactions with matter. This
chapter starts (Sec. 3.1) with a brief introduction to the main interaction mechanisms of charged
particles (e.g ), radiation (photons) and neutral particles (e.g n) in matter. For each particle
type, there is not only a wide range of relevant processes occurring when passaging through
matter, but also different interaction mechanisms at different energies might be dominant. For
this reason, modern particle detectors usually consist of layers of subdetector systems, each
designed to detect specific type of particles or even more specialized to measure particular
properties of a particle. A comprehensive overview of the different types of detectors used at
accelerator particle physics experiments is presented in Sec. 3.2. Finally, Sec. 3.3 focuses on
the details of the CMS detector subsystems.
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3.1 Particle and radiation interactions with matter

3.1.1 Interactions of charged particles with matter

When charged particles pass through mat-
ter, they lose kinetic energy due to interac-
tions with the bound electrons leading to ion-
ization or excitation of the medium’s atoms.
The case of excitation is accompanied with
the subsequent low-energy photon emission
which may be detected in an appropriate ap-
paratus. On the other hand, in the case of
ionization the amount of transferred energy
is so large, that the bound electrons are lib-
erated from the atom. The maximum possi-
ble kinetic energy transfer to an electron (at
rest) in a single collision W,,.,, depends on
the mass M of the incident particle and its
velocity [2]:

2m6025272
L+ 2ym, /M + (m, /M)?

where m, is the electron’s mass (m, = 0.511

MeV/c?) and 3,7 are the relativistic kine-

matic variables for the incident particle (8 =

v/e, v = 1/\/1—3%). For low energies Ftgure 3.1: Mean energy loss rate for muons,
(2yme << M) and for incident particles heav- pions and protons in liquid hydrogen (H2),
ier than electrons (M > m,), the W,,,, can be gaseous helium (He), carbon (C), aluminium
approximated by Wiee & 2m.c?324%, while (Al), iron (Fe), tin (Sn) and lead (Pb) [2].
for high energies (2ym, >> M) the approx-

imation is Wi,ee ~ Mc?3%y. As a quantitative example, let’s consider an incident muon
(M,, = 105.66 MeV/c?) with relativistic factor v = 10 which corresponds to 1.06 GeV total
energy. In that case, the low energy criterion (2ym. << M) holds and the maximum possible
energy transfer to the electron is approximately 100 MeV [3].

For the description of charged particles’ passage through matter, the average energy loss dF
per length dz (also known as stopping power) is a quantity of practical interest and the result
depends, inter alia, on the mass of the incident particles. Hence, the approach is different for
heavy incident particles (M >> m,), in contrast to the case of incident electrons, where special
treatment is needed. Starting from relativistic heavy charged particles the average energy loss
is approximated by the Bethe-Bloch equation [2]:

dE QZ 1 1 2m6626272Wmam 2 6(57)

2 I? 2
where K is a constant factor®, z is the incident’s particle charge number, Z and A are the atomic
number and atomic mass of the absorber respectively, I is the mean excitation energy which
depends on the absorber material? and §(37) is the density-effect correction to ionization energy

Wmaw =

(3.1)

LK =0.3071 MeVg~tem?
2Values for the mean excitation energy for different elements can be found at [4] e.g I = 19.2 eV for Hydrogen
(H) and I = 286 eV for Iron (Fe).
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loss®. The units for —dFE/dx are MeV g~'em?. Figure 3.1 shows the mean energy loss rate for
various incident particles with respect to their momentum in different absorber materials. The
Eq. 3.2 is only an approximation of the energy loss of heavy charged particles by ionization
and excitation, which give accurate results for incident particles with velocities 5y < 1000
(where radiative effects become important) and 5y > 0.1 (where they become comparable with
atomic electron velocities), while additional correction terms may be added for the extension
of the formula to lower energies. Nevertheless, even for (0.1 < v < 1000) large fluctuations
from the above mean value may exist especially for thin absorbers. The energy loss probability
distribution by ionization and excitation for a single particle is described by a Landau (or
Landau-Vavilov) distribution. Thus, in that case, instead of the average energy loss, the most
probable energy loss should be used [2]:

2 e2 2.2
2mec™ 8

AE, =¢ |in 7 7

— 32— 8(By) +0.2 (33)

where £ = £ . Z. 22 4 for a detector with thickness z in g em ™2,

The passage of electrons (and positrons) through matter needs to be investigated sepa-
rately, since now the mass of the incident particles is the same as the target particles (atomic
electrons). Although at low energies the incident particles (e~ /e') primarily lose energy by ion-
ization, there are also other interaction mechanisms present: Mgller scattering (e e~ — e e™),
Bhabha scattering (e"e™ — eTe™) and positron annihilation (e*e™ — 7). Furthermore, the
bremsstrahlung (discussed below) plays significant role for electrons and positrons even at low
energies (MeV range). The energy loss by ionization for electrons is approximated by [2]:

dE 1 71
<_%> a §KZ@
(3.4]

where the maximum possible energy transfer 1,,,, has been replaced with m.c?(y—1)/2 (factor
2 because primary and secondary electrons are indistinguishable). In the case of positrons, the
relevant equation is [2]:

<_d_E> -5 K5 {lnmeczﬁw{mec%_ D} oty 52 (23+ S U ) —51
dx 2 Ap? 212 12 y+1 (v+1)2 (v+1)3
(3.5)
where the maximum possible energy transfer W, .. has been replaced with m602(’y —1). Figure
3.2 shows the fractional energy loss for electrons and positrons per radiation length* in lead as
a function of their energy, for the different interaction mechanisms.

As already mentioned, the equations above are only approximations for the energy loss by
excitation and ionization. Although they form the basis for such calculations, for more ac-
curate results a detailed consideration of additional effects and special conditions is needed.
An exhaustive discussion of such effects is beyond the present scope due to their extent
and their dependence on the incident particles’ and the various materials’ properties. In
order to give an insight of the additional phenomena that need to be taken into account,
only three of them are remarked here. First of all, when a significant fraction of the inci-
dents’ particles energy is transferred to the primarily produced electrons, then the latter (also

e EAm T = /2 g gy =L, L (7 - 1>2 — 5

12 ~2 8 v

3i.e., how much the incident’s particle electric field is screened by the charge density of atomic electrons

(significant for dense absorber materials).
4Radiation length X (g cm™2): the mean distance over which the energy of a high-energy electron is reduced
by a factor of 1/e due to bremsstrahlung.

46



3.1. PARTICLE AND RADIATION INTERACTIONS WITH MATTER

known as knock-on electrons or ¢ rays) may cause additional (secondary) ionization and sub-
sequently the total ionization consists of both primary and secondary ionization products [5].
The second example, is the energy loss caused
by deflections (multiple scattering) of the in-
cident particle in the Coulomb field of the nu-
clei and electrons of the material, leading to
very small deviations from their original path.
Finally, an example of special conditions to
be considered exist when the incident charged
particles pass through a channelled crystal,
since the energy loss is different in the case of
aligned than in non-aligned substance [3].
When traversing the material, the charged
particles are confronted with the electric
field of atomic nuclei which cause their

deceleration and subsequently they emit Figure 3.2: Fractional energy loss for elec-
electromagnetic radiation, also known as trons gnd positrons per radiation length in lead

bremsstrahlung. For high energies, the energy s ¢ function of their energy /2].
loss by bremsstrahlung for charged particles

with mass M, energy F and charge number z
can be approximated by [3]:

dE 72 1 e\’ 183
T — 4o - Ny - = 2 . B In—— 3.6
dr AT (47r60 Mc2) A (3:6)
where « is the fine-structure constant (a = 47360 : ;—i ~ 1/137), N, is the Avogadro number

(N4 = 6.022 - 10® mol™') and ¢ is the permittivity of free space (ey = 8.85- 10712 F - m™1).
In Eq. 3.6 energy loss by bremsstrahlung is inversely proportional to the mass of the incident
particle squared and inevitably it is quite significant for electrons (see also Fig. 3.2) due to their
small mass. Further corrections to the above approximation can be obtained when considering
also the bremsstrahlung emitted due to interactions of the incident particles with the target
material electrons’ electric field, which imposes the replacement of Z2 with Z2? + Z. It should
also be pointed out that the energy loss by bremsstrahlung is proportional to the energy of the
incident particles, in contrast to the ionization energy which is proportional to the logarithm of
the same quantity. In the case of electrons, the energy where the energy loss by bremsstrahlung
is equal to the energy loss by ionization is called critical energy (E.) e.g E. = 84 MeV for air
and E. = 83 MeV for water.

Apart from bremsstrahlung, further energy loss is caused by direct electron-pair production
and photonuclear interactions. The former refers to the creation of electron-positron pairs by
virtual photons in the nuclei’s Coulomb field and can be parametrized as [3]:

_dE

dx

—b(Z,AE)-E (3.7)

where b(Z, A, F) is a parameter with small variations at high energies and E is the energy of the
incident particle. For high energy muons the losses due to this process is even more important
than bremsstrahlung losses e.g for muons with £ = 100 GeV', —dFE /dx from direct electron-pair
production is 0.3 MeV/(g/cm?). As far as the energy losses due to photonuclear interactions
are concerned, they are caused by inelastic interactions of the incident charged particles via
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virtual gauge photons with the nuclei of the target material. This effect plays important role
only for leptons and the parametrization here is identical as in Eq. 3.7. For example for muons
with £ = 100 GeV in iron (Fe) which has b = 0.4-107% g~ 'em?, the —dF/dx from photonuclear
interactions is equal to 0.04 MeV/(g/cm?) [3].

Finally, the total energy loss for charged passing through matter by the above mechanisms
can be parametrised as [3]:

dF
dz

dF
dz

dFE
dx

dF
dz

_ dE

- — a(Z,AE)+b(Z,AE) - E
X

total ion. brems. pair—prod. photonucl.

(3.8)
where a(Z, A, E) represents the energy loss described by Eq. 3.2 and is proportional to the
logarithm of the incident particles’ energy FE, while b(Z, A, E') is the sum over the other three
processes described above: bremsstrahlung, direct electron-pair production and photonuclear
interactions which are all proportional to the incident particles energy (see Eq. 3.6, 3.7).

As a conclusion to this subsection, three additional physics processes are defined. These are
responsible for further energy losses of charged particles which might be utilized not only for
particle detection, but also for applications in other fields (e.g synchrotron radiation is widely
used for solid state or medical physics etc) [3]:

e Synchrotron radiation: the electromagnetic radiation emitted when charged particles are
accelerated radially (see also Sec. 2.2 and Eq. 2.8). The energy loss per revolution in a
circular accelerator with radius R for an electron with energy FE is:

E* [GeVY

AE M ~ 0.
[MeV] = 0.0885 ]

(3.9)
For example, for the Large Electron-Positron (LEP) collider at CERN with radius R = 3.1

km and beam energy E = 100 GeV, the above equation gives AE = 2.85 GeV per
revolution. Correspondingly, for proton beams the energy loss per revolution is:

(3.10)

4 14 4
AE [MeV] ~ 0.0885 (m) E [Gev]

R [m)]

myp
which gives 6 kel energy loss per revolution for proton beams of £ =7 TeV at the LHC.

e Cherenkov radiation: the electromagnetic radiation emitted when charged particles tra-
verse a medium of refractive index n with velocity v which is larger that the velocity of
light ¢/n in that particular medium. The energy loss due to Cherenkov radiation is small
(only few %) compared to that from ionization and excitation.

o Transition radiation: the electromagnetic radiation emitted when charged particles cross
the boundary between media with different optical properties. The energy loss by transi-
tion energy is usually extremely small in comparison with the rest energy loss interaction
mechanisms.

3.1.2 Interactions of photons with matter

Photon interactions with matter are fundamentally different from what described above for
charged particles. For photon energies beyond the ultraviolet range, the three main interaction
mechanisms are:
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e photoelectric effect: v + atom — atom™ + e~
e Compton scattering: v+e~ — v+e~

e pair production: v+ CF — ¢~ +et + CF
where C'F' is the nucleus’s or atomic electron’s Coulomb Field.

Each physical process is dominant at different energy regime: the photoelectric effect at low
energies I, < 100 keV, the Compton scattering at medium energies £, ~ 1 MeV and the pair
production at high energies £/, >> 1 MeV. Before proceeding to a more detailed inspection
of those interactions, it is of purpose to note that in the cases where the photons are absorbed
(photoelectric effect and pair production), the photon beam intensity is attenuated according
to the following formula [3]:

I = Ipe ™ (3.11)

where x is the penetration depth and pu is the attenuation coefficient which parametrizes how
easily the specific material can be penetrated by the photon beam and is proportional to the
atomic density NV of the material and strongly dependent on the photon energy.

To begin with, the photoelectric effect refers to the case where the incident photon is com-
pletely absorbed by an atomic electron. This process is forbidden for free electrons due to
momentum conservation, but is allowed for atomic electrons because of the presence of atomic
nucleus which serves as third collision partner. The cross section for the photoelectric effect,
considering an electron in the atom’s K (innermost) shell, is given by the non-relativistic Born

approximation [3]:
2 1/2
k| emt | (32 4 o5 e
Tpe. latom} = <?> ot - 20 oy, (3.12)

where € is the reduced photon energy (e = E./(m.c?)) and 0%, = 6.65-107% c¢m? is the Thom-
son cross section for the elastic photon-electron scattering. Further corrections are required
to the above approximation close to the absorption edges, while for higher photon energies
(E,/(mec*) >> 1), the relevant cross section is approximated by [3]:

1

K 2 5 4
Ope =dmre - Z° - " - - (3.13)
where 7, is the classical electron radius (r. = 47360 . #262 ~ 2.82 fm). The occurrence of the

photoelectric effect may also initiate additional phenomena, since the removal for example of
a K-shell electron, will leave a vacancy in that atom’s shell. This vacancy may then be filled
by an electron from an outer (e.g L) shell and the energy difference may be transformed to
characteristic X rays or it can be transferred to an electron at another shell and liberate it from
the atom (Auger electron).

As Compton scattering is indicated the collision of a photon with a weakly bound electron,
with the incident photon transferring fraction of its energy to the electron and being deflected
from its original path. Assuming that the target electron is free and initially at rest, the total
cross section for Compton scattering is [3]:

cm? 1+e) [2(14+¢ 1 1 1+ 3¢
oc Llectron] e {( €2 ) { 1+2 € n(l+ 6>} * QEZn( +2) (1+2¢)?

(3.14)
The cross section for the Compton scattering off an atom is the above cross section scaled by
the number of electrons in the atom (Z) [3]:

atom

o™ =7 - of, (3.15)
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For a scattering angle 6., the ratio of the scattered photon’s energy over the incident photon’s
energy is [3]:

E’f/c. _ 1

Eine- 14 ¢(1 — cost,)

(3.16)

which means that the maximum energy transfer to the electron is achieved for backscattering
(0, = m). Apart from the normal Compton scattering, there is also the inverse Compton
scattering, where a high-energy electron (e.g in the keV or MeV range) collides with a low-
energy photon (e.g in the eV range) and transfers amount of its kinetic energy causing the shift
of the photon to higher frequencies (blueshift).
The pair production process, refers to the
disappearance of the incident photon with the
production of an electron-positron pair in the
Coulomb field of a nucleus or an electron.
In the former case (nucleus Coulomb field),
the momentum conservation imposes that the
photon’s energy must exceed the threshold of
2m.c?, while in the latter (electron Coulomb
field) the threshold is 4m.c?®. Tt should be
noted that the pair production in the elec-
tron’s Coulomb field is strongly suppressed
compared to pair production in the nucleus’s
Coulomb field. The cross section for pair pro-
duction from material’s atoms taking into ac-
count the screening effect (i.e., the screening
of nuclear charge by atomic electrons) can be
approximated by [3]:

) Figure 3.3: Cross sections as a function of
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(3.17) tering, Compton scattering, pair production in

T}iie are almlsohfurther 1.nteract20ns of pho- 1our (Kme) 0F electron (k,) field and pho-
tons, like Rayleigh scattering (coherent scat- tonuclear interactions [2].

tering of photons with bound electrons where

the atom is neither ionized nor excited, in con-

trast to Compton scattering which is incoher-

ent) or photonuclear interactions (interactions of photons not with the electrons but with the
nuclei of the atoms). However, such interactions are governed by low cross sections as shown
in Fig. 3.3.

3.1.3 Strong interaction of hadrons

Besides the electromagnetic interactions of charged particles with matter, in the case of
incident hadrons, there are also strong interactions. Such interactions, play a significant role in
the detection of hadrons, charged (e.g p) and neutral (e.g n), at high energy physics experiments.
The total proton-proton cross section at the LHC has already been extensively discussed in Sec.
2.3.2 (see also Eq. 2.9), while in the case of inelastic cross sections the absorption of hadrons
in matter is described by [3]:

N = Nyge™®/™ (3.18)
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where x is the penetration depth and A; is the interaction length which can be calculated using

the inelastic cross section as [3]:
A

R — 3.19
NA * P Oinel ( )

Ar

Similarly, using the total cross section instead of only the inelastic part, the collision length A
can be defined: A

= - 3.20
Ny p- oo ( )

A1

The utility of strong interactions in hadron detection will become more clear in Sec. 3.2.6,
where the hadron calorimeter principles are discussed.
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3.2 Detector types

Each interaction process presented in Sec. 3.1 can be used as a basis for particle detection.
In this subsection, an overview of the main detector technologies commonly used at accelerator
particle physics experiments is attempted. The aim is not to provide a complete list of detector
types or specifications for particular categories, but rather to point out the basic detector
concepts, most of which will help to analyse the CMS subdetector systems in Sec. 3.3.

3.2.1 Photon detectors

The detection of photons with energies in the visible or the ultraviolet range i.e., E of
few eV or few keV, is usually based on the photoelectric or the photoconductive effect®. The
electric signal (photoelectrons) produced by photons incident to a photocathode material (e.g
CsI, SbRbC' etc), is amplified to detectable levels before it is collected. Two important pa-
rameters commonly used for the evaluation of a photodetector are the quantum efficiency (eq)
which is the mean number of primary photoelectrons produced per incident photon and the
collection efficiency (ec) which is the overall acceptance factor other than the production of
photoelectrons. The energy resolution for a photodetector is given by [2]:

o(E) In N, ?
W B \/TLWEQGC + (GHWEQEC> (321)

under the assumption that the electronic noise N, and the statistical fluctuations in the am-
plification process are described by a Poisson distribution for n. incident photons. The fy
(excess noise factor) in the above equation represents the contribution to the energy distri-
bution variance from the amplification statistics, while G (Gain) is the number of electrons
collected for each photoelectron produced. Three of the main detector technologies based on
the above concept are: vacuum photodetectors, gaseous photon detectors and solid-state photon
detectors.

e Vacuum photodetectors:

— Photomultiplier Tubes (PMTs): the incident photons hit the photocathode mate-
rial which is emplaced either to the interior surface of a transparent window which
allows the entrance of photons (transmission-type PMT) or on a separate surface
(reflection-type PMT), causing the production of photoelectrons via the photoelec-
tric effect. Each photoelectron is then accelerated by an electric field and focused
onto a secondary-emission electrode (dynode), causing the emission of secondary elec-
trons (typically 3 to 5 secondary electrons). The multiplication process is repeated
several times until a sufficient number of electrons has been produced. Finally, the
electrons are collected at the anode and are delivered to an external circuit.

— Microchannel Plates (MCPs): in the intermediate region between the transmission-
type photocathode and the anode plane, there is one or more highly resistive thick
(~ 2 mm) glass plates with a regular array of tiny (~ 10 pm) cylindrical holes
(microchannels). By applying a strong electric field across the MCP, the inner surface
of each individual microchannel operates as a continuous dynode electron multiplier.

5The increase of electrical conductivity of a material radiated with light due to absorption of incident light,
electron-hole (e-h) pairs generation and other mechanisms. In the above context, this is relevant for solid-state
detectors with the generation of e-h pairs in a semiconductor by incident photons.
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Therefore, the production of photoelectrons in the photocathode or in the inner wall
of a microchannel, generates entire cascades of electrons through the microchannels,
which are collected on the opposite side of the plate where the anode is emplaced.

— Hybrid Photon Detectors (HPDs): a combination of PMT with a silicon (Si) sensor,
where each single photoelectron produced at the PMT photocathode, is accelerated
via a potential difference and then penetrate the silicon sensor (anode). The travers-
ing of electrons through the sensor’s material create e-h pairs which are collected
and processed with the process described in Sec. 3.2.5. The reason for such config-
uration (hybrid) is the compound of large sensitivity provided by the PMTs, with
the excellent spatial and energy resolution of the Si sensors.

e Gaseous photon detectors: in a gaseous photomultiplier (GMP), the incident photons
hit the photocathode (e.g same way as in PMT’s) and the produced photoelectrons tra-
verse a gas mixture generating avalanches of secondary impact-ionization electrons. The
whole avalanche process and the collection of ionization products will be described in
detail in Sec. 3.2.4, since they are identical to the processes of gaseous tracking detectors.

e Solid-state photon detectors: one of the most widely used type of particle detector
for light detection in high energy physics is the Silicon Photodiodes (PD). The detection
of light is based on the photoconductive effect, where incident photons with energies
greater than the indirect bandgap energy, create e-h pairs. In the simplest case, a PD
is a reverse-biased p-n junction and the produced e-h pairs are collected on the p and n
sides respectively. (see Sec. 3.2.5 for more details).

3.2.2 Scintillators

Scintillators are widely used in high energy physics as ionizing radiation detectors. As
discussed in Sec. 3.1, one of the main energy loss mechanisms for particles (e.g electrons)
interacting with matter, is the excitation of material’s atoms and molecules. In general, a
scintillation detector performs the following two operations: firstly, it converts the excitation
caused by the energy loss of a particle traversing the detector’s material into a number of
photons in the visible or near the visible range, and secondly, it transfers those photons (directly
or via a light guide) to photon detectors described above (photomultipliers, photodiodes etc).
Among the important parameters commonly used for the characterization of a scintillator,
are the scintillation efficiency (es.) which is the ratio of the emitted photons’ energy to the
total energy absorbed by the scintillator, the light output L, which is the number of photons
measured per 1 MeV of energy absorbed by the scintillator and the characteristic wavelength(s)
Aem (more than one in some cases) of the emission spectrum. The decay time 7p and the rise
time 7 of the scintillation light (which are characteristic of the scintillation material) are of
practical interest, too. The resolution for a scintillator is given by [1]:

-l () o2

pe

where F is the energy deposited to the scintillator, fy is the excess noise factor for the photode-
tector (see also Eq. 3.21), N, is the number of photoelectrons generated in the photodetector by
the scintillation light and by electronics noise, o, is the noise from the read-out electronics and
A parametrizes all the rest contributions e.g non-linear scintillator response etc. There are two
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main classes of scintillators, organic and inorganic, with fundamentally different scintillation®
mechanisms.

e Organic: there are three types of organic scintillators: plastic, liquid and crystalline,
with the scintillation arising with the transition from an excited molecular level, to the
corresponding electronic ground state. In high energy physics, plastic scintillators are
most commonly used, with a primary fluorescent emitter (fluor) emplaced in a plastic
base containing aromatic rings’ such as polystyrene (PS) or polyvinyltoluene (PVT).
The excitation of plastic base’s substance, leads to the emission of light in the ultraviolet
(UV) range with short attenuation length (several mm, see also 3.11). The radiation
energy is then transferred to one or two fluors (also called fluorescent agents), for example
oxazole, and re-emitted from them as light with larger attenuation length and larger
wavelengths (typically in the optical range: ~ 400 nm, blue color). In that sense, fluors
act as wavelength shifters i.e., they shift the scintillation light to wavelengths where the
photodetectors have maximum sensitivity. The plastic scintillator densities, are typically
in the range from 1.03 to 1.20 g cm™3 |2].

e Inorganic: scintillators based on inorganic substances are also widely used in high energy
physics, mainly for the detection of electrons and photons at electromagnetic calorimeters
(see Sec. 3.2.6). Inorganic scintillators are mostly crystals, pure (e.g Csl) or doped
with other materials (e.g C'sI(T1)), with much higher densities than the organic plastic
scintillators, typically in the range from 4 to 8 g cm ™ [2]|. Such high densities are required
for applications relevant to high energy physics, since they provide high stopping power
which is necessary for reducing the lateral spread of the high energy showers (see also
Sec. 3.2.6) and therefore minimizing the leakage fluctuations achieving excellent energy
resolution. Fast scintillation is another demand of high energy physics, since it affects
the timing resolution®. The timing information is of great importance, especially at the
Large Hadron Collider, playing a crucial role in the mitigation of pile-up effects, as well as
particle identification, since the time development of particle showers is highly dependent
on the interactions (electromagnetic, hadronic, etc). The scintillation mechanism in the
case of inorganic scintillators, arises from electrons and holes, moving to the bottom
of the conduction band or the top of the valence band respectively. In particular, the
valence band is initially fully occupied and separated by several eV energy gap from
the conduction band which is normally empty. The traverse of a charged particle or
a high-energy photon (e.g v ray) will transfer electrons from the valence band to the
conduction band, leaving a hole in the latter. Those electrons in the conduction band
may recombine with the created hole, or they may form a bound state called exciton.
Finally, the excitons are transferred through migrations in the crystal to the luminescent
centres? (e.g T1) which then radiate the scintillation photons. Note that the energy can
also be transferred to the luminescent centres directly by ionization [3].

6Scintillation : a process of luminescence [6] (spontaneous emission of light by a substance), where a flash of
light is produced in a transparent material from a traversing particle. The type of luminescence relevant here is
photoluminescence (resulted from photon absorption) with its two different forms: fluorescence (singlet—singlet
electronic relaxation, lifetime ~ ns) and phosphorescence (triplet—triplet electronic relaxation, lifetime ~ pus —
hours.)

"Stable cyclic (ring) shaped structures with m bonds (i.e., bonds formed by the overlap of p orbitals of
adjacent atoms) [7].

8 Timing resolution for a scintillator can be approximated by: o ~ =D [1].
e

9 Luminescent centres: impurities intentionally added in the crystal to activate the scintillator which are
energetically localised between the valence and the conduction band.
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3.2.3 Cherenkov detectors

The applications of detectors using the Cherenkov radiation (see Sec. 3.1.1 for definition)
span over a wide range: electromagnetic calorimeters, particle identification, tracking detectors
etc. The two basic components of a Cherenkov detector are: the radiator which is the material
traversed by the charged particle and the photodetector for the detection of the electromag-
netic radiation. In general, any transparent material is a Cherenkov radiator candidate. For
example, Cherenkov radiation is emitted in any scintillator material discussed above, however
the Cherenkov light is ~ 100 times less intense than the scintillation light. For a charged par-
ticle with a relativistic factor § = v/c (v is the particle’s velocity) traversing a medium with
refractive index n, Cherenkov radiation is emitted only if 5 > 1/n. The angle between the
Cherenkov photons and the original track of the charged particle is called Cherenkov angle 6.
and is defined as [3]:

1
0.=— 3.23
cos Yz (3.23)
where the maximum is reached for 5 =1 [3]:
1
O = arccos— (3.24)
n

which means that the emission of Cherenkov radiation of wavelenth X is possible only for
materials with n(A) > 1. The choice of the radiator material, which depends on the application,
takes into account several parameters apart from the refraction index, such as the material
density and the radiation length. Therefore, various radiators from gases (e.g Hs), liquids (e.g
water) and solids (e.g lead glass) are used for different applications. Based on whether they use
the Cherenkov angle information or not, there are two classes of Cherenkov counters: threshold
and imaging. In the latter case, which is widely used in high energy physics especially for
particle identification, the fractional error for the particle velocity is [2]:

% = tanf,0(0.) (3.25)

where

0;

(0, = 99D & (3.26)
v/ Npe

where with IV, is noted, as usual, the number of photoelectrons generated in the photodetector,

(0(0;)) is the average resolution for a single photoelectron and C accounts for other contributions

like alignment term and hit ambiguities.

3.2.4 Gaseous detectors

All the gaseous detectors are based on the collection of the ionization products (generally
after multiplication) i.e., electron-ion pairs, produced from the passage of a charged particle
through the gas. In high energy physics, they are mostly used for charged particle tracking,
in calorimeters and Cherenkov counters and also for transition radiation detection [1]. As
discussed in 3.1.1 the total ionization consists of both primary and secondary (knock-on elec-
trons) ionization products which form clusters. Although, the majority of such clusters contain
only a single electron (primary ionization), the contribution of clusters with two or more elec-
trons might be significantly larger to the total number of electrons produced. For example, for
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minimum-ionizing particles (MIPs)!? traversing gas Ne at NTP!') the mean primary (n,) and
the total number (nr) of electron-ion pairs per em are n, = 13, ny = 40, while for CO, they
are n, = 35, ny = 100 respectively [2].

The electrons and ions which are produced in the ionization process, under the influence of
an external electric field drift through the gas and lose energy due to scattering with gas atoms
and molecules and therefore, the locally produced ionization diffuses by multiple collisions into
the gas volume. In the presence of a homogeneous electric field F, electrons and ions acquire
constant drift velocities, uf, and u’" towards the anode and cathode respectively, which are
different due to their different masses. In the case of electrons, they are scattered isotropically
in a collision with a drift velocity [1]:

. e
ug, = —ET (3.27)

e

where 7 is the time between two collisions which is given by:

1

T =
Noc

(3.28)

where the instantaneous velocities of electrons between collisions is approximated with ¢, N
is the density of gas molecules and o is the collision cross section. The values of the electron
drift velocities have large variations for different gases and conditions e.g ug. = 13 em/us with
E =5 kV/em in CFy and u, = 2 em/ps with E = 5 kV/em in Ar. In the case of ions,
different approximations have to be considered for low and high electric fields, but in general
their drift velocity is typically three orders of magnitude less than electrons’ drift velocity [2].
For low electric fields, the approximation is that ions of mass m have a random energy close to
thermal energy'? and the drift velocity is [1]:

uien = (m~ + MY (1/3kT)2eE/(No) (3.29)

where M is the mass of the gas molecules and k is the Boltzmann constant. For example, for
E =200 V/cm typical values of ion drift velocities are around 4 m/s [1]. For high electric fields,
it can be shown that the ion drift velocity is proportional to ~ v/E. The above equations 3.27
and 3.29 hold under the assumption that there is only external electric field present, while in
the presence of magnetic field they require strong modifications. Furthermore, for an individual
ion or electron, the drift velocity deviates from the mean value and for the description of the
diffusion of ionization in the gas volume, isotropic deviations may be assumed. That being the
case, the evolution of diffusion in the z direction starts at t = 0 as a point-like cloud and after
time ¢, the charge density distribution is given by a Gaussian distribution [1]:

2
N = (4= Dt)"32exp (4—1;) (3.30)

with mean squared deviation in any direction from the cloud centre: oy = 2Dt, where
r =2+ y* + (2 — ugt)? and D is the diffusion coefficient which depends on the gas mixture
and the conditions like the electric field strength. In practice, the diffusion in the direction
of the electric field (longitudinal diffusion) Dj may be different from the one in the direction

OMinimum Ionizing Particles (MIPs) are particles with mean loss energy, when traversing a material, very
close to the material’s minimum ionization energy.

" Normal Temperature: 20°C' and Pressure: 1 atm

12 Average energy at room temperature is: € = %kT =40 meV.

26



3.2. DETECTOR TYPES

perpendicular to the field (transverse diffusion) Dr leading to anisotropic diffusion which might
be utilized in various detector types.
In the following, a brief overview of the various gas detector technologies is presented.

e Multi-Wire Proportional Chambers (MWPCs): consist of a planar layer of anode
wires (e.g tungsten wires) emplaced in the intermediate region between two cathodes (e.g
metal foils). The electric field, apart from the potential difference between the anode
and cathode, depends also on the capacitance of the anode wire, the wire-wire (typically
few pm) and the wire-anode/cathode (typically few mm) spacing. As described above,
the passage of charged particles through the gas volume (e.g mixture of argon, isobutane
and freon) creates electron and ion pairs drifting in the direction of anode wires and
cathode respectively. The signal originates primarily from the positive ions collected
at the cathode. Multiwire proportional chambers can provide a localization of charged
particle tracks with an accuracy of ~ 50 pum for tracks perpendicular to the wire plane,
degrading to ~ 250 pum at 30° [2|. The replacement of cathode pads with cathode strips,
allows also the simultaneous reconstruction of a large number of particle tracks using
multiple electronic channels [3].

e Drift Chambers (DCs): are manufactured in different geometries (planar, cylindrical,
drift tubes, etc.) and are mainly used for the longitudinal position of a charged particle’s
track. The drift volume can be either separated from the amplification volume, or the gas
mixture and the field wires are contained in a single volume where the particle passes.
The basic principle stands on the fact that the time interval between the particle’s passage
through the chamber and the arrival of the charge cloud at the anode, depends on the
point of passage. Drift chambers can provide longitudinal track measurements with a
resolution of ~ 100 pum. In practice, multi-drift modules consisting of multiple layers of
chambers may be used for providing the coordinates of segments of tracks and for particle
identification through the total charge information [2].

e Micro-Pattern Gas Detectors (MPGDs): are tiny chambers where the wires have
been replaced with parallel metal strips (microstrip gaseous detectors) laid on a thin
substrate. Anode strips are arranged between the cathode strips (typical distance ~
100 pm) allowing the fast collection of ions. Furthermore, the use of strips or pixels
(pizel gaseous detectors) instead of planar cathodes allows the two-dimensional read-out
with excellent spatial resolution of around ~ 30 wm [2]. The two most widely used
designs of micro-pattern gas detectors are: the Gas FElectron Multiplier (GEM) and the
Micromegas. The GEM detector is constructed of a kapton foil coated with copper on
both sides, chemically perforated with holes of diameter typically in the range 50-200 pm.
When applying a potential difference between the two sides of GEM, each hole acts as an
individual proportional counter which multiplies the charge. In practice, one or several
layers of GEMs are emplaced in the intermediate region of a drift cathode and an anode,
with the electrons produced from the passage of a charged particle through the gas (above
the GEM foil), drifting into the GEM holes and starting avalanches. Finally most of the
secondary electrons are collected at the anode, while most of the ions are collected at the
GEM electrodes. In Micromegas detectors, the gas volume is divided by a thin metal grid
(micromesh) in two regions: the drift region (typically 2-5 mm) and the multiplication
gap (typically 25-150 pum). The former is the region where the electrons are released
from primary ionization, before they drift through the mesh holes and amplified in the
multiplication gap. Accordingly, the electrons are collected at the anode plane which is
segmented into readout strips or pixels.
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e Time Projection Chambers (TPCs): in contrast to the other tracking detectors
which provide 2D measurements of charged particles tracks, time projection chambers
provide full 3D measurements of the tracks. A TPC is made of a cylindrical or square
chamber filled with gas (the working principles hold also for liquids), for example argon-
methane (Ar/CH,) (90 : 10) mixture, and divided in two halves by a central electrode.
In cylindrical coordinates, a TPC can determine the z coordinate from the arrival time
of the drifted electrons, the radial coordinate r from the position of the fired pad at the
cathode which is intentionally segmented for this purpose and finally, the azimuthal angle
¢ from the coordinate along of the anode wire which is also segmented into pads. Apart
from the track reconstruction, particle identification and measurement of momentum are
feasible, using the energy deposit information and fitting the particle’s trajectory in the
presence of a magnetic field. Typical values for the spatial resolutions are o, = 1 mm
and o, , = 160 um [3].

e Transition Radiation Detectors (TRDs): exploit the transition radiation (TR) (de-
fined in Sec. 3.1.1) for the detection of highly relativistic particles crossing multiple
surfaces (e.g a stack of polypropylene foils ~ 20 pm thick). The electromagnetic tran-
sition radiation is in the X-ray range (typically few keV’), emitted close to the forward
region and its intensity increases with +. A simple TR detector is composed of a TR
radiator (e.g polypropylene, carbon etc.) followed by an active layer of gas chambers
containing mixture Xe-rich mixture, which absorbs the incoming X-ray radiation (see
also Sec. 3.2.1). In high energy physics, variants of TRDs are mainly used for particle
identification (in particular electron) and as part of the tracker integral (e.g First Level
Trigger of ALICE, Tracking System of ATLAS, etc).

e Resistive Plate Chambers (RPCs): is the last category of gaseous detectors presented
here, which are widely used due to the excellent time and spatial resolution they provide.
A Resistive Plate Chamber detector consists of two parallel electrode plates (usually
phenolic-melaminic laminate (HPL)) with high resistivity (p = 10°—10'® Q-cm), separated
by a gap (typically few mm) containing the gas mixture (e.g tetrafluorethane [1]) where
the ionization process takes place. In practice, RPCs with multiple gaps (mRPCs) are
also constructed, for ensuring high detection efficiency. A uniform electric field of several
kEV/mm is established across the gap, while the readout electrodes (e.g pads, strips etc.)
are emplaced behind the resistive electrodes for the detection of the signal created from
the avalanche electrons. The response is quite fast, since there is no drift delay and the
start of avalanche amplification is immediate. The time resolution for a single gap RPC
with 2 mm gas gap is around ~ 1 ns, improved down to around ~ 20 ps for a mRPC
with 0.1 mm gas gaps. For a single gap RPC typical values for the space resolution is
around ~ 100 pm, scaled down to around ~ 40 um for mRPCs. Examples of applications
of RPC detectors at the LHC, are their usage at the ATLAS and CMS muon detection
systems [2].

3.2.5 Semiconductor detectors

Semiconductor detectors are basically ionization chambers with a solid state counting medium.
In high energy physics they are most commonly used as position sensors, exhibiting excellent
position resolution, but also as photodetectors. The passage of a charged particle or a photon
through a semiconductor-based detector, for example silicon (S7) or germanium (Ge) based,
will produce electron-hole pairs which under the influence of an externally applied electric field
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will move towards the charge collection electrodes. In a semiconductor, the energy difference
between the top of the valence band and the bottom of the conduction band is referred to as
energy bandgap or simply bandgap (e.g 1.1 eV for Si, 0.7 eV for Ge), with the energy required
for the production of an electron-hole pair being proportional to its value.

Typical semiconductor detector structures are based on p-n junctions, where a depletion
region (low concentration of free carriers) is formed at the interface between a p-type semi-
conductor (high concentration of free holes) and a n-type semiconductor (high concentration
of free electrons). For p-n junctions operating at reverse bias (positive voltage applied to the
n region) the depletion area increases, while for most detector applications the p electrode is
highly doped and the n region is lightly doped, so that the depletion region extends mostly in
the n region. The interaction of a photon with the depletion area or the crossing of a charged
particle through this area, will produce electron-ion pairs which are separated by the electric
field and are collected at the electrodes where they induce a current pulse. In a typical 300
pum thick detector, the collection of electrons lasts about 10 ns and for holes around 25 ns are
required, while the spatial resolution is around 5 pm |2]. Note also that the electrodes can be
segmented in the form of pads/strips (cm-scale) or pixels (um-scale) and can be integrated on
the same wafer where each one has its own read channel and therefore provide excellent position
resolution even for larger structures. The CMS and ATLAS tracking systems include variants
of semiconductor detectors for the precise reconstruction of charged particle trajectories.

Concerning the resolution of energy measurement for semiconductor detectors, it can be
parametrized using three separate terms and approximated by [3]:

OFE = \/O_zh + 07210@'36 + Ugol (331)

where o, stands for the statistical fluctuations of the number of charge carriers (electrons-holes)
which are smaller than Poissonian fluctuations, o, is the contribution from electronics noise
which may be reduced using low-noise electronics and o, is the contribution of the collection
of all other effects such as non-uniform charge collection efficiency.

3.2.6 Calorimeters

In high energy physics, the main tools for particle energy measurement of photons, electrons
and hadrons are the calorimeters. In a calorimetric detector, the incident particles are com-
pletely absorbed by the material and their energy is transformed into measurable signal. The
primary purpose of such a device is to sum the individual losses of the particle (e.g ionization,
scintillation, Cherenkov radiation etc) and built up a signal which is related to the particle’s
initial energy. The interactions of high energy photons, electrons and hadrons with matter (see
Sec. 3.1) lead to the production of a cascade of secondary lower energy particles. Therefore,
the energy measurement corresponds to the detection of electromagnetic showers produced by
electrons and photons which interact only through electromagnetic interactions'® and hadronic
showers produced by strongly interacting particles hadrons. Accordingly, specialized calorime-
ter systems are developed for each case and are discussed separately below.

Electromagnetic calorimeters

When high energy electrons pass through a thick absorber they lose energy almost exclu-
sively by bremsstrahlung (see Fig. 3.2), while electron-positron pair production is the dominant

13The weak interactions are too small to contribute and the gravitational interaction is always negligible in
this context.

29



3.2. DETECTOR TYPES

energy loss mechanism for high energy photons (see Fig. 3.3). In both cases, an electromag-
netic cascade is initiated with the production of more electrons-positrons pairs and photons of
lower energy, until the electron/positron energies fall below the critical energy E,. (defined in
Sec. 3.1.1) and subsequently the ionization and excitation become the dominant energy loss
mechanisms terminating the new particle production. Accordingly, Compton scattering and
photoelectric effect start to dominate among the photon energy loss mechanisms.

The radiation length (Xj) is the characteristic interaction distance for an electromagnetic
interaction!! ranging from 13.8 g em™2 in Fe to 6.0 g em™2 in U [2]. For the description
of the development of the electromagnetic "shower" of particles, it is convenient to use the
penetration distance x normalised to radiation lengths: ¢ = x/Xy. Assuming a symmetric
energy share between particles for each new particle generation step, the number of shower
particles N and the individual particle energy E at depth ¢, are given by the equations [3]:

N(t)=2', E(t)=Ey 27" (3.32)

where Ej is the incident’s particle energy. The position t,,,, where the new particle production
stops is obtained by replacing F with E¢ in the above equations and is typically few times
larger than X,. For this reason, electromagnetic calorimeters are designed 15-30 X, deep, in
order to provide the maximum possible containment of the shower particles in its volume and
absorb most of the incident particle’s energy.

In the longitudinal direction, the energy deposition in the electromagnetic cascade is ap-
proximated by [2]:

dE

(bt)aflefbt
i -, N S
dt 0

I'(a)
where I'(a) is Euler’s gamma distribution'®, a and b are model parameters which can be obtained
from simulation fittings (b & 0.5 for heavy absorbers and a is energy dependent). The transverse

development of the electromagnetic cascade is mainly caused by multiple scattering of electrons
and positrons and is commonly quantified using the Moliére radius Ry [2]:

(3.33)

By

where F, is given by E, = \/4m/a m.c®> ~ 21 MeV. The physical meaning of the Moliére
radius is that on average about 90% of the shower energy is contained in a cylinder with radius
Ry, or equivalently about 99% in 3.5R,;,.

Electromagnetic calorimeters are classified into two categories: homogeneous and sampling.
In a homogeneous calorimeter the total volume of the calorimeter material is sensitive to the de-
posited energy, acting both as absorber and detector. The aim is the production of a measurable
signal from the particle’s energy which is all deposited in the calorimeter volume, in the forms
of scintillation light, ionization (charges) and Cherenkov light. Therefore, the construction of a
homogeneous electromagnetic calorimeter is based on high-density inorganic scintillating crys-
tals such as PWO, non-scintillating Cherenkov radiators such as lead glass, or ionizing noble
liquids like liquid argon. Homogeneous electromagnetic calorimeters based on heavy scintilla-
tion crystal provide the best energy resolutions. A sampling calorimeter consists of two different
materials with (in the simplest form) alternating layers: a passive which serves as absorber and

14n practice, this means that a photon will produce an electron-positron pair after traversing one radiation
length, the newly produced electron and positron will emit a bremsstrahlung photon each after another radiaton
length etc [3].

1®Gamma function definition: T'(g) = [, e "29 'dx [3].
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an aclive which generates the signal. For the latter, a scintillator, an ionizing noble liquid, a
semiconductor, or a gas ionization detector may be selected. The passive material is usually a
high-Z metal such as tungsten or lead. The advantage of sampling electromagnetic calorime-
ters is their relatively low cost, however their energy resolution is worse than the homogeneous
calorimeters [2].

The energy resolution of an electromagnetic calorimeter is parameterized as [2]:

op . S N
T VETUE
where the symbol @& means summation in quadrature. The S is the stohastic term which
stands for fluctuations arising from statistics such as photoelectron statistics. For homogeneous
calorimeters S is at the level of few per cent, while for sampling calorimeters it is typically
in the range from 10 to 20%. The term N represents the electronics noise of the readout
channels required for the shower measurement (< 1% for CMS), and finally, the term C' is a
constant factor accounting for systematic effects such as detector non-uniformity and calibration
uncertainties and can be generally maintained at below per cent level.
Although the primary goal of electromagnetic calorimeters is the energy measurement, they
may also provide measurements of positions and directionality for electrons and photons. The
position resolution is parameterized as [2|:

®C (3.35)

S
= —=®C 3.36
7= E (3:36)

where S is the stochastic term (typically from few mm up to 20 mm) and C' a constant factor
(typically below 1 mm). In general, position resolution depends on the Moliére radius of the
material and the transverse granularity of the calorimeter. The measurement of directionality
is extremely important for the case of photons because they are not detected from tracking
systems, since they are electrically neutral. Typical photon angular resolution is approximated
by:

45 mrad

== (3.37)

Hadronic calorimeters

The main task of a hadronic calorimeter, is the energy measurement of charged and neutral
hadrons. In an analogous way with electromagnetic showers, a high-energy hadron traversing
the calorimeter material, will produce a hadronic cascade depositing its energy mostly through
strong interactions.

As already pointed out in Sec. 3.1.3, the secondary particles in the hadronic shower are
produced from inelastic hadronic processes. In particular, the hadronic interactions lead to the
production of energetic secondary hadrons typically carrying a large fraction of the primary
hadron momentum (i.e., GeV scale). Charged and neutral pions (7%, p°) are the majority of
secondary hadrons, while other hadrons (kaons, protons, neutrons etc.) are also produced but
at lower multiplicities. Secondary charged particles lose their energy either through ionization
and excitation or in hadronic collisions with nuclei where they produce evaporation neutrons,
spallation protons and neutrons, etc., with energies in the MeV scale.

Since the hadronic interactions are charge independent, on average 1/3 of the produced
pions are neutral (7°). These neutral pions then quickly (~ 1071® s) decay into two photons
(p° — ~v7) and hence initiate an electromagnetic cascade which evolutes as a "subcascade"
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in the hadronic shower according to the processes described above for the electromagnetic
showers. In that sense, a fraction of the hadronic energy is transferred to the electromagnetic
component and no longer contributes to the hadronic processes. The average energy fraction
for the electromagnetic component is parametrized as [2]:

<fem> =1- <fh> (338)
where the average energy fraction for the hadronic component f;, is approximated by:
(fn) = (E/Eo)™ " (for E > Ep) (3.39)

where F is the incident’s particle energy, E, is a parameter representing the average energy
required for a pion production e.g 0.7 GeV for iron, 1.3 GeV for lead [3] and m is a parameter
which is dependent on the multiplicity of a collision and is typically in the range 0.80-0.87 |2].
For a shower of 100 GeV f;, is of the order of 0.5, while for a 1 TeV shower f, is around 0.3
[1].

Another important aspect of hadronic cascades, is that a substantial fraction of their energy
which is typically in the range 20-40% cannot be detected in practical calorimeters remaining
invisible. The main reason is that part of the hadron’s energy, both for primary and secondary
hadrons, is used to overcome the nuclear binding energies and does not contribute to the
measurable energy. Furthermore, smaller contributions to the invisible energy fraction originate
from particles escaping from the calorimeter like long-lived neutral particles (e.g neutrons) and
neutrinos or decay products such as muons produced from pion/kaon decays and deposit only
a small fraction of their energy in the calorimeter.

The longitudinal development of a hadronic shower is quantified using the interaction length
Ar (see Eq. 3.19) which defines the mean free path between hadronic collisions. In comparison
with the radiation length X, which is used in the case of electromagnetic shower, A; is much
larger, varying from 132.1 g em™2 in Fe to 209 g em™2 in U [2|. Taking also into account
that the depth of the calorimeter should cover many interaction lengths, it becomes clear that
hadron calorimeters are much larger than electromagnetic and are typically designed at 5-10;.
The energy deposition in the longitudinal direction for a hadronic cascade is a non-trivial task
due to the complexity of the strong interactions, though it can be parameterized from the
sum of two I' distributions, one with a characteristic interaction length A; and the other with
the radiation length X, (see also Eq. 3.33). Typically, for the containment of 98% of a 100
GeV scale hadronic shower, about 9\ are required, while for the LHC multi-TeV scales about
10\, are sufficient [1]. The transverse development in hadronic showers is also increased in
comparison with electromagnetic, since there are contributions both from the electromagnetic
component but also from the large transverse momentum transfers in nuclear interactions.

The energy resolution in a hadron calorimeter is significantly worse than in electromagnetic,
due to large fluctuations in the hadron-shower development mainly caused by the different re-
sponse of the calorimeter to electrons and hadrons. Let h be the efficiency with which the
hadronic energy is detected and e the corresponding efficiency for electron detection, where
in general h # e. This leads to the concept of compensation of the response i.e., design a
calorimeter where (h/e) = 1, which is possible only for sampling calorimeters. This requires
tuning of several variables in the calorimeter design, such as the adjustment of electromagnetic
and hadronic sensitivity using appropriate sampling materials in order to obtain a near com-
pensating calorimeter. For example, D0 collaboration at Fermilab, had achieved a value of
(h/e) = 1.08 for their U/LAr sampling calorimeters [2]. The fractional energy resolution for a
hadronic calorimeter is approximated by [2]:

o a(F
o i/(E) @1 —(h/e)l|o.,. (3.40)
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where a; is a coefficient lightly dependent on the energy and oy, is the standard deviation
for fu., (see Eq. 3.38). For the above D0 example the resolution is 44%/+/E, while another
example is the ATLAS hadron calorimeter which without compensation ((h/e) = 1.37) has
achieved a resolution of 42%/+/E for pions [3].
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3.3 The CMS detector

Superconducting Solenoid

Silicon Tracker

Very-forward Pixel Detector

Calorimeter

Compact Muon Solenoid

Figure 3.4: A schematic view of the CMS detector with the different components [8].

The Compact Muon Solenoid (CMS) detector (see also Sec. 2.3.2 and 2.3.3) has a symmet-
rical onion-like structure and is composed of several concentric layers of sub-detector systems.
The overall layout of the CMS detector with the modular design is shown in Fig. 3.4. The
3.8 T Superconducting Solenoid is the central feature of the apparatus, which is 13 m long
and has a 6 m internal diameter. Inside the bore of the superconducting solenoid, are accom-
modated the Tracker (Silicon Micro-strips and Pizels) and the Calorimeters (Electromagnetic
and Hadron), while outside the solenoid are emplaced the Muon Detectors. To complete the
coverage of the central part of the CMS detector (barrel), detector systems (calorimeters and
muon detectors) are added on each side of the barrel cylinders (end-caps). The goals and the
main characteristics of each subsystem are discussed in the following subsections.

The CMS detector has designed following few guiding principles in order to complete its
broad physics programme. The main detector requirements for the different physics objects as
described in Ref. [8], are:

e Muons: efficient identification, momentum and di-muon mass measurement with good
resolution and precise muon charge determination.

e Charged Particles: efficient reconstruction for all the charged particles in the inner
tracker, good resolution for the momentum measurement and more specifically for the 7
lepton efficient triggering and offline tagging.

e Photons and Electrons: good resolution for the measurement of energy, di-photon
mass and di-electron mass and efficient isolation of photon and lepton.

e MET and Jets: good resolution for the measurement of the missing-transverse-energy
and the dijet mass, efficient triggering and offline tagging for the b-jets.

The nominal collision point is located at the center of CMS and defines the origin of the
coordinate system adopted from the experiment. The beam direction coincides with the z-axis
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pointing toward the Jura mountains from the LHC Point 5, the y-axis pointing vertically upward
and the x-axis pointing at the center of the LHC, as shown in Fig. 3.5. The zy plane, also
referred to as the transverse plane, is where the azimuthal angle ¢ is measured and transverse
variables such as the transverse momentum pr are computed. The polar angle 6 has its usual
cylindrical coordinate definition and is measured from the z-axis. Besides the cartesian and the
cylindrical coordinates, two extremely important quantities used for specifying the position are
the rapidity (y) and the pseudo-rapidity (n). The rapidity is a kinematic quantity defined as:

1[ E+p,
= =in

(3.41)

where F is the scalar energy and p, is the z component of the momentum. The key advantage of
using rapidity is that rapidity differences are invariant with respect to Lorentz boosts along the
beam axis (z-axis). Note also that the transverse momentum p, and p,, as well as the azimuthal
angle (¢ = tan™! (p,/p,)) are also invariant under boosts along the z direction. Therefore, the
angular separation defined as:

R =1/(A¢)* + (Ay)? (3.42)

is a quantity invariant with respect to boosts along the z-axis. On the other hand, pseudo-
rapidity is a geometric quantity defined as:

—— 45

For highly relativistic particles i.e., particles travelling close to the speed of light or equivalently
particles with negligible mass, equation y &~ 7 holds. Hence, the motivation for using n arises
from the fact that although it is almost identical to y in the high relativistic regime, it does
not depend on kinematic variables and subsequently it can be quicker and faster estimated
by far. However, pseudo-rapidity differences An are invariant with respect to Lorentz boosts
along the beam axis only for massless particles. Finally, few representative values for n and its
correspondence to the polar angle 6 are shown in Fig. 3.6

n=0
ys n = 0.55
// n =0.88
0 = 90°
6 = 60° n=1.32
b=d5 7
6 = 30°
Jura LHCb T] = 2.44
N 9=10°"""
« ALICE ATLAS =00 — 1 =00
z
Figure 3.5: The CMS coordinate system [9].
Figure 3.6: The correspondence between

pseudo-rapidity (n) and the polar angle (0) [10].
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3.3.1 Superconducting magnet

The CMS superconducting magnet is necessary for bending the
trajectories of charged particles emerging from the collision point. In
principle, the trajectory of a charged particle in a constant magnetic
field B is a helix, as shown in Fig. 3.7. The purpose of employing
such trajectory bend is twofold: firstly, the identification of the parti-
cle’s charge since positively and negatively charges bend in opposite
directions under the influence of the same B and secondly, the mea-
surement of particle’s momentum. In particular, the radius R of the  Figure 9.7:  Trajec-
curvature of a particle with charge ze in a constant magnetic field B, 451y of a charged parti-
is r(zlated to the particle’s momentum component P, perpendicular .1 in o constant mag-
to B and correspondingly to the total momentum P, via [2]: netic field.

P
P, [GeV/]=03-2-B[T]-R[m], Pu= CO;

(3.44)

where A\ is the dip angle shown in Fig. 3.7. Hence, it becomes clear that the more momentum
a particle has, the less its path is curved by the magnetic field (curvature k = 1/R).

The CMS magnet system contains the largest superconducting magnet ever built and is
constructed with 12.5 m length, 6 m internal diameter and 12.000 ¢ weight in total [11].
It can generate a magnetic field of around 4 T which is about
100,000 times the strength of the Earth’s magnetic field. The
nominal current for the whole magnet system is 19.14 kA cor-
responding to a stored energy of 2.6 GJ. The superconducting
solenoid is formed by coils of wire made from niobium-titanium
(NbTi) Rutherford cables operating in the superconducting state
(also discussed in Sec. 2.3.1). The flux is returned through an
iron structure, called yoke or return yoke. The yoke is used not
only for the confinement of the high magnetic field in the detec-
tor’s volume, but alsq as structural support} for th§ other detector the CMS coil into the barrel
systems. Therefore, it is by far the CMS’s heaviest component k 11 September 2005
(10.000 t) and is composed of 6 endcap disks and 5 barrel wheels. ?102]6 on Lj September
In Fig. 3.8 a photo of the insertion of the CMS coil into the bar- ’
rel yoke, during the preparation for Run I on September 2005,
is shown. A cryogenic system based on superfluid helium (also discussed in Sec. 2.3.1), enables
the superconductivity for the magnets by maintaining a temperature of 4.45 K (—268.7°C'),
while a dedicated vacuum system is used for the isolation of coil cryostat [8].

Figure 3.8: Insertion of

3.3.2 Tracking system

The tracking system of CMS has been designed to record the paths followed by charged
particles by measuring their positions at a number of specific points. The accurate path recon-
struction is crucial for the measurement of charged particles” momentum utilizing the bend of
their trajectory inside the magnetic field described above. The CMS tracker not only recon-
structs the trajectories of muons, electrons and charged hadrons, but also identifies precisely
tracks produced from secondary vertices, for example from the decay of short-lived particles
such as b-quarks or neutral kaons Kg [13].

The proximity of the CMS tracker to the interaction point (closest subdetector system to
the beam pipe) implies the need for high granularity, fast response and radiation hardness.
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Such requirements are fulfilled with silicon detector technology (see Sec. 3.2.5). In particular,
two different types of silicon detectors are used: pizels at the very core of the detector and
macrostrips on the circumferential area of the pixel modules. In the original design, the silicon
pizel detector consisted of 3 concentric barrel layers surrounding the interaction point at radii
of 44,73 and 102 mm respectively and 2 disks on each side of the cylinders at distances 345
and 465 mm from the interaction point [8]. This design was based on the assumption that the
maximum instantaneous luminosity would be 1 x 103 em~2s~!. However, as discussed in Sec.
2.3, this parameter exceeded its nominal value and was doubled durmg Run 2 and therefore the
original pixel detector was replaced by a new system during the year-end technical stop of the
LHC in 2016/2017, in order to maintain efficient end robust tracking under these conditions.
Hence, the new pixel detector consists of 4 concentric barrel layers surrounding the interaction
point at radii of 29, 68,109 and 160 mm respectively and 3 disks on each side of the cylinders
at distances 291,396 and 516 mm from the interaction point [14]. The pixel detector layout is
optimized to deliver three-dimensional (3D) measurement of 4 space points for each trajectory
over the pseudorapidity range |n| < 2.5, and has a total active area of 1.9 m?.

On the other hand, the silicon microstrip detector is subdivided into four different subsys-
tems: the barrel region with radius from 20 to 55 c¢m is covered from 4 layers of the Tracker
Inner Barrel (TIB) which is complemented on each side from 3 disks of the Tracker Inner Disks
(TID) and surrounded by 6 layers of the Tracker Outer Barrel (TOB). In the z direction, the
above systems extend between £118 ¢m, while beyond this range 9 disks of the Tracker End-
Caps (TEC) on each barrel side covers the region 124 em < |z| < 282 ¢m. TIB/TID provides up
to 4 r-¢ measurements of the trajectory, TOB delivers another 6 r-¢ measurements and finally,
TEC provides up to 9 ¢ measurements. In total, at least 9 hits are provided from the silicon
strip tracker over the pseudorapidity range |n| < 2.4 from which at least 4 are two-dimensional
(2D), while the total active silicon strip area is 198 m?. The ultimate tracker acceptance goes
up to n =~ 2.5. A schematic cross section through the original CMS tracker is shown in Fig.
3.9.
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Figure 3.9: Schematic cross section through the original CMS tracker in the r-z plane. Strip
modules providing 2D hits are shown with black lines, while those permitting 3D position re-
construction are shown with blue lines. The pizel modules shown by red lines also provide 3D
hits [15].
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Pixel detector

The pixel system delivers 3D measurement of tracking points in r-¢ and z coordinates and
for that purpose, each of the pixel layers described above is split into segments. There are
1856 segmented silicon sensor modules in total, from which 1184 are used in the Barrel PIXel
detector (BPIX) and 672 in the disks (see Fig. 3.10b), also known as the Forward PIXel
detector (FPIX). Each module is composed of a silicon sensor with 160 x 416 pixels connected
to 16 read-out chips (ROCs) also segmented into channels for reading out the pulse information
height for each pixel (see Fig. 3.10a). The overall size of the silicon sensor is 18.6 X 66.6 mm?,
while the standard pixel size is 100 x 150 wm?. The sensor technology is based on n-in-n
technology where strongly n-doped n™ pixelated implants are emplaced on an n-doped silicon
bulk and a p-doped back side, such that in reverse bias the n™ implants are collecting electrons
(see also Sec. 3.2.5). Furthermore, in order to achieve optimal yield, different approaches on
that technology were adopted for BPIX and FPIX leading to different types of modules among
them [14]. The position resolution not only varies depending on the track angle and the radial
position of the layer, but also differs for the two directions r¢ and z for the BPIX and r and
¢ for the FPIX. For example, the position resolution for the third layer of the BPIX is 9.5
pm in the r¢ direction and 22.2 pm in the z direction. Figure 3.10c illustrates the BPIX and
FPIX detectors together with the service half-cylinders used for holding the readout and control
circuits.

Figure 3.10: (a) A CMS silicon pizel detector [16], (b) Drawing of a pizel detector module
used in FPIX [14], (¢) Drawing of the BPIX and FPIX detectors layout [14].

Silicon strip tracker

The silicon strip tracker is composed of 15148 modules, with 29 different module designs and
15 different sensor designs required to cover the needs of the four different subsystems (TIB,
TID, TOB, TEC). There are 24244 silicon sensors in total, with typical dimensions 6 x 12 cm?
in the TIB and 10 x 9 ¢m? in the TOB. Depending on its position, each module is equipped
with one thin (320 pm) or two thick (500 pm) silicon sensors. The sensor technology for the
strip detector is based on p-on-n technology, manufactured on planar wafers with uniform n*
implantation on the back side, while the front side consists of p* implantation into n type
bulk [8]. The strip pitch in the TIB is 80um for the two innermost layers and 120 um for
the two outer layers, performing single point measurements with resolution 23 ym and 35 um,
respectively. The mean strip pitch in the TID varies in the range 100-141 pm, while in the
TOB 186 um strip pitches are used in the first four layers leading to a single point resolution of
53 pm and 122 pm strip pitches in the outer two layers with 35um single point resolution. The
average pitch for the radial strips in TEC disks varies between 97 and 184 pum. Finally, several
layers (shown in Fig. 3.9 with blue lines) of the four subsystems carry a second microstrip
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detector module in order to provide measurements of the z coordinate, too. The single point
resolution measurement for that case is 230 ym in TIB, 530 gm in TOB and varies with pitch
in TID and TEC [8]. Figure 3.11 shows a photo of the TIB modules, while Fig. 3.12 is a sketch
of one tracker endcap where modules are arranged in rings of diameter 2.3 m around the beam
axis.

Figure 3.11: Photo of the CMS silicon strip Figure 3.12: Sketch of a tracker endcap
detectors in the barrel region (TIB) [17]. (TEC) [8].

3.3.3 Electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) of the CMS, is used for measuring the energy of
photons and electrons. The CMS ECAL is a homogeneous calorimeter (see also Sec. 3.2.6)
made of lead tungstate (PbWO,) crystals shown in Fig 3.13a. The choice of the crystal was
based on the high density (8.28 g/cm?), the short radiation length (0.89 c¢m), the small Moliére
radius (2.2 ¢m) and the fact that it is a fast and radiation-hard scintillator. In addition, the
above crystals enable the design of compact calorimeters with fine granularity and excellent
energy resolution [18]. The latter, is of practical importance mainly due to the decay of the
Higgs boson to two photons (H — ), but also for a wide range of other SM and new physics
processes.

The CMS ECAL is composed of (i) a central barrel part (EB) which covers a pseudorapidity
range of |n| < 1.479 and consists of 61200 crystals and (ii) two endcaps (EE) covering a
pseudorapidity range of 1.479 < |n| < 3.0 with 7324 crystals in total. The EB crystals have
a length of 23 em which corresponds to around 25.8 X, front-crystal face 22 x 22 mm? and
26 x 26 mm? rear-crystal face. Those (PbIWO,) crystals are contained in submodules of alveolar
structure which are assembled into modules containing 400 or 500 crystals and further assembled
into 36 supermodules (shown in Fig. 3.13b) in total with 1700 each. On the other hand, the
EE crystals have length 22 cm (24.7X)), front-crystal face 28.62 x 28.62 mm? and rear-crystal
face 30 x 30 mm?. The EE crystals are grouped in mechanical units of 5 x 5 crystals called
supercrystals (SCs), shown in Fig 3.13c. Furthermore, the endcap is split into 2 halves called
Dees, where each Dee is composed of 138 SCs and 18 special partial SCs or 3662 crystals in
total |8]. The scintillation light in the barrel region is collected from avalanche photodiodes
(APDs), while in the endcaps vacuum phototriodes (VPTs) are used as photodetectors (see Sec
3.2.1).

The energy resolution for an electromagnetic calorimeter is given by Eq. 3.35. For the CMS
ECAL, the stochastic term S varies between 1.5% when the energy is reconstructed from the
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sum of 5 x 5 crystal array and 2% in the case of 3 x 3 crystal array [8]. The noise term N
for energies above 15 GeV is below 1% and its contribution reduces significantly as the energy
rises [18|. Finally, the constant term C here is of the order of 0.3%. Typical energy resolution
for electrons between 20 and 250 GeV in the CMS ECAL is parameterized as [8]:

28%  0.12
o5 _ 28% 5 012 o o 0% (3.45)

E_VE @ E

Finally, a Preshower detector emplaced in front of the EE aiming mainly to identify 7°
within 1.653 < |n| < 2.6, as well as to help in the electron identification and position determi-
nation for electrons and photons. The preshower is a sampling calorimeter (see also Sec. 3.2.6)
composed of alternating layers of lead radiators where the EM showers are developed (passive
layers) and silicon strip sensors for the signal measurement (active layers).

Figure 3.13: (a) Lead tungstate crystals [19], (b) siz installed ECAL supermodules [19], (c)
crystals on a quadrant of Endcap ECAL [20].

3.3.4 Hadron calorimeter

The hadron calorimeter (HCAL) measures the energy of charged and neutral hadrons (pro-
tons, neutrons, kaons etc). In addition, the CMS HCAL measures the missing transverse energy
(MET) flow and inevitably plays a crucial role in searches for new particles (e.g SUSY particles)
or other SM particles that escape the detection such as neutrinos. Furthermore, in conjunction
with ECAL and the muon system it helps the identification of electrons, photons and muons
[21].

The CMS HCAL consists of four main components: the HCAL Barrel (HB), the HCAL
Endcap (HE), the HCAL Outer (HO) and the HCAL Forward (HF). The HB and HE calorime-
ters are located inside the CMS solenoid magnet covering pseudorapidity ranges of || < 1.3
and 1.3 < |n| < 3 respectively. On the other hand, the HO calorimeter is emplaced outside the
solenoid volume in order to ensure total shower energy containment acting as tail-catcher for
the hadronic shower energy portions that are deposited outside the HB. The HF calorimeter is
placed in the forward region, 11.2 m away from the interaction point and covers pseudorapidity
range of 3 < |n| < 5.2 [8]. Figure 3.14 shows (right) a longitudinal view of the CMS detector,
with fixed n values presented as dashed lines.

The HB is a sampling calorimeter (see also Sec. 3.2.6) made of alternating layers of flat brass
absorber plates (50.5-56.5 mm thick layers) and tiles of plastic scintillator. It is segmented into
36 azimuthal wedges forming two half-barrels (HB+ and HB-), where each wedge is further sub-
divided into 4 azimuthal angle sectors. The absorber chemical composition is 70% Cu and 30%
Zn with a density of 8.53 g/cm?® and interaction length 16.42 c¢m, while stainless steel is used
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Figure 3.14: Longitudinal views (r-z) plane of a quarter of the CMS detector showing: (left)
the HCAL tower segmentation for the HB, HE and HO detectors [8] and (right) the HCAL
component (HB, HE, HO, HF) locations, the ECAL (EB, EE) and the muon systems, where
the dashed lines represent fived n values [22].

for the innermost (40 mm thick) and outermost (75 mm thick) layers. The effective thickness
of the absorber varies with pseudorapidity between 5.82\; at n = 0 and 10.6\; at n = 1.3. For
the scintillator tiles, the Kuraray SCSN81 plastic scintillator is used for all the layers (3.7 mm
thick) except from the first where Bicron BC408 (9 mm thick layer) is used. The light produced
from the plastic scintillator material, is wavelength-shifted (WLS) and captured in WLS fibers
and then channeled to the photodetectors. In the original design, Hybrid Photodiodes (HPDs)
where used as photodetectors, though they were replaced by Silicon Photomultipliers (SiPM)
in a series of upgrades during Phase I, when the read-out electronics were also upgraded [23].
The HE is also a sampling calorimeter based on the same materials and design principles as
the HB, with 79 mm thick brass plates identical scintillator tiles, while its photodetectors and
electronics also subjected to the above upgrade process.

The HO is composed of the same active material as the HB,
however it utilizes the steel return yoke and magnet material of
CMS as an additional absorber increasing the total HCAL depth
to a minimum of 11.8)\;. The HO is divided into five rings em-
placed as the first layer in the iron yoke, positioned at nominal E
central positions of +5.342 (rings +2), £2.686 (rings 41) and HCALTover—=" 1
0 (ring 0), where each ring is sub-divided into 12 azimuthal an-
gle sectors. In the longitudinal plane (r-z) the HB, HE and HO
are segmented into n sectors called towers, which are illustrated oAl
in Fig. 3.14 (left) and 3.15. In practice, the measurement of Tracker—==5
the energy deposition of a particle requires the summation over
the successive layers of tiles or equivalently over the tower. The
number of scintillator layers depends on the tower and segment
position, for example tower 15 contains 12-13 scintillators in the
front segment and 3 in the rear segment. The HO tower segmentation roughly maps the HB
16 n sectors, forming towers with granularity 0.087 x 0.087 in 1 and ¢. The utility of HO was
investigated in simulations using incident pions of fixed energy and comparing the the measured
energy deposits with and without this component. The mean energy fraction recorded from
the HO at n = 0 (ring 0) was 0.38% for 10 GeV pions, increasing to 4.3% for 300 GeV pions

8].

@

i

Figure 3.15: Schematic
view of an HCAL tower [8].
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Finally, the HF uses quartz fibers (used-silica core and polymer hard-cladding) as active
component, inserted in 5 mm thick grooved plates of steel absorber [8]. The material choices
were primarily motivated from the harsher radiation environment of the forward detector region
which receives unprecedented particle fluxes, many times larger than the rest detector regions.
The signal generation is based on the collection of Cherenkov radiation (see Sec. 3.2.3) emitted
from charged particles traversing the calorimeter volume with velocity above the Cherenkov
threshold. Geometrically, the HF forms two cylindrical structures which are azimuthally sub-
divided into 18 modular wedges of 20° positioned on either side of the interaction point. It is
also segmented into n towers with granularity 0.175 x 0.175 in 1 and ¢. The phototubes which
where used in the original HF design for the light collection have been replaced by multi-anode
tubes along with their electronics, in the Phase I HCAL upgrade [23].

3.3.5 Muon system

The detection of muons is one of the most important challenges in the CMS experiment.
The need for precise muon detection originates from the fact that it consists a powerful tool
providing clear signatures for a wide range of physics. A typical example is the decay of the
Higgs boson into ZZ or ZZ* which in turn decay into 4 leptons. In the case where all the
leptons are muons, the best 4-particle mass resolution is achieved and for that reason it is
noted as gold plated case. The CMS muon system has three main purposes: (i) the muon
identification with correct charge assignment, (ii) triggering on single and multi-muon events
and (ili) muon momentum measurement with good resolution [24].

The CMS muon system is based on three types of gaseous detectors (see Sec. 3.2.4) for
the muon detection and measurement: Drift Tube (DTs) chambers, Cathode Strip Chambers
(CSCs) and Resistive Plate Chambers (RPCs). Geometrically, it consists of a cylindrical barrel
region covering a pseudorapidity range of |n| < 1.2 and two planar endcap regions covering
0.9 < |n| < 2.4. The DTs are used in the barrel region, the CSCs in the endcap and the RPCs
in both the barrel and the endcap regions. In the barrel region there are 4 detector stations
interspersed among the iron return yoke plates of the magnet. The first 3 stations contain 12
DT chambers of rectangular shape, where 8 of them are used for the measurement of muon
in the r-¢ bending plane and the other 4 for the z coordinate measurement, while in the 4th
station only the first 8 planes exist. Each endcap region contains 4 stations with CSCs providing
precise muon measurement in the r-¢ bending plane, formed in trapezoidal shape structured in
concentric rings around the beam line, which are also separated by the iron return yoke plates
of the magnet. The first station has 3 rings and the other 3 stations have 2 rings. In both
the barrel and the endcap region, RPCs are used for triggering purposes (discussed below). In
total, 6 layers of RPCs are embedded in the barrel region, 2 for the first 2 stations and 1 for
each of the outer stations. In the endcaps, 1 RPC layer is emplaced in all the 4 stations. Figure
3.16 shows a cross section of a quarter of the CMS detector with the positions of the muon
detector systems.

The CMS DTs are classified into the Drift Chambers gaseous tracking detector technology
discussed in Sec. 3.2.4. The 4 barrel muon detector stations are arranged in concentric cylinders
around the beam line containing 250 chambers in total: 60 for each of the 3 first stations and 70
for the outer station. The DT chamber width ranges from 180 ¢m to 400 ¢m, the depth is fixed
at 250 cm [24], while each DT is divided into 3 or 2 groups which are also called Superlayers
(SLs) made of 4 consecutive layers of rectangular drift cells staggered by half a cell. Figure
3.17 shows on the left a sketch of a drift shell of 13 x 42 mm? cross section, with gas mixture
of 85% Ar + 15% CO, corresponding to a drift velocity of ug, ~ 5.5 em/us and drift time of
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Figure 3.16: Cross section of a quarter of the CMS detector showing the muon systems: Drift
Tubes (DTs) with yellow colour labelled as MB (Muon Barrel), Cathode Strip Chambers (CSCs)
with green colour labelled as ME (Muon Endcap) and Resistive Plate Chambers (RPCs) with
blue color marked as (RB) and (RE) for the barrel and the endcap region respectively [25].

380 ns in a uniform drift field of £ = 1.5 kV//em. Two SLs are used for the measurement of
the r-¢ coordinate i.e., the wires are parallel to the beam line, while the third SL measures
the z coordinate i.e., the wires are orthogonal to the beam line. As mentioned above, the
latter is missing in the fourth station where only the ¢ coordinate is measured. Additionally,
an aluminium honeycomb plate is used to separate the sensitive layers of the two SL groups.
Therefore, a muon emerging from the interaction point, firstly passes through one r-¢ SL, it
traverses the honeycomb plate, then it crosses the z SL and then passes through the second r-¢
SL. The single wire resolution is better than 250 um for the r-¢ measurement and therefore
the 100 um global resolution, which was the initial design target, is already achieved by the 8
track points measured in the two r-¢ SLs. Each SL has a time resolution of a few nanoseconds
providing efficient bunch crossing identification, while the reconstruction efficiency for a high
pr muon is better than 95% for the barrel muon system alone [24].

The CSCs fall into the category of Multi-Wire Proportional Chambers (also described in
discussed in Sec. 3.2.4). The 4 endcap muon detector stations contain 540 cathode strip
chambers in total (for the two endcaps): 216 in the first station arranged into 3 rings (for each
endcap) and 108 for every subsequential station arranged into 2 rings (for each endcap), with
an individual ring containing 36 or 18 chambers. The overall chamber length varies from 170
cm to 340 ¢m, the top and bottom widths (trapezoidal shape) are in the ranges 61-153 ¢m and
31-90 e¢m respectively, while the thickness is fixed at 25 ¢m except from the CSCs of the first
ring in the first station where the thickness is 15 em [24]. Each chamber covers azimuthal angle
of 10° or 20°, while there is also an overlap of DTs and CSCs for the pseudorapidity range of
0.9 < |n| < 1.2 (shown also in Fig. 3.16). As can be seen in the schematic view of a CSC in Fig.
3.18 (left), it is composed of 6 anode wire planes which run azimuthally defining the track’s
radial coordinate, interleaved among 7 cathode panels milled with strips which run lengthwise
(radially) with constant azimuthal width A¢. The cathode planes define the gas gaps of around
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Figure 3.17: (left) Sketch of a drift shell [8] and (right) schematic layout of the DT chamber
superlayers (SLs) [26].

9.5 mm (7 mm for chambers in the very first ring) width filled with a gas mixture of 40% Ar
+ 50% COy + 10% CFy. As described also in the working principles of MWPCs in Sec. 3.2.4,
the precise track localisation is obtained from the interpolation of charges induced on cathode
strips by avalanche positive ions near the wire direction, which is illustrated in Fig. 3.18 (right).
Apart from the precision muon measurement, the CSCs operate also as muon triggers with a
99.9% efficiency per chamber for finding track stubs by the first-level trigger, which is above
the performance requirement of 99% [8|. The probability per chamber of correct bunch crossing
identification by the first-level trigger is 98-99% well above the minimum desired level of 92%.
Furthermore, the combined 6-plane off-line spatial r-¢ resolution for the first 2 rings of the first
station is 33 um (performance goal 75 pm) and 80 pm for all the other rings (performance goal
150 pm). Finally, the performance requirement of 2 mm spatial r-¢ resolution at the first level
trigger is also achieved [8].

cathode plane with strips

anode plane with wires
(a few wires shown)

cathode

....... N - - o o o o oo wires

cathode

7 trapezoidal panels
forming 6 gas gaps

- cathode with strips

wires

avalanche

cathode w/o strips

Figure 3.18: (left) Schematic view of a CMS Cathode Strip Chamber and (right) an illustra-
tion of the CSC operation principle [27].

Finally, as described in Sec. 3.2.4, the combination of good spatial and time resolution of
the RPC gaseous detectors, make them a powerful tool for fast space-time muon tracking in
CMS. This is of great importance for the muon trigger system where fast decisions are required.
Therefore, since RPCs tag the time of ionizing events in less than 25 ns and have adequate
spatial resolution, a trigger system based on such detectors is not only capable of efficient bunch
crossing (BX) identification for each muon track, but also for momentum estimation [24]. In
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CMS there are 610 RPCs chambers in total: in the barrel region there are 6 layers of RPCs, 2
for each of the first 2 stations and 1 for each of the other 2 stations, while in the endcap region
4 layers of RPCs exist, located as indicated in Fig 3.16. The 2 mm thick CMS RPC parallel
plates are made of phenolic resin (bakelite) of resistivity 109-10" Q- cm [24] separated by two
gas gaps of around 2 mm width containing a mixture of 96.2% CyHyFy + 3.5% 1CyHyo + 0.3%
SFg with common pick-up readout strips in between. Each station has chamber modules with
2 and 3 double-gaps mounted sequentially along the beam direction, with up to 96 strips per
double-gap [8|. In the barrel region, the RPC chambers form concentric dodecagon structures,
where each chamber has rectangular shape with strips running along the beam direction, while
in the endcap region the chambers have trapezoidal shape with strips running radially and are
arranged into concentric rings. Performance studies of the CMS RPC detector, estimated the
time resolution at about 2 ns and the efficiency at around 97% [28].

3.3.6 Trigger

In proton-proton collisions with an LHC luminosity peak of 2 - 103 ¢m 257! and beam

crossing interval of 25 ns (crossing frequency of 40 M Hz), more than 2 billion collisions take
place every second inside the CMS detector (see also Sec. 2.3.2). Such high number of events
translates to a huge amount of data which is impossible to be read out and stored for off-
line analysis. Apart from that, only a small fraction of the produced events contain events of
interest for the CMS physics program and might reveal new physics phenomena. Therefore, a
trigger system is required with main task the reduction of the amount of data to be read out
and stored by selecting the potentially interesting events out of the bulk of the events recorded
by the detector. In CMS, this is implemented in two steps (levels): the Level-1 Trigger (L1T)
and the High Level Trigger (HLT).

The Level-1 Trigger system is based on custom electronics and is designed to reduce the
rate of events accepted down to 100 kHz [29]. Based on the input information from the muon
and calorimeter detectors, L1T selects events according to a list of algorithms composing the
so-called trigger menu and keeps only those events which satisfy predefined criteria. The CMS
L1T menu for pp collisions has 300-450 algorithms (also called seeds) in total [30]. Examples
of such trigger algorithms consist of typical criteria such as pr or n thresholds applied to one
or more objects of a single type such as muons or jets. Events which satisfy the conditions of
at least one seed, initiate the readout of all the detector information from the Data Acquisition
(DAQ) system and the transfer of the data to the HLT.

The L1T is organized into three major subsystems: the L1 Calorimeter Trigger, The L1
Muon Trigger and the L1 Global Trigger. The electronics of all three subsystems were upgraded
during Phase I before Run 2 [31] and the dataflow upgraded chart is illustrated in Fig. 3.19. The
L1 Calorimeter (Calo) Trigger is composed of two sequential layers, where the first one (Layer
1) receives the local energy deposits recorded by the ECAL and HCAL and then calibrates and
sorts them before they are sent to the next layer (Layer2) where the reconstruction of calibrated
physics objects such as jets or electrons takes place. The L1 Muon Trigger includes three Muon
Track Finders (MTF) which reconstruct the muons of specific detector regions: Barrel (BMTF),
Endcap (EMTF) and Overlap (OMTF). The reconstructed muons along with the calorimeter
objects are then transferred to the Global Muon Trigger (micro-GMT or uGMT) where every
algorithm of the trigger menu is executed in parallel for the muon selection. Finally, the
information from both the Calo Trigger Layer 2 and the uGMT are sent to the Global Trigger
(micro-GT or uGT) and used as a basis for the final L1 trigger decision i.e., whether to accept
or reject an event and subsequently generate the 1.1 Accept (L1A) signal. The L1 Trigger
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latency, between a particular bunch crossing and the distribution of the trigger decision less

than 4 ps [31].
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Muon Trigger
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Figure 3.19: Data-flow chart for the CMS Level-1 trigger upgrade [31].

On the other hand, the High Level

Trigger [32| is a software system implemented in a

computing farm of around 32k CPU cores (2018) which reduces further the rate from 100 kH z
to 1 kHz. The HLT system has access to the complete detector readout and using dedicated
software algorithms (also called paths), it performs an online event reconstruction for the event

selection. The HLT menu has over than

600 different paths in order to cover the broad CMS

physics program, where each path contains a sequence of modules for the reconstruction and

the selection of events.

The maximal processing time for each event depends on the number

of the available CPU cores, e.g for 32k CPU cores it corresponds to 320 ms [33]. Finally, the
events which are selected from the HLT system are transferred and stored to CERN Tier 0 for

offline processing.
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Chapter 4

Jet measurement with CMS

In Chapter 1 Quantum Chromodynamics was for-
mulated in terms of the strong interacting particles,
quarks and gluons (partons). As discussed there, both
of them are never observed isolated, but only confined
in color-singlet bound states i.e., the hadrons. How-
ever, even if individual quarks or gluons are not ob-
servable, after they are being produced they hadronize
leading to the production of collimated streams of en-
ergetic hadrons, the jets, which inherit the energy and
momentum of the parent partons. On that count, jets
are physically the closest experimental object to a par-
ton. At hadron colliders, jets are produced from par-
tons originated from various sources, namely: (i) the
high-momentum-transfer pp collision where one parton
of each proton (2 — 2 process) undergoes in hard scat-
tering, addressed in Sec. 4.1, (ii) the hadronic decay
of a heavy particle such as a top quark e.g t — Wb,
(ili) the radiative gluon emission from another parton
in the event [2].

Mathematically, a jet is defined through a set of
rules used to group the particles into jets and assign
to them a momentum. Such jet definition is encoded
in a jet algorithm which clusters partons, or parti-
cles, or calorimeter towers [3] based on specific crite-
ria discussed in Sec. 4.2, together with a recombination

deposited energy:
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Figure 4.1: Illustration of a jet for-
mation where partons, hadrons, or de-
tector measurements are clustered to-

gether [1].

scheme which describes how to assign a momentum to the combination of two clustering objects.
In CMS experiment the particle identification is based on the Particle Flow (PF) technique,
where the subsequent clustering of PF candidates defines the so-called PF jets described in Sec.
4.3. The measured jets are reconstructed objects, and like any other reconstructed object, a
calibration process is necessary for assigning to them the correct energy, which is presented in
Sec. 4.4. In the last section of this chapter (Sec. 4.5), a brief introduction to the Monte Carlo
(MC) event generators used for the simulation of the jet production is given, with emphasis on
the generators used in the Physics Analysis part (Part IT).
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4.1. JET PRODUCTION IN PP COLLISIONS

4.1 Jet production in pp collisions
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Figure 4.2: (left) Sketch of a 2 — 2 hard-scattering event [4] and (right) a dictionary of
hadron collider terms related to jet measurements [5].

Figure 4.2 (left) summarizes the main components involved in a proton-proton collision
event and need to be considered in jet measurements. Each step, starting from the incoming
long-distance protons contained in beams, continuing with the short-distance scattering process
and ending to the long-distance outgoing particles measured by the detector, is briefly described
below. A compact dictionary with term definitions and the relation among different effects is
shown in Figure 4.2 (right), for quick reference.

1. Primary (Hard) interaction

The short-distance, large-momentum-transfer scattering interaction which is also the "sig-
nal process" consists the hardest interaction in the event. This part is calculated from first
principles using fixed-order perturbation theory, while the necessary input here are the
PDFs evaluated at a relevant factorization scale which parametrize the long-distance par-
tonic distribution for the incoming protons. The extraction of short-distance interacting
partons from the incident protons is formulated by the factorization theorem presented
in Sec. 1.3.4 (see Eq. 1.76). In the simplest case, this corresponds to a 2 — 2 process,
where two partons (one from each proton) undergo in the hard process and are extracted
as outgoing partons (see Fig. 4.2 (left)), while higher multiplicities in the final state are
also feasible.

2. Initial State Radiation (ISR)
The partons contained in protons may emit radiation prior to the short-distance hard
interaction which is known as initial-state radiation (ISR). Such processes are still calcu-
lable using perturbation theory (resummation of logarithmically enhanced contributions)
and can be modelled through Parton Shower (PS) algorithms in Monte Carlo event gen-
erators.

3. Final State Radiation (FSR)
The particles produced from the large-scale hard scattering, will exhibit another radiation
step i.e., final-state radiation (FSR), where more quark pairs and gluons are added to the
state. The evolution of such lower-scale parton radiation is, like the ISR, perturbatively
calculable and numerically performed in a Monte Carlo event generator (see Sec. 4.5).
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4. Underlying Event (UE)

Since protons are composite objects containing many partons, more than just one pair
of partons may interact from the incoming protons which is known as Douple Parton
Scattering (DPS) or Multi-Parton Interactions (MPI) effect. The calculation of this
effect is only model-based, since it is not incorporated in the factorization formalism
and not evaluated from first principles. Furthermore, the remnants from the "broken"
incident hadrons, also called beam remnants, are no longer color-singlets due to the loss
of one or more partons. Therefore, they are involved in soft interactions and hadronize,
increasing the particle multiplicity mostly in the forward region (parallel to the beam).
The contributions associated with the MPI and the beam remnants are grouped under
the name Underlying Event (UE).

5. Hadronization

The transition from the colored degrees of freedom (partons), produced from the above
processes, to color-singlets (hadrons) is characterized as hadronization process. This
evolves at scales where the perturbative description breaks down (~ 1GeV?) and hence
is typically modelled using Monte Carlo event generators (see Sec. 4.5). The union
of the parton shower and the hadronization process is labelled as fragmentation and is
parametrized through the Fragmentation Functions (FFs) Dy (2, Q?). Similarly to PDFs
(see Sec. 1.3.4), the FFs are not extracted from first principles and are only measured,
while at leading order they represent the probability to find the hadron A emerging from
the proton p at scale ? with momentum fraction x. The collection of hadrons emerging
from the hadronization process includes both ground state hadrons such as pions, but
also resonances of unstable particles e.g B/D mesons which further decay into lighter
hadrons.

6. Pile Up (PU)

The formation of protons into bunches results in interactions of multiple pairs of pro-
tons within the same bunch crossing, an effect known as pile-up (PU). The number of
multi-proton interactions increase with increasing luminosity (see Sec. 2.3.2) leading to
additional tracks and energy depositions in the detector calorimeters. From the experi-
mental point of view, apart from the secondary interactions between protons within the
same bunch-crossing as the primary interaction (in-time pile-up (IT PU)), additional con-
tributions to the calorimeters energy are caused by previous or subsequent pp collisions
due to the finite signal decay time in the calorimeters (out-of-time pile-up (OOT PU)).
The corrections that are applied for the mitigation of these effects in CMS, are discussed
in Sec. 4.3 and 4.4.
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4.2 Jet Algorithms

A jet algorithm is the mathematical prescription used for grouping particles into jets. The
description of a particular hard-scattering event by a jet algorithm must be consistent regardless
if it is applied to partons, particles or detector measured tracks and energy depositions (see Fig.
4.1). From the experimental point of view, among other requirements, the algorithm imple-
mentation must be independent of the detector details, should exhibit maximum reconstruction
efficiency and minimum resolution smearing and at the same time providing ease of calibration
and being computationally efficient. From the theoretical perspective, the most important re-
quirement for a jet algorithm is being collinear and infrared (IRC) safe. This means that it has
to deal with the cancellation of collinear and soft singularities appearing in perturbative QCD
calculations, in order to yield to well-defined finite cross sections at any order of perturbation
theory. Specifically, the clustering procedure must be independent of: (i) the splitting/merging
of collinear parton 4-vectors (collinear safety) and (ii) the addition of soft partons to the list of
objects to be clustered (infrared safety) [1, 2|.

The jet algorithms that have been used over the years at collider experiments can be gen-
erally classified into two broad categories: (i) the cone algorithms which rely on the assump-
tion that QCD parton branching and hadronization leave the event’s energy flow unchanged
and directed within a cone and hence objects are assigned to the leading energy flow objects
based on geometrical criteria related to the proximity in coordinate space, (ii) the sequential-
recombination algorithms where the closest pair of objects are repeatedly recombined according
to some distance measure which is usually not related to the coordinate space but to the diver-
gent structure of QCD matrix elements [2]. The FastJet package [6] is the standard software
library used at the LHC, providing fast native implementations of many sequential recombina-
tion algorithms, as well as plugins for access to a range of cone jet finders. At the LHC, the
sequential-recombination algorithm anti-k; [7] has been adopted as the standard jet algorithm,
combining in the most efficient way the theoretical and experimental requirements imposed by
the LHC applications. For this reason, only this algorithm is described here.

As mentioned above, the anti-k; algorithm belongs to the category of sequential recombina-
tion algorithms and more specifically to the ki-algorithms family. In general, these algorithms
repeatedly recombine objects based on their momentum space distance using two distance
measures:

dip = (pr, 1)
A2 4.1
dij = min {(pT; i)2p, (pT:j)Qp} ?22] ( )
where

e d;p is the distance between the object 7 and the beam B

d;; is the distance between the pair of objects 7 and j

Aj; is the distance between the i and j objects in the y-¢ plane: A?; = (y;—y;)*+(d:i—¢;)°

e Ris a parameter (also called resolution parameter) which controls the size of the cone-like
jet

e p is a parameter specifying the sequence of the recombination.
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Starting with a list of objects (particles, proto-jets etc) to be clustered, for each object i the
distance from the beam (d;5) and from any other object j (d;;) is calculated, computing also
the minimum (min) distance from all the pair-wise objects. Then if d;p is the smallest among
those two values, the object i is defined as a jet and removed from the list of objects. On the
other hand, if d;; is the smallest, the objects ¢ and j are recombinated by summing their 4-vector
components into a new object (proto-jet), which enters the list of objects removing at the same
time the individual ¢ and j objects. The distances are re-calculated and the recombination
procedure is repeated until no more objects are left in the clustering list.

The first parameter of choice in Eq. 4.1 is p, where the three typical values are:

- p = 1, defines the original k; algorithm, where objects are clustered into jets in order of
decreasing transverse momenta.

- p =0, corresponds to the Cambridge-Aachen (CA) algorithm, with a clustering sequence
based on the proximity of y-¢ space.

- p = —1, is the choice for the LHC standard anti-k; algorithm which is the only among
the three yielding to fairly cone-like jets.

The second parameter of choice in Eq.

4.1 is R, with typical values ranging in 0.4- 9 . . . .

0.8. When selecting the parameter R and gl Tevatron |
therefore the jet-size in an analysis, vari- o quark jets
ous theoretical and experimental aspects need & 7 | 5 p, =50 GeV
to be considered. For example, smaller jet 5 (Bpph

sizes (R ~ 0.4) are less sensitive to under- NB_Q— I / |
lying events (UE) and pile-up (PU), how- £ 5 ¢ -
ever the non-perturbative hadronization ef- N:g 4

fects become more important (~ 1/R) as the & I |
jet size increases. The minimization of such + 3 F 1
non-perturbative corrections that need to be 8 5 | |
applied to fixed order QCD predictions (see ;i\_“
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ysis performed and presented in the Physics 04 05 06 07 08 09 1 1.1
Analysis part (Part IT). Additionally, as R de- R

creases, perturbative radiation becomes more
significant (~ InR). A relevant study has
been performed using quark jets at the Teva-
tron for the estimation of contributions to the
squared average shift in p, ((0p;)?) from per-
turbative radiation, hadronization and under-
lying event as a function of the jet size R,
shown in Fig. 4.3.

Figure 4.3: FEstimation of contributions to the
squared average shift in p; ((0p;)?) from pertur-
bative radiation (pert), hadronization (h) and
underlying event (UE), for quark jets at the
Tevatron, as a function of the jet size R [8].
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4.3 Event and Jet Reconstruction

The event reconstruction at the CMS is based on the Particle Flow (PF) algorithm [9, 10],
which uses the information from all the subdetector systems and completely reconstructs an
event. This global event description illustrated in Fig. 4.4, is performed by correlating the basic
elements (tracks and clusters) from the subdetectors and combining the information in order
to identify and reconstruct all particles in the event. The reconstructed particles (also called
PF candidates) are then used to build the physics objects: jets, missing transverse momentum
(pss), muons, electrons, photons and taus. The global event description is achievable at CMS,
due to the high-segmentation of the subdetectors which enables the good separation among the
individual particles. The physics objects obtained by combining the measurements from the
detector layers, are determined with better resolutions and efficiencies, compared to the other
traditional approaches which were focused on the localized information in the subdetectors.

—
:::tr:: < detector HCAL .

i

¥ 'photon

particle flow Clusters
charged

hadrons Tracks |

Figure 4.4: Graphical illustration of the PF algorithm which is used to identify and reconstruct
particles at CMS [11].

As mentioned above, the basic PF elements that are
reconstructed are the charged-particle tracks/vertices 2016 35.9 o (13 TeV)
and calorimeter clusters. The charged-particle trajecto- e
ries are reconstructed iteratively in three stages starting
from few tracks (hits) which are compatible with a tra-
jectory followed by a charged particle, then gathering
hits from all the other tracker layers for this specific
particle trajectory and finally perform a fit to obtain
the origin, the direction and the transverse momentum
of the charged particle. Meanwhile, in the calorimeter
subdetectors, clusters of energy are reconstructed based
on dedicated clustering algorithms. Starting from clus-
ter seeds, which are identified as neighbouring calorime-
ter cells with energy above a given threshold and larger

PF energy fractions

oy b PR S SSE =
than their neighbouring cells energy, topological clus- op=ts o-p-bd o]

(N,

—2F _goo—o-o 00000 -
e

ters are produced by aggregating the cells which have
at least one corner that coincide with the cell already
in the cluster and has energy above a cell threshold.
In the general case, a particle interacts with various
subdetector systems giving rise to more than one PF
elements. Therefore, a link algorithm is used to con-
nect the PF elements from the subdetectors in order
to identify and reconstruct each particle. For example,
a charged hadron is identified from the connection in

L vl L | . 1
30 100 200 10q0 2000
P° (GeV)

Data-MC (10?)

Figure 4.5: PF Jet energy com-
position for AKJ PFchs jets, using
2016 CMS data and Pythia8 simula-
tion [12].
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the (n,¢) views of one track and one or more calorimeter clusters and the absence of signal
in the muon subdetectors, while its energy is determined from the combination of tracker and
calorimeter measurements.

The clustering of particles, reconstructed with the

PF algorithm, into jets is performed using the anti-k; C o
algorithm (see Sec. 4.2) and gives rise to the PF jets. £ 0o Pythia62‘2* %Le:t
On the other hand, a different category of jets can be £

obtained from the clustering of the sum of ECAL and
HCAL energy depositions in calorimeter towers alone, £
i.e., Calo jets. As shown in Fig. 4.5 and 4.6, the bulk ~ °®
of the jet energy (~ 65%) is carried by charged hadrons
(on average), while photons and neutral hadrons consist
the other two main contributions (~ 25% and ~ 10%
respectively). The jet energy resolution for PF jets is
much superior than Calo jets, mostly due to the more
precise and accurate measurement of charged-hadron ) Y B S

20 30 100 200 1
momentum performed using the PF technique. This P
can be seen in Fig. 4.7 (left) for the barrel region of
CMS, where jets produced from Monte Carlo event gen-
erators were used as reference (Ref jets). Moreover, the
PF reconstruction algorithm is also used at the HLT in
order to optimize the performance. The benefit of us-
ing PF jets at HLT, rather than Calo jets, is illustrated in Fig. 4.7 (right) which shows the
probability to find a jet with pr > 40 GeV at HLT, matching the jet reconstructed offline which
is much sharper in the case of PF jets.

The pile-up (PU) interactions lead to additional photons, charged and neutral hadrons
present in the PF reconstruction. In order to mitigate the contributions from PU, the charged-
hadron substraction (CHS) method is commonly used, leading to the PFchs jets. The basic
concept of the CHS algorithm is the identification and removal of the reconstructed within the
tracker acceptance (|n| < 2.5) charged hadrons which are not associated with the primary ver-
tex! and is instead originated from a pile-up vertex. This method removes most of the charged
hadrons associated with PU vertices, which is about 2/3 of the overall pileup contribution.
Additional corrections for the mitigation of PU contributions in PFchs jets are discussed in
Sec. 4.4.

CMS simulation (8 TeV)

Figure 4.6: Particle composition of
a jet simulated with Pythia6.4 tune
Z2* (particle level) [13].
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Figure 4.7: (left) Jet energy resolution for PF and Calo jets in the barrel region of CMS,
using MC event generator jets as reference and (right) the probability to find a jet with pr > 40
GeV at HLT, matching the jet reconstructed offline [9].

!The Primary Vertex (PV) corresponds to the vertex in the event with the highest >~ p? which is considered
as the hard-scatter vertex, while any other vertex is identified as Pile-Up (PU) vertex.
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4.4 Jet Energy Calibration

The jets which has been reconstructed from the clustering of Particle Flow candidates,
need to be calibrated in order to have the correct jet energy scale (JES). The calibration
of reconstructed jets in CMS, is performed through successive correction steps, namely jet
energy corrections (JECs) applied to the measured jet energy. The JECs are evaluated using
data and MC simulation samples, aiming to correct for the offset energy caused from PU
interactions, non-uniformities of the detector response and residual differences between data
and MC simulation. Further corrections which account for differences in the response with
respect to the jet flavor are also required. Each stage of the jet calibration procedure for data
and MC simulation is shown in Fig. 4.8 and is briefly presented below [13].

Pileup Residuals())  Residuals(p7) = Flavor
MC + RC dijets  7y/Z+jet, MJB Calibrated

MC
- -

Applied to simulation ———

Figure 4.8: The stages of jet calibration process for data (upper half) and MC' simulation
(lower half) [13].

Pileup offset corrections

The first stage of the jet energy calibration process aims to the subtraction of the unwanted
pileup contributions, both OOT and IT PU (see Sec. 4.1). The basic parameters involved in
the PU corrections formulation are: pr, 1, jet area A (~ mR?) and the offset energy density
p?, while their evaluation is based on simulation of QCD dijet events with and without pile-up
contributions. As discussed in Sec. 4.3, the CHS algorithm identifies and removes (before
jet clustering) the charged particles originating from pileup vertices, reducing the contributions
from IT PU. Then the remaining offset energy from neutral particles and OOT PU is estimated
per event, using an extended hybrid jet area method [13], and subtracted per jet in the event.
Roughly speaking, the hybrid jet area method calculates the energy to be subtracted from
the jet by estimating the event PU contributions distributed inside the jet area. Since the
dependence of the PU offset corrections on pr and 7 are extracted from simulation, an offset
scale factor is calculated (Random Cones (RC) method [13]) and applied on data, accounting
for differences between data and simulation.

Simulated response corrections

Once the pileup offset corrections have been performed, corrections for the particle response
derived from simulations, R, are applied on jets. They account for non-uniformities in
detector response which depends on 7 and pr. The basic response parameter R is defined

as.

ﬂ) A (12)

Ryt ((pr),m) = —
;pte

where (pr) is the average reconstructed jet py and (pr i) is the average pr for the particle-level
jet which is the closest (matched) to the reconstructed jet. The notation [pr .| indicates that

2The offset energy density for an event is defined as: p = median (pr,;/A;) i.e., the median of the jet momenta
divided by the jet area.
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R is binned in pr . and reconstructed 7. The extraction of these corrections are based on
QCD Multijet samples produced with Monte Carlo event generators e.g Pythia6 with tune Z2*
in [13], together with a detailed CMS detector simulation based on GEANT4 package [14].

Residual corrections for data

The evaluation of detector response from simulations, does not include imperfections of the
real detector. Therefore, residual corrections must be applied on data in order to account for
them and make the detector response uniform with respect to pr and 7. The basic concept
stands in measuring the transverse momentum balance between the jet to be calibrated and a
reference object, where imbalances at the reconstructed level are caused when the jet energy
scale differs from unity. In the first place, the jet response is corrected with respect to 7, using
dijet events where a reference jet is constrained in the barrel region |n| < 1.3 and the jet to be
calibrated has no 7 restriction. This allows the correction of all the jets response relative to the
barrel jets (|n| < 1.3). Then events from Z(— pp) + jet, Z(— ee) + jet, v + jet and multijet
events are used for correcting the dependence of the response on pr, using other well-measured
objects (muons, electrons, photons) as reference and calibrate jets with respect to the barrel
region jets.

Jet flavor corrections

The last step of the jet calibration process, accounts for the differences of the response to
quark- or gluon-initiated jets. The need for these corrections arises from the fact that the jet
particle composition depends on the flavor of the parton that initiates the jet. In particular, soft
(low-momenta) particles lead to lower response, while the neutral hadron fraction inside the jet
also affects the response. Typically, gluon jets are wider in shape, contain higher multiplicities of
soft particles and therefore exhibit the lowest response [15]. On the other hand, jets originated
from v and d quarks have the highest response, while ¢ and b jets are in between gluon and
u/d jets. The evaluation of the response differences is based on simulations exploiting samples
which are gluon-enriched (QCD dijet) and quark-enriched (Z + jet, v + jet).

In the end, each correction comes in the form of a multiplicative factor C', such that the
calibrated jet pr is described by:

PT.cor. = C x PT,uncor. (43)

where pr.or. stands for the corrected (calibrated) jet transverse momentum and pr ncor. i the
un-corrected jet transverse momentum. Moreover, each correction stage presented above, is
accompanied with relevant uncertainties arising from different sources. The latter, are referred
as systematic sources and are propagated to any measurement based on calibrated jets. The
names of the individual JEC uncertainty sources can be seen in Tab. .1 and their treatment in
a jet physics analysis will be discussed in Sec. 5.8. Figure 4.9 shows the total JEC uncertainty
(grey band) and few individual JEC uncertainty sources as a function of pr (left) and 7 (right)
for 2016 data for AK4 jets.
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Figure 4.9: The total (grey band) and individual JEC uncertainties as a function of pr (left)
and n (right) for 2016 data for AK4 jets [12].
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4.5 Monte Carlo simulation

The sub-processes involved in a pp collision and introduced in Sec. 4.1, can be simulated
efficiently with Monte Carlo (MC) techniques. Particularly, all the phenomena defined there
correspond to a different step that need to be simulated in the event generation of a MC event
generator. In physics analyses, MC event generators are used for several purposes such as in
the calibration process presented in Sec. 4.4 or in the data unfolding procedure which will be
described in Sec. 5.7. Generally, in high energy physics experiments some common applications
of MC event generators are the extraction of new physics signals from background processes,
the SM parameters measurement when their predictions are compared to experimental data,
the input information they can provide in the design of new experiments etc [16].

In general, the Monte Carlo methods correspond to the numerical methods which involve
the repeated use of computer-generated pseudo-random numbers in order to solve a problem
[17]. Here, an essential part when extracting predictions for any experimental observable at the
LHC, is the integration over the final-state phase space, as formulated in Sec. 1.3.4. However,
this phase space has typically large and variable dimension d which for an n-particle final state,
considering the three momentum components per particle and the four constraints implied by
the energy-momentum conservation, is: d = 3n — 4, plus the flavour and spin labels [16]. Since
in the most interesting processes hundreds of particles are typically produced, the numerical
integration with Monte Carlo method is preferred among other choices. This is because the
integration accuracy improves as o; ~ 1/(v/N) [17] (where N are the integration points),
regardless of the dimension d of the problem, in contrast to other numerical methods (Simpson’s,
Gaussian etc.) which exhibit severe computing penalties as d increases. Essentially, a Monte
Carlo event generator provides a set of representative points in the phase space of the process of
interest, where the density of the points is analogous to the probability distribution predicted
for that specific process.

The short-distance and high-momentum transfer hard subprocess is at the core of any MC
event generator, while the overall simulation is built around it. Based on the factorization
formula of Eq. 1.76, the hard subprocess corresponds to the calculation of the matrix element
squared \./\/lab_m|2 which involves the summation and averaging over the quantum numbers
of initial and final state particles. In the case of low multiplicity final states i.e., 2 — 2
and 2 — 3, the calculation is usually performed analytically based on theoretical algebraic
expressions and for this reason all MC event generators include such pre-computed matrix
elements. However, for final-state multiplicities of four or larger more specialized techniques
(e.g based on Berends—Giele recursion relations [18]) have been developed for the numerical
evaluation of the matrix elements, which is usually performed from dedicated matrix-element
generators e.g Comix [19] and phase space integrators. Moreover, going beyond the LO accuracy
is rather than trivial as will be discussed in Sec. 6.1, where the technology of NLO calculations
is introduced.

Once the "hard" matrix element has been computed, the radiative effects must be simulated
in order to account for the successive emissions of colour charged particles both in the initial and
in the final state. This parton cascade is simulated through Parton Shower (PS) modeling which
evolves in the perturbative regime, from the hard interaction’s high scales down to typically
around ~ 1GeV where the strong coupling becomes large and the perturbative description
breaks down. In principle, the PS represents higher-order real-emission (see Sec. 6.1) corrections
to the hard subprocess with the simulation of branching of a single external parton into two
partons [20]. The calculation of such corrections rely on general approximations and conditions,
such as that (i) the total shower evolution through the parton branchings should leave the cross
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section invariant, (ii) the additional emissions are strongly ordered, (iii) the QCD amplitudes
are approximated by their universal soft and collinear factorization properties [21]. The latter
practically means that for collinear partons or soft gluons the QCD matrix element becomes
singular in the relevant phase-space regions and the matrix element factorizes into a singular
factor and the hard matrix element. For example, in the collinear factorization the parton
splittings: ¢ — qg, ¢ — 99, 9 — g9, ¢ — qq are usually described by the Altarelli-Parisi splitting
functions P, Py, P,y and P,,, which are then used for the cross section formulation. Many
different models have been developed for the simulation of the Parton Shower like the successive
parton emissions in angular ordering implemented in HERWIG-++ [22] or the partitioned dipole
shower with Leading-Colour Approzimation used in PYTHIAS [23].

Another important task arising in the event simulation is the incorporation of the infor-
mation from matrix elements and parton showers. Such combination is necessary in order
to obtain a more complete description of the partonic states, since the approaches followed
in the calculation of matrix elements and parton showers are complementary. The former,
deals with the simulation of hard and well-separated partons, in contrast to the latter which
simulates soft and collinear parton emissions. However, implementing the above combination
is again not trivial due to several problems that must be resolved. For example, the matrix
elements are inclusive® quantities while the parton showers are ezclusive*, which means that
special treatment is needed to avoid overcounting. There are many different approaches that
can be followed for the ME-PS combination, which can be widely categorized into two distinct
strategies: matching and merging. In the former, the high-order corrections from the inclusive
process are integrated with the PS; as done for example in MCQNLO [24] or POWHEG |25, 26]
methods used for the matching of PS with NLO matrix elements. In the latter, a merging
scale is defined such that any parton generated above that scale is generated with the ME and
partons below are generated with the PS, as implemented for example in the MLM [27] or
CKKW |28] methods used for multi-jet merging at LO.

At the scales around 1 GeV, the perturbative evolution of the PS is terminated and a
hadronization mechanism is required for the description of transition from the coloured partons
to colourless hadrons. Since there is no way to describe this transition from first principles in
QCD, the non-perturbative hadronization process is model-based. Such hadronization models
are developed with a number of tunable parameters that need to be adjusted for the description
of the data. The two main classes of hadronization models are the string models used for
example in PYTHIA8 and the cluster models used by HERWIG++. The string models start
from the formation of a colour flux tube among two colour charges that moving apart, under
the assumption that the tube is uniform along its length, resembling a linear static potential
between the partons: V = or (see also Eq. 1.55). As the distance between partons increases,
the potential energy stored in the string also increases and the string eventually breaks with
the production of ¢q pairs. Then each meson is formed by the quark from one break and
the antiquark from an adjacent break, which is extended to diquark—antidiquark pairs for the
formation of baryons. On the other hand, the cluster models rely on the concept of colour pre-
confinement of parton showers, a property of many-body QCD final states which implies that
partons which are neighbors in the momentum space are also neighbors in colour space [18].
The cluster hadronization starts from the gluons present at the end of the PS which are split
non-perturbatively into color-singlet ¢g combinations, forming clusters (colour connected pairs)
considered as unstable intermediate states that immediately decay isotropically into hadron

3For example, a tree-level ME gives the probability to have at least n partons calculated ezactly at the lowest
order in ag [16].
4The probability to have exactly n partons calculated approzimately in all ag orders [16].
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pairs. In the end, the collection of primary hadrons obtained from the hadronization procedure
contains also unstable and excited hadrons. Their decay into secondary stable hadrons (in
collider timescales) is simulated by selecting the hadrons to be included in the simulation and
the relevant decay channels.

Finally, the simulation of soft QCD physics phenomena and the underlying event contribu-
tions is also model-based, with a wide range of approaches and models that have been developed
and implemented for the various MC event generators. A brief overview of the Monte Carlo
event generators used in the Physics Analysis part (Part II) is given below.

1. HERWIG++ [22] is a general-purpose Monte Carlo event generator which is based on
the obsolete event generator HERWIG (Hadron Emission Reactions With Interfering
Gluons). The Matrix Element (ME) is computed at Leading Order (LO) accuracy for
2 — 2 QCD scattering processes. The Parton Shower (PS) is simulated by the angular
ordering of successive emissions, while the cluster model is used for the hadronization.
Contributions from the Underlying Event (UE) physics are obtained from the simulation
of Multiparton Interactions (MPI) which are tuned to experimental data, while hadron
decays are also simulated. The tune used in the analysis is the UE-EE-5-CTEQ6L1 or
simply EE5C [29] which is based on CTEQ6.1M LO PDF set.

2. MADGRAPHS |30, 31] is the successor of MADGRAPH and is capable of generating ma-
trix elements at LO accuracy for 2 — 2 + n QCD scattering processes, where n is the
number of the additional partons to be included in the analytical calculation, which go
up to 2 additional partons i.e., 2 — 4. Since no Parton Shower, Underlying Events and
hadronization models are available in MADGRAPHS, for the complete event simulation it
is combined with PYTHIA8 with the MLM method [27].

3. PYTHIAS [23] similarly to HERWIG++, is a general-purpose Monte Carlo event gen-
erator, which corresponds to the successor of PYTHIAG6. The ME is calculated at LO
accuracy for 2 — 2 QCD scattering processes, while in the PS simulation the successive
emissions are pr ordered. The hadronization mechanism is based on the string model,
the UE/MPI effects are tuned to experimental data and particle decays are also simu-
lated. Three different tunes are considered in the analysis: the CUETP8M1 [32] based
on NNPDF2.3 LO PDF set, the CUETP8M2T4 [33] based on NNPDF3.0 LO PDF set
and the CP5 [34] tune based on NNPDF3.1 NNLO PDF set.

4. POWHEG (Positive Weight Hardest Emission Generator) [25, 26|, based on the POWHEG
BOX [35] generates 2 — 2 matrix elements at NLO accuracy, as well as 2 — 3 matrix
elements at LO accuracy. Similarly to MADGRAPH, for the complete event simulation
it is interfaced either to PYTHIA8 or to HERWIG++ which provide the PS, UE and
hadronization models. The ME-PS matching is performed through the POWHEG method
[25, 26].
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Chapter 5

Rpp measurement in pp collisions at
Vs =13 TeV with the CMS experiment

As discussed in Sec. 1.3 the property of asymptotic freedom of Quantum Chromodynamics,
implies that the strong coupling ag, decreases when probed at large momentum transfers @,
corresponding to small distances. Although the values of the fundamental QCD parameter
ag are not predicted from theory, the renormalization group equation (RGE) formulated in
Eq. 1.69 (and Eq. 1.73 keeping only the leading term), describes the dependence of ag on
the renormalization scale p, and hence on the momentum transfer (). Therefore, experimental
measurements can be used for the extraction of the ag at a specific scale, which by convention
is chosen to be the well-known Z-boson mass (see Eq. 1.74) and then using the RGE which
precisely describes the evolution of ag, test the running of the coupling to higher scales Q).

T
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Figure 5.1: An overview of determinations of the strong coupling constant at the scale of
the Z-boson mass from measurements (left) using hadrons [1] and (right) different sub-fields

observables [2].
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Table 5.1 shows previous measurements of the strong coupling constant at hadron colliders,
extracted from analyses based on hadron physics. The results from all these ag(My) measure-
ments are shown in Fig. 5.1 (left), which also includes measurements performed by the H1
and ZEUS collaborations based on data from deep-inelastic e*p scattering at DESY HERA
collider. The vertical band in this plot represents the world average value from PDG (2020)
[2] according to Eq. 1.74. On the right of Fig. 5.1 the most recent plot from PDG (2020),
illustrating ag(M2) determinations from various fields e.g lattice QCD or electroweak precision
fits, is shown. Apart from the ag(My) measurement and the comparison with the world av-
erage, testing the running of ag i.e., ag(Q), is yet another challenge. Figure 5.2 shows on the
left, this result as determined from the latest jet-based CMS «g running test |3] using a 2-loop
solution for the RGE, while on the right the most recent plot taken from PDG (2020) [2], is
shown. It is directly observed from these plots that ag has been experimentally tested up to
Q ~ 1.5 TeV. Hence, the motivation for this analysis is twofold:

e Extraction of the ag(My) based on CMS data collected during pp collisions at /s = 13
TeV using jets and direct comparison to the world average.

e Testing of ag(Q) running for momentum transfers Q = 2 TeV.

Table 5.1: Measurements of the as using hadron physics at hadron colliders (pp collisions-
Tevatron-for DO and CDF, pp collisions-LHC-for ATLAS and CMS.)

| /s (TeV) Collaboration (year) Observable |
1.96 CDF (2002) Inclusive jet cross section [4]
1.96 DO (2009) Inclusive jet cross section [5]
1.96 DO (2012) Jet angular correlations [6]
7 ATLAS (2012) Inclusive jet cross section [7]
7 CMS (2013) 3-jet over 2-jet inclusive jet ratio (Rsz) [8]
7 CMS (2014) tt production cross section [9]
7 CMS (2015) 3-jet differential cross section (3-jet mass) [10]
7 CMS (2015) Inclusive jet cross section [11]
7 ATLAS (2015) Multi-jet event correlations (TEEC) [12]
8 CMS (2017) Inclusive jet cross section [3]
8 CMS (2017) Triple differential dijet cross section [13]
8 ATLAS (2017) Multi-jet event correlations (TEEC) [14]
8 ATLAS (2018) Dijet azimuthal decorrelations (Rag) [15]
13 CMS (2019) tt production cross section [16]
13 CMS (2020) tt multi-differential cross sections [17]
13 CMS (2021) Inclusive jet cross section [18]
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Figure 5.2: (left) The strong coupling constant running as(Q) as determined in [3] and (right)
a summary of ag(Q) determinations from different sub-field observables [2].

For the extraction of the ag(My) and ag(Q)) running investigation, an observable called
Rag which is related to the azimuthal correlations of jets is measured. Specifically, the Ra4
observable is defined as:

Njet(pr) A7(2) nbr
o SNr) N (A
RM,(pT, A¢; pTl;nm) ' N. tb(jsT> . )
je

where the denominator and the numerator of this equation are defined as two different cross
sections. The denominator Nj.(pr) is the number of inclusive jets in a given inclusive jet

pr bin. The numerator Né?r(A(b,p%%m) is the number of neighboring jets with transverse
momenta greater than pi%’.

separated from the i-th inclusive jet by an azimuthal angle A¢
within a specified interval Ag,,,, < A¢ < A¢,,,.- The Leading Order (LO) process for the
denominator is proportional to a%, while in the numerator for A¢ < 7 only topologies with at
least three jets contribute'. Therefore, the numerator is proportional to a2 (at leading order)
and subsequently Ra, observable is directly proportional to avg at lowest order. Performing an
analysis which depends on a ratio of jet cross sections (see for example [6, 8, 15]), rather than
a simple cross section measurement, has two important advantages. Firstly, when dealing with
cross section ratios many experimental uncertainties like the uncertainty due to luminosity or
JEC uncertainties, totally or partially cancel out. Secondly, PDF and QCD scale dependencies
in fixed order QCD calculations are potentially reduced in the ratio.

The measurement is based on an inclusive jet sample collected with the CMS detector, at
the CERN LHC collider during Run II period, for pp collisions at a centre-of-mass energy of 13
TeV. The total integrated luminosity corresponds to 134.47 fb': 33.18 fb~! from 2016, 41.47
fbo~! from 2017 and 59.82 fb~! from 2018. The inclusive jet sample contains only jets within
the tracker acceptance |y| < 2.5 and with transverse momenta pr > 50 GeV. The data and
Monte Carlo simulation samples for each year of data taking separately are presented in Sec.
5.1, while the software used for their processing, the jet reconstruction with the AK7 clustering
algorithm and the event selection details are discussed in Sec. 5.2. Besides the above |y| and
pr selection cuts which were applied on all jets, the p2¥"  for the neighboring jets in Eq. 5.1

Tmin

(5.1)

! An illustrative explanation is given in Appendix A.
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is set to 100 GeV and the A¢ interval is chosen to 2m/3 < A¢ < 7m/8, as explained further
in Sec. 5.2. Then Sec. 5.3 contains few additional corrections that need to be applied on data
and Sec. 5.4 the different processing steps followed for the official CMS Monte Carlo simulation
samples. The High Level Triggers (HLT) used for the data collection and the evaluation of
their efficiencies are discussed in Sec. 5.5. Then, the measurement of the two different cross
sections, arising from the definition of the Ra4 observable in Eq. 5.1, using reconstructed jets
at the detector level is shown in Sec. 5.6. The unfolding of the measurement from the detector
to particle level is discussed in Sec. 5.7 and the systematic uncertainties for the measurement
propagated at the unfolded measurement in Sec. 5.8. Finally, the comparison between data
and Monte Carlo event generator predictions at particle level are shown in Sec. 5.9. The fixed
order QCD predictions are discussed in the next Chapter 6 and the final analysis results for
the extraction of ag(My) parameter and the testing of ag(Q)) running in Chapter 7.
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5.1. DATA AND MONTE CARLO SAMPLES

5.1 Data and Monte Carlo samples

The data which are collected from the CMS Online Data Acquisition (DAQ) and Trig-
ger System (see Sec. 3.3.6), are distributed and processed in a three-level tiered architecture
computing infrastructure, named Worldwide LHC Computing Grid (WLCG) and graphically
illustrated in Fig. 5.3 (for the four main LHC experiments: ALICE, ATLAS, CMS and LHCD)
[19, 20]. The first tier (Tier-0) corresponds to the CERN Data Centre which is directly con-
nected to the experiment and performs several functions including: (i) the safe-keeping of the
first copy of the data (RAW data) containing the raw detector information such as detec-
tor element hits, (i7) a first-pass processing of the raw data for obtaining the reconstructed
physics objects such as tracks and jets and reconstructed hits/clusters (PROMPTRECO data)
and derivation of the Analysis Object Data (AOD) described below and (i) the distribution of
the raw, reconstructed data and the AODs among the Tier-1 centers. The second tier (Tier-1)
is composed of 13 large computer centers shown in Fig. 5.3 (left) which are responsible among
others for: (i) the safe keeping of the subset of raw and reconstructed data they receive from
Tier-0, (i7) the re-reconstruction (RECO data) of the PROMPTRECO data based on improved
algorithms and extraction of the AODs and skims described below and (¢ii) the distribution
of the reconstructed data, skims and AODs to Tier-2 centers. Finally, the third tier (Tier-2)
consists of 160 centers hosted at universities and scientific institutes, allowing the access to
Tier-1 datasets and providing substantial CPU resources used for physics analysis purposes,
calibration studies and Monte Carlo production.

s ) GLE
Online 7 TI
Tier-1 s:‘te;s‘m " m 55 T2

~10 online
streams (RAW)

Tier 2 ||| Tier 2 {i| Tier 2

CMS-CAF
(CERN Analysis Facility)

Figure 5.3: Graphical illustration of the Worldwide LHC Computing Grid (WLCG) tiers (left)
and the real event data flow in the CMS Computing Model [19, 20].

The CMS data are split into Physics Datasets based on the trigger decision, such that the
data handling becomes easier. The Primary Datasets produced centrally on Tier-1 systems are
extremely large since they contain too large number of events. Therefore, filtering the events is
necessary in order to reduce the time and resources required for physics analysis to reasonable
values. This process of event selection is called skimming and is performed in a series of even-
tighter selection criteria, where the first skims are produced centrally at Tier-1 reducing the size
of primary datasets by a factor of about 10. Then, secondary skims might be produced from
physics analysis groups, such as Standard Model Physics group, by running on the primary
skims applying event selection criteria which are motivated by the group’s physics analyses.
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5.1. DATA AND MONTE CARLO SAMPLES

Event information from each step in the data reconstruc-
tion chain is hierarchically arranged into data tiers, where each
tier contains different levels of information about an event and
therefore it has different usages. The main data tiers in CMS RECO: ~3 MBlevent
are the RAW, RECO and AOD. The RAW contain the full
event information from what discussed above in the Tier-0 de-
scription with an event size of around 1-2 M B/event and hence
they are not used for analysis purposes. The RECO, as already
mentioned, contain the reconstructed data and are derived from
the RAW data. They contain information from all the recon-
struction stages: reconstructed hits, clusters and segments at
the lowest level, reconstructed tracks and vertices at the inter-
mediate level and reconstructed jets, muons etc at the highest
level. In practice, the inclusi.on of all the reconstruction hiera1r— Figure 5.4: CMS main data
chy makes tl}e RECO data tier too heavy to 'be used for analysis formats (Taken from [21]).
with event size around 3 M B/event. For this reason, the AOD
which is a distilled version of the RECO event information in
a compact format, is more suitable for analysis. It contains only the high-level physics objects
plus a summary of information contained in RECO and might be used for analysis actions such
as track refitting, with event size 400-500 kB/event. The CMS data flow through the three
tiers of WLCG is illustrated in 5.3 (right). The AOD format was the data tier upon which
were based the CMS Run 1 physics analysis. For Run 2 even more compact formats derived
either from RECO or from AOD format were developed to serve the physics analyses needs:
the MINIAOD format with event size 40-50 kB/event [22] is the working-horse CMS analysis
format for Run 2 and the NANOAOD with 1-2 kB/event resembles the typical structure and
size of private ntuples? [23] and is expected to be the main tier for Run 3.

The split of stream of events acquired by CMS into Primary Datasets, is based on the
HLT selection such that in the final dataset, events with similar physics content are grouped
together. Hence, a Primary Dataset contains events which have passed at least one out of
the set of HL'T paths defined for each dataset, for example DoubleMu, JetHT, SingleElectron
etc. The following analysis is based on JetHT datasets in the MINTAOD format, where each of
them contains the aggregation of events collected in a different LHC run period (era) during
Run 2. The complete dataset list which corresponds to the full Run 2 dataset, along with the
integrated luminosity for each year, is shown in Table 5.2.

Any physics analysis must be based on data which are certified as good by the detector and
physics objects experts. Data are defined as good when all the sub-detector systems are fully
operational and the reconstruction and calibration conditions are optimal. Therefore, physics
analyses are based only on the good lumisections® from each run, which are specified in the
so-called Golden JSON files. For each Run year the official JSON files (recommended by the
PdmV group?) used in the following analysis:

RAW: ~1-2 MB/event

AOD: ~400-500 kB/event

b Run 1 user ntuples

mini-AOD: ~40-50 kB/event

b Run 2 user ntuples

nano-AOD: ~1-2 kB/event

?Distilled versions of AODs or MINTAODs created by the user (or group) based on event filtering motivated
by one (or many) particular analysi(e)s.

31 lumisection = 2'8 revolutions of the LHC beams = 23 s of data taking.

4The Physics Data and Monte Carlo Validation (PdmV) group is responsible (among others) for the eval-
uation of Physics performance and validation of Monte Carlo and data samples coming from (pre-)production
campaigns (RelVals), prompt reconstruction, re-reconstructions and skims.
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Table 5.2: Integrated luminosity and primary datasets for each Run year.

Year | Ling (fb1) | Datasets

2016 33.18 /JetHT /Run2016B-07Augl7-ver2-vl/MINIAOD

/JetHT /Run2016C-07Aug17-v1/MINIAOD

/JetHT /Run2016D-07Augl7-v1/MINIAOD

/JetHT /Run2016E-07Augl7-v1/MINIAOD

/JetHT /Run2016F-07Augl7-v1/MINIAOD

/JetHT /Run2016G-07Aug17-v1/MINIAOD

/JetHT /Run2016H-07Augl7-v1/MINIAOD

2017 41.47 /JetHT/Run2017B—09Aug2019_UL2017—V1/|\/||N|AOD
/JetHT /Run2017C-09Aug2019_ UL2017-v1/MINIAOD
/JetHT /Run2017D-09Aug2019_ UL2017-v1/MINIAOD
/JetHT /Run2017E-09Aug2019 _UL2017-v1/MINIAOD
/JetHT /Run2017F-09Aug2019_ UL2017-v1/MINIAOD
2018 59.82 /JetHT /Run2018A-12Nov2019 UL2018-v2/MINIAOD
/JetHT /Run2018B-12Nov2019 UL2018-v2/MINIAOD
/JetHT /Run2018C-12Nov2019_UL2018 rsb-v1/MINIAOD
/JetHT /Run2018D-12Nov2019_ UL2018_ rsb-v1/MINIAOD

e 2016 : Cert 271036-284044 13TeV 23Sep2016ReReco Collisions16 JSON.txt
e 2017 : Cert 294927-306462 13TeV _UL2017 _Collisions17 GoldenJSON.txt
e 2018 : Cert 314472-325175 13TeV Legacy2018 Collisions18 JSON.txt

Correspondingly, Monte Carlo simulation samples are also arranged to data tiers based on
the contained information. The first step in the production of a Monte Carlo sample is the
production of the events at the generator level (GEN), which means the production of the
four vectors of the particles by simulating the hard scattering, the multiparton interaction, the
hadronization etc, using a Monte Carlo event generator like PYTHIA8 or SHERPA. Then the
interaction of the generated particles with the detector’s material is simulated (SIM) based on
the GEANT4 toolkit which allows the simulation of the CMS detector. The combination of
the above two (GEN and SIM) defines the first Monte Carlo output format which is called
GEN-SIM. Moreover, the simulated detector signals are digitized enabling the capability to
apply reconstruction algorithms on them, while simulated hits from pileup interactions are also
included along with the trigger menu information. Events produced in this process are called
DIGI-RECO events and the relevant output format for the Monte Carlo sample is the AOD-
SIM. Finally, the skimmed versions of AODSIM, the MINIAODSIM and NANOAODSIM,
contain only the necessary information required for physics analyses. The workflow for the
production of a Monte Carlo sample is illustrated in Fig. 5.5. The official CMS Monte Carlo
samples used in the analysis are shown in Table 5.3.
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Figure 5.5: A summary workflow for the production of a Monte Carlo sample, image credits:
Gurpreet Chahal [24].

Table 5.3: Official CMS Monte Carlo samples used in the analysis.

’ Year\ MC Samples

2016 | 1. QCD_Pt_xxtoxx_TuneCUETP8M1 13TeV pythia8/RunlISummer16MiniAODv3-
PUMoriond17 94X mcRun2_asymptotic_ v3-v2/MINIAODSIM

2. QCD_HTxxtoxx _TuneCUETP8M1 13TeV-madgraphMLM-pythia8/RunllSummer16
MiniAODv3-PUMoriond17 94X mcRun2 asymptotic_ v3-v2/MINIAODSIM

2017 | 1. QCD_Pt_xxtoxx_TuneCP5 13TeV _pythia8/RunllSummer19UL17MiniAOD-
106X _mc2017 _realistic_ v6-v2/MINIAODSIM

2. QCD_HTxxtoxx_TuneCP5 13TeV-madgraphMLM-pythia8/RunlIFall17MiniAODv2-
PU2017 12Apr2018 94X mc2017 _realistic_v14-v1/MINIAODSIM

2018 | 1. QCD_Pt_15t030 TuneCP5 13TeV _pythia8/RunlISummer19UL18MiniAOD-
106X _upgrade2018 _realistic_v11l L1vl-v2/MINIAODSIM

2. QCD_HT50t0100 TuneCP5 13TeV-madgraphMLM-pythia8/RunllAutumn18
MiniAOD-102X _upgrade2018 _ realistic_v15-v1/MINIAODSIM
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5.2 Software, Jet Reconstruction and Event selection

Analysis software

The Data and Monte Carlo sample analysis was exclusively based on the DAS Analysis
Framework or simply DAS, which is a generic framework for jet analysis. The DAS framework
is currently used by several ongoing analyses at the Standard Model Physics - Hadronic (SMP-
HAD) group such as inclusive jet, b-jet, dijet mass analyses etc. It is a ROOT-based [25]
environment implemented as a CMSSW [26] module which is inspired from the former SMP.J
framework [27] used by the Standard Model Physics - Jet (SMPJ) analysis group for Run 1
data analysis. The code for the different analysis actions starting from the private n-tuple
production from the MINTAOD samples (see Sec. 5.1), up to the final analysis plots is hosted
at [28| and is available to all collaboration members. A detailed description of the various
analysis techniques, as well as framework commands documentation can be found within the
CMS internal note [29]. The CMS Software (CMSSW) version used here is 10_6_ X which is
the recommended version for Run 2 UltraLegacy (UL) (see Tab. 5.2) sample processing.

Jet Reconstruction

For the event and jet reconstruction the CMS standard PFchs and anti-k; algorithms (de-
scribed in Sec. 4.3) were used respectively. The radius resolution parameter of the algorithm
was set to R = 0.7, by re-clustering the jets during the private n-tuple production since only
AK4 and AKS jets are present in the centrally produced MINIAOD samples. In the first place,
the choice of a large radius parameter was made because of the smaller non-perturbative (NP)
corrections exhibited from "fat" jets, as described in Sec. 4.2. This is of particular importance
here, where fixed order QCD predictions need to be corrected for the non-perturbative effects,
introducing also an additional NP uncertainty which propagates to the final analysis results (see
Chapters 6, 7). Then, even if the CMS default choice for "large" jets is R = 0.8, here the 0.7
choice was inspired from the fact that this was the default value for CMS Run 1 measurements.
Therefore, the direct comparison between the present and any former CMS Run 1 analysis,
such as Rjy [8], is always feasible.

For the Jet Energy Calibration (see Sec. 4.4) the recommended Jet Energy Corrections
(JEC) provided centrally by the JetMET group® were used. Since no dedicated corrections for
AKT jets exist, the corrections for AKS jets were used instead. The global tags which fully
specify the corresponding JEC versions for both Data and MC samples are given in Tab. 5.4.

Table 5.4: Jet Energy Corrections Global Tags for Data and MC samples.

| Year | Data | MC |
2016 | Summerl6 07Aug2017 V11 | Summerl6 07Aug2017 V11
2017 | Falll7_17Nov2017 V32 Summerl19UL17 V5
2018 | Summerl9UL18 V5 Summer19UL18 V5

Event selection

Each event is required to have at least one offline-reconstructed vertex [30]. The vertex
reconstruction involves the selection of tracks, the verter finding where the tracks are grouped
into vertex candidates and the vertex fitting where the best estimate of the vertex parameters

>The JetMET (JME) Physics Object Group (POG) is responsible for monitoring, reconstructing, calibrating,
and providing scale factors and software tools for jets and missing energy in CMS.
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e.g the vertex location and its uncertainty, is calculated. Primary Vertices (PV) are those
associated with all proton-proton interactions, including the "signal" vertex i.e., the one which
triggered the readout of the event and any vertices from pileup collisions. These are distin-
guished from secondary vertices which represent decay vertices. The relevant requirements
applied to each event are:

e Require at least one primary vertex (PV).
e Require the z component of PV to be |2(PV)| < 24 cm.
e Require the radius in x-y plane of PV to be rho < 2 cm.

e Require the vertex fit ndof > 4 .

where |z(PV')| represents the position of the proton-proton collision along the beam-line and
z = 0 indicates the center of the CMS detector.

For the rejection of fake, badly reconstructed and noise jets, a set of jet identification criteria
are applied, known as PFJetID, which retain about 99% of real jets (CMS internal note |31]).
In particular, here the applied PFJetID is the tight ID with lepton veto aka TightLepVeto 1D,
which is recommended by the JetMET group and consists of the criteria shown in Tab. 5.5.

Table 5.5: Tight ID with lep veto for AKSCHS jets [32].

Year 2016 2017 — 2018
PF Jet ID In| <= 2.7 In| <= 2.6
Neutral Hadron Fraction < 0.90 < 0.90
Neutral EM Fraction < 0.90 < 0.90
Number of Constituents >1 > 1

Muon Fraction < 0.80 < 0.80
Charged Hadron Fraction >0 >0

Charged Multiplicity >0 >0

Charged EM Fraction < 0.9 < 0.8
Number of Neutral Particles - -

As already mentioned, the measurement of Ra,4 observable defined in Eq. 5.1, is based on
an inclusive jet sample with transverse momenta pr > 50 GeV and rapidities |y| < 2.5. The
pir. s set to 100 GeV and A¢ interval has been chosen as 27/3 < A¢ < 7r/8. The last
two selection criteria were chosen based on a detailed study performed for the optimization
of the phase space selection, which is presented in Appendix B. An additional description of
the different event topologies contributing to the numerator and denominator cross sections
consisting the Ra4 observable, is given in Appendix A.
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5.3 Data corrections

Prefiring issue

During 2018 data taking, the L1-DPG group reported a prefiring issue related to the EG
triggers i.e., the timing shift from the ECAL system was not properly transmitted to the L1
Trigger Primitives. As a result high eta Trigger Primitives were being mistakenly associated
to the previous bunch crossing and since trigger rules forbid two consecutive bunch crossings
to fire the trigger, L1IEG objects were wrongly related to the previous bunch crossing. Finally,
the mis-timed Trigger Primitives cause loss of events and inefficiencies mostly in the forward
region 2. < |n| < 3. This issue affected 2016 and 2017 data (not 2018) and is not included in
the simulations. An overview of the effect can be found at [33].

In order to quantify this effect, the centrally produced jet maps are used, which are shown
in Fig. C.1 in Appendix C and represent the probability of jet prefiring as a function of jet
pr and 7. Since the effect is not constant over time (for example late 2017 data are more
affected that early 2017), the prefiring corrections are applied in 2016 and 2017 data per era,
so that the time dependence is also considered. Technically, the correction is applied on the
event weights according to the prefire maps and as recommended, an uncertainty is estimated
by shifting the prefiring probabilities within their uncertainties. The latter are estimated by
taking the maximum between 20% of the prefiring probability and the corresponding statistical
uncertainty.

MET filters

For the removal of events with large fake Missing Transverse Energy (MET), which may
be the result of various causes (e.g HCAL noise, beam halos etc), a series of MET filters are
applied on the Data, as recommended by the JetMET group in [34]. The applied MET filters
are:

e goodVertices

e globalSuperTightHalo2016Filter

e HBHENoiseFilter

e HBHENoiselsoFilter

e EcalDeadCellTriggerPrimitiveFilter
e BadPFMuonFilter

e ceBadScFilter

Hot zones

During the data taking, some regions of the calorimeters observed to have anomalously high
rate (hot zones), due to mis-calibrations of the calorimeter for jet measurement performance.
For the elimination of any bias arising from these problematic detector regions, events with
important jet contributions in the hot zones were vetoed. This was done using the jet veto
maps provided by the JetMET group in [35].
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5.4 Monte Carlo sample processing

The Monte Carlo samples included in Tab. 5.3 which are centrally provided by CMS, are
subjected to the following series of processing steps, before used for the analysis purposes.

Cross section normalization

The Pythia8 and Madgraph samples are split in p® and Hp' slices. Therefore, before
combining the different slices together, they should be normalized with the corresponding cross
section obtained from the cross section database [36] and can be found in Appendix D.

Corrections on the PU simulation

The Pile Up (PU) effects described in Sec. 4.1 - 4.4, can also be included in a Monte Carlo
simulation sample. However, for the correct simulation of the PU, two distinct points need to
be addressed.

e Removal of overweighted PU events

The split of the MC samples into pr or Hr is done for obtaining sufficient statistics over
the whole jet pr phase space. On the other hand, the simulation of the PU is done
irrespectively of the pr or Hp slices. As a result, when normalizing each slice with the
corresponding cross section, jets originating from the PU simulation appear in larger pr
values than configured with the slicing method. For example, a jet with pr = 300 GeV
might appear in the pp slice 30-50 jet pr spectrum, which is unphysical. The problem
is resolved by ensuring that any low-pr slice cannot contribute more effectively than any
higher pr slice. The events where (maz)prl > pre™ are removed, as well as contributions
with unphysical weights and contributions to bins with less than one hundred entries.

e Re-weighting of the simulated PU profile
Typically, the PU in the simulation is usually overestimated in comparison with the PU in
the real data. The amount of PU can be quantified using the Pile-Up (PU) profile, which
corresponds to the probability distribution describing the number of interactions per
bunch crossing. For the data the PU is estimated using the pileup Calc.py utility, provided
by the Lumi POG?® and is implemented within the CMSSW. The PU distribution for
individual events corresponds to a Poisson distribution with mean value pu, calculated as:

Linsto_inel
frev

where L;,s is the instantaneous luminosity, 0;,. is the total inelastic cross section and
frew 18 the LHC orbit frequency 11246. The recommended value for the Run II cross
section is 69.2 mb 37|, while the instantaneous luminosity is obtained per lumisection
from the JSON files. The L;, is assumed to be constant within one lumisection, but it
may vary for longer time periods leading to a non-Poissonian behaviour. On the other
hand, in simulation the PU can be simulated from the consideration of several Poisson
distributions which correspond to different PU configurations. An illustration of PU
profile differences for 2018 data and MC samples, can be found in Appendix E. Finally,

o= (5.2)

6For a 2 — 2 LO process like in Pythia8, pr corresponds to the transverse momentum of either of the two
outgoing particles of the hard process.

"The scalar sum of the jets transverse momenta.

8 Luminosity Physics Object group, responsible for the determination of the absolute luminosity in CMS.
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for PU profile inconsistencies between data and MC are faced with the reweighting of the
MC PU profile in order to match the data PU profile.

Jet Energy Calibration
The simulated jets are calibrated with the procedure described in Sec. 4.4, using the Jet
Energy Corrections (JECs) contained in Tab. 5.4.

Jet Energy Resolution - Smearing of reconstructed jets

As pointed out in Sec. 5.1, the production of a full simulation sample includes the sim-
ulation of interaction of generated particles with the CMS detector material. The resolution
of the jet energy measurement (JER) in simulation is better than in data and for this reason
the reconstructed jets in simulation are smeared, so that their py resolution matches the one
observed in data. Two different methods are used for the smearing of reconstructed jets and
both of them rely on the Scale Factors (SFs) provided by the JetMET group, to account for
the data-MC difference [38].

e Scaling method
The 4-momenta of the reconstructed jets are rescaled with the factor:

rec gen

br — Pr

TeC

7 (5.3)

cjer =1+ (s7pr — 1)
where pif¢ is the reconstructed jet pr, pJ" is the pr of the jet at generator (particle)
level and s ggr is the data-to-simulation core resolution factor provided by the JetMET
group. This method works under the assumption that for each reconstructed jet, there is
a well-matched generated jet, matched with the following criteria:

AR < Reone/2, P55 — p3"| < 3oph® (5.4)

where Reone here is 0.7, AR = /(Ay)? + (A¢)? and o is the relative pr resolution from
simulation.

e Stochastic method
The 4-momenta of the reconstructed jets are rescaled with the factor:

cier = 1+ N(0, a)\/ma:c (s2pp — 1,0) (5.5)

where s pg, 0 have the same meaning as above and N (0, o) represents a random number
sampled from a Gaussian distribution with 0 mean and o2 variance.

Following the recommendation from the JetMET group, a "hybrid" method is used here, in the
sense that the scaling method is used when the matching is possible, otherwise the stochastic
method is applied. The Global Tags (GTs) for the SFs provided by the JetMET group is shown
in Tab. 5.6, while Tab. 5.7 contains only an example for such factors and their uncertainties
for 2016 samples. Typical jet energy resolution curves from 2016 simulation samples are shown
in Appendix F.
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Table 5.6: Jet Energy Resolution Global Tags (GTs)

‘ Year ‘ GT ‘
2016 | Summerl6 25nsV1b

2017 | Summer19UL17 JRV2
2018 | Summer19UL18 JRV2

Table 5.7: The Data/MC Scale Factors (SF) and their uncertainties from Sum-
merl6 _25nsV1b.

| |nl | Data/MC SF | Uncertainty |
0.000 - 0.522 | 1.1595 0.0645
0.522 - 0.783 | 1.1948 0.0652
0.783 - 1.131 1.1464 0.0632
1.131 - 1.305 | 1.1609 0.1025
1.305 - 1.740 | 1.1278 0.0986
1.740 - 1.930 | 1.1000 0.1079
1.930 - 2.043 | 1.1426 0.1214
2.043 - 2.322 | 1.1512 0.1140
2.322 - 2,500 | 1.2963 0.2371
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5.5 Trigger studies

As discussed in Sec. 3.3.6, events in CMS are recorded using a two-level trigger sys-
tem consisted of a hardware-based level-1 (L1) trigger and a software-based high level trig-
ger (HLT)®. This analysis was based on events collected with High Level single AK8PFJet
(HLT AKS8PFJETX) triggers, which require at least one PFJet reconstructed with the AKS8
algorithm and with pr above a given threshold X in GeV (e.g pr > 40 GeV for HLT AKS8PF
JET40 etc), to be present in the event.

In general, the limited trigger bandwidth imposes the need to adjust the rates recorded
by each trigger. The rate reduction is achieved by applying a prescale that determines what
fraction of the events satisfying the trigger conditions is accepted. A prescale of N means
that only 1 in every N events is accepted, for example with a prescale of 2 only half of the
events satisfying the trigger conditions are recorded. For each LHC fill, the beam intensities
are decreasing with time, meaning that dynamic prescales (prescale columns) with decreasing
values are used to maximize the signal efficiency and keep the total HLT rate at around 1
kHz. In fact, both the HLT paths and L1 seeds are prescaled and this needs to be taken into
account in offline physics analysis by re-weighting each event with L1 times HLT prescales!?.
The prescale information is available in the miniAOD samples and is used for the normalization
of the data (together with total luminosity). Moreover, the effective luminosity is the active
luminosity times the HLT and L1 prescales and is calculated using brilcalc [41], which is the
official tool for calculating CMS luminosity. The effective luminosities for the HLT paths used
in this analysis for each year of data taking are shown in Tab. 5.8. Note that all those HLT
paths were prescaled except for HLT AKS8PFJET450 and HLT AKS8PFJET500 in 2016 and
HLT AKS8PFJET500 in 2017 and 2018.

Table 5.8: The HLT AKS8PFJet trigger effective luminosities for each year.

[HLT Path [2016 (fb- ") [2017 (fb 1) [2018 (fb ) |

HLT AKS8PFJET40 | 0.0000496663 | 0.000182566 | 0.0000150598
HLT AKSPFJET60 | 0.000328065 | 0.000504795 | 0.000419033
HLT AKS8PFJET80 | 0.00100466 0.00252747 | 0.00216941
HLT AKS8PFJET140 | 0.0101074 0.0266014 0.0471297
HLT AKS8PFJET200 | 0.0857619 0.188957 0.202538
HLT AKSPFJET260 | 0.518048 0.469357 0.465397
HLT AKSPFJET320 | 1.52555 1.2261 1.24011

HLT AKSPFJET400 | 4.59104 7.69057 3.71907

HLT AKS8PFJET450 | 33.5348 9.66322 7.38989

HLT AKS8PFJETH00 | 33.5348 41.4714 09.8166

The trigger efficiency € is a quantity defined as:

nr
nr

€ =

(5.6)

where nr is the number of the triggered objects i.e., the objects that fired the trigger and
ng is the total number of reconstructed objects i.e., the objects that obtained by an offline
reconstruction algorithm [42]. In practice, the nominal value (threshold) for an HLT trigger

9For a complete list of the physics triggers used in Run 2 see [39].
10The prescale columns along with several other trigger information for any run/era can be found in [40].
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does not coincide with the value where it is 100% efficient. For example, during online jet
reconstruction at HLT, fast and simplified algorithms were used compared to the offline re-
construction algorithms, leading to ny < ng. For this reason, it is important to calculate the
efficiency for each trigger and obtain the point where it becomes 100% efficient. In this analy-
sis the accurate efficiency of each trigger is evaluated using the emulation method, apart from
HLT AKS8PFJET40 where the Tag & Probe method is used instead. Taking as example the
trigger HLT AKS8PFJET200, the emulation method proceeds in four steps [43]:

e Start with all events that fired a reference jet trigger e.g HLT AKS8PFJET140.
e Access the L1 and HLT objects.

e Find the subset of the events that satisfy the L1 and HLT conditions of the path of
interest, in this example HLT AKS8PFJET200.

e Apply the offline selection cuts and fill the two pr histograms (emulated HLT AKS8PF
JET200 and reference HLT AK8PFJET140) for the two set of events.

Then from the division of the two histograms (emulated over reference) the efficiency curve for
the trigger of interest is obtained. Similarly, for the calculation of the efficiency for each HL'T
path shown in Tab. 5.8, the trigger which is one position above in the list (lower threshold) is
used as reference.

Figure 5.6 shows the efficiency curves for the different triggers and for each year respectively.
The turn-on point corresponds the point where the trigger is 99.5% efficient. In order to select
events for this analysis, the phase space has been divided into independent leading jet pr
regions. In each region, only one trigger from the above is used and every region has no overlap
with any other region, in order to avoid double counting. Table 5.9 shows the turn-on points,
for all the triggers involved in the analysis and for each year respectively.

Table 5.9: The HLT trigger turn-on points for each year.

| HLT Path | 2016 (GeV) | 2017 (GeV) | 2018 (GeV) |
HLT AKSPFJET40 74 97 114
HLT AKSPFJET60 94 105 114
HLT AKSPFJETS0 115 124 133
HLT AKS8PFJET140 173 194 204
HLT AKSPFJET200 244 252 266
HLT AKSPFJET260 306 313 328
HLT AKSPFJET320 369 375 390
HLT AKSPFJET400 464 467 482
HLT AKS8PFJET450 512 513 528
HLT AKS8PFJET500 581 583 595
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Figure 5.6: HLT paths efficiency curves for 2016 (top), 2017 (middle) and 2018 (bottom).
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5.6. DETECTOR LEVEL MEASUREMENT

5.6 Detector level measurement

At the detector level, the Ra, observable is determined by measuring the two cross sections
(numerator and denominator) defined in Eq. 5.1. Up to this level, each year of data taking
is treated independently and the two differential cross sections are extracted per year. The
transition from event counts to differential cross sections is based on Eq. 2.5, where the data
are normalized with the total integrated luminosity (L;,,) and the py bin width (dpr).

Figure 5.7 illustrates the detector level measurement for 2016 (left), 2017 (centre) and
2018 (right). On the top of each plot, the differential cross sections do/dpr are shown for
the denominator (N (pr)) with blue color and for the numerator (ZNJ”(’DT NébT(Agzﬁ P )
with green color. On the bottom of each plot, the ratio of the above two cross sections which
corresponds to the Ra,4 observable is shown with red markers. It is worth mentioning that
these plots are only useful for data consistency checks at the detector level and hence the
statistical uncertainties of a4 are approximated by binomial errors here. The proper treatment
of the statistical correlations between numerator and denominator cross sections is described
in the following section (Sec. 5.7). The cross sections and Ra, measurements are consistent
among the three years, considering that the statistical uncertainties and the fact that systematic
uncertainties are not yet included (see Sec. 5.8).
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Figure 5.7: (Top of each plot) Detector level measurement of the denominator (blue) and
numerator (green) differential cross sections and (Bottom of each plot) the Ra, observable for
2016 (left), 2017 (centre) and 2018 (right) years.
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5.7 Data Unfolding

5.7.1 Matrix Inversion method

In high energy physics experiments, the measurements are often based on event counting,
where the data are collected in the form of binned histograms. The observed number of events
n; in each bin, follows a Poisson distribution corresponding only to an estimation of the Poisson
parameter p; which represents the expectation value. The probability to observe n; entries in
bin ¢ is [44]:

i o =i
P(ni; ;) = Mz:-' (5.7)
;!
Hence, the observed event counts differ from the
expectation due to statistical fluctuations, with their 400 :
square root commonly assigned as statistical uncertain- 350 _?ﬁlezﬁfiliﬁfﬁ,i”}?,j
ties. Apart from the unavoidable fluctuations of data 300 i:‘:;:;fj; fluctuation o
with statistical origin, differences among the observed 250 iﬁﬁl”ﬁififffiﬁﬁﬁic

and expectation values are caused by additional ran- 200
dom effects affecting the experimental data. Firstly, 150
any event property (e.g jet pr) is measured with a fi- 100 ,
nite resolution which means that the measured value 350 1t
y is different from the true x because of measurement 0 - 03 0 s 30
errors and as a result it has migrated to another bin. variables s,
Besides finite resolution, any real detector exhibits lim-
ited efficiency and acceptance and therefore events that
would result in a specific bin are lost. Furthermore,
background processes lead to additional contributions
in a bin and distort the value of the signal process.
The consequence of the effects described above is
that the measured distribution g(s) of s measured variables, is in general different from the
true distribution f(t) of t true variables: g(s) # f(t), which is illustrated in Fig. 5.8. However,
the relation connecting the two distributions can be generally expressed mathematically as [42]:

Figure 5.8: Illustration of the devi-
ations between true distribution f(t)
and measured distribution g(s) caused
by different sources [42].

/k;(s, t)f(t)dt + b(s) = g(s) (5.8)

where b(s) is the background distribution and k(s,t) is called kernel function. This is stated
as that the true distribution is folded with the kernel function and an unfolding procedure is
required for estimating it. In the case of histograms with finite number of bins, the distributions
g(s) and f(t) are discretized and replaced by the vectors x and y with dimensions (number of
bins) n and m respectively (generally n # m). Similarly, the kernel function k(s, t) is substituted
by the rectangular matrix A, called response matriz which parametrizes the detector response,
while the background distribution b(s) is replaced by the vector b. The above folding equation
then becomes:

Ax+b=y (5.9)

where x is the unknown true distribution that needs be determined, y is the measured distri-
bution, b is the background and A is a m X n response matrix which can be interpreted as
probability density function. In particular, each element of A;; represents the probability of an
event produced (true value) in bin j, to be observed (measured value) in bin i:

A;; = P (observed in bin i | true value in bin j) (5.10)
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Expressing this differently, it is said that the true distribution has been smeared with the
detector response and the goal of the unfolding is the unsmearing.

Solving Eq. 5.9 and determining the true vector x, through the unfolding process, is of
particular importance in order to compare the measurement with theoretical predictions, where
no detection effects are included. This also enables the comparison with results from other
experiments with different detector responses. Assuming that the two vectors x and y have
equal number of bins (n = m), the obvious solution would be simply to invert equation 5.9 and
calculate the vector x as:

x=A'y—-Db) (5.11)

In fact, this is also the solution that minimizes the x?:
=Ax+b—y)T (V) (Ax+b—y) (5.12)

where V' is the covariance matrix which describes the statistical covariance among the bins of
the measurement (diagonal in the case of statistically independent bins).

However, this matriz inversion unfolding solution is rarely used and consists only the start-
ing point for better solutions. The reason is that, as stated above, the observed event counts
are randomly drawn from a Poisson distribution and do not coincide with the expectation
values. Therefore, they are subject to statistical fluctuations which are amplified in the unfold-
ing process distorting the final results [45]. For this reason, more advanced solving strategies
have been developed and are commonly used in high energy physics analyses [46], such as the
D’Agostini iterative method or Tikhonov reqularization 47| not described here. The relevant
software packages for the implementation of such unfolding methods are the ROOUNFOLD [48]
and TUNFOLD [49].

5.7.2 Ra, unfolding strategy - Response Matrix

In this analysis the TUNFOLD package is used and the chosen method is the matriz pseudo-
wnwverston. This corresponds to the solution of the above matrix inversion equation 5.12, using
more bins in the measured than in the true (unfolded) distribution i.e., m > n. In particular
here, twice more bins are used in the measured distribution: m = 2n.

In order to account for the statistical cor-
relations properly, an advanced 2D unfold- N(p_,n)
ing of a more general 2D distribution is <

IS

B

performed. This is in contrast to proceed- 35 .
ing with an 1D unfolding of the numera- 3 10t
tor/denominator or of the Ra4 distribution ot o

directly. This choice was based on the fact
that, there is no analytical expression ac-
counting for the statistical correlations among
the numerator and denominator cross sections
and subsequently for the calculation of the
statistical uncertainties of the Ra, distribu-
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e
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tion. Therefore, the basic concept stands in . (GeV)
re-writing the observable in an equivalent way o
with Eq. 5.1: Figure 5.9: The 2D distributon N(pr,n) used

for the re-definition of Ra, observable, where n

Ra, = > onN(pr,n) (5.13) stands for the number of neighboring jets.

Xl Nlpr,n)
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where N is a 2D distribution illustrated in Fig. 5.9 and n is the number of neighboring jets which
can be seen as any other property of jet, like pr or y. The basic advantage for this re-definition
is that the same quantity N (pr,n) appears in both the numerator and the denominator, while
the Ra4 observable can be extracted from N, using a MC calculation described below. Hence,
unfolding this 2D distribution and then extracting the Ra4 observable after unfolding allows
a perfectly rigorous treatment of statistical correlations.

The input covariance matrix V', describes that statistical correlations among the pr and
n bins for the 2D N(pr,n). For a single-count observable (one contribution per event) the
covariance matrix would be completely diagonal. However, for a multi-count observable (more
than one contributions per event) as Rag4, off-diagonal are also present corresponding to the
correlations among the jets within the same event. The correlation is simply the dimensionless
version of the covariance and the corresponding correlation matriz is evaluated as:

‘/Z.,
0;0;

Pij = (5.14)

where o; represents the uncertainty of bin i, with V;; = ¢2. Figure 5.10 shows the correlation
matrix for the 2D distributon N(pr,n), where as expected there are non-zero off-diagonal
elements representing the correlations among the pr bins, but there are also correlations among
the numbers of neighboring jets bins n.
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Figure 5.10: Correlation matriz for the 2D distributon N(pr,n).
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The Response Matrix (RM) for the 2D N(pr,n) distribution was built using the official
CMS Monte Carlo samples presented in Tab. 5.3. In particular, the Pythia8 samples which
have larger statistics were used for the main unfolding results and the Madgraph samples for
evaluating the model uncertainty. The RM is built on an event-by-event basis by matching the
jets between particle (GEN jets) and detector level (PF jets) in the MC sample. The matching
is performed in a series of steps:

e Loop over the particle-level jets sorted in pr, starting from the highest-pr particle-level
jet.

e For a given particle-level jet, define a cone around the jet axis with
Rinatching = Reone/2, where Ry here is 0.7.

e Try to match the particle-level jet to the highest-py detector-level jet with axis inside the
above cone. The following possibilities arise:

- If the matching is successful and both jets are within the phase space at both particle
and detector levels, then the pair of jets is filled in the RM and removed from the list
of jets. This means that the RM includes only migrations within the phase space.

- If the matching is successful, the detector-level jet is within the phase space but the
particle-level jet is outside of the phase space, then the detector-level jet is considered
as fake jet.

- If the matching is successful, the particle-level jet is within the phase space but the
detector-level jet is outside of the phase space, then the particle-level jet is considered
as miss jet.

- If the matching is unsuccessful, meaning that no detector-level jet can be found
inside the cone, the particle-level jet is defined as miss jet.

In the end, after the loop on all particle-level jets has finished, the remaining unmatched
detector-level jets are defined as fake jets.

Figure 5.11 shows the Response Matrix for the 2D N(pr, n) distribution with particle level
on the z-axis and detector level y-axis. Following the suggestion from the CMS Statistics
Committee [50], the condition number of the response matrix is evaluated in order to check
whether the problem is ill-conditioned. When the condition number is small < 10, the problem
can be effectively solved without using regularization techniques'*. The condition number of a
matrix A is defined as: o

cond(A) = e — (5.15)
where 0., is the largest and o,,;, is the smallest singular values of the matrix A. The singular
values here are computed using the ROOT’s TDecompSVD class [51], where the m x n matrix
A is decomposed to two orthogonal matrices m x m and n x n and a diagonal matrix m x n and
the singular values correspond to the diagonal elements of the diagonal matrix. The condition
number here is 5.5, which means that the problem is well-conditioned and therefore can be
solved with the pseudo-inversion method described above, without regularization.

HFor example, Tikhonov regularization [47] consists in adding an extra term to the y? of Eq. 5.12 which
constrains the shape of the particle-level spectrum.
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Figure 5.11: Response matriz for the 2D distribution N(pr,n), built with Pythia8 official
CMS samples.

5.7.3 Unfolding results - Particle level measurement

The particle-level Ra, with proper treatment of statistical uncertainties is obtained using
an Monte Carlo toy method. In particular, for the extraction of the 1D Ra, observable and the
corresponding 2D covariance matrix, from the unfolded 2D N (pr,n) distribution and the corre-
sponding covariance matrix obtained as output from the unfolding procedure, the prescription
below was followed:

1. In the first place, the distributions are flattened using the ROOT’s TUn foldBinning
class [52], such that a 1D distribution z and its 2D covariance matrix V' are obtained.

2. The covariance matrix V' is then diagonalized and its eigenvalues k; are stored.
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3. Then, the iteratively perform the following actions until the statistics has reached the
desired value:

e generate a multi-dimensional Gaussian event ¢ in diagonal matrix, such that
e rotate back to the original basis where the matrix has non-zero off-diagonal elements

e calculate the R, ratio on the event

e sum the current event with former events (this is used for the evaluation of the final
Ry observable)

e sum the tensor products for each event (this is used for the evaluation of the statis-
tical uncertainties)

4. Finally, the sum of events and their tensor products are normalized to the number of
events and the Ra, observable and its covariance matrix are obtained respectively. Similar
techniques are applied in CMS for example for the extraction of b-jet fraction [53].

In the first place, the unfolding procedure was performed for each year separately, in order
to obtain a first estimate of the unfolding corrections per year. The Response Matrices and
the unfolding corrections for each year separately are included in the Appendix H. Figure 5.13
shows on the left the correlation matrix for the Ra4 observable calculated with the method
described above. In Fig. 5.14, the comparison between unfolded and reconstructed Ra4 is
illustrated, where the statistical errors at the detector level were approximated by the binomial
errors. The corrections from the unfolding procedure for the Ra4 are 1-2%.

The bottom-line test (BLT), is a useful sanity check of the unfolding result. The main
concept stands in the principle that the unfolding procedure should not enhance the ability to
reject incorrect models. Therefore, the agreement between data and MC predictions can not
become worse at the unfolded level than at the detector level [50]. The BLT here was performed
by comparing the Data and Pythia8 predictions both at particle and detector level which is
illustrated in Fig. 5.12. Each cell of this plot correspond to an n bin of the 2D distribution
N(pr,n), which is the quantity that is essentially unfolded, while it can also be seen that two
bins from the detector level correspond to one bin at particle level, as explained in Sec. 5.7.2.
Indeed here the Data-Pythia8 level of agreement remains the same before and after unfolding.

CMS Preliminary 134.5 fb™* (13 TeV)
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Figure 5.12: The bottom-line test performed with Pythia8 official CMS samples.
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Apart from the BLT, another check of the validity of the unfolding method is the Closure
Test (CT). This is achieved by unfolding pseudo-data i.e., the detector level from the MC,
instead of the real data. Then the particle level spectrum from the Monte Carlo should be
obtained, which indeed is the case here. In particular, for the Pythia8 samples, unfolding the
detector level spectra leads to the particle level Pythia8 spectra.
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5.8 Systematic Uncertainties

Jet Energy Scale (JES) uncertainties

The Jet Energy Calibration procedure described in Sec. 4.4, introduces many different sys-
tematic uncertainty sources which are propagated to the R, measurement. The 27 individual
uncertainty sources can be seen in Tab. G.1 of Appendix G, while a detailed description of the
origin for each source can be found at [54]. The sensitivity of the measurement to the JEC
uncertainty is investigated by varying the jets transverse momenta as:

pr = pr (1 £ uncert. source) (5.16)

where the uncertainty sources here are provided from the JetMET group together with the Jet
Energy Corrections (see Tab. 5.4). In order to estimate the total Jet Energy Scale uncertainty
for the Ra, measurement at particle level, the variations of Eq. 5.16 are performed at detector
level data and then the unfolding process is repeated for each individual variation. Finally,
the differences between the unfolded spectra obtained from the variations and the nominal
unfolded spectrum are added in quadrature. The total (relative) JES uncertainty is shown
with the orange band in Fig. 5.15. As illustrated in this plot, the JES uncertainty is very small
< 1% for the bulk of the Ra4 spectrum, while at high pr large fluctuations are caused by the
limited statistics. Those, fluctuations are smoothed in order to be used effectively in the ag
fitting procedure described in Chapter 7. The fact that the JES uncertainties are that small,
in contrast for example to inclusive jets measurements where they are > 10%, consists one of
the main profits in measuring ratios of cross sections where large cancellations of systematics
effects occur.

Jet Energy Resolution (JER) uncertainties

The Jet Energy Resolution (JER) smearing, which is of particular importance for the un-
folding procedure, has already been described in Sec. 5.4. The Scale Factor (SFs) provided
by the JetMET group, are available with their corresponding uncertainties, with an example
shown in Tab. 5.7. The latter, reflect the uncertainties in the estimation of such factors and
are propagated to the Ra4s measurement. Hence, for the calculation of the JER uncertainty in
the Ras measurement the smearing procedure is repeated, considering the 1o variation of the
SFEs. Then the unfolding process is repeated and the differences between the unfolded spectra
obtained from the variations and the nominal unfolded spectrum are assigned as JER uncer-
tainty. The total JER uncertainty for the Ra, measurement is shown with yellow band in Fig.
5.15. The observation is that this uncertainty is also very small < 0.5%.

Other uncertainties
Besides the JES and JER uncertainties, four additional systematic uncertainty sources are
investigated.

e Uncertainties from the Prefire corrections
The corrections applied on data in order to account for the prefiring issue and their
uncertainty estimations described in Sec. 5.3. The propagation of these uncertainties to
the measurement of Ra4 were obtained, with the same method as for JES and JER, i.e.,
by varying the correction factors and repeating the unfolding procedure.
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e Uncertainties from miss and fake rates
The miss and fake jets which correspond to detector inefficiencies and background con-
tributions respectively, were discussed in Sec. 5.7.2. In order to estimate their impact in
the Ra, unfolded spectrum, a normalization uncertainty of 5% was considered for each
of them respectively during the unfolding procedure.

e Pile Up (PU) reweighting uncertainties
The impact of the PU profile reweighting procedure which is applied on the MC samples
(see Sec. 5.4), is investigated by considering upwards and downwards variation of the
reweight factors. Again, the unfolding is repeated for these variations and the uncertain-
ties are calculated at particle level.

e Model uncertainties
The Response Matrix (RM) presented in Sec. 5.7.2 is built using the MADGRAPH MC
samples shown in Tab. 5.3, instead of the PYTHIA8 MC samples. The unfolding is
performed based on the new RM and the model uncertainties are calculated as usual
from the difference between the unfolded spectrum obtained when using MADGRAPH
RM and the nominal unfolded spectrum based on PYTHIA8 RM.

The systematic uncertainties in the measurement of Ra4 from all the above four uncertainty
sources are extremely small < 0.4% (in total) and shown with the blue band in Fig. 5.15. In
this figure the statistical uncertainty is also shown with vertical lines. The total experimental
uncertainty for the Ras measurement is calculated from the quadratic sum of systematic and
statistical uncertainties.

[%2] T T T T T T I L
Q - .
£ 01— WJES +
g | g Other |
8 B JER i
5 L [ Total i
o . stat. unc. -
',_*_3‘ 0.05— Em
> N -
x B =

0 — Il |
B | ‘ -
- _I_ —
-0.05— —
-0.1}— =
B L L L L L L I L ]
400 500 600 700 800 1000 2000 3000

pT [GeV]

Figure 5.15: The experimental uncertainties for the Ra, measurement, where JES is the Jet
Energy Scale, JER is the Jet Energy Resolution, Other includes uncertainties from Prefire Cor-
rections, miss/fake rates, PU MC profile reweighting and model uncertainties and the vertical
lines represent the statistical uncertainties.
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5.9 Data-MC comparison at particle level

The unfolded (particle-level) data can now be compared to Monte Carlo event generator
predictions at the generator (particle) level. A brief overview of the MC event generators and
the corresponding tunes used here, has already been given in Sec. 4.5. The MC predictions
were obtained using the RIVET toolkit (Robust Independent Validation of Experiment and
Theory) [55]. Figure 5.16 shows on the top plot the Ras observable from the unfolded data
(black markers) in comparison with the Leading Order (LO) MC event generators: PYTHIAS
with tune CUETP8MI1 (red line) and tune CUETP8M2T4 (green line) and HERWIG++ with
tune EE5C (magenta line). On the bottom plot of this figure the MC over data ratio is shown,
together with the experimental uncertainty band obtained from the quadratic sum of systematic
and statistical uncertainties. Accordingly, Figure 5.17 illustrates the comparison between data
and Next-to-Leading Order (NLO) MC predictions based on POWHEG Matrix Element (ME)
event generator, which is matched to all the LO MC event generators for the simulation of
Parton Shower (PS), Multiparton Interactions (MPI) and hadronization, with the POWHEG
method.
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Figure 5.16: Comparison between data and Leading Order and Monte Carlo predictions at
particle level.
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The predictions from (LO) HERWI1G++ EE5C and (LO) PyTHIA8 CUETP8M1 overesti-
mate the observable by ~ 20% and ~ 12— 18% respectively. On the other hand, the predictions
from the (LO) PyTHIA8 CUETP8M2T4 gives a very nice description of the measurement. The
large deviation among the two PYTHIAS tunes arises from the differences in the ag values used
in the initial-state shower. In particular, for tune CUETP8M1 the strong coupling at My
for the initial-state shower and the final-state shower are fixed at: al’® = of5% = 0.1365.
In contrast, CUETP8M2T4 tune uses the significantly lower af°® = 0.1108 as obtained in
[56], which investigates the impact of PYTHIA8 PS tuning in ¢¢ modeling. The Ra, observable
exhibits very large sensitivity to the strong coupling and for this reason the predictions are
largely affected by the parameter used in tuning. Among the Next-to-Leading Order MC pre-
dictions based on the POWHEG, the matching of POwWHEG ME with PyTHia8 CUETM2T4
gives the best description: ~ 5-6% away from the data. Finally POWHEG matched to HER-
WIG++ EE5C or to PYTHIA8 CUETP8MI overestimate the Ra, measurement by ~ 12%
and ~ 10% respectively.
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Figure 5.17: Comparison between data and Next-to-Leading Order Monte Carlo predictions
at particle level.
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Chapter 6

Fixed Order QCD for jet production

The extraction of more precise QCD theoretical calculations practically means the inclusion
of higher perturbative orders in the strong coupling constant (see Eq. 1.54). Typically, an
NLO QCD correction is related either to the emission of an additional parton into the final
state (real correction), or to the emission and re-absorption of a parton through a loop (virtual
correction). The divergences arising from low-momentum (soft) and small-angle (collinear)
emissions, along with the presence of ultaviolet divergences in such calculations are addressed
in Sec. 6.1. The experimentally measured and theoretically defined objects i.e., jets, need to
be infrared and collinear safe, meaning that adding any number of infinitely soft particles or
splitting an existing particle into two comoving (collinear) particles does not change the value
of any observable. As already discussed in Sec. 4.2, this is achieved by using the infrared and
collinear safe anti-k; algorithm.

The final states of interest here are composed of quarks and gluons which lead to the
formation of jets. In particular, the analysis is based on inclusive n-jet topologies, where n
stands for the minimum number of jets present in the final state. In the inclusive jet production
or correspondingly inclusive jet cross section any jet present in a given event is measured,
which means that an n-jet has n contributions to an inclusive jet observable. In the simplest
case, two incoming partons produce two outgoing partons i.e., 2 — 2 process, which leads to
the formation of two jets (dijet production) moving in opposite directions (back-to-back) with
zero net transverse momentum (see also Appendix A). The calculations of dijet and three-
jet production at NLO accuracy are available through the NLOJET++ program [1, 2| and
are widely used in almost all CMS analyses that require fixed-order QCD predictions. It is
also worth mentioning that NLO QCD calculations for up to five jets production at the LHC
are currently available for example through the conjunction of SHERPA event generator with
external packages providing one-loop amplitudes such as BLACKHAT or NJET [3, 4, 5].
Moreover, NNLO QCD calculations have also become available through NNLOJET package
[6, 7] but only for the dijet production, while a first study towards NNLO calculations also for
the three-jet production recently became public [8].

The fixed order predictions for this analysis were based on the NLOJET++ package and
performed within the FASTNLO framework [9], which enables the fast extraction of the theory
predictions for various renormalization (s, ) and factorization (4s) scale choices and PDF sets.
As mentioned in Sec. 1.3.3 and 1.3.4 the renormalization (y,) and factorization (yuy) scales are
arbitrarily chosen. The common approach is setting the two scales to a common central value
pr = pty = p which should be of the order of the "hard scale". Hence, here two alternatives are
investigated:
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1. p = pr : The scales are set equal to the transverse momentum of the jet. This means that
for an n-jet event, the matrix elements and the PDFs are evaluated n-times, where each
time the scales are set equal to the transverse momentum of the jet under consideration.

2. p=pp* : The scales are set equal to the transverse momentum of the leading pr jet in

the event.

However, the py and p, can in principal be set independently and for this reason the variations
of these scales with respect to their central values are performed independently. Such variations
are employed for the evaluation of the scale uncertainties, in order to account for the missing
higher orders in the perturbative expansion and are discussed in Sec. 6.3.

Concerning the PDFs, here the standard recommendations from the PDFALHC group [10]
were adopted, and the PDF sets shown in Tab. 6.1 were used for the extraction of the fixed-
order NLO predictions. Each PDF group provides a central set with the ag(My) used for the
main result, as well as alternative sets based on different avg(M ) values. In this context, wide
ranges with many ag(My) values are extremely important for the ag fitting procedure presented
in Chapter 7. Moreover, each PDF set contains different members used for the calculation of
the PDF uncertainties as discussed in Sec. 6.3.

Table 6.1: PDF sets used in the theory calculations.

PDF set Central value ag(Mz) as range
ABMP16_5 NLO [11] 0.1191 0.114 - 0.123
CT14nNLO [12] 0.118 0.111 - 0.123
HERAPDF20 NLO [13] 0.118 0.110 - 0.130
MMHT2014NLOG&CL [14] 0.120 0.108 - 0.128
NNPDF31 ~NvLoO [15] 0.118 0.106 - 0.130
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6.1. TECHNOLOGY OF NEXT-TO-LEADING-ORDER CALCULATIONS

6.1 Technology of next-to-leading-order calculations

For the calculation of a cross section at next-to-leading-order (NLO) accuracy, Eq. 1.76
introduced in Sec. 1.3.4 for the hadron-hadron scattering with n-parton final state which
involves the leading order (LLO) cross section &, needs to be adjusted in order to include higher

orders such that:
o = o0 4 gNLO (6.1)

where the LO part, also known as Born Level (B) is computed from the phase integration of
the differential cross section for the n-body final state:

ot© :/daB (6.2)

On the other hand, the NLO part receives contributions from real corrections (R) and
from wvirtual corrections (V). The former corresponds to the square of matrix elements with
one additional outgoing particle i.e., n + 1 parton final state, while the latter represents the
addition of one closed loop retaining the n parton final state.

O'NLOE/dO'NLO:/ daR+/dUV (6.3)
n n+1 n

Examples of the two different contributions are illustrated in Fig. 6.1.

’n"(‘(t-lt virtual

Figure 6.1: Ezamples of one real (left) and one virtual (right) corrections, that need to be
accounted in an NLO QCD calculation.

Taking these into account, the formula for the cross section calculation at NLO accuracy
ONLO) i5 adjusted as:

o
o(@NLO) — /d(I)B 1B (P53 gy pir) + Vo (Pg; pig, )] + /quRRn (Pr; fags ) (6.4)
where the individual terms are given by:
B (@i pg, i) = Y [MD (B s g, 1) P
h
Vo (s 1, 1) = 2 Re (MO (P55 1 g, 1) MY (D353 b5 pap, )] (6.5)
h

R (Pri g pir) =2 MU (s b g, ) 2
h

where b stands for the Born level contribution and M©® indicates the order of the matrix
element.
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6.1. TECHNOLOGY OF NEXT-TO-LEADING-ORDER CALCULATIONS

The evaluation of the cross section at NLO accuracy based on the above formulation is rather
than trivial, since several obstacles arise in the calculations, mainly due to the emergence of
ultraviolet and infrared divergences. The former, are introduced from the virtual contributions
and they are resolved with the well-known renormalization procedure described in Sec. 1.3.3.
On the other hand, confronting with the infrared divergences which arise both in the real and the
virtual contributions is much more challenging. Their origin are soft (energy — 0) or collinear
(parallel to another particle) emissions either in the loop (virtual) or in the additional particle
radiated (real). According to the Bloch-Nordsieck (BN) and Kinoshita-Lee—Nauenberg (KLN)
theorems these divergences must cancel each other for physically meaningful i.e., infrared safe
observables. In practice, different strategies have been developed for regularizing the divergences
and calculating such cancellations, while the NLLO calculations are currently based on infrared
subtraction algorithms such as the Catani-Seymour or dipole substraction method [16]. This is
also the method (with some modification) upon which are based the NLOJET+ -+ calculations,
used in the present analysis. Schematically, the above NLO cross section can now be written
as:

O‘(@NLO) - /dq)B [Bn ((I)Bv s lur) + Vn ((I)Ba K, p“T) + I7(LS) ((I)B’ Ky u’")}
(6.6)

+ [ doon (R (@i, ) = S, (B oy
where the real subtraction term S,, and the integrated subtraction term 7 cancel each other:

0= /d%fé‘s) (Ps; g, por) —/d%Sn (Pr; g, pir) (6.7)

As already mentioned, for the Ra, observable the fixed order NLO predictions were obtained
from the NLOJET++ package using the FASTNLO framework. In practice, the calculations
were performed separately for the Ra4 numerator’s and for the denominator’s cross sections, by
defining the relevant scenarios'. Hence for each PDF set included in Tab. 6.1, the parton-level
fixed-order predictions for the two cross sections and subsequently for the R, observable were
obtained. Finally, it is worth mentioning that the FASTNLO allows the extraction of fixed order
predictions for different variations of the p, and p; defined in the scenario, as well as different
PDF members included in each PDF set. This is of particular importance for the calculation
of the scale and PDF uncertainties respectively, discussed in Sec. 6.3.

Examples of various analyses scenarios can be found at [17].
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6.2. NON-PERTURBATIVE CORRECTIONS

6.2 Non-Perturbative corrections

The fixed-order theoretical predictions that were described in Sec. 6.1 are available at parton
level only. This means that corrections for the non-perturbative (NP) effects of multiple-parton-
interactions (MPI) and hadronization must be applied, in order to make these predictions
comparable to the experimental data.

In practice, such non-perturbative effects are evaluated using MC event generators, where
the ratio of the nominal event generation with fully hadronized events over a sample with
MPI and hadronization switched off is accounted as the NP correction. Essentially, the NP
corrections takes the form of simple factors by which the theoretical predictions are multiplied.
In order to obtain unbiased results, all the Monte Carlo event generators presented in Sec. 4.5
and considered in the data-MC particle level comparisons in Sec. 5.9 were used also here, while
the MC predictions were once again obtained using the RIVET toolkit. The NP correction
factors are formulated as:

PS+HAD+MPI NPS+HAD+]V[P[
ONP _ (LO) CNP _ (NLO) (6 8)
(LO) — NPS (NLO) — NPS :
(LO) (NLO)

In order to avoid the statistical fluctuations in less populated regions of the phase space, the
NP correction factors are parametrized by a simple polynomial function:

y=a+b-a° (6.9)

Finally, an envelope is constructed from the predictions of different event generators to derive
a medium correction factor and an uncertainty for each pr bin.

Figure 6.2 shows on the left, the NP correction factors for the numerator’s cross section
derived from the various MCs and tunes, while on the right of this plot the envelope of these
predictions is shown. Correspondingly, the results for the denominator’s cross section (left) and
the corresponding envelope (right) is shown in Fig. 6.3. The final non-perturbative corrections
to be applied on fixed-order predictions NLO for Rag4 observable are shown in IFig. 6.4, while
Table 6.2 contains the values for the corrections and their uncertainties for each bin. As
expected, the NP corrections for the Ra4 are below the per cent level, mainly due to the
large cancellations of such effects when considering ratios of cross sections. Moreover, the
uncertainties are also small (< 1%), which is also important since they are propagated to the
final ag(Mz) and ag(Q) results, as will be discussed in the Chapter 7.
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Table 6.2: The NP correction factors and their uncertainties per pr bin for the Ra, observable.

pr bin NP corr. factor Unc. (%)

300-360 1.0077 0.92
360-430 1.0070 0.90
430-510 1.0064 0.87
510-600 1.0058 0.84
600-700 1.0053 0.80
700-800 1.0049 0.76
800-920 1.0045 0.72
920-1050 1.0041 0.69
1050-1190 1.0038 0.65
1190-1340 1.0035 0.62
1340-1500 1.0032 0.59
1500-1680 1.0030 0.57
1680-1870 1.0028 0.55
1870-2070 1.0026 0.52
2070-2300 1.0024 0.50
2300-2560 1.0023 0.48
2560-3170 1.0020 0.46
3170-4000 1.0017 0.42
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6.3 PDF and scale uncertainties

PDF uncertainties

Besides the best estimates for the PDFs values, each PDF group provides a set of variations
(members) which correspond to the PDF uncertainties. Figure 6.5 shows an example of the
NNPDF31 NLO members for the u quark PDF, generated with the APFEL web application
(as Fig. 1.9). Consequently, it is important to estimate the propagation of the uncertainty,
arising from the limited PDFs knowledge, to any observable fixed-order predictions.

xu(x,Q), NNPDF31 NLO members

T T

Members
------- Central value
Std. deviation
68% c.l.

Q = 1.41e+00 GeV

Generated with APFEL 2.7.1 Web

b Ll
10° 10

L |
107

i | L
1072 107?

[y

Figure 6.5: The NNPDF31 nlo members for the u quark PDF.

In general, two different techniques are used for the PDF uncertainties calculation:

1. The Hessian or eigenvector method, which is used for ABMP16, CT14 and MMHT2014.
The PDF uncertainties in this case are calculated from the formula:

Ngv X—‘i_ T 2
AxE =4, {T} (6.10)
=1

where x here represents the Ra4 observable, Ay is the symmetric PDF uncertainty for
the Ra, observable, Ngy is the number of eigenvectors (members) of the PDF set and
X, x; correspond to the observable when the iy, member is varied + and — respectively.
These PDF uncertainties are evaluated at 68% confidence interval, except for CT14 which
provide uncertainties at 90% and the result from the above formula must be multiplied
by a factor of v/2er f~! ~ 1.645.

2. The Monte Carlo method, which is used for NNPDF31. The PDF uncertainties in this
case are obtained from the formula:

Nrep
1
Ax* = N 1 > - P (6.11)
rep i=1

where x here represents the Ra, observable, Ay is the symmetric PDF uncertainty for
the Rap observable, Ny, is the number of MC replicas (members) of the PDF set, y; is
isr, PDF member and (x) corresponds to the average prediction for the observable.
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For the HERAPDF20 set, following the prescription described in [13|, the PDF uncertain-
ties are subdivided into experimental, model and parametrisation uncertainties. The experi-
mental uncertainties are calculated using the Hessian approach described above, based on the
members of HERAPDF20 NLO EIG PDF set. The model uncertainties are calculated by
considering the variations of the model assumptions e.g the strangeness fraction f, the b/c
quark masses and the minimum @Q? value for the data. In practice this is done, using HERA-
PDF20 NLO _ VAR PDF set, which consists of 14 members. The Oth member is the central
fit, while the 1-10 variations are used for the calculation of the model errors. They are treated
one-by-one, by taking the difference between the variation and the central value, and then
adding in quadrature all the positive (negative) differences to obtain the positive (negative)
model error. The parametrisation uncertainties are estimated by considering a more general
form of parametrisation for the PDF, for example by adding extra parameters in the PDF form.
In practice, these uncertainties are also evaluated from HERAPDF20 NLO VAR, using the
last three members (members 11-13), by taking the envelope of these members and the central
member (Oth member). The total PDF uncertainties of the HERAPDF20 are calculated from
the quadratic sum of experimental, model and parametrisation uncertainties.

Scale uncertainties

The uncertainties related to unknown higher orders of the perturbative series are evaluated
by varying independently the renormalization and the factorization scales from the default
choice pig (pt, = p1y = o) which is either py or pJ'*® within the six combinations shown in Tab.

6.3.

Table 6.3: The siz pyg, i, combinations considered for the evaluation of scale uncertainties.

[ e/ pt0 | e/ 1o |

2] 1/2
1/2 1
1| 1/2
1 2
2 1
2 2
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6.4 Fixed Order predictions and Data-Theory comparison

The Fixed Order (FO) predictions from NLOJET++ for the Ra4 observable’s numerator
and denominator cross sections using the NNPDF31 PDF set are shown in Fig. 6.6. Starting
from the top row, the left plot illustrates the numerator’s cross sections (LO and NLO), while
the denominator’s cross sections (LLO and NLO) are shown on the right plot. In both top row
plots the predictions were based on the jet pr as the central value for p, and py, with the
coloured bands representing the scale uncertainties from the missing higher orders calculated
as described in Sec. 6.3. Moreover, the ratios to LO predictions are also shown on the bottom
part of each plot. The ratios between the NLO to LO predictions correspond to the so-called
k-factors, which are of the order of 1.2-1.4 here. Correspondingly, the bottom row plots show
the predictions for the numerator’s cross sections (left) and for the denominator’s cross sections
(right) using the p'* as the central value for p, and py. The results are almost identical for
the two different scale choices, which still holds for all the different PDF sets as can be seen in
Appendix 1.

The comparison between the FO NLO theoretical predictions and the experimental data
is shown in Fig. 6.7 (for p, = puy = pr) and Fig. 6.8 (for pu, = py = pp**). Each plot
contained in these figures corresponds to a different PDF choice from the five sets considered in
this analysis: ABMP16, CT14, HERAPDF20, MMHT2014 and NNPDF31. On the top of
each plot the data are shown with blue markers, the FO NLO prediction based on the central
ag(My) value (see Tab. 6.1) is shown with black continuous line, while the coloured bands
represent the scale (red) and PDF (green) uncertainties (see Sec. 6.3). Furthermore, on the
bottom part of each plot the ratio between data and FO NLO predictions is illustrated. The
points represent the ratio between data and the predictions based on the central ag(Myz) value
and the error bars represent the total uncertainties from the propagation of both experimental
and theoretical uncertainties. The dashed coloured lines represent the scale (red) and PDF
(green) uncertainties.

In general, the FO NLO predictions give a very nice description of the Ra4 measurement
for all the PDF sets and for the two different scale choices. The scale uncertainties are dominant
ranging from 2 to 7% in all cases, while the PDF uncertainties are of the order of 1-2%, with
the smallest PDF uncertainties obtained from ABMP16 and the largest from CT14 PDF set.
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Figure 6.6: (Top row) Fized Order predictions for the R, numerator’s (left) and denomina-
tor’s (right) cross sections using the NNPDF31 PDF set and ji, = juy = pr and (Bottom row)
the numerator’s (left) and denominator’s (right) cross sections predictions using the NNPDF31
PDF set and p, = jiy = pp°*.
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Chapter 7

Determination of ag(My) and ag(Q)
running test

Since the Ra4 observable depends directly on the strong coupling ag, it can be used for
the determination of the parameter ag(My) from the comparison of fixed-order predictions to
experimental data. The sensitivity of Ra, to ai is presented in Sec. 7.1.

The determination of ag(My) is based on the minimization of the x? between the experi-
mental measurements and the theoretical predictions. The x? is defined as:

N

X>=> (Di = T)C; (D; — Ty) (7.1)

ij

where N is the number of measurements, D; are the experimental measurements, 7T; are the
theoretical predictions and Cj; is the covariance matrix which is comprised of:

C = Cstat + Cuncor + ( Z CJES') + Cunfolding + C’;m”ef + CNP + CPDF (72)

sources

where Cg, represents the statistical uncertainty, Cy,cor is the uncorrelated systematic uncer-
tainty assigned to each bin, C;gg is the systematic uncertainty for each JEC uncertainty source,
Chunfolding 18 the systematic uncertainty induced through unfolding (JER + Other, see Sec. 5.8),
Cpres 1s the uncertainty from the prefiring and Cnp, Cppr are the Non-Perturbative and PDF
uncertainties respectively.

The first five terms in Eq. 7.2 constitute the experimental uncertainty, while JES, unfold-
ing, prefiring, NP and PDF uncertainties are considered as 100% correlated among pr bins.
Furthermore, these correlated uncertainties are treated as multiplicative, in order to avoid
the statistical bias that arises from uncertainty estimations taken from data [1]. The central
as(My) result is obtained by minimizing the x? with respect to ag(Mz). Then, the uncertainty
of this result is obtained from the ag(M) values for which the x? is increased by 1 with respect
to the minimum value.

The procedure that has been followed for each PDF set is the following:

1. Minimization of the y? using only the experimental uncertainties in the composition of
the covariance matrix:

C= Cstat + Cuncm" + ( Z CJES) + Cunfolding + Cpref (73)

sources
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2. Evaluation of the individual contribution of each experimental uncertainty source, by
removing each time one of the uncertainty sources and repeating the x? minimization.

3. Repeat the x? minimization for the estimation of the NP and PDF uncertainties in the
determination of the avg(M) by adding either NP or PDF uncertainties in the covariance
matrix:

C = Ostat + Ouncor + < Z OJES) + Cunfoldmg + Opref + C1PDF/NP (74)

sources

4. Finally, the uncertainty in the ag(My) due to the renormalization (u,) and factorization
(1y) scales is estimated by repeating the y? minimization for all the possible variations
of p, and gy from the default choice p, in the usual six combinations of p, and ps (see
Tab. 6.3).

All the results for the ag(My) from the different PDF sets are shown in Sec. 7.2. They
were extracted using p, = p1y = pr, since as discussed in Sec. 6.4 both scale choices (pr and
pFe®) lead to very similar results in terms of theoretical uncertainties and agreement between
data and theory. Apart from that, the sensitivity of Ra, to ag (Sec. 7.1) is very large for both
scale choices, allowing the selection of any of them for the ag(Mz) determination. Finally, the
procedure followed for the investigation of running of the strong coupling constant is presented

in Sec. 7.3.
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7.1. Ray SENSITIVITY TO THE STRONG COUPLING

7.1 Ra4 sensitivity to the strong coupling

The sensitivity of Ra, observable to the strong coupling constant is shown in Fig. 6.7 (for
pr = py = pr) and Fig. 6.8 (for p, = py = p**). Each plot contained in these figures
corresponds to a different PDF choice from the five sets considered in this analysis: ABMP16,
CT14, HERAPDF20, MMHT2014 and NNPDF31. The data are shown with blue markers,
the FO NLO prediction based on the central ag(My) value is shown with black continuous line,
the minimum and the maximum «g(My) values from each PDF set (see Tab. 6.1) are shown
with red and green continuous lines respectively. All the dashed lines represent intermediate
ag(Myz) values provided from each group. It is directly observed that a small change in the
as(My) leads to a different prediction for the Ra, which means that the observable is very
sensitive to the aig(My) and therefore ideal for the determination of this parameter.
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Figure 7.1: Sensitivity of Ray to the ag(My) for p, = py = pr using ABMP16, CT14,
HERAPDF20, MMHT2014 and NNPDF31 PDF sets. The data are shown with blue markers,
the continuous black line is the central ag(My) value, the red and green lines are the minimum
and mazimum value respectively and all the dashed lines represent intermediate ag(My) values.
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Figure 7.2: Sensitivity of Ra, to the ag(Myz) for p, = py = pp* using ABMP16, CT14,
HERAPDF20, MMHT2014 and NNPDF31 PDF sets. The data are shown with blue markers,
the continuous black line is the central ag(Mz) value, the red and green lines are the minimum
and mazimum value respectively and all the dashed lines represent intermediate as(My) values.
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7.2 Determination of ag(My)

7.2.1 ABMP16

The x? minimization with respect to ag(Mz) using ABMP16 PDF set and only the ex-
perimental uncertainties in the covariance matrix (Eq. 7.3) is shown in Fig. 7.3. The result
is ag(My) = 0.11788 4 0.00077(exp), with x*/ndof = 17/16. Then the individual contribu-
tion of each experimental uncertainty source, is calculated by removing each time one of the
uncertainty sources and repeating the x? minimization as shown in Fig. 7.4. The NP and
PDF uncertainties are calculated by adding the NP and PDF uncertainties respectively in the
covariance matrix (Eq. 7.4) and repeating the x? minimization as shown in Fig. 7.5. Finally,
the scale uncertainties are obtained by performing the y? minimization for the six different
combinations of renormalization (y,) and factorization () scales defined in Tab. 6.3 as shown
in Fig. 7.6. The result for ABMP16 is:

ag(Mz) = 0117970052 (scale) 4 0.0008(exp) & 0.0008(N P) + 0.0004(PDF) (7.5)

ag=0.11788 + 0.00075 - 0.00077
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Figure 7.3: The x? minimization with respect to as(My) using ABMP16 and only the exper-
imental uncertainties in the covariance matriz.
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Figure 7.4: The x* minimizations with respect to as(Mz) for the estimation of the individual
contributions to the experimental ag(Myz) uncertainty for ABMP16.
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Figure 7.5: The x* minimizations with respect to as(Myz) for the estimation of the NP (left)
and PDF (right) uncertainties for ABMP16.
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Figure 7.6: The x* minimizations with respect to as(My) for the siz different combinations
of . and py used for the evaluation of scale uncertainties for ABMP16.
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7.2.2 CT14

The x? minimization with respect to ag(Mz) using CT14 PDF set and only the experi-
mental uncertainties in the covariance matrix (Eq. 7.3) is shown in Fig. 7.7. The result is
as(Mz) = 0.11384 4 0.00121(exp), with x?/ndof = 18/16. Then the individual contribution
of each experimental uncertainty source, is calculated by removing each time one of the un-
certainty sources and repeating the y? minimization as shown in Fig. 7.8. The NP and PDF
uncertainties are calculated by adding the NP and PDF uncertainties respectively in the co-
variance matrix (Eq. 7.4) and repeating the x? minimization as shown in Fig. 7.9. Finally,
the scale uncertainties are obtained by performing the y? minimization for the six different
combinations of renormalization (y,) and factorization (1) scales defined in Tab. 6.3 as shown
in Fig. 7.10. The result for CT14 is:

as(Mz) = 0.1138T0003 (scale) 4 0.0012(exp) 4 0.0012(N P) + 0.0015(PDF) (7.6)

80
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Figure 7.7: The x* minimization with respect to as(Mz) using CT14 and only the experi-
mental uncertainties in the covariance matrizx.
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Figure 7.8: The x* minimizations with respect to ag(Myz) for the estimation of the individual
contributions to the experimental ag(Myz) uncertainty for CT1J.
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Figure 7.9: The x* minimizations with respect to as(Myz) for the estimation of the NP (left)
and PDF (right) uncertainties for CT14.
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Figure 7.10: The x* minimizations with respect to ag(My) for the siz different combinations

of iy and py used for the evaluation of scale uncertainties for CT14.

152



7.2. DETERMINATION OF ag(My)

7.2.3 HERAPDF20

The x? minimization with respect to ag(Mz) using HERAPDF20 PDF set and only the
experimental uncertainties in the covariance matrix (Eq. 7.3) is shown in Fig. 7.11. The
result is ag(Myz) = 0.11614 + 0.00086(exp), with x?/ndof = 24/16. Then the individual
contribution of each experimental uncertainty source, is calculated by removing each time one
of the uncertainty sources and repeating the y? minimization as shown in Fig. 7.12. The NP
and PDF uncertainties are calculated by adding the NP and PDF uncertainties respectively
in the covariance matrix (Eq. 7.4) and repeating the x? minimization as shown in Fig. 7.13.
Finally, the scale uncertainties are obtained by performing the x? minimization for the six
different combinations of renormalization (p,) and factorization (pf) scales defined in Tab. 6.3
as shown in Fig. 7.14. The result for HERAPDF20 is:

as(My) = 0.1161755051 (scale) 4 0.0009(exp) 4 0.0009(N P) + 0.0003(PDF) (7.7)
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Figure 7.11: The x* minimization with respect to as(Myz) using HERAPDF20 and only the
experimental uncertainties in the covariance matriz.

1200 E E .
ag = 0.11672 + 0.00005 - 0.00005 r ag =0.11778 + 0.00041 - 0.00041 ' 100 ag =0.11770 + 0.00044 - 0.00044 ' r ag = 0.11615 + 0.00086 - 0.00085

[ 25
00000 E only stat 10001 only stat + UNC 00 no JES E no UNF

Figure 7.12: The x? minimizalions with respect to as(My) for the estimation of the individual
contributions to the experimental ag(Myz) uncertainty for HERAPDF20.
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Figure 7.13: The x? minimizations with respect to as(My) for the estimation of the NP (left)
and PDF (right) uncertainties for HERAPDF20.
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Figure 7.14: The x* minimizations with respect to as(My) for the siz different combinations
of pr and py used for the evaluation of scale uncertainties for HERAPDF20.
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7.2.4 MMHT2014

The x? minimization with respect to ag(Mz) using MMHT2014 PDF set and only the
experimental uncertainties in the covariance matrix (Eq. 7.3) is shown in Fig. 7.15. The
result is ag(Myz) = 0.11462 + 0.00111(exp), with x?/ndof = 17/16. Then the individual
contribution of each experimental uncertainty source, is calculated by removing each time one
of the uncertainty sources and repeating the x? minimization as shown in Fig. 7.16. The NP
and PDF uncertainties are calculated by adding the NP and PDF uncertainties respectively
in the covariance matrix (Eq. 7.4) and repeating the x? minimization as shown in Fig. 7.17.
Finally, the scale uncertainties are obtained by performing the x? minimization for the six
different combinations of renormalization (p,) and factorization (pf) scales defined in Tab. 6.3
as shown in Fig. 7.18. The result for MMHT2014 is:

as(Mz) = 0.1146 9987 (scale) 4+ 0.0011(exp) £ 0.0012(N P) 4 0.0008( PDF) (7.8)
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Figure 7.15: The x* minimization with respect to as(Myz) using MMHT2014 and only the
experimental uncertainties in the covariance matriz.
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Figure 7.16: The x* minimizalions with respect to as(My) for the estimation of the individual
contributions to the experimental ag(Myz) uncertainty for MMHT2014.
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Figure 7.17: The x? minimizations with respect to as(My) for the estimation of the NP (left)
and PDF (right) uncertainties for MMHT2014.
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Figure 7.18: The x* minimizations with respect to as(My) for the siz different combinations
of wy and py used for the evaluation of scale uncertainties for MMHT2014.
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7.2.5 NNPDF31

The x? minimization with respect to ag(Mz) using NNPDF31 PDF set and only the
experimental uncertainties in the covariance matrix (Eq. 7.3) is shown in Fig. 7.19. The
result is ag(Myz) = 0.11577 + 0.00117(exp), with x?/ndof = 17/16. Then the individual
contribution of each experimental uncertainty source, is calculated by removing each time one
of the uncertainty sources and repeating the x? minimization as shown in Fig. 7.20. The NP
and PDF uncertainties are calculated by adding the NP and PDF uncertainties respectively
in the covariance matrix (Eq. 7.4) and repeating the x? minimization as shown in Fig. 7.21.
Finally, the scale uncertainties are obtained by performing the x? minimization for the six
different combinations of renormalization (p,) and factorization (pf) scales defined in Tab. 6.3
as shown in Fig. 7.22. The result for NNPDF31 is:

ag(Mz) = 0.11585:9%7 (scale) 4+ 0.0012(exp) £ 0.0011(N P) 4 0.0006( PDF) (7.9)
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Figure 7.19: The x* minimization with respect to as(My) using NNPDF31 and only the
experimental uncertainties in the covariance matriz.
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Figure 7.20: The x? minimizalions with respect to as(My) for the estimation of the individual
contributions to the experimental ag(My) uncertainty for NNPDF31.
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Figure 7.21: The x? minimizations with respect to as(My) for the estimation of the NP (left)
and PDF (right) uncertainties for NNPDF31.
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Figure 7.22: The x* minimizations with respect to as(My) for the siz different combinations
of iy and py used for the evaluation of scale uncertainties for NNPDF31.
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7.2.6 Discussion on the results

Table 7.1 contains all the ag(My) results obtained from the above fitting procedure, which
are also illustrated in Fig. 7.23. All these results are fully compatible among each other (within
their uncertainties) and with the PDG world average value ag(Mz) = 0.1179 £ 0.0010 [2]. As
expected, the dominant theoretical scale uncertainties (see Sec. 6.4) propagated to the ag(My)
scale uncertainty, constituting the largest uncertainty in the parameter evaluation. The ex-
perimental, non-perturbative and PDF uncertainties are significantly smaller than the scale
uncertainties, with CT14 exhibiting the largest and HERAPDF the smallest PDF uncertain-
ties. The x?/ndof which characterizes the goodness-of-fit has the best value (closest to 1) for
the ABMP16, MMHT2014 and NNPDF31 PDF sets and the worst for HERAPDF20.

Revisiting now the plot shown in Fig. 5.1 (left) from Chapter 5, the ag(My) results from this
analysis can be included. Among the different PDF sets, the result from NNPDF is selected
as the main analysis result and also used for the ag(Q)) running determination (Sec. 7.3).
This choice was mainly motivated from the fact that NNPDF includes the most updated list
of datasets, including CMS and ATLAS inclusive jets measurements from LHC Run I. Figure
7.24 shows the ag(Mz) measurements as presented in Chapter 5, including the R, analysis
result based on NNPDF PDF set. It is directly observed the aforementioned fact that the new
result is fully compatible with the ag(Mz) world average value.

Table 7.1: The results for ag(Myz) from the various PDF sets.

PDF set as(Mz) | Exp NP PDF Scale x2/ndof
ABMP16 0.1179 0.0008 | 0.0008 | 0.0004 | F9-0052 17/16
CT14 0.1138 0.0012 | 0.0012 | 0.0015 | 90086 18/16
HERAPDF20 0.1161 0.0009 | 0.0009 | 0.0003 | TS0 | 24/16
MMHT2014 0.1146 0.0011 | 0.0012 | 0.0008 | 99087 17/16
NNPDF31 0.1158 0.0012 | 0.0011 | 0.0006 | 59087 17/16
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Figure 7.23: Minimization of the x* between experimental measurements and theoretical
predictions with respect to ag(My) for ABMP16, CT14, HERAPDF20, MMHT201} and
NNPDF31 NLO PDF sets. In this figure, only experimental uncertainties are included in the co-
variance matriz. The minimum value as(Myz) value for each PDF set is denoted with a dashed
line and corresponds to the central result. The experimental is estimated from the ag(My)
values for which the x? is increased by one unit with respect to the minimum value.
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Figure 7.24: An overview of as(Myz) determinations from measurements using hadrons, in-
cluding the new result from the Rag analysis based on NNPDF31.

161



7.3. RUNNING OF a5(Q)

7.3 Running of a5(Q)
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Figure 7.25: Split of the Ra, fitted region into four sub-regions for testing the ag running.
The (Q) corresponds to the average scale value for each sub-region.

For the investigation of the running of the strong coupling, the fitted region is split into
four sub-regions with four bins each, as shown in Fig. 7.25. The fitting procedure followed in
the previous section is then repeated for each sub-region separately, resulting in an ag(Myz)
extraction for each range. The x? minimizations with respect to ag(My), including only the
experimental uncertainty sources in the covariance matrix are shown in Fig. 7.26, while the
ag(My) results with the total uncertainty (experimental and theoretical) are included in Tab.
7.2.

The FASTNLO framework provides the capability to solve the renormalization group equa-
tion (RGE) at 2-loop order through the HOPPET toolkit [3]| or the Gluck-Reya-Vogt formula
(GRV) [4]. Therefore, the ag(My) values from each sub-region are evolved to higher scales @
which are also calculated inside the FASTNLO as a cross section weighted average for each sub-
region. The Q) and ag(Q) results are shown in Tab. 7.2. Based on these results, a new version
of Fig. 5.2 can now be obtained. This is illustrated in Fig. 7.27, where the solid line represents
the ag(Q) result and the associated total uncertainty (yellow band) evolved using the ag(My)
determination from NNPDF31 set, as(Mz) = 0.11587000%. The new ag(Q) results from the
Ra4 measurement are shown with red markers in the high-@) region. All the results reported in
this study are consistent with the energy dependence predicted by the RGE and no deviation
is observed from the expected behaviour up to ~ 2 TeV'.
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Table 7.2: The as(Mz) and as(Q) determinations for the four different fitting sub-regions.
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Figure 7.27: The running of the strong coupling constant as(Q)), as determined from the Rag
measurement (the four red points in high-Q region), in comparison with previous experimental

pr range (GeV) | ag(Mz) |(Q) (GeV) as(Q)
360 — 700 0.117610:0091 433.0 0.0954:+0:00%8
700 — 1190 0.115870-007 819.0 0.0875 9054
1190 — 1870 | 0.119279:0101 1346.0 | 0.0847+00049
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7.4 Conclusion

To sum up, the analysis presented in the second part of this dissertation, culminates in two
main results. Firstly, the strong coupling constant was extracted at the scale of the Z-boson
mass, using the full Run 2 CMS dataset collected during pp collisions at /s = 13 TeV and the
jet-based Ra, observable. The ag(My) results were derived for five different PDF sets and are
fully compatible among each other and with the world average value: ag(Mz) = 0.117940.0010.
The result selected as the main analysis result based on the NNPDF31 is:

as(My) = 0.115875 5087 (scale) 4 0.0012(exp) 4 0.0011(N P) + 0.0006(PDF)

Secondly, the running of the strong coupling constant was experimentally tested up to the
TeV region at energy scales of () = 2081 GeV. The result is in complete agreement with the
predicted value for ag(Q) derived from the Renormalization Group Equation (RGE) of QCD
and no deviation was observed in this measurement.

From the experimental perspective, the Run 3 period of LHC is now (February 2022) planned
to last from 2022 to 2024 [5], where the center-of-mass energy is expected to be increased to
13.6 TeV and the total integrated luminosity to 350 fb~!. Then, the transition to the HL-LHC
era, where the instantaneous luminosity will be increased by a factor of 5 beyond the original
design value and the integrated luminosity by a factor of 10, is planned for 2027 [6]. On the other
hand, progress has also been made in theoretical calculations, with recent developments towards
next-to-next-to-leading order (NNLO) accuracy for three-jet observables |7]. The combination
of the above advancements, provide a unique possibility for extremely precise determinations
of the ag(My), through observables like Ra, in the future. Moreover, testing the running of
as(Q) to even higher scales with the highest precision possible, is always an intriguing challenge
for the QCD predictions.
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Appendix A

Azimuthal (de)correlations of jets and

R observable

Fig. A.2 is helpful for obtaining a better insight of
the topologies contributing to the a4 observable cross
sections as defined in:

Nje i nbr
Eizjlt(pT) Nrg,b)r(A¢7 pT?n’m)
Njet(pr)

Rao(pr, Ad, pyom.) =
(A1)

This figure illustrates the normalized inclusive 2-jet
cross section (1/0)(do/dA¢;3) as a function of the az-
imuthal angular separation A¢; o between the two high-
est (leading) pr jets, for several regions of the leading

max)

jet pr (p7
At leading order (LO), the two final-state partons

are produced back-to-back in the transverse plane, lead-
ing to an azimuthal angular separation A¢y o = |[Pjer1 —
Gjer2] equal to m. The production of a third jet leads
to the decorrelation of the azimuthal angles of those
two leading jets. This means that the A¢, 5 for topolo-
gies with a third jet present is smaller than 7, with
27 /3 being the smallest achievable value corresponding
to a symmetric star-shaped configuration. In the case
where more than three jets are produced, the A¢; » can
approach zero. This is also illustrated in Fig. A.2.

For the denominator of the Ra4 observable which
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Figure A.1: Normalized inclusive 2-
jet cross section as a function of the
azimuthal separation Ag,o between
the two leading pr jets [1].

corresponds to the inclusive jets cross section, two jets in a back-to-back configuration (2 — 2
process in Fig. A.2) is still the dominant process, hence the denominator is O(a%) at leading
order. For the numerator, by imposing the azimuthal angular separation between two neigh-
boring jets to be significantly smaller than 7, i.e., 7w/8, means that only topologies with at
least three jets are may contribute in the cross section, meaning that the numerator is O(a3) at
leading order. Finally, setting the minimum azimuthal separation at 27/3, is for ensuring pure
NLO QCD calculations for the fixed order predictions which is not the case for A¢ < 27/3 [2].
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2 — 2, 2— 3 and 2 — 4 topologies [2].
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Appendix B

Phase space selection

For the optimization of the phase space selection for the measurement of R, observable
discussed in Chapter 5, the scenarios shown in Tab. B.1 were considered. The goal here is
to investigate whether increasing the minimum pr cut applied on the neighboring jets (p%f,m)
and/or extending the A¢ interval for their azimuthal separation (A¢ range) the dominant
theoretical uncertainty which is the scale uncertainty would be reduced or/and the sensitivity
of the observable to the strong coupling would be increased. For this study, only theoretical
predictions from CT14nlo PDF set were used, however the scale uncertainties and sensitivity
are very similar among all the PDF sets, as discussed in Chapter 6. Moreover, 2016 data at
the detector level are included in the following plots only for illustration purposes, since this

study is based exclusively on theoretical predictions and not affected by the measured data.

Table B.1: Siz different scenarios for the Raqs phase space selection.

A¢ range pir. (GeV)
0<A¢p<Tm/8 100
/2 < Ap <Tm/8 100
21/3 < Ad < Trr/8 100
0<A¢p<Tm/8 150
7/2 < Ad < Tr/8 150
21/3 < Ad < Trr/8 150

Figures B.1 and B.2 show the scale uncertainties, while Fig. B.3 and B.4 show the sensitivity
to ag for the above six scenarios. The observation is that the scale uncertainties and the
sensitivity are very similar in all cases. Therefore the phase space selection for this analysis
was set as: pir. =100 GeV and 27/3 < A¢ < 7r/8. The former was motivated for statistics
purposes, while from the same perspective the preferable selection for the A¢ range would be
0 < A¢ < 7r/8. However, the fixed-order calculations used in the analysis are next-to-leading

order only in the reduced A¢ range 27/3 < A¢ < 7m /8, leading to the selection of this scenario.
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Appendix C

Jet prefiring maps
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Figure C.1: Jet prefiring probability for 2016 (top) and for 2017 (bottom).

174



Appendix D

Monte Carlo cross sections

Table D.1: Pythia8 pr slices cross sections.

pr slice 2016 (pb) | 2017 (pb) | 2018 (pb)
30 — 50 138800000 | 105800000 | 106900000
50 — 80 19110000 | 15560000 | 15710000
80 — 120 2735000 2317000 2342000
120 — 170 466200 403700 407100
170 — 300 117200 102500 103600
300 — 470 7763 6762.0 6763.0
470 — 600 641.0 546.1 546.0

600 — 800 185.7 154.9 154.8

800 — 1000 | 32.02 25.97 25.98
1000 — 1400 | 9.375 7.398 7.398
1400 — 1800 | 0.8384 0.6396 0.6423
1800 — 2400 | 0.1133 0.08671 0.08670
2400 — 3200 | 0.006746 | 0.005191 | 0.005199
3200 — oo 0.0001623 | 0.0001340 | 0.0001340
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Table D.2: Madgraph Hr slices cross sections.

Hy slice 2016 (pb) | 2017 (pb) | 2018 (pb)

50 — 100 246400000 | 183700000 | 183800000
100 — 200 27940000 | 26360000 | 23570000
200 — 300 1712000 1751000 1555000
300 — 500 347700 428300 325400

500 — 700 32150 39750 29630
700 — 1000 | 6828 2067 6240
1000 — 1500 | 1200 1228 1088
1500 — 2000 | 120.0 108.1 99.10
2000 — oo 25.34 24.4 20.22
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Appendix E

Data and Monte Carlo Pile Up profiles

[ Data

[[Pythiag8 7 [ Pythia8

PU PU

Figure E.1: Differences in Pile Up (PU) profiles between data and Pythia8 MC simulation
for 2018 CMS samples.

177



Appendix F

Jet Energy Resolution curves

Figure F.1 shows the Jet Energy Resolution curves derived from Pythia8 2016 samples
presented in Sec. 5.1 (Tab. 5.3), where the gen-jet pr is on the z-axis and relative resolution
on the y-axis. Each cell corresponds to a different 1 bin starting from 0.0 and going up to
4.7, while different line colours represent different values for the offset energy density p bins.
Negative and positive n values are distinguished by dashed and continuous lines respectively.
Each line is obtained by a fit with the NSC function:

N2 52
7 _ —+ =+ C? (F.1)
pr Pr Pr

where N, S, C, d are fitting parameters and o is the resolution. Each point considered for the
fit is extracted from the width of the response distributions given in different gen pr bins.
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Figure F.1: The Jet Energy Resolution curves from Pythia8 2016 CMS samples, for different
n and p bins. The continuous lines represent positive and the dashed lines negative n bins.
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Appendix G

Run 2 JEC uncertainty correlations

The correlation for the individual JEC uncertainty sources, described in Sec. 5.8, are shown
in Table provided by the JetMET group. They correspond to the correlation among 2016 and
2017 eras, while the same assumptions hold also for 2018.
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Table G.1: Run 2 JEC uncertainty correlations.

Uncertainty Source Correlation

AbsoluteMPF Bias
AbsoluteScale
AbsoluteStat
FlavorQCD
Fragmentation
PileUpDataMC
PileUpPtBB
PileUpPtEC1
PileUpPtEC2
PileUpPtHF
PileUpPtRef
RelativeFSR
RelativeJEREC1
RelativeJEREC2
RelativeJERHF
RelativePtBB
RelativePtEC1
RelativePtEC2
RelativePtHF
RelativeBal
RelativeSample
RelativeStatEC
RelativeStatFSR
RelativeStatHF
SinglePionECAL
SinglePionHCAL
TimePtEta

180

100% correlated
100% correlated
no correlation
100% correlated
100% correlated
50% correlated
50% correlated
50% correlated
50% correlated
50% correlated
50% correlated
50% correlated
no correlation
no correlation
50% correlated
50% correlated
no correlation
no correlation
50% correlated
50% correlated
no correlation
no correlation
no correlation
no correlation
100% correlated
100% correlated

no correlation



Appendix H

Unfolding corrections per year
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Figure H.1: The probability matrices for the 2D N(pp,n) distribution built with CMS of-
ficial Pythia8 Monte Carlo samples for 2016 (top left), 2017 (top right) and 2018 (bottom)
repsectively.
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Appendix I

Fixed Order predictions
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Figure 1.1: (Top row) Fized Order predictions for the Ras numerator’s (left) and denomina-
tor’s (right) cross sections using the ABMP16 PDF set and j, = iy = pr and (Bottom row)
the numerator’s (left) and denominator’s (right) cross sections predictions using the ABMP16

PDF set and p, =
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