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## Abstract

The Standard Model (SM) of particle physics encapsulates our best understanding of fundamental particles and forces. Precision measurements investigating the validity of the Standard Model up to unprecedented energy scales through a variety of processes, comprise a basic objective for the Large Hardon Collider's (LHC) experiments. Towards even higher precision measurements of known interactions, the study of strong interactions sector described by Quantum Chromodynamics (QCD), consists a compelling challenge. In particular, studies based on jets, which are the experimental signatures of strongly interacting particles, quarks and gluons, provide a powerful insight in the strong interactions manifestation. An intriguing feature of QCD is the property of asymptotic freedom which implies that quarks and gluons tend to interact more weakly over short distances and more strongly over longer distances. Alternatively, the strong coupling constant $\alpha_{S}$ decreases when probed at high energy scales and increases at lower energy scales. The $\alpha_{S}$ is the only free parameter in the QCD Lagrangian, apart from the quark masses, that need to be determined experimentally. However, the strong coupling constant is not itself a physical observable and therefore its value must be inferred from experimental observables which are sensitive to $\alpha_{S}$.

In this dissertation, the measurement of the strong coupling constant is performed through the $R_{\Delta \phi}$ observable. This is defined as a fraction between the number of neighboring jets with transverse momenta above a $p_{T}$ threshold which accompany a given jet within a specified distance interval in the azimuthal plane $\Delta \phi$, divided by the number of all jets in the event. The measurement is based on data from proton-proton collisions collected by the CMS experiment during LHC Run 2 (2016-2018) at a centre-of-mass energy of 13 TeV , corresponding to an integrated luminosity of $134.47 \mathrm{fb}^{-1}$. Predictions from simulations using Monte Carlo event generators that include parton showers, hadronization, and multiparton interactions describe barely the results. Theoretical fixed-order predictions of perturbative QCD at next-to-leading order (NLO) accuracy, corrected for non-perturbative effects, are also compared to the measurement and within uncertainties they are in complete agreement with experimental data. From this comparison the strong coupling constant at the scale of the $Z$-boson mass is determined to be $\alpha_{S}\left(M_{Z}\right)=0.1158_{-0.0042}^{+0.0089}$, where the errors include the experimental, non-perturbative, PDF and scale uncertainties, using the NNPDF31 NLO PDF set. Furthermore, the running of the strong coupling constant was tested in the TeV region up to 2081 GeV , where no deviation from the expected behaviour described by QCD was observed.
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 $\eta \lambda \varepsilon x \tau \rho \alpha \sigma \vartheta \varepsilon v o u ́ s ~ \sigma \cup \mu \mu \varepsilon \tau \rho i ́ \alpha \varsigma$.


 $\pi \cup x \nu$ ót $\eta$ tas $\mathcal{L}$ סívovtal $\alpha \pi o ́ ~ \tau \eta \nu ~ \varepsilon \xi i ́ \sigma \omega \sigma \eta: ~$

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial \phi}-\partial_{\mu} \frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \phi\right)}=0 \tag{1}
\end{equation*}
$$










 (LHC) tou CERN, $\mu \varepsilon \mu \alpha ́ \zeta \alpha m_{H}=125.10 \pm 0.14 \mathrm{GeV}$. To $\varphi \omega \tau$ тóvıo $\chi \alpha \iota \tau \alpha$ ү $\lambda$ oıóvı $\alpha$ т $\alpha \rho \alpha \mu \varepsilon ́ v o u v$



































$$
\begin{equation*}
\mu^{2} \frac{\partial \alpha_{S}\left(\mu^{2}\right)}{\partial \mu^{2}}=\beta\left(\alpha_{S}\left(\mu^{2}\right)\right), \quad \beta\left(\alpha_{S}\right)=-\alpha_{S}^{2}\left(b_{0}+b_{1} \alpha_{S}+b_{2} \alpha_{S}^{2}+\mathcal{O}\left(\alpha_{S}^{3}\right)\right) \tag{2}
\end{equation*}
$$



$$
\begin{equation*}
\alpha_{S}\left(Q^{2}\right)=\frac{\alpha_{S}\left(\mu^{2}\right)}{1+b_{0} \ln \left(Q^{2} / \mu^{2}\right) \alpha_{S}\left(\mu^{2}\right)} \tag{3}
\end{equation*}
$$












$$
\begin{equation*}
\sigma_{2 \rightarrow n}=\sum_{a, b} \int_{0}^{1} d x_{a} d x_{b} f_{a / h_{1}}\left(x_{a}, \mu_{f}\right) f_{b / h_{2}}\left(x_{b}, \mu_{f}\right) \hat{\sigma}_{a b \rightarrow n}\left(\mu_{f}, \mu_{r}\right) \tag{4}
\end{equation*}
$$









## K $\varepsilon \varphi \dot{\alpha} \lambda \alpha \iota \circ$ 2-E $\pi \iota \tau \alpha \chi \cup \nu \tau \varepsilon ́ \varsigma ~ \sigma \omega \mu \alpha \tau \iota \delta i \omega \omega$










$$
\begin{equation*}
R=\mathcal{L} \cdot \sigma_{p} \tag{5}
\end{equation*}
$$
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 т $\alpha \cup \tau о \pi о i ́ n \sigma \eta ~ \varphi о р т \iota \sigma \mu \varepsilon ́ v \omega \nu \nu ~ \sigma \omega \mu \alpha \tau \iota \delta i ́ \omega \nu ~ \mu \pi о р \varepsilon i ́ ~ \nu \alpha ~ \varepsilon \pi \iota \tau \varepsilon \cup \chi \vartheta \varepsilon i ́ ~ \chi \alpha \iota ~ \mu \varepsilon ~ \alpha \nu \iota \chi \nu \varepsilon \cup \tau \varepsilon ́ \varsigma ~ C h e r e n k o v, ~ \mu \varepsilon ́ \sigma \omega ~$































 $\sigma \tau \alpha$ x $\alpha \pi \alpha ́ x \iota \alpha$ (end-caps).









































## 







 $\sigma \eta S$ (initial-final state radiation) $\pi \circ \cup \varepsilon x \pi \varepsilon ́ \mu \pi \varepsilon \tau \alpha \iota \alpha \pi o ́ ~ \tau \alpha ~ \pi \alpha \rho \tau o ́ v ı \alpha ~ \pi \rho ı \nu ~(~ \mu \in \tau a ́) ~ \tau \eta \nu ~ \sigma u ́ \gamma \chi \rho o \cup \sigma \eta$, ol










$$
\begin{array}{r}
d_{i B}=\left(p_{T}, i\right)^{2 p} \\
d_{i j}=\min \left\{\left(p_{T}, i\right)^{2 p},\left(p_{T}, j\right)^{2 p}\right\} \frac{\Delta_{i j}^{2}}{R^{2}} \tag{6}
\end{array}
$$
































## 






 Carlo: Herwig ++ , Madgraph5, Pythia8 xal Powheg. Ot tpeıs toćtol uto






 $\sigma \mu o ́ ~ t o u s ~ \mu \varepsilon ~ t o ~ P y t h i a 8 ~ \sigma \tau \eta \nu ~ \pi \varepsilon p i ́ t \tau \omega \sigma \eta ~ \tau o u ~ M a d g r a p h 5 ~ x \alpha u ~ \mu \varepsilon ~ \tau o ~ P y t h i a 8 ~ n ́ ~ t o ~ H e r w i g ~+~+~+~$ $\sigma \tau \eta \nu \pi \varepsilon p i ́ \pi \tau \omega \sigma \eta$ tou PoWHEG.
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 о $\mu \dot{\alpha} \delta \varepsilon \varsigma ~ \sigma \varepsilon \varepsilon \pi \iota \tau \alpha \chi \cup \nu \tau \varepsilon ́ \varsigma ~ \sigma \omega \mu \alpha \tau \iota \delta i ́ \omega \nu:$ HERA, Tevatron, LHC.










$$
\begin{equation*}
R_{\Delta \phi}\left(p_{T}, \Delta \phi, p_{T m i n}^{n b r}\right)=\frac{\sum_{i=1}^{N_{j e t}\left(p_{T}\right)} N_{n b r}^{(i)}\left(\Delta \phi, p_{T \min }^{n b r}\right)}{N_{j e t}\left(p_{T}\right)} \tag{7}
\end{equation*}
$$




 عขtós عvós opıб



H $\mu \varepsilon ́ \tau \rho \eta \sigma \eta \beta \alpha \sigma i \zeta \varepsilon \tau \alpha \iota ~ \sigma \tau о ~ \sigma ט ́ v o \lambda o ~ \tau \omega \nu ~ \delta \varepsilon \delta o \mu \varepsilon ́ v \omega \nu ~ \pi o u ~ \sigma \cup \lambda \lambda \varepsilon ́ \chi \vartheta \eta \sigma \alpha \nu ~ \alpha \pi o ́ ~ \tau o ~ \pi \varepsilon i ́ p \alpha \mu \alpha ~ C M S ~ \gamma \alpha \tau \alpha ́ ~$
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$$
\begin{equation*}
\chi^{2}=(\mathbf{A} \mathbf{x}+\mathbf{b}-\mathbf{y})^{\mathbf{T}}\left(\mathbf{V}^{-\mathbf{1}}\right)(\mathbf{A} \mathbf{x}+\mathbf{b}-\mathbf{y}) \tag{8}
\end{equation*}
$$




 Carlo.

 үє $\nu \dot{\prime} \tau о \rho a \quad \gamma є \gamma o \nu o ́ t \omega \nu$ Monte Carlo Pythia8.





















## 


 $\lambda о \gamma เ \sigma \mu o ́ s ~ \pi \varepsilon \rho เ \lambda \alpha \mu \beta \alpha ́ v \varepsilon \iota ~ \sigma \tau \eta \nu ~ \pi \rho \alpha ́ \xi \eta \eta ~ \tau о \nu ~ \cup \pi о \lambda о \gamma เ \sigma \mu o ́ ~ \delta u ́ o ~ \varepsilon \pi \mu \mu \varepsilon ́ p o u s ~ \delta ı о \rho \vartheta \omega \sigma \sigma \epsilon \omega \nu ~ \sigma \tau о \nu ~ \cup \pi о \lambda о \gamma เ \sigma \mu o ́ ~$
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$$
\begin{equation*}
\chi^{2}=\sum_{i j}^{N}\left(D_{i}-T_{i}\right) C_{i j}^{-1}\left(D_{j}-T j\right) \tag{9}
\end{equation*}
$$






 $\sigma \varepsilon \alpha \delta \rho o ́ v ı \alpha, \varphi \alpha i v \varepsilon \tau \alpha l ~ \sigma \tau o ~ \Sigma \chi \dot{\mu} \mu \alpha 8$.


| PDF set | $\boldsymbol{\alpha}_{\mathbf{S}}\left(\mathbf{M}_{\mathbf{Z}}\right)$ | Exp | NP | PDF | Scale |
| :--- | :--- | :--- | :--- | :--- | :--- |
| ABMP16 | 0.1179 | 0.0008 | 0.0008 | 0.0004 | ${ }_{-0.0026}^{+0.0052}$ |
| CT14 | 0.1138 | 0.0012 | 0.0012 | 0.0015 | ${ }_{-0.0036}^{+0.0086}$ |
| HERAPDF20 | 0.1161 | 0.0009 | 0.0009 | 0.0003 | ${ }_{-0.0017}^{+0.0051}$ |
| MMHT2014 | 0.1146 | 0.0011 | 0.0012 | 0.0008 | ${ }_{-0.0037}^{+0.0087}$ |
| NNPDF31 | 0.1158 | 0.0012 | 0.0011 | 0.0006 | ${ }_{-0.0038}^{+0.00087}$ |










 $\alpha \pi o ́ \chi \lambda เ \sigma \eta$, ó $\pi \omega \varsigma$ بaivetal $\sigma \tau о ~ \Sigma \chi \grave{\eta} \mu \alpha 9$.


$\mathrm{M} \varepsilon \lambda \varepsilon ́ \xi \varepsilon \varepsilon เ \varsigma \mu \eta ~ \gamma \varepsilon \lambda เ \varepsilon ́ \sigma \alpha l$.
K $\alpha \mu \iota \alpha \dot{\alpha} \zeta \omega \dot{\prime} \delta \varepsilon \nu \tau \alpha i \rho \nu \varepsilon \tau \alpha l$.
Гレஸ́pに६ $\pi \omega \varsigma$ тотє́ тои
$\mu \dot{\eta} \tau \varepsilon \gamma \varepsilon \nu \nu \dot{\eta} \vartheta \eta \chi \varepsilon$ ж $\alpha \nu \varepsilon i ́$,
$\mu \dot{\eta} \tau \varepsilon$ ห $\alpha$ vís $\pi \varepsilon \vartheta \alpha i v \varepsilon เ$.
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## Part I

## Foundations: Theory and Experiment

## Chapter 1

## The Standard Model of Particle Physics

The Standard Model (SM) of particle physics is the theory that is used to describe the properties of elementary particles and their interactions. Developed in stages starting in the early 1970s, the Standard Model is at the core of today's understanding of fundamental particle physics. It provides a consistent theoretical description for three of the four known fundamental forces that govern the universe: electromagnetic, weak and strong forces. The fourth fundamental force is gravity, which is omitted and not yet incorporated within the Standard Model context. However, for the scale of sub-atomic particle physics the effect of gravity is so weak as to be negligible. Although the SM framework encapsulates our best understanding of nature's fundamental order providing remarkably successful predictions for the outcomes of particle physics experiments, it does have limits since it lacks of explanation for a plethora of phenomena like the neutrino masses, the dark matter, the hierarchy problem etc [1].

The Standard Model particles can be classified into two main categories: matter particles and force mediators. The matter particles are further subdivided into two basic types: leptons and quarks. Both quarks and leptons are fermions with spin $1 / 2$ and are considered as elementary, appearing to have no internal structure for the distances that are accessible at modern accelerator systems e.g $\Delta x \geq 10^{-18} \mathrm{~cm}$ at the LHC [2]. Furthermore, quarks and leptons are arranged into three so-called families or generations which are shown in Fig. 1.1. There are six types (flavors) of quarks: up $(u)$, down $(d)$, charm $(c)$, strange $(s)$, top $(t)$ and bottom (b). They have electric charge $+2 / 3$ or $-1 / 3$ and exhibit hierarchical mass spectrum from few MeV (natural unit system $c=1$ ) to hundreds of GeV (see Fig 1.1). Note also that the quarks come in three different colours, mixing in such ways as to form colourless objects. Accordingly, the six lepton types are: electron (e), electron neutrino $\left(\nu_{e}\right)$, muon $(\mu)$, muon neutrino $\left(\nu_{\mu}\right)$, tau $(\tau)$ and tau neutrino $\left(\nu_{\tau}\right)$. The electron, the muon and the tau all have electric charge -1 and masses ranging from hundreds of keV to few GeV . On the other hand, neutrinos are all electrically neutral and exhibit tiny masses. For each lepton and quark there is an anti-lepton and anti-quark respectively, with identical mass and opposite charge sign. Thus, adding up the different leptons and quarks together with their anti-particles and taking also into account the colour charge property of quarks, results in $48(12+36)$ elementary particles.

Inside the SM scope, the interactions between particles can be viewed as the exchange of the force mediators which are bosons with spin 1 (vector bosons). In particular, each fundamental force has its own boson: the electromagnetic force is mediated by the photon $(\gamma)$ which is massless and electrically neutral, the weak force is mediated by the electrically charged $W^{ \pm}$ and the electrically neutral $Z$ bosons with masses around 80 GeV and 91 GeV respectively, while there are eight massless and electrically neutral gluons ( $g$ ) mediating the strong force which just like quarks, carry color charge allowing them to self-interact. Among the above
three forces, electromagnetic is the only long-range force exhibiting infinite range due to the zero photon mass. On the other hand, the weak force is short-range (around $10^{-18} \mathrm{~m}$ ) due to the non-zero W and Z boson masses. The strong is also a short-range force (around $10^{-15} \mathrm{~m}$ ) despite the fact that gluons are massless, due to the asymptotic freedom phenomenon of QCD described in Sec. 1.3. Hence, there are 12 force mediator particles in the Standard Model raising the total number of elementary particles from 48 to 60 . Last but not least, the Higgs boson with spin 0 (scalar boson) and mass around 125 GeV , discovered in 2012 by the ATLAS and CMS experiments at CERN [3, 4], is an essential component of the Standard Model associated with the Higgs field which is responsible for giving mass to $W$ and $Z$ bosons as well as fermions. This leads to a total number of 61 SM elementary particles discovered to date.

The theoretical framework for the formulation of the Standard Model is provided by the relativistic Quantum Field Theory (QFT). Each elementary particle is associated with a field, the fundamental entity of any field theory. Motivated from classical mechanics, where the Lagrangian is the fundamental concept capturing all the dynamics and characterizing the state of a physical system, the SM is formulated in Lagrangian formalism where the equations of motion are derived from the well-known stationary-action or least-action principle which will be discussed in Sec. 1.1. The invariance of the Lagrangian under a set of transformations (symmetries) and their importance in particle physics is also addressed in Sec. 1.1. The formulation of the electroweak interactions and the Higgs mechanism are presented in Sec. 1.2. Finally, the strong interactions are discussed in more depth in Sec. 1.3, since they consist the main theoretical background for the physics analysis part (Part II).


Figure 1.1: The elementary particles of the Standard Model [5].

### 1.1 Lagrangian formulation and Gauge theories

To begin with, in classical particle mechanics the equations of motion can be derived based either on Newtonian or Lagrangian mechanics. In the latter case, which is of particular interest here, the dynamics of the system is summarized in the Lagrangian function $L$ defined as:

$$
\begin{equation*}
L=T-V \tag{1.1}
\end{equation*}
$$

where $T$ is the kinetic energy and $V$ the potential of the system. The Lagrangian is a function of the coordinates $q$ and their time derivatives: $L=L(q(t), \dot{q}(t))$. The action $S$ is a quantity defined with respect to the above Lagrangian as:

$$
\begin{equation*}
S[q]=\int_{t_{1}}^{t_{2}} L(q(t), \dot{q}(t)) d t \tag{1.2}
\end{equation*}
$$

The dimensions of action are (Energy) $\times$ (Time). The stationary-action or least-action principle postulates that the actual path followed by a particle between two fixed points $q\left(t_{1}\right)$ and $q\left(t_{2}\right)$ is the path of least action. Mathematically, this principle leads to the derivation of the EulerLagrange equations of motion which are equivalent to Newton's law $(F=m a)$ :

$$
\begin{equation*}
\frac{\partial L}{\partial q}-\frac{d}{d t} \frac{\partial L}{\partial \dot{q}}=0 \tag{1.3}
\end{equation*}
$$

Similar techniques can be applied in quantum (or classical) field theory. However, instead of calculating the position of localized particles as a function of time, in a field theory the task is the calculation of fields $\phi$ which are functions of position and time. The dynamics of the system is described by the Lagrangian density $\mathcal{L}$, which is a function of the fields and their derivatives [6]:

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}\left(\phi, \partial_{\mu} \phi\right) \tag{1.4}
\end{equation*}
$$

where the derivatives are defined as:

$$
\begin{equation*}
\partial_{\mu} \equiv \frac{\partial}{\partial x^{\mu}}=\left(\frac{1}{c} \frac{\partial}{\partial t}, \vec{\nabla}\right), \quad \partial^{\mu} \equiv \frac{\partial}{\partial x_{\mu}}=\left(\frac{1}{c} \frac{\partial}{\partial t},-\vec{\nabla}\right) \tag{1.5}
\end{equation*}
$$

with $x^{\mu}$ the position 4 -vector $x^{\mu}=(c t, x, y, z)$ and $x_{\mu}=\left(x^{0},-x^{1},-x^{2},-x^{3}\right)$ respectively. Similarly, the action here is defined as:

$$
\begin{equation*}
S[\phi]=\int d^{4} x \mathcal{L}\left(\phi, \partial_{\mu} \phi\right) \tag{1.6}
\end{equation*}
$$

The relevant Euler-Lagrange field equations of motion, derived from the least-action principle are:

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial \phi}-\partial_{\mu} \frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \phi\right)}=0 \tag{1.7}
\end{equation*}
$$

Examples of Lagrangian densities for a free (no interaction terms) real scalar (spin 0) field $\phi$ with mass $m$, for a spinor ( $\operatorname{spin} 1 / 2$ ) field $\psi$ with mass $m$ and for a massless vector (spin 1) field $A_{\mu}$, along with the relevant field equations of motion are:

1. (spin 0) The Lagrangian density describing neutral ${ }^{1}$ spinless particles with mass $m$ is:

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2}\left(\partial_{\mu} \phi\right)\left(\partial^{\mu} \phi\right)-\frac{1}{2} m^{2} \phi^{2} \tag{1.8}
\end{equation*}
$$

[^0]where the Euler-Lagrange formula, leads to the field equation of motion which is also known as Klein-Gordon equation:
\[

$$
\begin{equation*}
\partial_{\mu} \partial^{\mu} \phi+m^{2} \phi=0 \tag{1.9}
\end{equation*}
$$

\]

2. ( $\operatorname{spin} \mathbf{1 / 2}$ ) In the case of a spinor ${ }^{2}$ field $\psi$ of mass $m$ the Lagrangian density is:

$$
\begin{equation*}
\mathcal{L}=\bar{\psi}\left(i \gamma^{\mu} \partial_{\mu}-m\right) \psi \tag{1.10}
\end{equation*}
$$

where $\bar{\psi}$ is the so-called adjoint spinor defined as $\bar{\psi}=\psi^{\dagger} \gamma^{0}$ and introduced here such that $\bar{\psi} \psi$ is relativistically invariant. The $\gamma^{\mu}(\mu=0,1,2,3)$ are the Dirac $4 \times 4$ matrices, which are written using the $2 \times 2$ Pauli matrices $\sigma_{k}(k=1,2,3)$ as:

$$
\gamma^{0}=\left(\begin{array}{cc}
\mathbf{1} & 0  \tag{1.11}\\
0 & -\mathbf{1}
\end{array}\right), \gamma^{k}=\left(\begin{array}{cc}
0 & \sigma_{k} \\
-\sigma_{k} & 0
\end{array}\right)
$$

The equation of motion derived from the Euler-Lagrange equations is the so-called Dirac equation:

$$
\begin{equation*}
\left(i \gamma^{\mu} \partial_{\mu}-m\right) \psi=0 \tag{1.12}
\end{equation*}
$$

3. (spin 1) The last example concerns a vector field with mass $m=0$ (like photon) $A_{\mu}$ with source $j_{\mu}{ }^{3}$, where the Lagrangian is written as:

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{4} F^{\mu \nu} F_{\mu \nu}-j^{\mu} A_{\mu} \tag{1.13}
\end{equation*}
$$

where $F^{\mu \nu}$ is the electromagnetic field tensor ${ }^{4}$. The Euler-Lagrange equations here, results in Maxwell equations (in tensor notation):

$$
\begin{equation*}
\partial_{\mu} F^{\mu \nu}=j^{\nu} \tag{1.14}
\end{equation*}
$$

One of the main assets of the Lagrangian formulation, is that it provides a simple connection between symmetry principles and the existence of conserved quantities. A symmetry is a set of transformations of the fields which leave the Lagrangian of the system invariant. The relation between symmetries of a system and conserved quantities is encoded in Noether's theorem which states that for any continuous symmetry of the action $S$, there always exists a corresponding conserved quantity called current $J^{\mu}$, which satisfies $\partial_{\mu} J^{\mu}=0$ [7]. Such symmetries can be either external symmetries or internal symmetries based on whether they depend on changes in spacetime or they are related to internal parameters respectively. Examples of the first type of symmetries are the invariance of the Lagrangian under spatial translations (momentum conservation), time translations (energy conservation) and spatial rotations (angular momentum conservation). On the other hand, the gauge symmetry of electrodynamics is an example of an internal symmetry (electric charge conservation) which is described in detail below, in order to enlighten the way symmetries are realized in a field theory.

[^1]Starting from the Maxwell equations of electrodynamics:

$$
\begin{array}{ll}
\vec{\nabla} \times \vec{E}+\frac{\partial \vec{B}}{\partial t}=0, & \vec{\nabla} \cdot \vec{B}=0 \\
\vec{\nabla} \times \vec{B}-\frac{\partial \vec{E}}{\partial t}=\vec{j}, & \vec{\nabla} \cdot \vec{E}=\rho \tag{1.16}
\end{array}
$$

the two first equations can be re-written by introducing the potentials $\phi$ and $\vec{A}$, such that the electric and magnetic fields are given by:

$$
\begin{equation*}
\vec{E}=-\vec{\nabla} \phi-\frac{\partial \vec{A}}{\partial t}, \quad \vec{B}=\vec{\nabla} \times \vec{A} \tag{1.17}
\end{equation*}
$$

which reduces the six components of $\vec{E}$ and $\vec{B}$ to four components of $\phi$ and $\vec{A}$. However, the correspondence between the electric and magnetic fields which are the physical quantities of interest and the potentials $\phi$ and $\vec{A}$ is not unique. In particular, for any scalar field $\Lambda$ the transformation:

$$
\begin{equation*}
\overrightarrow{A^{\prime}}=\vec{A}+\vec{\nabla} \Lambda, \quad \phi^{\prime}=\phi-\frac{\partial \Lambda}{\partial t} \tag{1.18}
\end{equation*}
$$

gives the same electric and magnetic fields. Such transformations in potentials are called gauge transformations implying a symmetry of the theory. In other words, the electromagnetic theory is invariant under the above gauge transformations.

Similarly, in a field theory the interest is focused on transformations of the fields that leave the Lagrangian invariant. In the case of Quantum Electrodynamics (QED), this can be seen by considering a complex scalar field $\phi$ with the Lagrangian:

$$
\begin{equation*}
\mathcal{L}=\left(\partial_{\mu} \phi^{\dagger}\right)\left(\partial^{\mu} \phi\right)-m^{2} \phi^{\dagger} \phi \tag{1.19}
\end{equation*}
$$

which is invariant under the transformations:

$$
\begin{equation*}
\phi \rightarrow \phi^{\prime}=e^{i \alpha} \phi, \quad \phi^{\dagger} \rightarrow \phi^{\prime \dagger}=e^{-i \alpha} \phi^{\dagger} \tag{1.20}
\end{equation*}
$$

They are also called global gauge transformations because the parameter $\alpha$ is constant across all the space-time points. However, the above Lagrangian is not invariant when considering transformations where the parameter $\alpha$ has a dependence on the space-time points $\left(x^{\mu}\right)$ i.e.,:

$$
\begin{equation*}
\phi \rightarrow \phi^{\prime}=e^{i \alpha(x)} \phi, \quad \phi^{\dagger} \rightarrow \phi^{\prime \dagger}=e^{-i \alpha(x)} \phi^{\dagger} \tag{1.21}
\end{equation*}
$$

The above Lagrangian (1.19), is now not invariant under such local gauge transformations. The demand for local gauge invariance, requires the presence of a new field $A^{\mu}$, such that the Lagrangian is modified as:

$$
\begin{equation*}
\mathcal{L}=\left(D_{\mu} \phi^{\dagger}\right)\left(D^{\mu} \phi\right)-m^{2} \phi^{\dagger} \phi-\frac{1}{4} F^{\mu \nu} F_{\mu \nu} \tag{1.22}
\end{equation*}
$$

where $D_{\mu}=\partial_{\mu}+i q A_{\mu}$ is the so-called covariant derivative, with $q$ representing the electric charge. The Lagrangian 1.22 is now invariant under the local gauge transformations:

$$
\begin{equation*}
\phi \rightarrow \phi^{\prime}=e^{i \alpha(x)} \phi, \quad A_{\mu} \rightarrow A_{\mu}^{\prime}=A_{\mu}-\frac{1}{q} \partial_{\mu} \alpha(x) \tag{1.23}
\end{equation*}
$$

where the covariant derivative is also transformed as:

$$
\begin{equation*}
D_{\mu} \phi \rightarrow\left(D_{\mu} \phi\right)^{\prime}=e^{i \alpha(x)}\left(D_{\mu} \phi\right) \tag{1.24}
\end{equation*}
$$

The equations of motion derived from substituting Eq. 1.22 in the Euler-Lagrange equations, are the Maxwell equations 1.14. The conclusion is that by imposing the invariance under local transformations for a free complex scalar field, a massless vector field ( $A^{\mu}$ ) which is nothing but the electromagnetic potential is introduced, together with a kinetic term for the vector field. Even if instead of a scalar field the starting point was a Dirac spinor field, describing for example electrons or positrons, the conclusion would be the same: the demand of invariance under the relevant local gauge transformations implies the introduction of the photon field $A^{\mu}$ along with the need for a gauge invariant derivative i.e., the covariant derivative as above, generating physically the electromagnetic interactions between charged particles as observed in Nature [8].

The mathematical language for expressing symmetries is called group theory. For the QED example discussed above, the local gauge transformation, $U=e^{i \alpha(x)}$, is the simplest case of a unitary gauge transformation i.e., $U^{\dagger} U=1$. This can be also thought as a unitary $1 \times 1$ matrix, the equivalent of which in group theory language, is represented as a $U(1)$ local gauge transformation and the corresponding symmetry is a $U(1)$ gauge symmetry ${ }^{5}$. Furthermore, the QED is considered as a $U(1)$ gauge theory, which leads to charge conservation. The $U(1)$ group, belongs to the abelian groups, meaning that two successive $U(1)$ transformations commute: $U\left(\alpha_{1}\right) U\left(\alpha_{2}\right)=U\left(\alpha_{2}\right) U\left(\alpha_{1}\right)$, in contrast to non-abelian groups where the group elements do not commute. For example spatial and time translations consist an abelian group, while spatial rotations are non-abelian group. Additionally, the category of the continuous or Lie groups are those whose elements depend on one or more continuous parameters and $U(1)$ is classified as Lie group since its elements depend on the continuous parameter $\alpha(x)$. On the other hand, there are also discrete groups where the elements depend on integer parameters, like parity $P$ and charge conjugation $C$.

In the general case, an element of a Lie group can be written as [7]:

$$
\begin{equation*}
e^{i \alpha_{i} X_{i}} \tag{1.25}
\end{equation*}
$$

where $\alpha_{i}$ are the continuous parameters, $X_{i}$ are the generators of the group and the index $i$ in the exponent implies a summation over all parameters and generators. There is one generator, for each parameter required to specify a particular element of the group, while the total number of generators gives the dimension of the group. For example, the spatial translation symmetry has as generators the momentum operators $\left(e^{i\left(\vec{x}+\overrightarrow{x_{0}}\right) \cdot \vec{p}}\right)$, the time translation symmetry has as generators the Hamiltonian $\left(e^{-i\left(t+t_{0}\right) \cdot \vec{H}}\right)$ and the spatial rotation symmetry has as generators the angular momentum operators $\left(e^{-i \phi \bar{\eta} \cdot \vec{l}}\right)$. The commutator $\left[X_{i}, X_{j}\right]$ is proportional to some linear combination of the generators of the group:

$$
\begin{equation*}
\left[X_{i}, X_{j}\right]=i f_{i j k} X_{k} \tag{1.26}
\end{equation*}
$$

where the constants $f_{i j k}$ are called structure constants of the group. The number of generators for a $U(N)$ group is $N^{2}$ e.g 1 for $U(1)$ group.

The above discussion can be generalized to more complicated gauge groups than $U(1)$, since all Lie groups can be represented by matrices. Besides the abelian $U(1)$ gauge group used to

[^2]describe the electromagnetic interactions, the other two non-abelian Standard Model gauge groups are $S U(2)$ and $S U(3)$ describing the electroweak (see Sec. 1.2) and strong interactions (see Sec. 1.3) respectively. A group element of $S U(N)$ is a unitary matrix $N \times N$ with determinant 1, while the number of generators for the group is $N^{2}-1$ e.g 3 for $S U(2), 8$ for $S U(3)$. Therefore, the Standard Model is characterized by the $S U(3) \times S U(2) \times U(1)$ symmetry group. An additional concept from group theory which is relevant for the discussion below, is the group representation. In general, a representation is any set of matrices that respects the multiplicative structure of the group and hence, there are many representations for each group. The $N \times N$ representation of a group of dimension $N$ is called the regular representation, though there might exist other representations that are "smaller" than the regular representation. For example, the regular representation for the $S U(2)$ group consists of $2 \times 2$ unitary matrices with determinant 1. A specific representation of a given group is called reducible if there is a smaller representation and irreducible in the opposite case [7].

### 1.2 Electroweak interactions and Higgs mechanism

The electroweak sector corresponds to the $S U(2) \times U(1)$ piece of the SM symmetry group with gauge bosons $W^{ \pm}, Z$ for $S U(2)$ and $B_{\mu}$ for $U(1)$ respectively. For the electroweak interactions formulation and the calculation of the relevant couplings of the $W^{ \pm}, Z$ bosons and of the Higgs particle with the fermions and among themselves, the Lagrangian can be split into two parts [9, 2]:

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{\text {gauge }}+\mathcal{L}_{\text {Higgs }} \tag{1.27}
\end{equation*}
$$

where each term (sector) is addressed in turn below.

### 1.2.1 The Gauge Sector

The first term in equation 1.27 involves the gauge bosons and the fermions and is written as:

$$
\begin{equation*}
\mathcal{L}_{\text {gauge }}=-\frac{1}{4} \sum_{A=1}^{3} F_{\mu \nu}^{A} F^{A \mu \nu}-\frac{1}{4} B_{\mu \nu} B^{\mu \nu}+\bar{\psi}_{L} i \gamma^{\mu} D_{\mu} \psi_{L}+\bar{\psi}_{R} i \gamma^{\mu} D_{\mu} \psi_{R} \tag{1.28}
\end{equation*}
$$

where $B_{\mu \nu}=\partial_{\mu} B_{\nu}-\partial_{\nu} B_{\mu}$, is the gauge tensor constructed from the gauge field $B_{\mu}$ which is associated with $U(1)^{6}$. The $F_{\mu \nu}$ gauge tensor in equation 1.28, is defined as: $F_{\mu \nu}^{A}=\partial_{\mu} W_{\nu}^{A}-$ $\partial_{\nu} W_{\mu}^{A}-g \epsilon_{A B C} W_{\mu}^{B} W_{\nu}^{C}$, where $W_{\mu}^{A}$ correspond to the three $S U(2)$ generators, $g$ is the gauge coupling described below and $\epsilon_{A B C}$ are the $S U(2)$ structure constants which here coincide with the totally antisymmetric Levi-Civita tensor ${ }^{7}$.

Accordingly, $\psi_{L}$ and $\psi_{R}$ are the left-handed and right-handed components of fermion fields. The chirality or handedness operator (i.e., right/left-handed) is $\gamma^{5}=i \gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3}$ and defines a quantity which is the same as the helicity operator (the projection of the spin onto the direction of momentum) for massless particles. Any Dirac spinor $\psi$ can be written in terms of left-handed and right-handed chiral states, as $\psi=\psi_{L}+\psi_{R}$, where the left-handed $\left(\psi_{L}\right)$ or right-handed $\left(\psi_{R}\right)$ chiral particle states can be projected using the projection operators:

$$
\begin{equation*}
P_{L}=\frac{1}{2}\left(1-\gamma^{5}\right) \quad P_{R}=\frac{1}{2}\left(1+\gamma^{5}\right) \tag{1.29}
\end{equation*}
$$

such that:

$$
\begin{equation*}
\psi_{L, R}=\left[\left(1 \mp \gamma^{5}\right) / 2\right] \psi \quad \bar{\psi}_{L, R}=\bar{\psi}\left[\left(1 \pm \gamma^{5}\right) / 2\right] \tag{1.30}
\end{equation*}
$$

The electroweak theory is a chiral theory, in the sense that left-handed $\left(\psi_{L}\right)$ and right-handed $\left(\psi_{R}\right)$ particle states have different behaviour and transform as different representations under the gauge group, which allows the parity and charge conjugation non-conservation in EW interactions.

The covariant derivatives in equation 1.28 are given by:

$$
\begin{equation*}
D_{\mu} \psi_{L, R}=\left[\partial_{\mu}+i g \sum_{A=1}^{3} t_{L, R}^{A} W_{\mu}^{A}+i g^{\prime} \frac{1}{2} Y_{L, R} B_{\mu}\right] \psi_{L, R} \tag{1.31}
\end{equation*}
$$

where $t_{L, R}^{A}$ are the three generators from the $S U(2)$ symmetry in the reducible representation, following the commutation relations: $\left[t_{L, R}^{A}, t_{L, R}^{B}=i \epsilon_{A B C} t_{L, R}^{C}\right]$. The $Y_{L, R}$ is the generator of the

[^3]$U(1)$ symmetry which is called hypercharge, related to the electric charge generator $Q$ via:
\[

$$
\begin{equation*}
Q=t_{L}^{3}+1 / 2 Y_{L}=t_{R}^{3}+1 / 2 Y_{R} \tag{1.32}
\end{equation*}
$$

\]

while the $g^{\prime}$ represents the $U(1)$ gauge coupling. In the above expressions, the charged $W_{\mu}^{ \pm}$ fields are described by $W_{\mu}^{1,2}$, while the weak neutral gauge boson $Z_{\mu}$ and the photon $A_{\mu}$ from combinations of $W_{\mu}^{3}$ and $B_{\mu}$. The interactions of $W^{ \pm}$are also known as Charged-Current (CC) interactions, in contrast to $Z$ and photon interactions which are called Neutral-Current (NC) interactions. All the expressions for the fermion coupling of the gauge bosons can be derived from Eq. 1.28 with the use of 1.31 . By defining the weak mixing angle $\theta_{W} \equiv \tan ^{-1}\left(g^{\prime} / g\right)$, the positron electric charge is given by $e=g \sin \theta_{W}=g^{\prime} \cos \theta_{W}$ and the particle fields are [10]:

$$
\begin{gather*}
A_{\mu} \equiv B_{\mu} \cos \theta_{W}+W_{\mu}^{3} \sin \theta_{W}  \tag{1.33}\\
W_{\mu}^{ \pm} \equiv \frac{W_{\mu}^{1} \mp W_{\mu}^{2}}{\sqrt{2}}  \tag{1.34}\\
Z_{\mu} \equiv-B_{\mu} \sin \theta_{W}+W_{\mu}^{3} \cos \theta_{W} \tag{1.35}
\end{gather*}
$$

Finally, the weak interaction coupling $g$ is related to the electromagnetic coupling i.e., the fine-structure constant of QED ( $\alpha \equiv e^{2} / 4 \pi=1 / 137$ ) via the weak mixing angle:

$$
\begin{equation*}
g^{2} \sin ^{2} \theta_{W}=e^{2}=4 \pi \alpha \tag{1.36}
\end{equation*}
$$

Furthermore, the study of the effective four-fermion interactions allows the calculation of the relation between $g$ and the Fermi coupling constant $G_{F}$ which is precisely measured in muon decays via:

$$
\begin{equation*}
G_{F} / \sqrt{2}=g^{2} / 8 M_{W}^{2} \tag{1.37}
\end{equation*}
$$

where $M_{W}$ is the W boson mass. Note that the fermion masses together with the $W^{ \pm}$and $Z$ masses will be introduced in Sec. 1.2.2 where the Higgs mechanism is addressed.

### 1.2.2 The Higgs Sector

The second term in equation 1.27 involves the spontaneous symmetry breaking ${ }^{8}$ of $S U(2) \times$ $U(1)$ symmetry for the generation of masses for the gauge bosons $W, Z$ and for the fermions and is formulated as:

$$
\begin{equation*}
\mathcal{L}_{\text {Higgs }}=\left(D_{\mu} \phi\right)^{\dagger}\left(D^{\mu} \phi\right)-V\left(\phi^{\dagger} \phi\right)-\bar{\psi}_{L} \Gamma \psi_{R} \phi-\bar{\psi}_{R} \Gamma^{\dagger} \psi_{L} \phi^{\dagger} \tag{1.38}
\end{equation*}
$$

where $\phi$ is a column vector and here corresponds to a doublet such that:

$$
\begin{equation*}
\phi=\binom{\phi^{+}}{\phi^{0}} \tag{1.39}
\end{equation*}
$$

where $\phi^{+}$and $\phi^{0}$ are complex fields containing 4 degrees of freedom in total i.e.,:

$$
\begin{equation*}
\phi=\frac{1}{\sqrt{2}}\binom{\phi_{1}+i \phi_{2}}{\phi_{3}+i \phi_{4}} \tag{1.40}
\end{equation*}
$$

[^4]The covariant derivative in Eq. 1.38 is given by:

$$
\begin{equation*}
D_{\mu} \phi=\left[\partial_{\mu}+i g \sum_{A=1}^{3} t^{A} W_{\mu}^{A}+i g^{\prime}(Y / 2) B_{\mu}\right] \phi \tag{1.41}
\end{equation*}
$$

with $t^{A}$ and $Y / 2$ representing the $S U(2)$ and $U(1)$ generators in the reducible representation (see also Eq. 1.31, 1.32). The quantities $\Gamma$ in Eq. 1.38 are matrices allowing the invariance of the Yukawa couplings ${ }^{9}$ under the Lorentz transformations and gauge groups.

The potential $V(\phi)$ in Eq. 1.38 which is symmetric under $S U(2) \times U(1)$ is:

$$
\begin{equation*}
V\left(\phi^{\dagger} \phi\right)=-\mu^{2} \phi^{\dagger} \phi+\frac{1}{2} \lambda\left(\phi^{\dagger} \phi\right)^{2} \tag{1.42}
\end{equation*}
$$

The minimum of this potential is the classical analogue of the quantum mechanical vacuum state i.e., they both represent the states of minimum energy and is obtained from the vacuum expectation value (VEV) of $\phi$, denoted by $v$. The parameter $\lambda$ in Eq. 1.42 must be positive, otherwise the potential $V$ has no stable vacuum state. In the case where the parameter $\mu^{2}$ is also positive $\left(\mu^{2}>0\right)$ the potential has a minimum at $|\phi| \equiv \sqrt{\phi^{\dagger} \phi}=0$ which leaves the electroweak symmetry unbroken in the vacuum. On the other hand, when $\mu^{2}<0$ then the potential has a minimum at:

$$
\begin{equation*}
\phi^{\dagger} \phi=\frac{-\mu^{2}}{2 \lambda} \equiv \frac{v}{\sqrt{2}} \tag{1.43}
\end{equation*}
$$

In fact, there is an infinite number of degenerate states satisfying Eq. 1.43 which are related to each other via the $U(1)$ local gauge transformation $\phi^{\prime}=e^{i \alpha(x)} \phi$ and correspond to a spherical surface in four dimensions upon which the potential is minimized. The choice of any of such state causes the spontaneous symmetry breaking of $S U(2) \times U(1)$ symmetry, which is graphically illustrated in the complex plane in Fig. 1.2. Hence, there is a freedom in the selection of the basis of states $\phi_{1}, \ldots, \phi_{4}$ for the expression of the nonzero vacuum expectation value $v$ and the selection


Figure 1.2: An illustration of the Higgs potential for $\mu^{2}<0$ [11]. $\left\langle\phi_{3}\right\rangle \equiv v=\sqrt{\frac{\mu^{2}}{\lambda}},\left\langle\phi_{1}\right\rangle=\left\langle\phi_{2}\right\rangle=\left\langle\phi_{4}\right\rangle=0$ gives $^{10}:$

$$
\begin{equation*}
\langle 0| \phi|0\rangle=\frac{1}{\sqrt{2}}\binom{0}{v} \tag{1.44}
\end{equation*}
$$

With the introduction of a new real scalar field $H$ with zero vacuum value, $\langle H\rangle=0$, the VEV and the field equations are written:

$$
\begin{equation*}
\langle 0| \phi|0\rangle=\frac{1}{\sqrt{2}}\binom{0}{v+H}, \quad \phi=\frac{1}{\sqrt{2}}\binom{\phi_{1}+i \phi_{2}}{v+H+i \phi_{4}} \tag{1.45}
\end{equation*}
$$

The replacement of the first equation, in the potential equation 1.42 gives:

$$
\begin{equation*}
V=-\frac{\mu^{2} v^{2}}{2}+\mu^{2} H^{2}+\frac{\mu^{2}}{\sqrt{2} v} H^{3}+\frac{\mu^{2}}{8 v^{2}} H^{4} \tag{1.46}
\end{equation*}
$$

[^5]Accordingly, the Lagrangian in Eq. 1.38, using the covariant derivative from equation 1.41 and also the $W_{\mu}^{ \pm}, Z_{\mu}$ and $A_{\mu}$ fields from equations 1.33, 1.34 and 1.35, becomes:

$$
\begin{align*}
\mathcal{L}_{\text {Higgs }} & =\frac{1}{2}\left(\partial_{\mu} H\right)\left(\partial^{\mu} H\right)+\frac{1}{4} g^{2} v^{2} W_{\mu}^{+} W_{\mu}^{-}+\frac{1}{4}\left(g^{\prime 2}+g^{2}\right) v^{2} Z_{\mu} Z^{\mu}-\lambda v^{2} H^{2}  \tag{1.47}\\
& + \text { cubic interaction terms }+ \text { quartic interaction terms }+ \text { const } .
\end{align*}
$$

where the first term corresponds to the kinetic term of $H$ field, the second is interpreted as the mass term for the $W$ boson which acquires mass:

$$
\begin{equation*}
M_{W}^{2}=\frac{g v^{2}}{4} \tag{1.48}
\end{equation*}
$$

the third term in Eq. 1.47 stands for the $Z$ boson mass term, with:

$$
\begin{equation*}
M_{Z}^{2}=\frac{\left(g+g^{\prime 2}\right) v^{2}}{4} \equiv \frac{M_{W}^{2}}{\cos ^{2} \theta_{W}} \tag{1.49}
\end{equation*}
$$

The last term in Eq. 1.47 is interpreted as the mass term for the scalar Higgs field $(H)$, where the mass for the Higgs boson is:

$$
\begin{equation*}
M_{H}^{2}=2 \lambda v^{2}=2 \mu^{2} \tag{1.50}
\end{equation*}
$$

Therefore, by breaking the $S U(2) \times U(1)$ local gauge symmetry with the above procedure, the $W$ and $Z$ bosons acquire masses while the photon remains massless (no mass term for the photon in Eq. 1.47), $M_{A}=0$. On the other hand, the Goldstone theorem [12] postulates that the spontaneous breaking of continuous global symmetry implies the existence of one or more massless scalar particles. Here from the four $S U(2) \times U(1)$ generators, three are spontaneously broken and are identified as the three of the four Higgs field degrees of freedom. However, from the initial four degrees of freedom of the Higgs field, two are absorbed by the $W^{ \pm}$gauge bosons, one by the Z gauge boson, and there is one remaining degree of freedom, $H$, that is the physical Higgs boson, discovered in 2012 by the ATLAS and CMS experiments at CERN [3, 4]. From the combination of Eq. 1.37 and 1.49 the vacuum expectation value of the Higgs field is calculated at $v=\left(\sqrt{2} G_{F}\right)^{-1 / 2} \approx 246 \mathrm{GeV}$ [10]. Though, the existence of the free parameter $\lambda$ prohibits the a priori prediction for the Higgs mass which is only experimentally measured at $m_{H}=125.10 \pm 0.14 \mathrm{GeV}$ and hence $\lambda \approx 0.13$ [10]. Moreover, with the same mechanism the fermions of the SM also acquire masses $m_{f}$ which are proportional to the fermion-Higgs Yukawa couplings $g_{\phi \bar{f} f}$ i.e., $m_{f}=g_{\phi \bar{f} f} v$ and represent free SM parameters that are only experimentally measured. Finally, the $S U(3)$ symmetry remains unbroken and hence the gluons are massless.

### 1.3 Quantum Chromodynamics - Strong interactions

Quantum chromodynamics (QCD) corresponds to the unbroken gauge theory based on the $S U(3)$ group. As already mentioned above, there are eight massless gauge bosons named gluons with spin 1 mediating the strong force among the only strongly interacting fundamental fields of the Standard Model: quarks and gluons themselves. Both quarks and gluons carry an internal quantum number called colour existing in three varieties ( $N_{c}=3$ ) which are usually labelled as red, green and blue. As will be discussed later in this section, the colour-charged particles are never observed isolated, but only confined in bound states: the hadrons. Apart from the colour charge, gluons carry no other intrinsic quantum number. In contrast, quarks carry an additive baryon number $\mathcal{B}$ which is $+1 / 3$ for quarks and $-1 / 3$ for antiquarks, as well as all the additive quantum numbers shown in Tab. 1.1. Note also that for the antiquarks all the signs shown in this table are reversed.

Table 1.1: Quarks quantum numbers [10].

|  | $d$ | $u$ | $s$ | $c$ | $b$ | $t$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| electric charge $(Q)$ | $-\frac{1}{3}$ | $+\frac{2}{3}$ | $-\frac{1}{3}$ | $+\frac{2}{3}$ | $-\frac{1}{3}$ | $+\frac{2}{3}$ |
| isospin $(I)$ | $\frac{1}{2}$ | $\frac{1}{2}$ | 0 | 0 | 0 | 0 |
| isospin $z$-component $\left(I_{z}\right)$ | $-\frac{1}{2}$ | $+\frac{1}{2}$ | 0 | 0 | 0 | 0 |
| strangeness $(S)$ | 0 | 0 | -1 | 0 | 0 | 0 |
| charm $(C)$ | 0 | 0 | 0 | +1 | 0 | 0 |
| bottomness $(B)$ | 0 | 0 | 0 | 0 | -1 | 0 |
| topness $(T)$ | 0 | 0 | 0 | 0 | 0 | +1 |

In the Standard Model there are two types of hadrons: mesons and baryons. The mesons are bound states of quarks $q$ and antiquarks $\bar{q}$ and thus they have baryon number $\mathcal{B}=0$. Typically, mesons are classified into multiplets according to their $J^{P C}$ quantum numbers, where $J$ is given by the orbital angular momentum $l$ and $\operatorname{spin} s$ relation: $|l-s| \leq J \leq|l+s|$, with $s=0$ for antiparallel quark spins or $s=1$ for parallel quark spins. The charge conjucation $C$ is given by $(-1)^{l+s}$ and $P$ is the parity defined as $(-1)^{l+1}$. The states with $l=0$ can be either $0^{-+}$ or $1^{--}$which are called pseudoscalar and vector mesons respectively. Accordingly the orbital excitation with $l=1$ can be $0^{++}$named scalar, or $1^{++}$called axial vector, or $2^{++}$which are the tensors. The lightest known mesons are the pions $\pi$ which are pseudoscalars $0^{-+}$and can be either charged $\pi^{ \pm}$composed by $u \bar{d}\left(\pi^{+}\right)$and $\bar{u} d\left(\pi^{-}\right)$with mass around $140 \mathrm{MeV} / \mathrm{c}^{2}$, or electrically neutral made of the superposition $\frac{1}{\sqrt{2}}(d \bar{d}-u \bar{u})$ with mass around $135 \mathrm{MeV} / \mathrm{c}^{2}$ [10].

In general, baryons have baryon number $\mathcal{B}=1$ and are composed by three quarks ( $q q q$ ) plus any number of quark-antiquark pairs $q \bar{q}$. However, almost all the observed baryons are made of three quark configurations, although recently the LHCb collaboration published the first evidence for the observation of pentaquark states [13]. Baryons are also grouped into multiplets according to their quantum numbers. Based on the quark content and the isospin quantum number they are classified into six categories: Nucleons ( $N^{\prime} s$ ), Deltas ( $\Delta^{\prime}$ s), Lambdas $\left(\Lambda^{\prime} s\right)$, Sigmas $\left(\Sigma^{\prime} s\right)$, Xis $\left(\Xi^{\prime} s\right)$ and Omegas $\left(\Omega^{\prime} s\right)$. Besides the main symbol which is normally defined by the minimal number of $u$ plus $d$ quarks together with the isospin number, there might also exist a subscript indicating the content of heavy quarks e.g $\Xi_{b}$ or $\Xi_{c c}$. The $N^{\prime} s$ have a minimal content of three $u$ and/or $d$ quarks and isospin $1 / 2$, while $\Delta^{\prime} s$ have also the same rule for the contents but have isospin $3 / 2$. Both the $\Lambda^{\prime} s$ and $\Sigma^{\prime} s$ have two $u$ and/or $d$ quarks but their isospin is 0 and 1 respectively. The $\Xi^{\prime} s$ have one $u$ or $d$ quark and isospin $1 / 2$ and finally $\Omega^{\prime} s$ have no $u$ or $d$ quarks and isospin 0 . The lightest known baryon is the proton $p$ which is
composed of uud quarks (Nucleon) with a mass around $938 \mathrm{MeV} / c^{2}$, while the neutron $n$ with $u d d$ quark content (Nucleon) is slightly heavier with a mass around $940 \mathrm{MeV} / \mathrm{c}^{2}$ [10].

In contrast to the other Standard Model sectors which were only briefly discussed above, the Quantum Chromodynamics will be presented more extensively. The Lagrangian of QCD is defined in Sec. 1.3.1, where the confinement and asymptotic freedom properties of QCD are also introduced. In Sec. 1.3.2 the basic QCD Feynman rules and the transition from Lagrangians to the measurable cross sections and decay rates are addressed. The main concept of renormalization and its application in QCD via the strong coupling constant is discussed in Sec. 1.3.3, while the basic formulation for cross section predictions in $p p$ collisions is presented in Sec. 1.3.4. Moreover, the fundamental concepts for QCD Fixed Order (FO) predictions will be discussed later in Chapter 6.

### 1.3.1 The QCD Lagrangian

The Lagrangian density for Quantum Chromodynamics is formulated as [14, 2]:

$$
\begin{equation*}
\mathcal{L}_{Q C D}=\sum_{n_{f} \text { flavors }} \bar{\psi}_{i}^{f}(x)\left[i \gamma^{\mu} D_{\mu}-m_{f}\right]_{i j} \psi_{j}^{f}(x)-\frac{1}{4} \sum_{\alpha=1}^{8} F_{\mu \nu}^{\alpha} F^{\alpha \mu \nu} \tag{1.51}
\end{equation*}
$$

where $n_{f}$ is the number of different flavours, $\psi_{j}^{f}(x)$ and $\bar{\psi}_{j}^{f}(x)$ are the quark and antiquark spin- $1 / 2$ Dirac field spinors with colour $i$, flavour $f$ and mass $m_{f}$. Accordingly, there is a field $A_{\mu}^{\alpha}(x)$ describing the massless spin-1 gluon with colour index $\alpha$. In fact, the Lagrangian in Eq. 1.51 corresponds to the classical QCD Lagrangian and should be extended to contain gauge fixing and ghost terms which enable the usage of perturbation theory and the derivation of Feynman rules discussed in the following section [15]. The covariant derivative in the above equation is given by:

$$
\begin{equation*}
D_{\mu}=\partial_{\mu}-i g A_{\mu}=\partial_{\mu}-i g_{s} t^{\alpha} A_{\mu}^{\alpha} \tag{1.52}
\end{equation*}
$$

where $g_{s}$ is the QCD coupling constant: $\alpha_{S}=g_{s}^{2} / 4 \pi$, which is the only fundamental parameter of QCD besides the quark masses arising from the electroweak symmetry breaking. The $t^{\alpha}$ are the $S U(3)$ generators and are represented as $3 \times 3$ matrices $\left(t^{\alpha}=\lambda^{\alpha} / 2\right.$, where $\lambda^{\alpha}$ are the GellMann matrices) acting on quark fields which are colour triplets, encoding the quark colour's change (rotation in the $S U(3)$ space) from the quark-gluon interaction [10]. The gluon field tensor is defined as:

$$
\begin{equation*}
F_{\mu \nu}^{\alpha}=\partial_{\mu} A_{\nu}^{\alpha}-\partial_{\nu} A_{\mu}^{\alpha}+g_{s} f^{a b c} A_{\mu}^{b} A_{\nu}^{c} \tag{1.53}
\end{equation*}
$$

where $f^{a b c}$ are the $S U(3)$ group structure constants.
The algebra of the $S U(3)$ colour group contains some extremely useful relations for the socalled colour factors. Firstly, the relation $t_{a b}^{A} t_{b c}^{A}=C_{F} \delta_{a c}$ includes the colour factor $C_{F}$ which is associated with the gluon emission from a quark and is given by: $C_{F} \equiv\left(N_{c}^{2}-1\right) /\left(2 N_{c}\right)=4 / 3$. Secondly, the relation $f_{A C D} f_{B C D}=C_{A} \delta_{A B}$ contains the colour factor $C_{A}$ which is associated with the gluon emission from a gluon, with $C_{A} \equiv N_{c}=3$. From these two relations, the relative gluon emission from a gluon to the gluon emission from a quark is calculated as: $C_{A} / C_{F}=9 / 4$, implying that gluons radiate more than two times stronger than quarks. The last relation is $t_{a b}^{A} t_{a b}^{B}=T_{R} \delta_{A B}$, where $T_{R}$ is associated with the colour factor for a gluon split to a quark-antiquark pair with $T_{R}=1 / 2$. Therefore, from the comparison of $C_{A}$ with $T_{R}$ the conclusion is that gluons split into a gluon pair almost 6 times $\left(C_{A} / T_{R}\right)$ more often than into a quark-antiquark pair [10, 16].

Two of the most important properties of QCD are the confinement and asymptotic freedom which will be further discussed in Sec. 1.3.3. The confinement phenomenon dictates that the
colour-charged quarks and gluons cannot be observed isolated as free particles and hence, the physically observed particle spectrum consists of colourless or colour-singlet states. The only combinations of quarks leading to such colourless bound states are quark-antiquark pairs and 3 -quark (or three antiquark) combinations forming the well known mesons and baryons (or antibaryons) respectively. On the other hand, the asymptotic freedom phenomenon stands for the fact that the strong coupling constant $\alpha_{S}$ becomes smaller at short distances or correspondingly at high energy scales, while it increases at large distances or correspondingly at low energy scales. This means that quarks and gluons interact weakly at asymptotically short distances becoming asymptotically free i.e., the effective coupling goes to zero at zero distance. It is worth of mention that referring to the force couplings as "constants" might be misleading, since the couplings are not truly constants but they rather depend on the energy scale or equivalently on the distance at which they are probed. The asymptotic freedom of QCD is in contrast to QED, where the observed charge of the electron decreases at large distances due to the screening of its electric charge by vacuum polarization. However, the main difference between QED and QCD is that gluons carry colour charge (while photons are electrically neutral) and subsequently they interact among themselves, creating the so-called anti-screening effect [15].

The value of the strong coupling determines the applicability of perturbation theory for QCD solutions. In principle, perturbative methods can be applied when the strong coupling $\alpha_{S}$ is rather small ( $\alpha_{S} \ll 1$ ), which holds only at small distances or equivalently at large energy scales. In such case, any observable $f$ can be predicted as an order-by-order expansion in the $\alpha_{S}$ :

$$
\begin{equation*}
f=f_{1} \alpha_{S}+f_{2} \alpha_{S}^{2}+f_{3} \alpha_{S}^{2}+\ldots \tag{1.54}
\end{equation*}
$$

where the commonly used technique for calculating the coefficients $f_{i}$ is the Feynman diagrammatic technique addressed in Sec. 1.3.2. In practice, perturbative techniques play a crucial role for predictions in proton-proton collisions at the LHC, where typically only few terms of the above series are calculated providing fixed-order (FO) predictions (see Chap. 6) in the strong coupling $\left(\alpha_{S}\right)$.

On the contrary, the growth of the strong coupling constant at large distances (or equivalently low energies) imposes the requirement for non-perturbative methods for the determination of low energy properties of QCD. Lattice $Q C D$ (LQCD) is one of the main non-perturbative methods used and is based on the discretization of space-time resulting in a 4-dimensional lattice with quark fields placed on sites and gluon fields on the link between sites. Then, using Monte Carlo sampling over all possible field configurations and the calculation of the relative likelihood of different field configurations, leads to the solution of QCD. However, the complexity of LQCD calculations and the availability of the computational resources restricts the usage of the method to a small number of applications, not highly relevant to LHC proton-proton collisions, yet [17]. An example of LQCD application is the study of quark-antiquark ( $q \bar{q}$ ) potential approximated by [2]:

$$
\begin{equation*}
V_{q \bar{q}} \approx C_{F}\left[\frac{\alpha_{S}(r)}{r}+\ldots+\sigma r\right] \tag{1.55}
\end{equation*}
$$

where $C_{F}=4 / 3$ is the color factor described above, $r$ the relative quark-antiquark distance and $\sigma$ a free parameter. The observation is that at short distances the potential has a Coulomb part, while at long distances it is described by a linearly rising term. The latter provides an intuitive explanation to the confinement phenomenon, since it makes the separation of a $q \bar{q}$ pair energetically impossible. Consequently, when a $q \bar{q}$ pair is created at one space-time point (e.g $e^{+} e^{-}$annihilation), the two particles start moving away from each other until it becomes energetically favourable to create additional pairs, which neutralise the colour and allow the
final state to be reorganised into jets of colourless hadrons, through the hadronization process (see also Chapter 4).

### 1.3.2 Feynman diagrams for QCD

The perturbative calculations are performed according to the Feynman rules which are obtained from the Lagrangian introduced above. The derivation of the Feynman rules is based on the action [15]:

$$
\begin{equation*}
\mathcal{S}=i \int d^{4} x \mathcal{L}(x) \tag{1.56}
\end{equation*}
$$

which leads to the phase of transition amplitudes from the Lagrangian density. The latter can be split into two terms: a free (non-interacting) term $\mathcal{L}_{0}$ and an interaction term $\mathcal{L}_{I}$, such that:

$$
\begin{equation*}
\mathcal{S}=\mathcal{S}_{0}+\mathcal{S}_{I}, \quad \mathcal{S}_{0}=i \int d^{4} x \mathcal{L}_{0}(x), \quad \mathcal{S}_{I}=i \int d^{4} x \mathcal{L}_{I}(x) \tag{1.57}
\end{equation*}
$$

The $\mathcal{S}_{0}$ term leads to two-point functions whose inverses define the particle propagators, while the interaction terms of $\mathcal{S}_{I}$ are represented by vertices.

The fermion propagators and particularly the quark propagators are obtained from the momentum-space operator replacement $\left(\partial_{\mu} \rightarrow-i p_{\mu}\right)$. On the other hand, the definition of the gauge boson propagators and specifically the gluon propagator is not feasible without adding a gauge-fixing term in Eq. 1.51, where a typical gauge choice is the Lorenz gauge defined by the condition $\partial_{\mu} A^{\alpha \mu}=0$ which leads to the term:

$$
\begin{equation*}
\mathcal{L}_{\text {gauge-fixing }}=-\frac{1}{2 \xi}\left(\partial^{\mu} A_{\mu}^{\alpha}\right)^{2} \tag{1.58}
\end{equation*}
$$

where $\xi$ is an arbitrary parameter. However, the inclusion of a gauge fixing term in nonAbelian theories such as QCD, introduces also unphysical degrees of freedom that must be cancelled. This is achieved by introducing yet another term in the Lagrangian which represents an unphysical set of fields, the ghosts, which are scalars but have Fermi statistics. In practice, this means that for every diagram with a closed loop of internal gluons containing only triplegluon vertices, a diagram where the gluons are replaced by ghosts should be added [18]. Hence, the complete QCD Lagrangian is written as:

$$
\begin{equation*}
\mathcal{L}_{Q C D}=\sum_{n_{f} \text { flavors }} \bar{\psi}_{i}^{f}(x)\left[i \gamma^{\mu} D_{\mu}-m_{f}\right]_{i j} \psi_{j}^{f}(x)-\frac{1}{4} \sum_{\alpha=1}^{8} F_{\mu \nu}^{\alpha} F^{\alpha \mu \nu}-\frac{1}{2 \xi}\left(\partial^{\mu} A_{\mu}^{\alpha}\right)^{2}+\mathcal{L}_{g h o s t} \tag{1.59}
\end{equation*}
$$

The quark propagator (shown in Fig. 1.3A) ${ }^{11}$ is given by:

$$
\begin{equation*}
\frac{i\left(\not p+m_{q}\right)}{p^{2}-m_{q}^{2}} \delta^{i j} \tag{1.60}
\end{equation*}
$$

where $\not p=\gamma^{\mu} p_{\mu}, p$ is the momentum and $m_{q}$ the mass of the quark and $\delta^{i j}$ is the Kronecker delta function. The ghost propagator (shown in Fig. 1.3B) is:

$$
\begin{equation*}
\frac{i}{k^{2}} \delta^{a b} \tag{1.61}
\end{equation*}
$$
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Figure 1.3: Graphical representation for quark (A), ghost (B) and gluon (C) propagators.


Figure 1.4: Graphical representation for quark-gluon (A), ghost-gluon (B), three-gluon (C) and four-gluon (D) vertices.
where $k$ here represents the ghost particle momentum. The gluon propagator (shown in Fig. 1.3 C ) is formulated as:

$$
\begin{equation*}
\frac{-i D_{\mu \nu}(k)}{k^{2}} \delta^{a b} \tag{1.62}
\end{equation*}
$$

where in the Lorenz gauge $D_{\mu} \nu(k)$ is defined as $D_{\mu \nu}(k)=g_{\mu \nu}-(1-\xi) \frac{k_{\mu} k_{\nu}}{k^{2}}$, with $g_{\mu \nu}$ the metric tensor where all the elements are 0 except the diagonal which are $(+1,-1,-1,-1)$.

Correspondingly, there are algebraic factors for the vertices which represent the particle interactions. For the quark-gluon vertex (shown in Fig. 1.4A) it is:

$$
\begin{equation*}
i g_{s} \gamma^{\mu}\left(t^{a}\right)_{j i} \tag{1.63}
\end{equation*}
$$

where $g_{s}$ is the strong coupling and $\left(t^{\alpha}\right)_{j i}$ the color factor from the $S U(3)$ colour group described above. For a ghost-gluon vertex (shown in Fig. 1.4B) the factor is given by:

$$
\begin{equation*}
g_{s}(p+k)^{\mu} f^{a b c} \tag{1.64}
\end{equation*}
$$

where $f^{a b c}$ is the $S U(3)$ group structure constant. Finally, for the three-gluon (3g) and fourgluon ( $4 g$ ) vertices (shown in Fig. 1.4C and 1.4D) the factors are:

$$
\begin{equation*}
(3 g): \quad-g_{s} f^{a b c}\left[\left(k_{1}-k_{3}\right)^{\nu} g^{\mu \rho}+\left(k_{2}-k_{1}\right)^{\rho} g^{\mu \nu}+\left(k_{3}-k_{2}\right)^{\mu} g^{\nu \rho}\right] \tag{1.65}
\end{equation*}
$$

(4g): $\quad-i g_{s}^{2}\left[f^{a b e} f^{c d e}\left(g^{\mu \rho} g^{\nu \sigma}-g^{\mu \sigma} g^{\nu \rho}\right)+f^{a c e} f^{b d e}\left(g^{\mu \nu} g^{\rho \sigma}-g^{\mu \sigma} g^{\nu \rho}\right)+f^{a d e} f^{b c e}\left(g^{\mu \nu} g^{\rho \sigma}-g^{\mu \rho} g^{\nu \sigma}\right)\right]$
A pictorial representation of the QCD Lagrangian from Eq. 1.51 (without the ghost) contributions is shown in Fig. 1.5. Note also that arrows on the quark and ghost propagators indicate the flow of the particle number and, in the cases of the quark propagator and the ghost-gluon vertex, they also indicate the momentum flow. Moreover, the standard Feynman diagram rules e.g., 4-momentum and baryon/lepton number conservation at each vertex, also apply here.

Effectively, the Feynman calculus allows the computation of the quantities that can actually be measured: cross sections $(\sigma)$ and decay rates $(\Gamma)$. In both cases the two main ingredients


Figure 1.5: A pictorial representation of the QCD Lagrangian (no ghost contributions) [20].
are the amplitude $\mathcal{M}$ of the process and the available phase space. The former contains all the information about system's dynamics and is obtained by considering all the possible Feynman diagrams for the specific process. The phase space ingredient is purely kinematic depending on the masses and 4 -momenta of the process participants. For example, for a $2 \rightarrow N$ scattering process, the (differential) cross section is formulated as follows [21]:

$$
\begin{equation*}
d \sigma=\frac{1}{2 E_{\mathcal{A}} 2 E_{\mathcal{B}}\left|v_{\mathcal{A}}-v_{\mathcal{B}}\right|}\left(\prod_{f} \frac{d^{3} p_{f}}{(2 \pi)^{3}} \frac{1}{2 E_{f}}\right) \times\left|\mathcal{M}\left(p_{\mathcal{A}}, p_{\mathcal{B}} \rightarrow\left\{p_{f}\right\}\right)\right|^{2}(2 \pi)^{4} \delta^{(4)}\left(p_{\mathcal{A}}+p_{\mathcal{B}}-\sum p_{f}\right) \tag{1.67}
\end{equation*}
$$

where $E_{\mathcal{A}}, E_{\mathcal{B}}$ and $p_{\mathcal{A}}, p_{\mathcal{B}}$ are the 4 -momenta of the initial state colliding beams, $\left|v_{\mathcal{A}}-v_{\mathcal{B}}\right|$ is the relative velocity of the beams as viewed from the laboratory frame, $p_{f}$ and $E_{f}$ are the 4-momenta of the final state particles and $\mathcal{M}$ is the invariant matrix element (scattering amplitude) which is computed from Feynman diagrams. The latter $(\mathcal{M})$ contains all the information related to the specific physical process such as the coupling constant dependence, whereas everything else in Eq. 1.67 are kinematic factors which are the same for all $2 \rightarrow N$ processes. The (differential) decay rate formula in terms of $\mathcal{M}$, for a decaying particle at rest is:

$$
\begin{equation*}
d \Gamma=\frac{1}{m_{\mathcal{A}}}\left(\prod_{f} \frac{d^{3} p_{f}}{(2 \pi)^{3}} \frac{1}{2 E_{f}}\right) \times\left|\mathcal{M}\left(m_{\mathcal{A}} \rightarrow\left\{p_{f}\right\}\right)\right|^{2}(2 \pi)^{4} \delta^{(4)}\left(p_{\mathcal{A}}-\sum p_{f}\right) \tag{1.68}
\end{equation*}
$$

### 1.3.3 Renormalization and the strong coupling

In the above discussion on Feynman diagrams, only tree-level diagrams were considered, which means that no loops were contained in them. In fact, all the above processes exhibit higher order contributions called radiative corrections from diagrams that do contain loops. Examples of diagrams accounting for contributions to the quark self-energy, the gluon selfenergy and the quark-gluon vertex at one loop are shown in Fig. 1.6.


Figure 1.6: Examples of one loop contributions to the quark self-energy (A), the gluon selfenergy ( $B$ ) and the quark-gluon vertex ( $C$ ).

The evaluation of physical quantities such as couplings or amplitudes to a specific order in perturbation theory translates to the summation of the tree level Feynman diagrams (Leading Order - LO) plus a certain number of loops, where the order in the perturbative expansion
increases with the number of loops. However, the calculation of such radiative corrections is rather than trivial since they are ill-defined. This is because each diagram that contains a loop, involves an integration over the loop momentum which is allowed to vary up to infinity $k \rightarrow \infty$, also called ultra-violet (UV) region. The treatment of such UV divergences is called renormalization and allows the absorption of those divergences in the quantities that appear in the Lagrangian such as masses and coupling constants [22, 23]. In that sense, renormalization enables the extraction of finite predictions from mathematically divergent quantities.

In general, the renormalization process involves three separate steps. In the first step, a regulator or cut-off $\Lambda$ is artificially introduced such that all the integrals become finite. An example is the dimensional regularization where the integrals are calculated in a number of dimensions $D=4-2 \epsilon$ where the loop integrals converge. In the second step, any free parameter of the theory is made adjustable as function of the above cut-off. In the last step, the regulator is removed again ( $\Lambda \rightarrow \infty, \epsilon \rightarrow 0$ ) while at the same time the cut-off dependence of the parameters is chosen in such way as to cancel the UV divergences with the addition of new counterterms in the Lagrangian [24]. However, changing the spacetime dimensions in order to make integrals convergent, enforces the introduction of an arbitrary parameter $\mu$ called mass parameter or renormalization scale which accounts for the dimensional difference and preserves consistent dimensions (units) for all the renormalized quantities. For example, the strong coupling constant is dimensionless which means that in the dimensional regularization the strong coupling $g_{s}$ is replaced by the $g_{s} \mu^{\epsilon}$, in order to keep $g_{s}$ dimensionless for all $\epsilon$. It becomes obvious then, that the value of the strong coupling $\alpha_{S}\left(\alpha_{S}=g_{s}^{2} / 4 \pi\right)$ depends on the scale $\mu$ at which it is evaluated: $\alpha_{S}=\alpha_{S}(\mu)$, where the exact dependence is investigated below. From the experimental point of view, the renormalization scale $\mu$ is related to the physical scale of the process i.e., the scale at which the process is studied or the experimental measurement is made. For example, for a process involving a momentum transfer $Q$, the strength of the QCD interaction is given by $\alpha_{S}(\mu)$ with $\mu \sim Q$ [17].

The renormalization process leads to a Lagrangian which has exactly the same form as the original Lagrangian, though written in terms of the renormalized fields and parameters. The counterterms that are incorporated, include the part which cancels the corresponding divergence but also a finite part which is arbitrarily chosen. The prescription for the determination of such finite parts is called the renormalization scheme [24]. The most common choice for QCD calculation is the $\overline{M S}$ scheme, where MS means Minimal Substraction (MS) which is itself another scheme. In the $\overline{M S}$ scheme, all the masses and couplings are dependent on the renormalisation scale $\mu$ and the exact dependence is defined by the Renormalization Group Equations (RGE). For the strong coupling, which is of particular interest here, the RGE is formulated as [15]:

$$
\begin{equation*}
\mu^{2} \frac{\partial \alpha_{S}\left(\mu^{2}\right)}{\partial \mu^{2}}=\beta\left(\alpha_{S}\left(\mu^{2}\right)\right) \tag{1.69}
\end{equation*}
$$

where the $\beta$ function of QCD is perturbatively expressed as:

$$
\begin{equation*}
\beta\left(\alpha_{S}\right)=-\alpha_{S}^{2}\left(b_{0}+b_{1} \alpha_{S}+b_{2} \alpha_{S}^{2}+\mathcal{O}\left(\alpha_{S}^{3}\right)\right) \tag{1.70}
\end{equation*}
$$

with:

$$
\begin{equation*}
b_{0}=\frac{33-2 n_{f}}{12 \pi}, b_{1}=\frac{153-19 n_{f}}{24 \pi^{2}}, b_{2}=\frac{77139-15099 n_{f}+325 n_{f}^{2}}{3456 \pi^{3}} \tag{1.71}
\end{equation*}
$$

where $n_{f}$ is the number of quark flavours which have mass lower than $\mu$. Clearly, the first coefficient $b_{0}$ is positive for $n_{f} \leq 16$ and considering the minus sign in Eq. 1.70, the term $-\alpha_{S}^{2} \cdot b_{0}$ is negative. Having also in mind the corresponding QED $\beta$ function coefficients, which
for one fermion flavour is:

$$
\begin{equation*}
\beta_{Q E D}(\alpha)=\frac{1}{3 \pi} \alpha^{2}+\ldots \tag{1.72}
\end{equation*}
$$

it is obvious that QED and QCD have opposite sign for the first $\beta$ function coefficient, with the minus sign in QCD arising from the non-Abelian interactions of the theory i.e., gluon selfinteractions, which is the origin of the asymptotic freedom property of QCD described above.

After keeping only the leading term $b_{0}$ and ignoring all the other terms in the perturbative expansion of Eq. 1.70, the solution for Eq. 1.69 is written:

$$
\begin{equation*}
\alpha_{S}\left(Q^{2}\right)=\frac{\alpha_{S}\left(\mu^{2}\right)}{1+b_{0} \ln \left(Q^{2} / \mu^{2}\right) \alpha_{S}\left(\mu^{2}\right)} \tag{1.73}
\end{equation*}
$$

which relates the value of the strong coupling at a scale $Q$ to a reference scale $\mu$, if both scales are in the perturbative region. The crucial role of the $b_{0}$ positive sign becomes visible also here, since for higher scales $Q$ the $\alpha_{S}$ coupling decreases resulting in asymptotic freedom. A standard choice for the reference scale is the well-known $Z$-boson mass ( $\mu=M_{Z}$ ), with the latest world average value given in (2020) PDG [10]:

$$
\begin{equation*}
\alpha_{S}\left(M_{Z}^{2}\right)=0.1179 \pm 0.0010 \tag{1.74}
\end{equation*}
$$

An alternative formulation is obtained by introducing a dimensionful parameter in the $\alpha_{S}\left(Q^{2}\right)$ definition. This parameter is called $\Lambda_{Q C D}$ and corresponds to the scale at which the strong coupling would diverge when an extrapolation in the non-perturbative domain is performed, while at the same time it indicates the scale where the $\alpha_{S}(Q)$ becomes large. The value of $\Lambda_{Q C D}$ is not theoretically predicted and the experimental measurements have shown that $\Lambda_{Q C D} \approx 200 \mathrm{MeV}$. This means that the strong coupling becomes large or equivalently the perturbation theory breaks down for scales close to the light hadron masses $Q \approx 1 \mathrm{GeV}$ [15]. Finally, the formulation of the $\alpha_{S}(Q)$ with respect to $\Lambda_{Q C D}$, retaining again only the leading term, is:

$$
\begin{equation*}
\alpha_{S}\left(Q^{2}\right)=\frac{1}{b_{0} \cdot \ln \left(Q^{2} / \Lambda_{Q C D}^{2}\right)} \tag{1.75}
\end{equation*}
$$

which leads to the evaluation of $\alpha_{S}\left(Q^{2}\right)$ for a given value of $\Lambda_{Q C D}$.

### 1.3.4 Cross section predictions for $p p$ collisions

The perturbation theory can be applied for interactions between partons at short-distances or equivalently large energy scales. Therefore, for a high-energy scattering experiment based on a hadronic initial state, more elaborate techniques are needed for the cross section calculation. The solution is given by the factorization theorem which separates the treatment of the processes of interest into different regimes, according to the scales of momentum transfer involved. In the case of $p p$ collisions, at high scales (or short distances) the constituent partons of the incoming proton beams interact producing energetic outgoing partons. This "hard" subprocess is perturbatively calculable yielding to the partonic scattering cross section ( $\hat{\sigma}$ in Fig. 1.7). On the other hand, at lower scales of the order of 1 GeV as discussed above, the incoming partons are confined in the beams and non-perturbative methods are required


Figure 1.7: Sketch of a hadron-hadron hard-scattering process [25].
subprocess are not calculated from first principles and are modelled through the Parton Distribution Functions (PDFs).

A PDF $f_{i / h}\left(x, \mu_{f}\right)$ represents the effective density of partons of flavor $i$, as a function of the momentum fraction $x_{i}\left(\vec{p}_{i}=x_{i} \vec{p}_{h}\right)$ when a hadron $h$ is probed at the factorization scale $\mu_{f}$. At leading order, it can be physically interpreted as the probability to find the parton $i$ in the hadron $h$ with momentum fraction $x_{i}$, parametrizing the transition of incident hadrons to incident partons. The $\mu_{f}$ parameter is a cut-off artificially introduced for the treatment of the divergences arising in cross section calculations with incoming partons, which is reminiscent of renormalization for the coupling constant discussed above. The difference here is that the divergences are not in the ultraviolet region but in the infrared region, arising from the collinear emissions with transverse momentum $k_{t} \rightarrow 0$ of the incoming partons i.e., the cross section for a process with incoming partons (with virtual corrections included) are collinear unsafe. The idea is that introducing the parameter $\mu_{f}$, any emission with $k_{t} \leq \mu_{f}$ will be absorbed into the PDF itself, in a similar way as the strong coupling constant and the other fundamental theoretical parameters absorb the ultraviolet divergences. Technically, in most cases the factorization scale $\mu_{f}$ (i.e., the scale at which the PDFs are determined) is chosen to be equal with the renormalization scale, symbolized with $\mu_{r}$ from now on (i.e., the scale at which the strong coupling is evaluated) and both denoted as $Q$ (i.e., the scale of the process). In analogy with the renormalization group equation 1.69, the corresponding equations used to describe the scale evolution of the PDFs are the Dokshitser-Gribov-Lipatov-Altarelli-Parisi (DGLAP) equations [17], not discussed further here.

The PDFs describe the densities not only for the $u$ and $d$ quarks, known as valence quarks, but also for the gluons and the so-called sea quarks. The latter are generated from the emission of gluons which are not immediately re-absorbed and split into quark-antiquark pairs i.e., the sea partons which have increasing lifetime with decreasing momentum fraction $x$. Moreover, with increasing scale the probed time intervals become smaller and smaller and therefore the quantum fluctuations inside the hadron are resolved. In other words, at higher $\mu_{f}$ the momentum of the proton is given to gluons and sea quarks with relatively low $x$ and the population of partons which posses large $x$ is decreased. Furthermore, the PDFs are universal i.e., they are processindependent, meaning that once they are determined for one set of processes they can be used as basis for the cross section calculation for any other process. The standard technology for PDF determination is by performing global fits to data from different experiments: fixed target experiments, Tevatron, HERA and LHC experiments etc. Figure 1.8 shows the the kinematic plane $x-Q^{2}$ accessible to different center-of-mass energies and experiments. There are different collaborations with primary goal the determination of PDFs (e.g CTEQ, NNPDF, etc), using in general different approaches and data in fits. The LHAPDF (Les Houches Accord PDF) [26] is a widely used interface which enables the compact storage of the different PDF sets, while the APFEL (A PDF Evolution Library) [27, 28] is a web-based application which is extremely useful for the graphical visualisation of PDFs. Figure 1.9 shows an example of PDF visualisation generated with APFEL, illustrating the NNPDF31 NLO parton densities for valence, sea quarks and gluons at $Q=100 \mathrm{GeV}$.

Coming back to the factorization theorem, the cross section for the hadronic production of an $n$-parton final state from a scattering reaction with two hadrons $h_{1}$ and $h_{2}$ in the initial
state, is formulated as [29, 30] (see also Eq. 1.67):

$$
\begin{array}{r}
\sigma_{2 \rightarrow n}=\sum_{a, b} \int_{0}^{1} d x_{a} d x_{b} f_{a / h_{1}}\left(x_{a}, \mu_{f}\right) f_{b / h_{2}}\left(x_{b}, \mu_{f}\right) \hat{\sigma}_{a b \rightarrow n}\left(\mu_{f}, \mu_{r}\right) \\
=\sum_{a, b} \int_{0}^{1} d x_{a} d x_{b} f_{a / h_{1}}\left(x_{a}, \mu_{f}\right) f_{b / h_{2}}\left(x_{b}, \mu_{f}\right) \frac{1}{2 \hat{s}} \int d \Phi_{n}\left|\mathcal{M}_{a b \rightarrow n}\right|^{2}\left(\Phi_{n} ; \mu_{f}, \mu_{r}\right) \tag{1.76}
\end{array}
$$

where $f_{a / h_{1}}$ and $f_{b / h_{2}}$ are the PDFs described above for the two incoming hadrons, respectively. The parton-level cross section is denoted by $\hat{\sigma}_{a b \rightarrow n}$, which is given by the corresponding matrix element squared $\left|\mathcal{M}_{a b \rightarrow n}\right|^{2}$, averaged over initial-state spin and colour degrees of freedom and integrated over the available $n$-parton final-state phase space $\Phi_{n}$, while the parton flux $\hat{s}$ is given by: $1 /(2 \hat{s})=1 /\left(2 x_{a} x_{b} s\right)$, where $s$ is the hadronic center-of-mass energy. As discussed in Sec. 1.3.2, the matrix element is calculated with a summation over the Feynman diagrams, denoted as:

$$
\begin{equation*}
\mathcal{M}_{a b \rightarrow n}=\sum_{i} \mathcal{F}_{a b \rightarrow n}^{(i)} \tag{1.77}
\end{equation*}
$$

The phase space element $d \Phi_{n}$ is given by:

$$
\begin{equation*}
d \Phi_{n}=\prod_{i=1}^{n} \frac{d^{3} p_{i}}{(2 \pi)^{3}} \frac{1}{2 E_{i}} \cdot(2 \pi)^{4} \delta^{(4)}\left(p_{a}+p_{b}-\sum_{i=1}^{n} p_{i}\right) \tag{1.78}
\end{equation*}
$$

Finally, the transition from final state partons to measurable hadrons is described in Chapter 4 , where the jet production is also addressed.



Figure 1.9: The NNPDF31 NLO parton distribution functions at $Q=100 \mathrm{GeV}$.

Figure 1.8: Kinematic $x-Q^{2}$ plane accessible at fixed-target experiments, at the HERA ep collider and at the LHC for 13 TeV center-of-mass energy [31].
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## Chapter 2

## Particle accelerators and colliders

A particle accelerator is a device that propels electrically charged particles, such as protons or electrons, at velocities which may approach the speed of light. In general, in particle accelerator systems, beams of charged particles are produced and they are directed at a fixed target or they can be collided with another beam of particles circulating in the opposite direction.

There are more than 30.000 accelerators in operation worldwide, from which less than $1 \%$ are devoted for fundamental research, while the vast majority of them are used for medical purposes and industrial applications [1]. The most common usages of accelerated particle beams are:

- For causing nuclear reactions when proton beams interact with atomic nuclei. Examples of such nuclear applications are the production of medical radioisotopes needed for medical treatments and the transmutation of nuclear waste into less harmful isotopes.
- For breaking/modifying chemical bonds, which can be utilized in materials science (e.g polymer processing) or for cancer therapy by breaking up tumour cell's DNA strands.
- For producing X-rays when electron beams hit a metal target, which can be used for various applications such as X-ray scanning and imaging.
- For creating new particles when particle beams are collided. This makes feasible the exploration of the building blocks of the universe, which may reveal what the universe is made of at the most fundamental level and how it works.

This chapter focuses on the last application of accelerators and more specifically on accelerator systems used for high energy particle physics experiments. It is worthy of mention that historically the first accelerators were inspired for early nuclear physics experiments, while nowadays (2022) the world's largest and most powerful particle accelerator, namely the Large Hadron Collider (LHC) at CERN, is devoted for basic physics research.

### 2.1 History - Types of accelerators

Based on the type of the fields used for accelerating the particles, two basic classes of accelerators have been developed: electrostatic and electromagnetic accelerators.

### 2.1.1 Electrostatic

Historically, the first particle accelerators were designed during the $20^{t h}$ century, based on the technology of electrostatic high-voltage generators. Those early accelerators consisted of an evacuated tube with an electrode at either end, creating a static potential across the tube. Using a particle source, for example an electron source, close to one electrode at a potential $-V$, the electrons with charge $e$ were accelerated towards the second electrode, with voltages that could approach few tens of $k V$ [2].

The first electrostatic accelerators with voltages of the $M V$ scale, were invented during 1930s. Firstly, Cockcroft and Walton built a generator made up of capacitors and diodes ( $C W$ generator), which could generate voltages that approached $1 M V$ and was used for accelerating particles in their fission experiments. Such CW generators are still used today as starting points of the acceleration chain for other accelerator systems (e.g linacs, synchrotrons) or in everyday electronic devices that require high voltage (e.g microwave ovens, photocopiers). Then, the invention by Van der Graaf of an electrostatic generator that could reach voltages of several $M V$ in early 1930s, led to the particle accelerator named after him. That simple Van der Graaf accelerator, used a belt moving over two rollers and carried mechanically the charge into a high voltage terminal until it reached a maximum value. More advanced configurations of such electrostatic generators are still in use today as low energy particle accelerators, e.g Van der Graaf Tandem accelerator of the National Centre for Scientific Research "Demokritos" (NCSRD) in Athens which has a maximum acceleration voltage of $5 M V$ and is used for nuclear physics experiments [3].

### 2.1.2 Electromagnetic

In order to overcome the limitations imposed by electrical breakdowns in electrostatic accelerators, the varying property of electromagnetic fields needed to be exploited. This idea was conceived by R. Wideröe in the design of the first circular accelerator which was called ray transformer in 1928. That device, using magnetic induction, would be able to accelerate electron beams at several MeV , when circulating in a ring of few cm diameter. In practice, the acceleration of electrons by induction from an increasing magnetic field, was applied by D.W. Kerst and R. Serber in 1940 with the invention of a series of betatrons. In betatrons, electrons are accelerated in a circular evacuated tube, harnessing the inductive effect of varying magnetic fields generated via alternating currents, which cause a change in the magnetic flux and thus an accelerating potential difference around the beam path. The maximum energies of the betatrons which were built for particle physics experiments, since then, were limited due to the practical size of the magnets and the synchrotron radiation and have reached about 300 MeV . However, lower energy betatrons are still in use mainly for producing energetic x-rays for medical and industrial applications.

Wideröe was also pioneer in the invention of linear accelerators or linacs, inspired by principles proposed by G. Ising for accelerating particles using alternating electric fields. In 1927 Wideröe constructed a linear array of 3 drift tubes (drift tube linac) and successfully used it for the acceleration of sodium ions at the RWTH Aachen University. Based on Wideröe's idea, D. Sloan and E.O Lawrence at Berkeley constructed later (1931-1934) a linac consisted of 30 drift
tubes and used it for the acceleration of mercury ions. The first proton linac was built from L.W. Alvarez in 1946 at the Radiation Laboratory of the University of California. In modern linacs, charged particles are accelerated by receiving electrical impulses when travelling through a sequence of metallic chambers, also known as electromagnetic (RF) cavities. The RF cavities' field is oscillating (switching direction) at a given frequency, so that the charged particles are being pushed from the cavities behind them and being pulled from the cavities ahead of them. Linear accelerators are widely used for medical applications e.g X-ray source for cancer treatment from electrons accelerated at $4-25 \mathrm{MeV}$, but also as injectors for circular colliders (see for example Fig. 2.6) for accelerating protons or electrons in the range $10 \mathrm{MeV}-1 \mathrm{GeV}$. Two representative examples of linear accelerators used for physics research are the Stanford Linear Accelerator at SLAC in California which is 3.2 km and accelerates $e^{-}$and $e^{+}$up to 50 GeV [5] and the 2.1 km long linac used at the European XFEL at DESY in Hamburg which accelerates $e^{-}$up to 17.5 GeV [6]. At CERN, Linear accelerator (Linac) 2 shown in Fig. 2.1 was used until 2020, when it was replaced by Linac4 during LS2. It was the starting point for the acceleration of protons used in CERN's experiments for 40 years, with proton's energies reaching 50 MeV .

Cyclotrons is another category of particle accelerator invented by E.O Lawrence in 1930 at the University of California, Berkeley. In a cyclotron, charged particles are accelerated


Figure 2.1: The Linear accelerator (Linac) 2 at CERN [4]. along a flat spiral trajectory by using radiofrequency generators. For bending the particles' path, a static magnetic field which is perpendicular to the direction of the motion is used. The circular orbit condition is derived by equating the Lorentz force and the centrifugal force:

$$
\begin{equation*}
q v B=\frac{m v^{2}}{\rho} \tag{2.1}
\end{equation*}
$$

Thus, the particles' orbit radius in a cyclotron is proportional to the momentum and for a charged particle it can be written as:

$$
\begin{equation*}
B \rho=\frac{p}{q} \tag{2.2}
\end{equation*}
$$

where $B$ is the strength of the magnetic field, $\rho$ is the radius of the orbit, $p$ is the momentum ( $m v$ for classical, $\gamma m v$ for relativistic particles) and $q$ is the electric charge of the particle. Hence, when charged particles are injected in the centre of a cyclotron, their acceleration from the RF generators leads to the increment of the rotation radius and their energies reach the highest values at the end of the spiral path. At the same time, the frequency of the RF is synchronised with the revolution frequency of the particles, which can be expressed as:

$$
\begin{equation*}
f=\frac{q B}{2 \pi m} \tag{2.3}
\end{equation*}
$$

where $m$ is the mass of the charged particle. This frequency remains constant in the classical regime, but this is no longer the case for relativistic particles, since the relativistic mass in not
constant and frequency decreases proportionally to the particle's Lorentz factor $\gamma$. Therefore, different types of cyclotrons have been developed:

- classical cyclotrons which are limited to non-relativistic energies, with constant frequency.
- synchrocyclotrons where the frequency of the RF is varied in order to be synchronised with the particles' revolution frequency.
- isocyclotrons which use a nonuniform magnetic field with properly adjusted strength in order to allow the synchronism between the RF and revolution frequency.

Several cyclotrons are still used for medical and industrial applications and for fundamental scientific research. An example is the Superconducting Ring Cyclotron (SRC) at the RIKEN research institute in Japan which can accelerate light ions (such as helium) and heavy ions (such as uranium) up to 400 MeV and 350 MeV per nucleon, respectively [7]. Another example is the cyclotron hosted at Canada's particle accelerator centre TRIUMF, which delivers proton beams up to 520 MeV [8].

The last type of accelerator to be discussed here is synchrotron, with M. Oliphant being the first who described its principles and also designed the first proton synchrotron in 1952. Compared to isocyclotrons, the basic difference of a synchrotron is that the magnetic field, which is used for guiding the particle beams, is now time dependent rather than spatially variant. Therefore, the strength of the magnetic field rises in proportion to the momentum of the particles which are accelerated using RF cavities synchronised with the particles' orbital frequency. Unlike the cyclotron, the radius of the orbit in a synchrotron remains constant. Cosmotron, the first proton synchrotron which was built in 1953 at Brookhaven National Laboratory, was the first particle accelerator in history that achieved to accelerate particles in the range of GeV , by accelerating protons at 3 GeV . Since then, a wide range of next generation synchrotrons have been developed and used for fundamental physics research leading to substantial discoveries. To date, synchrotrons comprise the basic elements in complex accelerator systems used in high energy particle physics experiments. The DESY accelerator complex, shown in Fig 2.2, is such an example, where different types of accelerators were used to accelerate electrons/positrons and protons, before they were injected and made to collide at the HERA collider (1992-2007) with up to 318 GeV center-of-mass energy. The Fermilab accelerator complex, shown in Fig 2.3, is the home of Tevatron collider (1983-2011) which employed collisions of proton-antiproton beams with up to 1.96 TeV center-of-mass energy. The Large Hadron Collider (LHC), the last element of the CERN accelerator complex (see Fig. 2.6), will be discussed in detail in Sec. 2.3.


Figure 2.2: Aerial view of DESY accelerators and H1 experiment (blue sketch) [9].


Figure 2.3: Aerial view of Fermilab accelerator complex [10].

### 2.2 Physics of circular accelerators and colliders

High energy accelerators and colliders are the main tools used for the investigation of elementary particles' properties and their fundamental interactions, as well as for searches for new particles. The first key physics parameter of interest here is the energy of the colliding particles. In particular, particle beams are collided either with a fixed target or with opposing beams. In the first case, the centre of mass energy for the collision only increases with the square root of the accelerator's energy $\sim \sqrt{m_{0} E}$, where $m_{0}$ is the mass of the fixed target. On the other hand when two opposite travelling identical beams of energy $E$ are colliding head on, then the centre-of-mass energy is $2 E$. In the latter case, the center-of-mass energy is usually denoted as $E_{C M}$, or in terms of a Lorentz invariant Mandelstam variable $s$ :

$$
\begin{equation*}
E_{C M} \equiv \sqrt{s}, \quad s \equiv\left(p_{1}+p_{2}\right)^{2}=\left(E_{1}+E_{2}\right)^{2} \tag{2.4}
\end{equation*}
$$

where $p_{1}$ and $p_{2}$ are the momenta of the two colliding particles with $\overrightarrow{p_{1}}+\overrightarrow{p_{2}}=0$ in the center-ofmass frame [11]. Such variables (Mandelstam) are Lorentz invariant bilinears of the 4-momenta of incoming and outgoing particles, which are extremely useful for analysis of hadron collisions because they are invariant under boosts connecting the parton and the lab frame. Since the highest energy available for new particle production is achieved at collider experiments with two particle beams colliding head on, a wide range of powerful colliders of this type have been developed over the last century for particle physics experiments with (anti)hadron and (anti)lepton beams. The Large Hadron Collider (LHC) at CERN (see Sec. 2.3), is the world's largest and most powerful particle accelerator ever built, designed to reach a maximum center-of-mass energy for collisions of proton beams at 14 TeV . A comparison of the center-of-mass energy for various colliders used for high energy physics experiments versus time (in years), as well as the corresponding particle beam types, is illustrated in Fig. 2.4.

Besides the center-of-mass energy, another important parameter for colliders is luminosity, which defines the rate of produced collision events:

$$
\begin{equation*}
R=\mathcal{L} \cdot \sigma_{p} \tag{2.5}
\end{equation*}
$$

where $R$ is the number of events per second, $\mathcal{L}$ is the instantaneous luminosity and $\sigma_{p}$ is the process cross section. In practice, colliders usually employ particle beams in bunches colliding at the interaction point (IP) at a given frequency. Therefore, instantaneous luminosity represents the number of particles passing each other per unit time through a transverse unit area at the IP. While the cross section of a process depends on the fundamental interaction properties of the particles in the initial and final state, the luminosity is a parameter which depends only on machine characteris-


Figure 2.4: Centre-of-mass energy of particle colliders versus year [12]. tics. For, two identical particle beams, instantaneous luminosity can be written in its simplest form as:

$$
\begin{equation*}
L=f_{\text {col }} \frac{n_{1} n_{2}}{4 \pi \sigma_{x}^{\star} \sigma_{y}^{\star}} \mathcal{F} \tag{2.6}
\end{equation*}
$$

where $f_{\text {col }}$ is the collision frequency, $n_{1}$ and $n_{2}$ are the particles contained in the first and second bunch respectively, $\sigma_{x}^{\star}$ and $\sigma_{y}^{\star}$ are the transverse beam sizes and $\mathcal{F}$ is a factor of order 1
[13]. The units of instantaneous luminosity are $\mathrm{cm}^{-2} \mathrm{~s}^{-1}$, but since the unit commonly used for cross sections is barn ( $1 \mathrm{~b}=10^{-24} \mathrm{~cm}^{2}$ ), it may also be convenient to use luminosity units like: $1 \mathrm{~cm}^{-2} \mathrm{~s}^{-1}=10^{-33} n b^{-1} \mathrm{~s}^{-1}$. In fact, an even more useful quantity is the integrated luminosity i.e., the accumulation of the luminosity for a specified period of time:

$$
\begin{equation*}
\mathcal{L}_{i n t}=\int_{0}^{T} \mathcal{L}(t) d t \tag{2.7}
\end{equation*}
$$

Cross section calculation for processes of interest, are also of particular relevance for collider physics, since they allow the comparisons between different experiments with different beam sizes and intensities. A cross section is a quantity that is intrinsic to the colliding particles and quantifies the probability for obtaining a particular final state. It can be experimentally measured by counting the number of events (see also Eq. 2.5), but also theoretically predicted from a Lagrangian quantum field theory and for that reason it usually serves as the bridge between theory and experiment. As mentioned above, cross section has units of area. For an experiment with two colliding beams, it physically represents the effective area of portion taken out of one beam, by each particle in the other beam. For a $2 \rightarrow N$ scattering process, the cross section is given by Eq. 1.67. When dealing with unpolarized beams, an average of the quantity $|\mathcal{M}|^{2}$ over all possible initial state polarizations should be computed, while for polarized beams a weighted average is calculated. Additionally, $|\mathcal{M}|^{2}$ should be summed over all possible spin states, when final state particles have spin. The summed/averaged $|\mathcal{M}|^{2}$ is usually denoted by $|\overline{\mathcal{M}}|^{2}$. Note also, that Eq. (1.67) is invariant under boosts parallel to the collision axis [14]. Figure 2.5 shows cross section measurements of Standard Model processes from the CMS experiment (see Chap. 3), as well as the corresponding theoretical predictions for different center-of-mass energies. As an illustrative example of luminosity and cross section concepts, let's consider the Higgs boson production in proton-proton collisions at 13 TeV at the LHC which has a total cross section of the order of 6000 fb . This means that for every 1 $\mathrm{fb}^{-1}$ of integrated luminosity delivered by the LHC, about 6000 Higgs bosons are produced.

A significant limiting factor to the collider energy is the synchrotron radiation i.e., the electromagnetic radiation emitted when charged particles travel in curved paths. The energy loss per revolution for a circular collider is:

$$
\begin{equation*}
\Delta E \sim \frac{1}{R}\left(\frac{E}{m}\right)^{4} \tag{2.8}
\end{equation*}
$$

where $R$ is the radius of the circular machine, $m$ is the particle mass and $E$ is the energy of the beam. Therefore, the efficiency for an accelerator increases for larger radius or more massive particles. For this reason, synchrotron radiation is the main obstacle for $e^{+} e^{-}$rings. On the other hand, an advantage in colliding (anti)lepton beams is that the center-of-mass energy is entirely available to produce short distance reactions, in contrast with hadron colliders where the corresponding energy is spread among the hadron constituents (e.g. quarks and gluons).


Figure 2.5: Cross section measurements of Standard Model processes from the CMS experiment, in comparison with theoretical predictions for various center-of-mass energies [15].

### 2.3 The Large Hadron Collider

The Large Hadron Collider (LHC) is the world's most powerful particle accelerator, designed to collide proton beams up to 14 TeV center-of-mass energy [17]. It is located 100 $m$ underground at the European Organization for Nuclear Research (CERN) and is installed in the $\sim 27 \mathrm{~km}$ long tunnel which was originally constructed for LEP machine between 1984-1989. The LHC is the last element of CERN's accelerator complex (shown in Fig. 2.6) which consists of a particle accelerator chain used not only for boosting particles energies, but also for providing beams to various experiments.

The LHC started operating on 2008 and from 2010 to 2012 (Run 1) it employed proton-proton ( $p p$ ) collisions with center-ofmass energy at 7 and 8 TeV , which both noted as world records at that time. Then


Figure 2.6: The CERN accelerator complex [16]. after a two-year Long Shutdown (LS1), LHC restarted on 2015 by breaking its own record with delivering proton-proton collisions at 13 TeV center-of-mass energy and then stopped again (LS2) on 2018 (Run 2: 2015-2018). The total integrated luminosity delivered by the LHC and recorded from the CMS experiment versus time (in years) for Run $1 \& 2$, is shown in Fig. 2.7. Though it was designed to operate with a peak luminosity of $10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ (nominal value) for proton-proton collisions, during Run 2 the peak luminosity reached $2 \cdot 10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$.

Apart from proton beams, LHC also delivers heavy ion (HI) beams. In particular, heavy ion collisions are scheduled for a specific period of the operating year, normally after proton collisions. So far, lead-lead ( $\mathrm{Pb}-\mathrm{Pb}$ ), xenon-xenon ( $\mathrm{Xe}-\mathrm{Xe}$ ) and proton-lead ( $p-\mathrm{Pb}$ ) collisions, have been provided from the LHC at multiple energies and peak luminosities e.g up to 2.56 $\mathrm{TeV} /$ nucleon energy and $3.6 \cdot 10^{27} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ peak luminosity for $\mathrm{Pb}-\mathrm{Pb}$ collisions [18].

At the time of writing (2022), it is foreseen that the LHC will deliver $p p$ collisions again at the start of 2022 , firstly at 13 TeV and later at 14 TeV center-of-mass energy. By the end of Run 3 (expected at the end of 2024), it is anticipated that a total integrated luminosity of $\sim 350 \mathrm{fb}^{-1}$ will have been recorded. Then, a major upgrade will lead to the successor of the LHC, the High Luminosity LHC (HL-LHC). In the HL-LHC, the instantaneous luminosity will be increased by a factor of 5 beyond the original design value and the integrated luminosity by a factor of 10 [19]. Hence, the observation of rare processes which are below the current sensitivity level will be enabled and the accuracy of the measurements of new particles will be increased. Currently, the HL-LHC operation lifetime is scheduled from 2027 until 2040, a period which is also called Phase II in contrast to the LHC era (Run 1-3) which is usually denoted as Phase I. In the following subsections an overview of the LHC machine characteristics and the main physics goals for the collider's experiments will be discussed.


Figure 2.7: The total integrated luminosity delivered by the LHC and recorded from the CMS experiment during Run 1 and Run 2 [20].

### 2.3.1 LHC machine

The LHC is a two-ring superconducting hadron accelerator and collider, designed to accelerate two counter-rotating beams before they are made to collide at the center of experimental detectors. The two hadron beams travel in opposite directions in separate beam pipes, guided by strong magnetic fields maintained by superconducting electromagnets. Geometrically the LHC is made of eight straight sections ( $\sim 528 \mathrm{~m}$ long) and eight arcs ( $\sim 2.45 \mathrm{~km}$ long). There are four locations hosting the underground experimental caverns for the four main experiments (ATLAS, ALICE, CMS and LHCb) where the beam crossing occurs, while different sections and locations host systems serving for various functionalities e.g beam injection, beam cleaning, beam dumping etc [17].

All the magnets in the LHC are electromagnets i.e., the magnetic field is produced by the flow of electric current [21]. A wide range of magnets in terms of type and size are used for directing the beams around the LHC accelerator, with 9593 magnets in total used for this purpose [22]. There are 1232 main dipole magnets, each $\sim 15 \mathrm{~m}$ long and $35 t$ heavy used for bending the hadron trajectories. Every dipole generates a $\vec{B}$ on each pipe which has opposite direction to that of the other pipe, so that the Lorentz force exerted on charged hadrons, curves their path clockwise and anticlockwise respectively. The coils are wound from niobium-titanium (NbTi) Rutherford cables, operating in a superconducting state (conduction of electricity without resistance or loss of energy). For achieving this, an advanced cryogenic system is used which maintains the superconducting magnets at $1.9 \mathrm{~K}\left(-271.3^{\circ} \mathrm{C}\right)$ using superfluid helium. Figure 2.8 shows two LHC cylinders containing the LHC magnets before they are connected together and the liquid helium system. The same cryogenic technique is used at the experimental detectors for keeping heavy gases such as argon ( Ar ) and krypton ( Kr ) in a liquid state, for detecting particles in calorimeters, for example. In total, a magnetic field of 8.33 $T$ is produced for keeping the particle beams in path around the LHC ring. A current of $\sim 12 k A$ in the magnet coils is needed to reach the previous value of $8.33 T$. Dipoles are also equipped with sextupole, octupole and decapole magnets, which correct for small imperfections in the magnetic field at the extremities of the dipoles. Besides dipoles, 392 quadrupoles $5-7 \mathrm{~m}$ long are also used for beam focusing. Quadrupoles help to squeeze the bunches and keep the particles in a tight beam, by acting as lens which constrain beams' width and height. Accordingly, they have four magnetic poles arranged symmetrically around the beam pipe to compress the beam either
vertically or horizontally. Other magnetic multipoles (sextupoles, octupoles) are used also here for helping the beam focusing and counteracting effects which distort it e.g electromagnetic interactions between proton bunches (discrete packets of protons).

The acceleration of charged particles at the LHC is attained using radiofrequency ( $R F$ ) cavities [17], shown in Fig. 2.9. The basic concepts for RF cavities were already introduced in Sec. 2.1, as for the LHC, there are in total 16 cavities ( 8 for each beam) grouped in four (2 per beam) cylindrical refrigerators called cryomodules operating at 4.5 K . The cavities' shape and size have been specifically designed so that the electromagnetic waves become resonant and built up in intensity inside the cavity. The electromagnetic field is fed to the RF cavity via waveguides (rectangular pipe of conducting metal) from high-power RF generators called klystrons i.e., tubes containing electron beams which are intensity-modulated to a frequency of 400 MHz . Thus, each RF cavity is tuned to oscillate at 400 MHz . The timing of particles' arrival at the cavities is important here since ideally timed protons with correct energy will see zero accelerating voltage, while protons arriving later/earlier with slightly different energies will be accelerated or decelerated so that they are kept close to the desired energy and the beam is grouped in bunches. The maximum voltage for an RF cavity is $2 M V$, which corresponds to 16 $M V$ for each beam. From the SPS (see Fig. 2.6) every proton enters the LHC with 450 GeV energy, meaning that the maximum energy for proton beams of 6.5 TeV (Run II) is reached in around 20 min when each bunch have passed through the RF cavities more than 10 million times [23].

Three vacuum systems are available at the LHC: one for the beam pipes, one for the insulation of cryomagnets and one for the insulation of the helium distribution line [17]. In order to avoid collisions between beam particles and gas molecules, an ultra-high vacuum is needed and pressures in the beam pipes are at the order of $10^{-10}$ to $10^{-11} \mathrm{mbar}\left(10^{-8}\right.$ to $10^{-9} \mathrm{~Pa}$ ). On the other hand, the vacuum required for insulation purposes and specifically for reducing the amount of heat seeping towards the cryomagnets and helium distribution lines from the surrounding room temperature, is significantly lower and stands at the order of $10^{-6} \mathrm{mbar}$.


Figure 2.8: Photo of the LHC cylinders (blue) containing the dipole magnets (magnetic yoke and coils) and the liquid helium system [24].


Figure 2.9: Photo of a radio-frequency cavity in the LHC tunnel [25].

### 2.3.2 Physics at the LHC

As already mentioned above, the LHC is the last component of CERN's accelerator complex which is a succession of machines (see Fig. 2.6) that accelerate particles to increasingly higher
energies. For the proton collisions, a simple bottle of hydrogen gas $H_{2}$ is used as proton source and an electric field strips the hydrogen atoms of their electrons, leaving only protons. ${ }^{1}$ This proton source was at one end of Linac2, which was the first accelerator in the chain for the protons from 1978 until 2020 when it was replaced by Linac4 [26]. The protons entered Linac2 with an energy of 750 keV and by the time they reached the other end, they had energy of 50 MeV (for Linac4 this will be 160 MeV ). The protons are then injected to Proton Synchrotron Booster (PSB), which increases their energy to 1.4 GeV . Then, they are transferred to Proton Synchrotron (PS), where they accelerated further to 25 GeV . Next, the protons are injected to Super Proton Synchrotron (SPS) which increases their energy to 450 GeV . Finally, the protons are sent to the two beam pipes of the LHC, where they can be accelerated up to 7 TeV per beam.

The protons inside the LHC are grouped into bunches, which are $\sim 7.5 \mathrm{~cm}$ long and have a minimum beam radius of $8.5 \mu \mathrm{~m}$ at the interaction point [13]. The bunches are separated by $\sim 7.5 \mathrm{~m}$ or 25 ns from each other, which means that collisions occur at 40 MHz . The protons moving around the LHC ring at nearly the speed of light, and taking also into account the LHC circumference ( 26659 m ), the revolution frequency is 11.245 kHz . The total number of filled bunches is limited by design to a maximum of 2808 , however a maximum of 2556 number of bunches reached during Run 2 [27], with $1.1 \times 10^{11}$ protons per bunch (at start). Figure 2.10 shows cross section predictions for typical Standard Model processes for proton-proton ( $p p$ ) collisions above 4 TeV and proton-antiproton $(p \bar{p})$ collisions below 4 TeV , with respect to $\sqrt{s}$.

In the case of proton-proton collisions, the total cross section can be broken down in contributions from elastic ( $p p \rightarrow p p$ ), inelastic ( $p p \rightarrow X$ ) and diffractive processes. The latter refer to the case where one or both of the two incoming protons survive the collision carrying most of the beam energy or dissociate into a low mass system [28]. Thus, there can be Single Dissociation (SD) $(p p \rightarrow X p, p p \rightarrow p Y)$, Double Dissociation (DD) $(p p \rightarrow X Y)$, or Central Diffraction (CD) ( $p p \rightarrow p X p$ ) processes, with $X, Y$ here representing a multi-particle state of the same quantum numbers as protons. At the LHC the diffractive processes ( $\sigma_{S D}, \sigma_{D D}$ and $\sigma_{C D}$ ) consist about $20-30 \%$ of the inelastic cross section. Several methods have been developed for determining the different cross section components. An example is the luminosity-independent method which can be used for deriving the elastic and inelastic cross sections formulating the total cross section as:

$$
\begin{equation*}
\sigma_{t o t}=\frac{16 \pi}{1+\rho^{2}} \frac{d N_{e l} /\left.d t\right|_{t=0}}{N_{e l}+N_{\text {inel }}} \tag{2.9}
\end{equation*}
$$

where $N_{e l}$ and $N_{\text {inel }}$ are the elastic and inelastic rates, $\rho$ is the ratio of the real to the imaginary part of the forward nuclear elastic amplitude (for high energies $\rho \ll 1$ ) and $t$ is the momentum transfer squared. Figure 2.11 shows an overview of experimental measurements of elastic ( $\sigma_{e l}$ ), inelastic ( $\sigma_{\text {inel }}$ ) (corrected for diffractive events) and total cross section $\left(\sigma_{t o t}\right)$ for $p p / p \bar{p}$ collisions as a function of $\sqrt{s}$, including measurements from TOTEM experiment (see Sec. 2.3.3) over the whole energy range explored by the LHC. The total proton-proton cross section at 13 TeV was measured at $\sigma_{\text {tot }}=(110.6 \pm 3.4) \mathrm{mb}$, the elastic cross section at $\sigma_{e l}=(31.0 \pm 1.7) \mathrm{mb}$ and the inelastic at $\sigma_{\text {inel }}=(79.5 \pm 1.8) \mathrm{mb}$. Consequently, plugging those cross sections and the peak LHC instantaneous luminosity $\left(2 \cdot 10^{34} \mathrm{~cm}^{-2} s^{-1}\right)$ in Eq. 2.5, a total rate of about 2.2 billion $p p$ collisions per second ( 55 per bunch crossing) or 1.6 billion inelastic events per second ( 40 per bunch crossing) are produced at the LHC.

The LHC acquires a wide physics program. To begin with, testing the predictions and limits

[^7]of the Standard Model (SM) of particle physics to unprecedented energy scales is one of its main objectives. For achieving that goal, several precise measurements from different experiments have been performed at the LHC thus far, confirming the validity of the Standard Model [29]. The collection of such measurements covers the different SM sectors: strong interactions (jet production, Parton Density Functions etc), Electroweak processes (Vector Boson Scattering VBS, W-mass etc), Higgs boson studies (couplings, decays etc), flavour physics (top quark properties, $\tau$ lepton decays etc). Even if the Standard Model has successfully passed all the experimental tests that it has been put to, yet the model fails to account for major elements such as dark matter and dark energy. On that account, substantial amount of searches are undergoing at the LHC experiments hunting the observation of new physics phenomena. Searches for Supersymmetric (SUSY) particles (e.g charginos, neutralinos), searches for Dark Matter candidates (e.g Weakly Interacting Massive Particles - WIMPs), or searches trying to solve fundamental open physics questions like the matter-antimatter asymmetry problem, the existence of extra dimensions etc, are only few examples from that category [30]. A brief overview of the physics program for each of the eight experiments hosted at the LHC is discussed in the following section.


Figure 2.10: Predictions for typical Standard Model processes for proton-proton ( $p p$ ) collisions (above 4 TeV ) and proton-antiproton ( $p \bar{p}$ ) collisions (below 4 TeV ) with respect to $\sqrt{s}$ [31].


Figure 2.11: Overview of experimental measurements of elastic $\left(\sigma_{\text {el }}\right)$, inelastic $\left(\sigma_{\text {inel }}\right)$ and total cross section ( $\sigma_{\text {tot }}$ ) for $p p / p \bar{p}$ collisions as a function of $\sqrt{s}$, including measurements from TOTEM experiment over the whole energy range explored by the LHC [32].

### 2.3.3 LHC experiments

Currently (LS2-2022), eight detectors designed to investigate the broadest physics scope possible, are established at the LHC.

- ALICE (A Large Ion Collider Experiment) [33]:
is aiming to explore the strong interaction sector of the Standard Model, by studying the strongly interacting matter at extreme energy densities. This is feasible during heavy ion (e.g Pb nuclei) collisions, where the temperature at the collision zone is 100000 times hotter than the core of our Sun. In such conditions, protons and neutrons "melt" into their elementary constituents, quarks and gluons, which form the quark-gluon plasma. This primordial state of matter, where quarks and gluons are freed, is considered as dominant in the universe the first millionths of a second after the Big Bang. The hot reaction zone rapidly expands and cools and then the ordinary matter particles are formed. Therefore, recreating this primordial state of matter in the laboratory and tracking precisely its evolution, helps in addressing questions about how matter is organized, the color confinement mechanism of QCD etc. The ALICE detector has overall dimensions $16 \times 16 \times 26 \mathrm{~m}^{3}$ weighting $10000 t$, while the collaboration counts about 2000 scientists (2022).
- ATLAS (A Toroidal LHC ApparatuS) [34]:
is one of two general-purpose detectors at the LHC and is designed to exploit the full discovery potential of the LHC. The physics program ranges from precise measurements of Standard Model parameters to searches for new physics phenomena, produced during $p p$ collisions and HI collisions. After the completion of one of the most important inceptive goals for the ATLAS and CMS experiments, the discovery of the Higgs boson on 2012 [35], significant studies have been performed for investigating its properties, its interactions with other SM particles, the production and decay mechanisms etc. Besides Higgs physics, the electroweak sector of the SM (e.g accurate measurement W-mass) and flavor physics (e.g $t$-quark properties, B and D-mesons) are thoroughly investigated. Additionally, searches for new particles predicted from theories Beyond the Standard Model (e.g squarks predicted from SUSY) are employed and open physics questions like the matter-antimatter asymmetry (see also LHCb) or the existence of extra dimensions are addressed. The detector is 46 m long, 25 m high, 25 m wide and $7000 t$ heavy and more than 5500 scientists are members of the ATLAS experiment (2022).
- CMS (Compact Muon Solenoid) [36]:
is the second of the two general-purpose detectors at the LHC. The scientific goals for the CMS experiment coincides with ATLAS's and also covers the wide range of physics described above. However, CMS uses different technical solutions (tracking system, calorimeters, trigger architectures etc) and a different magnet system design for completing its goals. The CMS detector is 21 m long, 15 m high, 15 m wide and weighs $14000 t$, while a detailed description of the CMS subdetector systems is included in Sec. 3.3 The CMS collaboration has more than 5500 scientists (2022).
- FASER (ForwArd Search ExpeRiment) [37]:
is CERN's newest experiment, installed 480 m downstream from the ATLAS interaction point, during LS2. It is designed to search for light and weakly-interacting particles which may be produced along the beam axis during proton-proton collisions. Such particles, would not be detected from the ATLAS detector which has holes along the beamline to let
the proton beams through. Furthermore, new light particles may also be Long-Lived Particles (LLPs), travelling hundreds of meters before decaying to Standard Model particles and FASER aspires to detect them. Apart from that, a dedicated subdetector, FASER $\nu$, which operates in front of the main FASER detector, is designed to detect neutrinos which also avoid detection from the other LHC detectors. The aim of this subdetector is to provide interesting information about SM particles by detecting neutrinos for the first time at the LHC. The whole detector will be about 5 m long, while the collaboration currently (2022) consists of around 70 members. The experiment is expected to start taking data during Run 3 of the LHC.
- LHCb (Large Hadron Collider beauty) [38]:
is primarily oriented to study heavy flavour physics, especially $C P$ violation from CKM matrix measurements and rare decays of B hadrons (hadrons containing a $b$-quark). Such studies may provide hints for the solution of matter-antimatter asymmetry problem. Apart from that, a wide range of spectroscopic measurements (masses, widths, lifetimes etc) has been performed from the LHCb for both charm and beauty hadrons leading to the observation of most of the 59 new hadrons found at the LHC (including tetraquarks and pentaquarks) [39]. Additionally, even if it was not initially planned, the LHCb has accomplished studies and measurements not related with flavour physics, such as Electroweak W and Z bosons production or searches for new particles predicted from theories Beyond the Standard Model e.g dark photons. The detector consists of a series of subdetectors designed to detect mainly particles in the forward region, since $c \bar{c}$ and $b \bar{b}$ pairs are predominantly produced at small angles with respect to the beam-line. In total, the detector is 21 m long, 10 m high and 13 m wide weighting $5600 t$, while the collaboration counts about 1400 scientists (2022).
- LHCf (Large Hadron Collider forward) [40]:
is dedicated to performing measurements which are useful for understanding and interpreting data from large scale cosmic ray experiments (e.g Pierre Auger Observatory in Argentina). This is done by measuring neutral particles (e.g $\pi^{0}$ ) emitted in the very forward region of LHC collisions. Such collisions are similar to collisions taking place in the Earth's upper atmosphere between cosmic ray charged particles and air's nuclei. Therefore, LHC $f$ data are useful for the calibration of the hadron interaction models that are used for the description of ultra-high-energy cosmic ray collisions with the earth's atmosphere. The LHC $f$ detectors are placed on either side $\pm 140 \mathrm{~m}$ from the ATLAS interaction point and the collaboration has more than 30 scientists (2022).
- MoEDAL (MOnopole and Exotics Detector At the LHC) [41]:
has as priority on its physics program the direct searches for magnetic monopoles and other ionizing Stable (or pseudo-stable) Massive Particles (SMPs), predicted by theories Beyond the Standard Model (BSM). The MoEDAL detector is deployed around the intersection region of LHCb experiment and acts as giant camera sensitive only to new physics, as well as a trap for potential BSM particles. More than 60 scientists (2022) are involved in MoEDAL collaboration.
- TOTEM (TOTal cross section, Elastic scattering and diffraction Measurement at the LHC) [42]:
is dedicated to the precise measurement of the total proton-proton cross section by precisely measuring the elastic, inelastic and diffractive processes (see Fig. 2.11). Additionally, a detailed exploration of proton's structure is attempted by measuring protons
emerging from the collision point in the region very close the particles beam (forward region) and is inaccessible by other LHC experiments. For this purpose, TOTEM subdetectors are spread across $\sim 450 \mathrm{~m}$ around the CMS interaction point (4 T1 and T2 telescopes, 26 Roman pot detectors) and the collaboration has about 100 scientists (2022).
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## Chapter 3

## Particle detectors - The CMS experiment

As already discussed in the previous chapter, the LHC boosts particle beams to high energies before they are made to collide inside particle detectors. In such high energy particle physics experiments, detectors are devices used to detect, track, identify and measure specific attributes (energy, momentum, etc) of particles produced in collisions [1].

The detection of the produced particles is based on their interactions with matter. This chapter starts (Sec. 3.1) with a brief introduction to the main interaction mechanisms of charged particles (e.g $\pi^{ \pm}$), radiation (photons) and neutral particles (e.g $n$ ) in matter. For each particle type, there is not only a wide range of relevant processes occurring when passaging through matter, but also different interaction mechanisms at different energies might be dominant. For this reason, modern particle detectors usually consist of layers of subdetector systems, each designed to detect specific type of particles or even more specialized to measure particular properties of a particle. A comprehensive overview of the different types of detectors used at accelerator particle physics experiments is presented in Sec. 3.2. Finally, Sec. 3.3 focuses on the details of the CMS detector subsystems.

### 3.1 Particle and radiation interactions with matter

### 3.1.1 Interactions of charged particles with matter

When charged particles pass through matter, they lose kinetic energy due to interactions with the bound electrons leading to ionization or excitation of the medium's atoms. The case of excitation is accompanied with the subsequent low-energy photon emission which may be detected in an appropriate apparatus. On the other hand, in the case of ionization the amount of transferred energy is so large, that the bound electrons are liberated from the atom. The maximum possible kinetic energy transfer to an electron (at rest) in a single collision $W_{\max }$, depends on the mass $M$ of the incident particle and its velocity [2]:

$$
\begin{equation*}
W_{\max }=\frac{2 m_{e} c^{2} \beta^{2} \gamma^{2}}{1+2 \gamma m_{e} / M+\left(m_{e} / M\right)^{2}} \tag{3.1}
\end{equation*}
$$

where $m_{e}$ is the electron's mass ( $m_{e}=0.511$ $\mathrm{MeV} / \mathrm{c}^{2}$ ) and $\beta, \gamma$ are the relativistic kinematic variables for the incident particle ( $\beta=$ $\left.v / c, \quad \gamma=1 / \sqrt{1-\beta^{2}}\right)$. For low energies $\left(2 \gamma m_{e} \ll M\right)$ and for incident particles heavier than electrons $\left(M>m_{e}\right)$, the $W_{\max }$ can be approximated by $W_{\max } \approx 2 m_{e} c^{2} \beta^{2} \gamma^{2}$, while


Figure 3.1: Mean energy loss rate for muons, pions and protons in liquid hydrogen ( $H_{2}$ ), gaseous helium (He), carbon (C), aluminium $(A l)$, iron $(F e)$, tin ( $S n$ ) and lead $(P b)$ [2]. for high energies $\left(2 \gamma m_{e} \gg M\right)$ the approximation is $W_{\max } \approx M c^{2} \beta^{2} \gamma$. As a quantitative example, let's consider an incident muon $\left(M_{\mu}=105.66 \mathrm{MeV} / \mathrm{c}^{2}\right)$ with relativistic factor $\gamma=10$ which corresponds to 1.06 GeV total energy. In that case, the low energy criterion $\left(2 \gamma m_{e} \ll M\right)$ holds and the maximum possible energy transfer to the electron is approximately 100 MeV [3].

For the description of charged particles' passage through matter, the average energy loss $d E$ per length $d x$ (also known as stopping power) is a quantity of practical interest and the result depends, inter alia, on the mass of the incident particles. Hence, the approach is different for heavy incident particles $\left(M \gg m_{e}\right)$, in contrast to the case of incident electrons, where special treatment is needed. Starting from relativistic heavy charged particles the average energy loss is approximated by the Bethe-Bloch equation [2]:

$$
\begin{equation*}
\left\langle-\frac{d E}{d x}\right\rangle=K z^{2} \frac{Z}{A} \frac{1}{\beta^{2}}\left[\frac{1}{2} \ln \frac{2 m_{e} c^{2} \beta^{2} \gamma^{2} W_{\max }}{I^{2}}-\beta^{2}-\frac{\delta(\beta \gamma)}{2}\right] \tag{3.2}
\end{equation*}
$$

where $K$ is a constant factor ${ }^{1}, z$ is the incident's particle charge number, $Z$ and $A$ are the atomic number and atomic mass of the absorber respectively, $I$ is the mean excitation energy which depends on the absorber material ${ }^{2}$ and $\delta(\beta \gamma)$ is the density-effect correction to ionization energy

[^8]loss $^{3}$. The units for $-d E / d x$ are $\mathrm{MeVg}^{-1} \mathrm{~cm}^{2}$. Figure 3.1 shows the mean energy loss rate for various incident particles with respect to their momentum in different absorber materials. The Eq. 3.2 is only an approximation of the energy loss of heavy charged particles by ionization and excitation, which give accurate results for incident particles with velocities $\beta \gamma<1000$ (where radiative effects become important) and $\beta \gamma>0.1$ (where they become comparable with atomic electron velocities), while additional correction terms may be added for the extension of the formula to lower energies. Nevertheless, even for $(0.1<\beta \gamma<1000)$ large fluctuations from the above mean value may exist especially for thin absorbers. The energy loss probability distribution by ionization and excitation for a single particle is described by a Landau (or Landau-Vavilov) distribution. Thus, in that case, instead of the average energy loss, the most probable energy loss should be used [2]:
\[

$$
\begin{equation*}
\Delta E_{p}=\xi\left[\ln \frac{2 m_{e} c^{2} \beta^{2} \gamma^{2}}{I}+\ln \frac{\xi}{I}-\beta^{2}-\delta(\beta \gamma)+0.2\right] \tag{3.3}
\end{equation*}
$$

\]

where $\xi=\frac{K}{2} \cdot \frac{Z}{A} \cdot z^{2} \cdot \frac{x}{\beta^{2}}$ for a detector with thickness $x$ in $g \mathrm{~cm}^{-2}$.
The passage of electrons (and positrons) through matter needs to be investigated separately, since now the mass of the incident particles is the same as the target particles (atomic electrons). Although at low energies the incident particles ( $e^{-} / e^{+}$) primarily lose energy by ionization, there are also other interaction mechanisms present: Møller scattering ( $e^{-} e^{-} \rightarrow e^{-} e^{-}$), Bhabha scattering ( $e^{+} e^{-} \rightarrow e^{+} e^{-}$) and positron annihilation ( $e^{+} e^{-} \rightarrow \gamma \gamma$ ). Furthermore, the bremsstrahlung (discussed below) plays significant role for electrons and positrons even at low energies (MeV range). The energy loss by ionization for electrons is approximated by [2]:

$$
\begin{equation*}
\left\langle-\frac{d E}{d x}\right\rangle=\frac{1}{2} K \frac{Z}{A} \frac{1}{\beta^{2}}\left[\ln \frac{m_{e} c^{2} \beta^{2} \gamma^{2}\left\{m_{e} c^{2}(\gamma-1) / 2\right\}}{I^{2}}+\left(1-\beta^{2}\right)-\frac{2 \gamma-1}{\gamma^{2}} \ln 2+\frac{1}{8}\left(\frac{\gamma-1}{\gamma}\right)^{2}-\delta\right] \tag{3.4}
\end{equation*}
$$

where the maximum possible energy transfer $W_{\max }$ has been replaced with $m_{e} c^{2}(\gamma-1) / 2$ (factor 2 because primary and secondary electrons are indistinguishable). In the case of positrons, the relevant equation is [2]:
$\left\langle-\frac{d E}{d x}\right\rangle=\frac{1}{2} K \frac{Z}{A} \frac{1}{\beta^{2}}\left[\ln \frac{m_{e} c^{2} \beta^{2} \gamma^{2}\left\{m_{e} c^{2}(\gamma-1)\right\}}{2 I^{2}}+2 \ln 2-\frac{\beta^{2}}{12}\left(23+\frac{14}{\gamma+1}+\frac{10}{(\gamma+1)^{2}}+\frac{4}{(\gamma+1)^{3}}\right)-\delta\right]$
where the maximum possible energy transfer $W_{\max }$ has been replaced with $m_{e} c^{2}(\gamma-1)$. Figure 3.2 shows the fractional energy loss for electrons and positrons per radiation length ${ }^{4}$ in lead as a function of their energy, for the different interaction mechanisms.

As already mentioned, the equations above are only approximations for the energy loss by excitation and ionization. Although they form the basis for such calculations, for more accurate results a detailed consideration of additional effects and special conditions is needed. An exhaustive discussion of such effects is beyond the present scope due to their extent and their dependence on the incident particles' and the various materials' properties. In order to give an insight of the additional phenomena that need to be taken into account, only three of them are remarked here. First of all, when a significant fraction of the incidents' particles energy is transferred to the primarily produced electrons, then the latter (also

[^9]known as knock-on electrons or $\delta$ rays) may cause additional (secondary) ionization and subsequently the total ionization consists of both primary and secondary ionization products [5]. The second example, is the energy loss caused by deflections (multiple scattering) of the incident particle in the Coulomb field of the nuclei and electrons of the material, leading to very small deviations from their original path. Finally, an example of special conditions to be considered exist when the incident charged particles pass through a channelled crystal, since the energy loss is different in the case of aligned than in non-aligned substance [3].

When traversing the material, the charged particles are confronted with the electric field of atomic nuclei which cause their deceleration and subsequently they emit electromagnetic radiation, also known as bremsstrahlung. For high energies, the energy loss by bremsstrahlung for charged particles


Figure 3.2: Fractional energy loss for electrons and positrons per radiation length in lead as a function of their energy [2]. with mass $M$, energy $E$ and charge number $z$ can be approximated by [3]:

$$
\begin{equation*}
-\frac{d E}{d x}=4 \alpha \cdot N_{A} \cdot \frac{Z^{2}}{A} \cdot z^{2}\left(\frac{1}{4 \pi \epsilon_{0}} \cdot \frac{e^{2}}{M c^{2}}\right)^{2} \cdot E \cdot \ln \frac{183}{Z^{1 / 3}} \tag{3.6}
\end{equation*}
$$

where $\alpha$ is the fine-structure constant ( $a=\frac{1}{4 \pi \epsilon_{0}} \cdot \frac{e^{2}}{\hbar c} \approx 1 / 137$ ), $N_{A}$ is the Avogadro number $\left(N_{A}=6.022 \cdot 10^{23} \mathrm{~mol}^{-1}\right)$ and $\epsilon_{0}$ is the permittivity of free space $\left(\epsilon_{0}=8.85 \cdot 10^{-12} \mathrm{~F} \cdot \mathrm{~m}^{-1}\right)$. In Eq. 3.6 energy loss by bremsstrahlung is inversely proportional to the mass of the incident particle squared and inevitably it is quite significant for electrons (see also Fig. 3.2) due to their small mass. Further corrections to the above approximation can be obtained when considering also the bremsstrahlung emitted due to interactions of the incident particles with the target material electrons' electric field, which imposes the replacement of $Z^{2}$ with $Z^{2}+Z$. It should also be pointed out that the energy loss by bremsstrablung is proportional to the energy of the incident particles, in contrast to the ionization energy which is proportional to the logarithm of the same quantity. In the case of electrons, the energy where the energy loss by bremsstrahlung is equal to the energy loss by ionization is called critical energy $\left(E_{c}\right)$ e.g $E_{c}=84 \mathrm{MeV}$ for air and $E_{c}=83 \mathrm{MeV}$ for water.

Apart from bremsstrahlung, further energy loss is caused by direct electron-pair production and photonuclear interactions. The former refers to the creation of electron-positron pairs by virtual photons in the nuclei's Coulomb field and can be parametrized as [3]:

$$
\begin{equation*}
-\frac{d E}{d x}=b(Z, A, E) \cdot E \tag{3.7}
\end{equation*}
$$

where $b(Z, A, E)$ is a parameter with small variations at high energies and $E$ is the energy of the incident particle. For high energy muons the losses due to this process is even more important than bremsstrahlung losses e.g for muons with $E=100 \mathrm{GeV},-d E / d x$ from direct electron-pair production is $0.3 \mathrm{MeV} /\left(\mathrm{g} / \mathrm{cm}^{2}\right)$. As far as the energy losses due to photonuclear interactions are concerned, they are caused by inelastic interactions of the incident charged particles via
virtual gauge photons with the nuclei of the target material. This effect plays important role only for leptons and the parametrization here is identical as in Eq. 3.7. For example for muons with $E=100 \mathrm{GeV}$ in iron $(F e)$ which has $b=0.4 \cdot 10^{-6} \mathrm{~g}^{-1} \mathrm{~cm}^{2}$, the $-d E / d x$ from photonuclear interactions is equal to $0.04 \mathrm{MeV} /\left(\mathrm{g} / \mathrm{cm}^{2}\right)$ [3].

Finally, the total energy loss for charged passing through matter by the above mechanisms can be parametrised as [3]:

$$
\begin{equation*}
-\left.\frac{d E}{d x}\right|_{\text {total }}=-\left.\frac{d E}{d x}\right|_{\text {ion. }}-\left.\frac{d E}{d x}\right|_{\text {brems. }}-\left.\frac{d E}{d x}\right|_{\text {pair-prod. }}-\left.\frac{d E}{d x}\right|_{\text {photonucl. }}=\alpha(Z, A, E)+b(Z, A, E) \cdot E \tag{3.8}
\end{equation*}
$$

where $\alpha(Z, A, E)$ represents the energy loss described by Eq. 3.2 and is proportional to the logarithm of the incident particles' energy $E$, while $b(Z, A, E)$ is the sum over the other three processes described above: bremsstrahlung, direct electron-pair production and photonuclear interactions which are all proportional to the incident particles energy (see Eq. 3.6, 3.7).

As a conclusion to this subsection, three additional physics processes are defined. These are responsible for further energy losses of charged particles which might be utilized not only for particle detection, but also for applications in other fields (e.g synchrotron radiation is widely used for solid state or medical physics etc) [3]:

- Synchrotron radiation: the electromagnetic radiation emitted when charged particles are accelerated radially (see also Sec. 2.2 and Eq. 2.8). The energy loss per revolution in a circular accelerator with radius $R$ for an electron with energy $E$ is:

$$
\begin{equation*}
\Delta E[\mathrm{MeV}] \approx 0.0885 \frac{E^{4}\left[\mathrm{GeV}^{4}\right]}{R[\mathrm{~m}]} \tag{3.9}
\end{equation*}
$$

For example, for the Large Electron-Positron (LEP) collider at CERN with radius $R=3.1$ km and beam energy $E=100 \mathrm{GeV}$, the above equation gives $\Delta E=2.85 \mathrm{GeV}$ per revolution. Correspondingly, for proton beams the energy loss per revolution is:

$$
\begin{equation*}
\Delta E[M e V] \approx 0.0885\left(\frac{m_{e}}{m_{p}}\right)^{4} \frac{E^{4}\left[G e V^{4}\right]}{R[m]} \tag{3.10}
\end{equation*}
$$

which gives 6 keV energy loss per revolution for proton beams of $E=7 \mathrm{TeV}$ at the LHC.

- Cherenkov radiation: the electromagnetic radiation emitted when charged particles traverse a medium of refractive index $n$ with velocity $v$ which is larger that the velocity of light $c / n$ in that particular medium. The energy loss due to Cherenkov radiation is small (only few \%) compared to that from ionization and excitation.
- Transition radiation: the electromagnetic radiation emitted when charged particles cross the boundary between media with different optical properties. The energy loss by transition energy is usually extremely small in comparison with the rest energy loss interaction mechanisms.


### 3.1.2 Interactions of photons with matter

Photon interactions with matter are fundamentally different from what described above for charged particles. For photon energies beyond the ultraviolet range, the three main interaction mechanisms are:

- photoelectric effect: $\gamma+$ atom $\rightarrow$ atom $^{+}+e^{-}$
- Compton scattering: $\gamma+e^{-} \rightarrow \gamma+e^{-}$
- pair production: $\gamma+C F \rightarrow e^{-}+e^{+}+C F$
where $C F$ is the nucleus's or atomic electron's Coulomb Field.
Each physical process is dominant at different energy regime: the photoelectric effect at low energies $E_{\gamma}<100 \mathrm{keV}$, the Compton scattering at medium energies $E_{\gamma} \approx 1 \mathrm{MeV}$ and the pair production at high energies $E_{\gamma} \gg 1 \mathrm{MeV}$. Before proceeding to a more detailed inspection of those interactions, it is of purpose to note that in the cases where the photons are absorbed (photoelectric effect and pair production), the photon beam intensity is attenuated according to the following formula [3]:

$$
\begin{equation*}
I=I_{0} e^{-\mu x} \tag{3.11}
\end{equation*}
$$

where $x$ is the penetration depth and $\mu$ is the attenuation coefficient which parametrizes how easily the specific material can be penetrated by the photon beam and is proportional to the atomic density $N$ of the material and strongly dependent on the photon energy.

To begin with, the photoelectric effect refers to the case where the incident photon is completely absorbed by an atomic electron. This process is forbidden for free electrons due to momentum conservation, but is allowed for atomic electrons because of the presence of atomic nucleus which serves as third collision partner. The cross section for the photoelectric effect, considering an electron in the atom's K (innermost) shell, is given by the non-relativistic Born approximation [3]:

$$
\begin{equation*}
\sigma_{\text {p.e. }}^{K}\left[\frac{\mathrm{~cm}^{2}}{\text { atom }}\right]=\left(\frac{32}{\epsilon^{7}}\right)^{1 / 2} \alpha^{4} \cdot Z^{5} \cdot \sigma_{T h}^{e} \tag{3.12}
\end{equation*}
$$

where $\epsilon$ is the reduced photon energy $\left(\epsilon=E_{\gamma} /\left(m_{e} c^{2}\right)\right)$ and $\sigma_{T h}^{e}=6.65 \cdot 10^{-25} \mathrm{~cm}^{2}$ is the Thomson cross section for the elastic photon-electron scattering. Further corrections are required to the above approximation close to the absorption edges, while for higher photon energies $\left(E_{\gamma} /\left(m_{e} c^{2}\right) \gg 1\right)$, the relevant cross section is approximated by [3]:

$$
\begin{equation*}
\sigma_{p . e .}^{K}=4 \pi r_{e}^{2} \cdot Z^{5} \cdot \alpha^{4} \cdot \frac{1}{\epsilon} \tag{3.13}
\end{equation*}
$$

where $r_{e}$ is the classical electron radius $\left(r_{e}=\frac{1}{4 \pi \epsilon_{0}} \cdot \frac{e^{2}}{m_{e} c^{2}} \approx 2.82 \mathrm{fm}\right)$. The occurrence of the photoelectric effect may also initiate additional phenomena, since the removal for example of a K-shell electron, will leave a vacancy in that atom's shell. This vacancy may then be filled by an electron from an outer (e.g L) shell and the energy difference may be transformed to characteristic $X$ rays or it can be transferred to an electron at another shell and liberate it from the atom (Auger electron).

As Compton scattering is indicated the collision of a photon with a weakly bound electron, with the incident photon transferring fraction of its energy to the electron and being deflected from its original path. Assuming that the target electron is free and initially at rest, the total cross section for Compton scattering is [3]:

$$
\begin{equation*}
\sigma_{C}^{e}\left[\frac{c m^{2}}{\text { electron }}\right]=2 \pi r_{e}^{2}\left[\left(\frac{1+\epsilon}{\epsilon^{2}}\right)\left\{\frac{2(1+\epsilon)}{1+2 \epsilon}-\frac{1}{\epsilon} \ln (1+2 \epsilon)\right\}+\frac{1}{2 \epsilon} \ln (1+2 \epsilon)-\frac{1+3 \epsilon}{(1+2 \epsilon)^{2}}\right] \tag{3.14}
\end{equation*}
$$

The cross section for the Compton scattering off an atom is the above cross section scaled by the number of electrons in the atom $(Z)$ [3]:

$$
\begin{equation*}
\sigma_{C}^{a t o m}=Z \cdot \sigma_{C}^{e} \tag{3.15}
\end{equation*}
$$

For a scattering angle $\theta_{\gamma}$, the ratio of the scattered photon's energy over the incident photon's energy is [3]:

$$
\begin{equation*}
\frac{E_{\gamma}^{s c .}}{E_{\gamma}^{\text {inc. }}}=\frac{1}{1+\epsilon\left(1-\cos \theta_{\gamma}\right)} \tag{3.16}
\end{equation*}
$$

which means that the maximum energy transfer to the electron is achieved for backscattering $\left(\theta_{\gamma}=\pi\right)$. Apart from the normal Compton scattering, there is also the inverse Compton scattering, where a high-energy electron (e.g in the keV or MeV range) collides with a lowenergy photon (e.g in the eV range) and transfers amount of its kinetic energy causing the shift of the photon to higher frequencies (blueshift).

The pair production process, refers to the disappearance of the incident photon with the production of an electron-positron pair in the Coulomb field of a nucleus or an electron. In the former case (nucleus Coulomb field), the momentum conservation imposes that the photon's energy must exceed the threshold of $2 m_{e} c^{2}$, while in the latter (electron Coulomb field) the threshold is $4 m_{e} c^{2}$. It should be noted that the pair production in the electron's Coulomb field is strongly suppressed compared to pair production in the nucleus's Coulomb field. The cross section for pair production from material's atoms taking into account the screening effect (i.e., the screening of nuclear charge by atomic electrons) can be approximated by [3]:

$$
\begin{equation*}
\sigma_{\text {pair }}\left[\frac{\mathrm{cm}^{2}}{\text { atom }}\right]=4 \alpha r_{e}^{2} Z^{2}\left(\frac{7}{9} \ln \frac{183}{Z^{1 / 3}}-\frac{1}{54}\right) \tag{3.17}
\end{equation*}
$$

There are also further interactions of photons, like Rayleigh scattering (coherent scattering of photons with bound electrons where


Figure 3.3: Cross sections as a function of energy for the following photon interactions in lead: photoelectric effect (p.e.), Rayleigh scattering, Compton scattering, pair production in nuclear $\left(\kappa_{n u c}\right)$ or electron $\left(\kappa_{e}\right)$ field and photonuclear interactions [2]. the atom is neither ionized nor excited, in contrast to Compton scattering which is incoherent) or photonuclear interactions (interactions of photons not with the electrons but with the nuclei of the atoms). However, such interactions are governed by low cross sections as shown in Fig. 3.3.

### 3.1.3 Strong interaction of hadrons

Besides the electromagnetic interactions of charged particles with matter, in the case of incident hadrons, there are also strong interactions. Such interactions, play a significant role in the detection of hadrons, charged (e.g $p$ ) and neutral (e.g $n$ ), at high energy physics experiments. The total proton-proton cross section at the LHC has already been extensively discussed in Sec. 2.3.2 (see also Eq. 2.9), while in the case of inelastic cross sections the absorption of hadrons in matter is described by [3]:

$$
\begin{equation*}
N=N_{0} e^{-x / \lambda_{I}} \tag{3.18}
\end{equation*}
$$

where $x$ is the penetration depth and $\lambda_{I}$ is the interaction length which can be calculated using the inelastic cross section as [3]:

$$
\begin{equation*}
\lambda_{I}=\frac{A}{N_{A} \cdot \rho \cdot \sigma_{\text {inel }}} \tag{3.19}
\end{equation*}
$$

Similarly, using the total cross section instead of only the inelastic part, the collision length $\lambda_{T}$ can be defined:

$$
\begin{equation*}
\lambda_{T}=\frac{A}{N_{A} \cdot \rho \cdot \sigma_{t o t}} \tag{3.20}
\end{equation*}
$$

The utility of strong interactions in hadron detection will become more clear in Sec. 3.2.6, where the hadron calorimeter principles are discussed.

### 3.2 Detector types

Each interaction process presented in Sec. 3.1 can be used as a basis for particle detection. In this subsection, an overview of the main detector technologies commonly used at accelerator particle physics experiments is attempted. The aim is not to provide a complete list of detector types or specifications for particular categories, but rather to point out the basic detector concepts, most of which will help to analyse the CMS subdetector systems in Sec. 3.3.

### 3.2.1 Photon detectors

The detection of photons with energies in the visible or the ultraviolet range i.e., $E$ of few $e V$ or few $k e V$, is usually based on the photoelectric or the photoconductive effect ${ }^{5}$. The electric signal (photoelectrons) produced by photons incident to a photocathode material (e.g $C s I, S b R b C$ etc), is amplified to detectable levels before it is collected. Two important parameters commonly used for the evaluation of a photodetector are the quantum efficiency ( $\epsilon_{Q}$ ) which is the mean number of primary photoelectrons produced per incident photon and the collection efficiency ( $\epsilon_{C}$ ) which is the overall acceptance factor other than the production of photoelectrons. The energy resolution for a photodetector is given by [2]:

$$
\begin{equation*}
\frac{\sigma(E)}{\langle E\rangle}=\sqrt{\frac{f_{N}}{n_{\gamma} \epsilon_{Q} \epsilon_{C}}+\left(\frac{N_{e}}{G n_{\gamma} \epsilon_{Q} \epsilon_{C}}\right)^{2}} \tag{3.21}
\end{equation*}
$$

under the assumption that the electronic noise $N_{e}$ and the statistical fluctuations in the amplification process are described by a Poisson distribution for $n_{\gamma}$ incident photons. The $f_{N}$ (excess noise factor) in the above equation represents the contribution to the energy distribution variance from the amplification statistics, while $G$ (Gain) is the number of electrons collected for each photoelectron produced. Three of the main detector technologies based on the above concept are: vacuum photodetectors, gaseous photon detectors and solid-state photon detectors.

## - Vacuum photodetectors:

- Photomultiplier Tubes (PMTs): the incident photons hit the photocathode material which is emplaced either to the interior surface of a transparent window which allows the entrance of photons (transmission-type PMT) or on a separate surface (reflection-type PMT), causing the production of photoelectrons via the photoelectric effect. Each photoelectron is then accelerated by an electric field and focused onto a secondary-emission electrode (dynode), causing the emission of secondary electrons (typically 3 to 5 secondary electrons). The multiplication process is repeated several times until a sufficient number of electrons has been produced. Finally, the electrons are collected at the anode and are delivered to an external circuit.
- Microchannel Plates (MCPs): in the intermediate region between the transmissiontype photocathode and the anode plane, there is one or more highly resistive thick $(\sim 2 \mathrm{~mm})$ glass plates with a regular array of tiny $(\sim 10 \mu \mathrm{~m})$ cylindrical holes (microchannels). By applying a strong electric field across the MCP, the inner surface of each individual microchannel operates as a continuous dynode electron multiplier.

[^10]Therefore, the production of photoelectrons in the photocathode or in the inner wall of a microchannel, generates entire cascades of electrons through the microchannels, which are collected on the opposite side of the plate where the anode is emplaced.

- Hybrid Photon Detectors (HPDs): a combination of PMT with a silicon (Si) sensor, where each single photoelectron produced at the PMT photocathode, is accelerated via a potential difference and then penetrate the silicon sensor (anode). The traversing of electrons through the sensor's material create $e-h$ pairs which are collected and processed with the process described in Sec. 3.2.5. The reason for such configuration (hybrid) is the compound of large sensitivity provided by the PMTs, with the excellent spatial and energy resolution of the Si sensors.
- Gaseous photon detectors: in a gaseous photomultiplier (GMP), the incident photons hit the photocathode (e.g same way as in PMT's) and the produced photoelectrons traverse a gas mixture generating avalanches of secondary impact-ionization electrons. The whole avalanche process and the collection of ionization products will be described in detail in Sec. 3.2.4, since they are identical to the processes of gaseous tracking detectors.
- Solid-state photon detectors: one of the most widely used type of particle detector for light detection in high energy physics is the Silicon Photodiodes (PD). The detection of light is based on the photoconductive effect, where incident photons with energies greater than the indirect bandgap energy, create $e-h$ pairs. In the simplest case, a PD is a reverse-biased $p-n$ junction and the produced $e-h$ pairs are collected on the $p$ and $n$ sides respectively. (see Sec. 3.2.5 for more details).


### 3.2.2 Scintillators

Scintillators are widely used in high energy physics as ionizing radiation detectors. As discussed in Sec. 3.1, one of the main energy loss mechanisms for particles (e.g electrons) interacting with matter, is the excitation of material's atoms and molecules. In general, a scintillation detector performs the following two operations: firstly, it converts the excitation caused by the energy loss of a particle traversing the detector's material into a number of photons in the visible or near the visible range, and secondly, it transfers those photons (directly or via a light guide) to photon detectors described above (photomultipliers, photodiodes etc). Among the important parameters commonly used for the characterization of a scintillator, are the scintillation efficiency $\left(\epsilon_{s c}\right)$ which is the ratio of the emitted photons' energy to the total energy absorbed by the scintillator, the light output $L_{p h}$ which is the number of photons measured per 1 MeV of energy absorbed by the scintillator and the characteristic wavelength(s) $\lambda_{e m}$ (more than one in some cases) of the emission spectrum. The decay time $\tau_{D}$ and the rise time $\tau_{R}$ of the scintillation light (which are characteristic of the scintillation material) are of practical interest, too. The resolution for a scintillator is given by [1]:

$$
\begin{equation*}
\frac{\sigma_{E}}{E}=\sqrt{\frac{f_{N}}{N_{p e}}+\left(\frac{\sigma_{e}}{E}\right)+\Delta^{2}} \tag{3.22}
\end{equation*}
$$

where $E$ is the energy deposited to the scintillator, $f_{N}$ is the excess noise factor for the photodetector (see also Eq. 3.21), $N_{p e}$ is the number of photoelectrons generated in the photodetector by the scintillation light and by electronics noise, $\sigma_{e}$ is the noise from the read-out electronics and $\Delta$ parametrizes all the rest contributions e.g non-linear scintillator response etc. There are two
main classes of scintillators, organic and inorganic, with fundamentally different scintillation ${ }^{6}$ mechanisms.

- Organic: there are three types of organic scintillators: plastic, liquid and crystalline, with the scintillation arising with the transition from an excited molecular level, to the corresponding electronic ground state. In high energy physics, plastic scintillators are most commonly used, with a primary fluorescent emitter (fluor) emplaced in a plastic base containing aromatic rings ${ }^{7}$ such as polystyrene (PS) or polyvinyltoluene (PVT). The excitation of plastic base's substance, leads to the emission of light in the ultraviolet (UV) range with short attenuation length (several $m m$, see also 3.11 ). The radiation energy is then transferred to one or two fluors (also called fluorescent agents), for example oxazole, and re-emitted from them as light with larger attenuation length and larger wavelengths (typically in the optical range: $\sim 400 \mathrm{~nm}$, blue color). In that sense, fluors act as wavelength shifters i.e., they shift the scintillation light to wavelengths where the photodetectors have maximum sensitivity. The plastic scintillator densities, are typically in the range from 1.03 to $1.20 \mathrm{~g} \mathrm{~cm}^{-3}$ [2].
- Inorganic: scintillators based on inorganic substances are also widely used in high energy physics, mainly for the detection of electrons and photons at electromagnetic calorimeters (see Sec. 3.2.6). Inorganic scintillators are mostly crystals, pure (e.g CsI) or doped with other materials (e.g $C s I(T l)$ ), with much higher densities than the organic plastic scintillators, typically in the range from 4 to $8 \mathrm{~g} \mathrm{~cm}^{-3}$ [2]. Such high densities are required for applications relevant to high energy physics, since they provide high stopping power which is necessary for reducing the lateral spread of the high energy showers (see also Sec. 3.2.6) and therefore minimizing the leakage fluctuations achieving excellent energy resolution. Fast scintillation is another demand of high energy physics, since it affects the timing resolution ${ }^{8}$. The timing information is of great importance, especially at the Large Hadron Collider, playing a crucial role in the mitigation of pile-up effects, as well as particle identification, since the time development of particle showers is highly dependent on the interactions (electromagnetic, hadronic, etc). The scintillation mechanism in the case of inorganic scintillators, arises from electrons and holes, moving to the bottom of the conduction band or the top of the valence band respectively. In particular, the valence band is initially fully occupied and separated by several eV energy gap from the conduction band which is normally empty. The traverse of a charged particle or a high-energy photon (e.g $\gamma$ ray) will transfer electrons from the valence band to the conduction band, leaving a hole in the latter. Those electrons in the conduction band may recombine with the created hole, or they may form a bound state called exciton. Finally, the excitons are transferred through migrations in the crystal to the luminescent centres $^{9}$ (e.g $T l$ ) which then radiate the scintillation photons. Note that the energy can also be transferred to the luminescent centres directly by ionization [3].

[^11]
### 3.2.3 Cherenkov detectors

The applications of detectors using the Cherenkov radiation (see Sec. 3.1.1 for definition) span over a wide range: electromagnetic calorimeters, particle identification, tracking detectors etc. The two basic components of a Cherenkov detector are: the radiator which is the material traversed by the charged particle and the photodetector for the detection of the electromagnetic radiation. In general, any transparent material is a Cherenkov radiator candidate. For example, Cherenkov radiation is emitted in any scintillator material discussed above, however the Cherenkov light is $\sim 100$ times less intense than the scintillation light. For a charged particle with a relativistic factor $\beta=v / c$ ( $v$ is the particle's velocity) traversing a medium with refractive index $n$, Cherenkov radiation is emitted only if $\beta>1 / n$. The angle between the Cherenkov photons and the original track of the charged particle is called Cherenkov angle $\theta_{c}$ and is defined as [3]:

$$
\begin{equation*}
\cos \theta_{c}=\frac{1}{n \beta} \tag{3.23}
\end{equation*}
$$

where the maximum is reached for $\beta=1$ [3]:

$$
\begin{equation*}
\theta_{c}^{\max }=\arccos \frac{1}{n} \tag{3.24}
\end{equation*}
$$

which means that the emission of Cherenkov radiation of wavelenth $\lambda$ is possible only for materials with $n(\lambda)>1$. The choice of the radiator material, which depends on the application, takes into account several parameters apart from the refraction index, such as the material density and the radiation length. Therefore, various radiators from gases (e.g $H_{2}$ ), liquids (e.g water) and solids (e.g lead glass) are used for different applications. Based on whether they use the Cherenkov angle information or not, there are two classes of Cherenkov counters: threshold and imaging. In the latter case, which is widely used in high energy physics especially for particle identification, the fractional error for the particle velocity is [2]:

$$
\begin{equation*}
\frac{\sigma_{\beta}}{\beta}=\tan \theta_{c} \sigma\left(\theta_{c}\right) \tag{3.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma\left(\theta_{c}\right)=\frac{\left\langle\sigma\left(\theta_{i}\right)\right\rangle}{\sqrt{N_{p e}}} \oplus C \tag{3.26}
\end{equation*}
$$

where with $N_{p e}$ is noted, as usual, the number of photoelectrons generated in the photodetector, $\left\langle\sigma\left(\theta_{i}\right)\right\rangle$ is the average resolution for a single photoelectron and C accounts for other contributions like alignment term and hit ambiguities.

### 3.2.4 Gaseous detectors

All the gaseous detectors are based on the collection of the ionization products (generally after multiplication) i.e., electron-ion pairs, produced from the passage of a charged particle through the gas. In high energy physics, they are mostly used for charged particle tracking, in calorimeters and Cherenkov counters and also for transition radiation detection [1]. As discussed in 3.1.1 the total ionization consists of both primary and secondary (knock-on electrons) ionization products which form clusters. Although, the majority of such clusters contain only a single electron (primary ionization), the contribution of clusters with two or more electrons might be significantly larger to the total number of electrons produced. For example, for
minimum-ionizing particles (MIPs) ${ }^{10}$ traversing gas $N e$ at $\mathrm{NTP}^{11}$, the mean primary $\left(n_{p}\right)$ and the total number $\left(n_{T}\right)$ of electron-ion pairs per cm are $n_{p}=13, n_{T}=40$, while for $\mathrm{CO}_{2}$ they are $n_{p}=35, n_{T}=100$ respectively [2].

The electrons and ions which are produced in the ionization process, under the influence of an external electric field drift through the gas and lose energy due to scattering with gas atoms and molecules and therefore, the locally produced ionization diffuses by multiple collisions into the gas volume. In the presence of a homogeneous electric field $E$, electrons and ions acquire constant drift velocities, $u_{d r}^{e}$ and $u_{d r}^{i o n}$ towards the anode and cathode respectively, which are different due to their different masses. In the case of electrons, they are scattered isotropically in a collision with a drift velocity [1]:

$$
\begin{equation*}
u_{d r}^{e}=\frac{e}{m_{e}} E \tau \tag{3.27}
\end{equation*}
$$

where $\tau$ is the time between two collisions which is given by:

$$
\begin{equation*}
\tau=\frac{1}{N \sigma c} \tag{3.28}
\end{equation*}
$$

where the instantaneous velocities of electrons between collisions is approximated with $c, N$ is the density of gas molecules and $\sigma$ is the collision cross section. The values of the electron drift velocities have large variations for different gases and conditions e.g $u_{d r}^{e}=13 \mathrm{~cm} / \mu \mathrm{s}$ with $E=5 \mathrm{kV} / \mathrm{cm}$ in $C F_{4}$ and $u_{d r}^{e}=2 \mathrm{~cm} / \mu s$ with $E=5 \mathrm{kV} / \mathrm{cm}$ in $A r$. In the case of ions, different approximations have to be considered for low and high electric fields, but in general their drift velocity is typically three orders of magnitude less than electrons' drift velocity [2]. For low electric fields, the approximation is that ions of mass $m$ have a random energy close to thermal energy ${ }^{12}$ and the drift velocity is [1]:

$$
\begin{equation*}
u_{d r}^{i o n}=\left(m^{-1}+M^{-1}\right)^{1 / 2}(1 / 3 k T)^{1 / 2} e E /(N \sigma) \tag{3.29}
\end{equation*}
$$

where $M$ is the mass of the gas molecules and $k$ is the Boltzmann constant. For example, for $E=200 \mathrm{~V} / \mathrm{cm}$ typical values of ion drift velocities are around $4 \mathrm{~m} / \mathrm{s}[1]$. For high electric fields, it can be shown that the ion drift velocity is proportional to $\sim \sqrt{E}$. The above equations 3.27 and 3.29 hold under the assumption that there is only external electric field present, while in the presence of magnetic field they require strong modifications. Furthermore, for an individual ion or electron, the drift velocity deviates from the mean value and for the description of the diffusion of ionization in the gas volume, isotropic deviations may be assumed. That being the case, the evolution of diffusion in the $z$ direction starts at $t=0$ as a point-like cloud and after time $t$, the charge density distribution is given by a Gaussian distribution [1]:

$$
\begin{equation*}
N=(4 \pi D t)^{-3 / 2} \exp \left(\frac{-r^{2}}{4 D t}\right) \tag{3.30}
\end{equation*}
$$

with mean squared deviation in any direction from the cloud centre: $\sigma_{I}=\sqrt{2 D t}$, where $r=x^{2}+y^{2}+\left(z-u_{d r} t\right)^{2}$ and $D$ is the diffusion coefficient which depends on the gas mixture and the conditions like the electric field strength. In practice, the diffusion in the direction of the electric field (longitudinal diffusion) $D_{L}$ may be different from the one in the direction

[^12]perpendicular to the field (transverse diffusion) $D_{T}$ leading to anisotropic diffusion which might be utilized in various detector types.

In the following, a brief overview of the various gas detector technologies is presented.

- Multi-Wire Proportional Chambers (MWPCs): consist of a planar layer of anode wires (e.g tungsten wires) emplaced in the intermediate region between two cathodes (e.g metal foils). The electric field, apart from the potential difference between the anode and cathode, depends also on the capacitance of the anode wire, the wire-wire (typically few $\mu \mathrm{m}$ ) and the wire-anode/cathode (typically few mm ) spacing. As described above, the passage of charged particles through the gas volume (e.g mixture of argon, isobutane and freon) creates electron and ion pairs drifting in the direction of anode wires and cathode respectively. The signal originates primarily from the positive ions collected at the cathode. Multiwire proportional chambers can provide a localization of charged particle tracks with an accuracy of $\sim 50 \mu \mathrm{~m}$ for tracks perpendicular to the wire plane, degrading to $\sim 250 \mu \mathrm{~m}$ at $30^{\circ}$ [2]. The replacement of cathode pads with cathode strips, allows also the simultaneous reconstruction of a large number of particle tracks using multiple electronic channels [3].
- Drift Chambers (DCs): are manufactured in different geometries (planar, cylindrical, drift tubes, etc.) and are mainly used for the longitudinal position of a charged particle's track. The drift volume can be either separated from the amplification volume, or the gas mixture and the field wires are contained in a single volume where the particle passes. The basic principle stands on the fact that the time interval between the particle's passage through the chamber and the arrival of the charge cloud at the anode, depends on the point of passage. Drift chambers can provide longitudinal track measurements with a resolution of $\sim 100 \mu \mathrm{~m}$. In practice, multi-drift modules consisting of multiple layers of chambers may be used for providing the coordinates of segments of tracks and for particle identification through the total charge information [2].
- Micro-Pattern Gas Detectors (MPGDs): are tiny chambers where the wires have been replaced with parallel metal strips (microstrip gaseous detectors) laid on a thin substrate. Anode strips are arranged between the cathode strips (typical distance $\sim$ $100 \mu \mathrm{~m})$ allowing the fast collection of ions. Furthermore, the use of strips or pixels (pixel gaseous detectors) instead of planar cathodes allows the two-dimensional read-out with excellent spatial resolution of around $\sim 30 \mu m$ [2]. The two most widely used designs of micro-pattern gas detectors are: the Gas Electron Multiplier (GEM) and the Micromegas. The GEM detector is constructed of a kapton foil coated with copper on both sides, chemically perforated with holes of diameter typically in the range $50-200 \mu \mathrm{~m}$. When applying a potential difference between the two sides of GEM, each hole acts as an individual proportional counter which multiplies the charge. In practice, one or several layers of GEMs are emplaced in the intermediate region of a drift cathode and an anode, with the electrons produced from the passage of a charged particle through the gas (above the GEM foil), drifting into the GEM holes and starting avalanches. Finally most of the secondary electrons are collected at the anode, while most of the ions are collected at the GEM electrodes. In Micromegas detectors, the gas volume is divided by a thin metal grid (micromesh) in two regions: the drift region (typically $2-5 \mathrm{~mm}$ ) and the multiplication gap (typically 25-150 $\mu \mathrm{m}$ ). The former is the region where the electrons are released from primary ionization, before they drift through the mesh holes and amplified in the multiplication gap. Accordingly, the electrons are collected at the anode plane which is segmented into readout strips or pixels.
- Time Projection Chambers (TPCs): in contrast to the other tracking detectors which provide 2D measurements of charged particles tracks, time projection chambers provide full 3D measurements of the tracks. A TPC is made of a cylindrical or square chamber filled with gas (the working principles hold also for liquids), for example argonmethane $\left(\mathrm{Ar} / \mathrm{CH}_{4}\right)(90: 10)$ mixture, and divided in two halves by a central electrode. In cylindrical coordinates, a TPC can determine the $z$ coordinate from the arrival time of the drifted electrons, the radial coordinate $r$ from the position of the fired pad at the cathode which is intentionally segmented for this purpose and finally, the azimuthal angle $\phi$ from the coordinate along of the anode wire which is also segmented into pads. Apart from the track reconstruction, particle identification and measurement of momentum are feasible, using the energy deposit information and fitting the particle's trajectory in the presence of a magnetic field. Typical values for the spatial resolutions are $\sigma_{z}=1 \mathrm{~mm}$ and $\sigma_{r, \phi}=160 \mu \mathrm{~m}[3]$.
- Transition Radiation Detectors (TRDs): exploit the transition radiation (TR) (defined in Sec. 3.1.1) for the detection of highly relativistic particles crossing multiple surfaces (e.g a stack of polypropylene foils $\sim 20 \mu m$ thick). The electromagnetic transition radiation is in the X-ray range (typically few keV ), emitted close to the forward region and its intensity increases with $\gamma$. A simple TR detector is composed of a TR radiator (e.g polypropylene, carbon etc.) followed by an active layer of gas chambers containing mixture $X e$-rich mixture, which absorbs the incoming X-ray radiation (see also Sec. 3.2.1). In high energy physics, variants of TRDs are mainly used for particle identification (in particular electron) and as part of the tracker integral (e.g First Level Trigger of ALICE, Tracking System of ATLAS, etc).
- Resistive Plate Chambers (RPCs): is the last category of gaseous detectors presented here, which are widely used due to the excellent time and spatial resolution they provide. A Resistive Plate Chamber detector consists of two parallel electrode plates (usually phenolic-melaminic laminate (HPL)) with high resistivity ( $\rho=10^{9}-10^{13} \Omega \cdot \mathrm{~cm}$ ), separated by a gap (typically few $m m$ ) containing the gas mixture (e.g tetrafluorethane [1]) where the ionization process takes place. In practice, RPCs with multiple gaps (mRPCs) are also constructed, for ensuring high detection efficiency. A uniform electric field of several $\mathrm{kV} / \mathrm{mm}$ is established across the gap, while the readout electrodes (e.g pads, strips etc.) are emplaced behind the resistive electrodes for the detection of the signal created from the avalanche electrons. The response is quite fast, since there is no drift delay and the start of avalanche amplification is immediate. The time resolution for a single gap RPC with 2 mm gas gap is around $\sim 1 \mathrm{~ns}$, improved down to around $\sim 20 \mathrm{ps}$ for a mRPC with 0.1 mm gas gaps. For a single gap RPC typical values for the space resolution is around $\sim 100 \mu \mathrm{~m}$, scaled down to around $\sim 40 \mu \mathrm{~m}$ for mRPCs. Examples of applications of RPC detectors at the LHC, are their usage at the ATLAS and CMS muon detection systems [2].


### 3.2.5 Semiconductor detectors

Semiconductor detectors are basically ionization chambers with a solid state counting medium. In high energy physics they are most commonly used as position sensors, exhibiting excellent position resolution, but also as photodetectors. The passage of a charged particle or a photon through a semiconductor-based detector, for example silicon (Si) or germanium (Ge) based, will produce electron-hole pairs which under the influence of an externally applied electric field
will move towards the charge collection electrodes. In a semiconductor, the energy difference between the top of the valence band and the bottom of the conduction band is referred to as energy bandgap or simply bandgap (e.g 1.1 eV for $S i, 0.7 \mathrm{eV}$ for $G e$ ), with the energy required for the production of an electron-hole pair being proportional to its value.

Typical semiconductor detector structures are based on $p$-n junctions, where a depletion region (low concentration of free carriers) is formed at the interface between a p-type semiconductor (high concentration of free holes) and a n-type semiconductor (high concentration of free electrons). For p-n junctions operating at reverse bias (positive voltage applied to the n region) the depletion area increases, while for most detector applications the p electrode is highly doped and the n region is lightly doped, so that the depletion region extends mostly in the n region. The interaction of a photon with the depletion area or the crossing of a charged particle through this area, will produce electron-ion pairs which are separated by the electric field and are collected at the electrodes where they induce a current pulse. In a typical 300 $\mu m$ thick detector, the collection of electrons lasts about 10 ns and for holes around 25 ns are required, while the spatial resolution is around $5 \mu \mathrm{~m}$ [2]. Note also that the electrodes can be segmented in the form of pads/strips ( cm -scale) or pixels ( $\mu \mathrm{m}$-scale) and can be integrated on the same wafer where each one has its own read channel and therefore provide excellent position resolution even for larger structures. The CMS and ATLAS tracking systems include variants of semiconductor detectors for the precise reconstruction of charged particle trajectories.

Concerning the resolution of energy measurement for semiconductor detectors, it can be parametrized using three separate terms and approximated by [3]:

$$
\begin{equation*}
\sigma_{E}=\sqrt{\sigma_{e h}^{2}+\sigma_{\text {noise }}^{2}+\sigma_{c o l}^{2}} \tag{3.31}
\end{equation*}
$$

where $\sigma_{e h}$ stands for the statistical fluctuations of the number of charge carriers (electrons-holes) which are smaller than Poissonian fluctuations, $\sigma_{\text {noise }}$ is the contribution from electronics noise which may be reduced using low-noise electronics and $\sigma_{\text {col }}$ is the contribution of the collection of all other effects such as non-uniform charge collection efficiency.

### 3.2.6 Calorimeters

In high energy physics, the main tools for particle energy measurement of photons, electrons and hadrons are the calorimeters. In a calorimetric detector, the incident particles are completely absorbed by the material and their energy is transformed into measurable signal. The primary purpose of such a device is to sum the individual losses of the particle (e.g ionization, scintillation, Cherenkov radiation etc) and built up a signal which is related to the particle's initial energy. The interactions of high energy photons, electrons and hadrons with matter (see Sec. 3.1) lead to the production of a cascade of secondary lower energy particles. Therefore, the energy measurement corresponds to the detection of electromagnetic showers produced by electrons and photons which interact only through electromagnetic interactions ${ }^{13}$ and hadronic showers produced by strongly interacting particles hadrons. Accordingly, specialized calorimeter systems are developed for each case and are discussed separately below.

## Electromagnetic calorimeters

When high energy electrons pass through a thick absorber they lose energy almost exclusively by bremsstrahlung (see Fig. 3.2), while electron-positron pair production is the dominant

[^13]energy loss mechanism for high energy photons (see Fig. 3.3). In both cases, an electromagnetic cascade is initiated with the production of more electrons-positrons pairs and photons of lower energy, until the electron/positron energies fall below the critical energy $E_{c}$ (defined in Sec. 3.1.1) and subsequently the ionization and excitation become the dominant energy loss mechanisms terminating the new particle production. Accordingly, Compton scattering and photoelectric effect start to dominate among the photon energy loss mechanisms.

The radiation length $\left(X_{0}\right)$ is the characteristic interaction distance for an electromagnetic interaction ${ }^{14}$ ranging from $13.8 \mathrm{~g} \mathrm{~cm}^{-2}$ in Fe to $6.0 \mathrm{~g} \mathrm{~cm}^{-2}$ in $U$ [2]. For the description of the development of the electromagnetic "shower" of particles, it is convenient to use the penetration distance $x$ normalised to radiation lengths: $t=x / X_{0}$. Assuming a symmetric energy share between particles for each new particle generation step, the number of shower particles $N$ and the individual particle energy $E$ at depth $t$, are given by the equations [3]:

$$
\begin{equation*}
N(t)=2^{t}, \quad E(t)=E_{0} \cdot 2^{-t} \tag{3.32}
\end{equation*}
$$

where $E_{0}$ is the incident's particle energy. The position $t_{\max }$ where the new particle production stops is obtained by replacing $E$ with $E_{C}$ in the above equations and is typically few times larger than $X_{0}$. For this reason, electromagnetic calorimeters are designed 15-30 $X_{0}$ deep, in order to provide the maximum possible containment of the shower particles in its volume and absorb most of the incident particle's energy.

In the longitudinal direction, the energy deposition in the electromagnetic cascade is approximated by [2]:

$$
\begin{equation*}
\frac{d E}{d t}=E_{0} b \frac{(b t)^{a-1} e^{-b t}}{\Gamma(a)} \tag{3.33}
\end{equation*}
$$

where $\Gamma(a)$ is Euler's gamma distribution ${ }^{15}, a$ and $b$ are model parameters which can be obtained from simulation fittings ( $b \approx 0.5$ for heavy absorbers and $a$ is energy dependent). The transverse development of the electromagnetic cascade is mainly caused by multiple scattering of electrons and positrons and is commonly quantified using the Molière radius $R_{M}$ [2]:

$$
\begin{equation*}
R_{M}=X_{0} \frac{E_{s}}{E_{c}} \tag{3.34}
\end{equation*}
$$

where $E_{s}$ is given by $E_{s}=\sqrt{4 \pi / a} m_{e} c^{2} \approx 21 \mathrm{MeV}$. The physical meaning of the Molière radius is that on average about $90 \%$ of the shower energy is contained in a cylinder with radius $R_{M}$, or equivalently about $99 \%$ in $3.5 R_{M}$.

Electromagnetic calorimeters are classified into two categories: homogeneous and sampling. In a homogeneous calorimeter the total volume of the calorimeter material is sensitive to the deposited energy, acting both as absorber and detector. The aim is the production of a measurable signal from the particle's energy which is all deposited in the calorimeter volume, in the forms of scintillation light, ionization (charges) and Cherenkov light. Therefore, the construction of a homogeneous electromagnetic calorimeter is based on high-density inorganic scintillating crystals such as $P W O$, non-scintillating Cherenkov radiators such as lead glass, or ionizing noble liquids like liquid argon. Homogeneous electromagnetic calorimeters based on heavy scintillation crystal provide the best energy resolutions. A sampling calorimeter consists of two different materials with (in the simplest form) alternating layers: a passive which serves as absorber and

[^14]an active which generates the signal. For the latter, a scintillator, an ionizing noble liquid, a semiconductor, or a gas ionization detector may be selected. The passive material is usually a high-Z metal such as tungsten or lead. The advantage of sampling electromagnetic calorimeters is their relatively low cost, however their energy resolution is worse than the homogeneous calorimeters [2].

The energy resolution of an electromagnetic calorimeter is parameterized as [2]:

$$
\begin{equation*}
\frac{\sigma_{E}}{E}=\frac{S}{\sqrt{E}} \oplus \frac{N}{E} \oplus C \tag{3.35}
\end{equation*}
$$

where the symbol $\oplus$ means summation in quadrature. The $S$ is the stohastic term which stands for fluctuations arising from statistics such as photoelectron statistics. For homogeneous calorimeters $S$ is at the level of few per cent, while for sampling calorimeters it is typically in the range from 10 to $20 \%$. The term $N$ represents the electronics noise of the readout channels required for the shower measurement ( $<1 \%$ for CMS), and finally, the term $C$ is a constant factor accounting for systematic effects such as detector non-uniformity and calibration uncertainties and can be generally maintained at below per cent level.

Although the primary goal of electromagnetic calorimeters is the energy measurement, they may also provide measurements of positions and directionality for electrons and photons. The position resolution is parameterized as [2]:

$$
\begin{equation*}
\sigma_{x}=\frac{S}{\sqrt{E}} \oplus C \tag{3.36}
\end{equation*}
$$

where $S$ is the stochastic term (typically from few $m m$ up to 20 mm ) and $C$ a constant factor (typically below 1 mm ). In general, position resolution depends on the Molière radius of the material and the transverse granularity of the calorimeter. The measurement of directionality is extremely important for the case of photons because they are not detected from tracking systems, since they are electrically neutral. Typical photon angular resolution is approximated by:

$$
\begin{equation*}
\sigma_{\theta}=\frac{45 \mathrm{mrad}}{\sqrt{E}} \tag{3.37}
\end{equation*}
$$

## Hadronic calorimeters

The main task of a hadronic calorimeter, is the energy measurement of charged and neutral hadrons. In an analogous way with electromagnetic showers, a high-energy hadron traversing the calorimeter material, will produce a hadronic cascade depositing its energy mostly through strong interactions.

As already pointed out in Sec. 3.1.3, the secondary particles in the hadronic shower are produced from inelastic hadronic processes. In particular, the hadronic interactions lead to the production of energetic secondary hadrons typically carrying a large fraction of the primary hadron momentum (i.e., GeV scale). Charged and neutral pions ( $\pi^{ \pm}, p^{0}$ ) are the majority of secondary hadrons, while other hadrons (kaons, protons, neutrons etc.) are also produced but at lower multiplicities. Secondary charged particles lose their energy either through ionization and excitation or in hadronic collisions with nuclei where they produce evaporation neutrons, spallation protons and neutrons, etc., with energies in the MeV scale.

Since the hadronic interactions are charge independent, on average $1 / 3$ of the produced pions are neutral ( $\pi^{0}$ ). These neutral pions then quickly ( $\sim 10^{-16} \mathrm{~s}$ ) decay into two photons $\left(p^{0} \rightarrow \gamma \gamma\right)$ and hence initiate an electromagnetic cascade which evolutes as a "subcascade"
in the hadronic shower according to the processes described above for the electromagnetic showers. In that sense, a fraction of the hadronic energy is transferred to the electromagnetic component and no longer contributes to the hadronic processes. The average energy fraction for the electromagnetic component is parametrized as [2]:

$$
\begin{equation*}
\left\langle f_{e m}\right\rangle=1-\left\langle f_{h}\right\rangle \tag{3.38}
\end{equation*}
$$

where the average energy fraction for the hadronic component $f_{h}$, is approximated by:

$$
\begin{equation*}
\left\langle f_{h}\right\rangle \approx\left(E / E_{0}\right)^{m-1} \quad\left(\text { for } \quad E>E_{0}\right) \tag{3.39}
\end{equation*}
$$

where $E$ is the incident's particle energy, $E_{0}$ is a parameter representing the average energy required for a pion production e.g 0.7 GeV for iron, 1.3 GeV for lead [3] and $m$ is a parameter which is dependent on the multiplicity of a collision and is typically in the range 0.80-0.87 [2]. For a shower of $100 \mathrm{GeV} f_{h}$ is of the order of 0.5 , while for a 1 TeV shower $f_{h}$ is around 0.3 [1].

Another important aspect of hadronic cascades, is that a substantial fraction of their energy which is typically in the range $20-40 \%$ cannot be detected in practical calorimeters remaining invisible. The main reason is that part of the hadron's energy, both for primary and secondary hadrons, is used to overcome the nuclear binding energies and does not contribute to the measurable energy. Furthermore, smaller contributions to the invisible energy fraction originate from particles escaping from the calorimeter like long-lived neutral particles (e.g neutrons) and neutrinos or decay products such as muons produced from pion/kaon decays and deposit only a small fraction of their energy in the calorimeter.

The longitudinal development of a hadronic shower is quantified using the interaction length $\lambda_{I}$ (see Eq. 3.19) which defines the mean free path between hadronic collisions. In comparison with the radiation length $X_{0}$, which is used in the case of electromagnetic shower, $\lambda_{I}$ is much larger, varying from $132.1 \mathrm{~g} \mathrm{~cm}^{-2}$ in $F e$ to $209 \mathrm{~g} \mathrm{~cm}^{-2}$ in $U$ [2]. Taking also into account that the depth of the calorimeter should cover many interaction lengths, it becomes clear that hadron calorimeters are much larger than electromagnetic and are typically designed at 5-10 $\lambda_{I}$. The energy deposition in the longitudinal direction for a hadronic cascade is a non-trivial task due to the complexity of the strong interactions, though it can be parameterized from the sum of two $\Gamma$ distributions, one with a characteristic interaction length $\lambda_{I}$ and the other with the radiation length $X_{0}$ (see also Eq. 3.33). Typically, for the containment of $98 \%$ of a 100 GeV scale hadronic shower, about $9 \lambda_{I}$ are required, while for the LHC multi- TeV scales about $10 \lambda_{I}$ are sufficient [1]. The transverse development in hadronic showers is also increased in comparison with electromagnetic, since there are contributions both from the electromagnetic component but also from the large transverse momentum transfers in nuclear interactions.

The energy resolution in a hadron calorimeter is significantly worse than in electromagnetic, due to large fluctuations in the hadron-shower development mainly caused by the different response of the calorimeter to electrons and hadrons. Let $h$ be the efficiency with which the hadronic energy is detected and $e$ the corresponding efficiency for electron detection, where in general $h \neq e$. This leads to the concept of compensation of the response i.e., design a calorimeter where $\langle h / e\rangle=1$, which is possible only for sampling calorimeters. This requires tuning of several variables in the calorimeter design, such as the adjustment of electromagnetic and hadronic sensitivity using appropriate sampling materials in order to obtain a near compensating calorimeter. For example, $D 0$ collaboration at Fermilab, had achieved a value of $\langle h / e\rangle=1.08$ for their $U / L A r$ sampling calorimeters [2]. The fractional energy resolution for a hadronic calorimeter is approximated by [2]:

$$
\begin{equation*}
\frac{\sigma}{E}=\frac{a_{1}(E)}{\sqrt{E}} \oplus|1-\langle h / e\rangle| \sigma_{f_{e m}} \tag{3.40}
\end{equation*}
$$

where $a_{1}$ is a coefficient lightly dependent on the energy and $\sigma_{f_{e m}}$ is the standard deviation for $f_{e m}$ (see Eq. 3.38). For the above $D 0$ example the resolution is $44 \% / \sqrt{E}$, while another example is the ATLAS hadron calorimeter which without compensation $(\langle h / e\rangle=1.37)$ has achieved a resolution of $42 \% / \sqrt{E}$ for pions [3].

### 3.3 The CMS detector



Figure 3.4: A schematic view of the CMS detector with the different components [8].

The Compact Muon Solenoid (CMS) detector (see also Sec. 2.3.2 and 2.3.3) has a symmetrical onion-like structure and is composed of several concentric layers of sub-detector systems. The overall layout of the CMS detector with the modular design is shown in Fig. 3.4. The 3.8 T Superconducting Solenoid is the central feature of the apparatus, which is 13 m long and has a 6 m internal diameter. Inside the bore of the superconducting solenoid, are accommodated the Tracker (Silicon Micro-strips and Pixels) and the Calorimeters (Electromagnetic and Hadron), while outside the solenoid are emplaced the Muon Detectors. To complete the coverage of the central part of the CMS detector (barrel), detector systems (calorimeters and muon detectors) are added on each side of the barrel cylinders (end-caps). The goals and the main characteristics of each subsystem are discussed in the following subsections.

The CMS detector has designed following few guiding principles in order to complete its broad physics programme. The main detector requirements for the different physics objects as described in Ref. [8], are:

- Muons: efficient identification, momentum and di-muon mass measurement with good resolution and precise muon charge determination.
- Charged Particles: efficient reconstruction for all the charged particles in the inner tracker, good resolution for the momentum measurement and more specifically for the $\tau$ lepton efficient triggering and offline tagging.
- Photons and Electrons: good resolution for the measurement of energy, di-photon mass and di-electron mass and efficient isolation of photon and lepton.
- MET and Jets: good resolution for the measurement of the missing-transverse-energy and the dijet mass, efficient triggering and offline tagging for the b-jets.

The nominal collision point is located at the center of CMS and defines the origin of the coordinate system adopted from the experiment. The beam direction coincides with the $z$-axis
pointing toward the Jura mountains from the LHC Point 5 , the $y$-axis pointing vertically upward and the $x$-axis pointing at the center of the LHC, as shown in Fig. 3.5. The $x y$ plane, also referred to as the transverse plane, is where the azimuthal angle $\phi$ is measured and transverse variables such as the transverse momentum $p_{T}$ are computed. The polar angle $\theta$ has its usual cylindrical coordinate definition and is measured from the $z$-axis. Besides the cartesian and the cylindrical coordinates, two extremely important quantities used for specifying the position are the rapidity $(y)$ and the pseudo-rapidity $(\eta)$. The rapidity is a kinematic quantity defined as:

$$
\begin{equation*}
y=\frac{1}{2} \ln \frac{E+p_{z}}{E-p_{z}} \tag{3.41}
\end{equation*}
$$

where $E$ is the scalar energy and $p_{z}$ is the $z$ component of the momentum. The key advantage of using rapidity is that rapidity differences are invariant with respect to Lorentz boosts along the beam axis ( $z$-axis). Note also that the transverse momentum $p_{x}$ and $p_{y}$, as well as the azimuthal angle $\left(\phi \equiv \tan ^{-1}\left(p_{x} / p_{y}\right)\right)$ are also invariant under boosts along the $z$ direction. Therefore, the angular separation defined as:

$$
\begin{equation*}
R=\sqrt{(\Delta \phi)^{2}+(\Delta y)^{2}} \tag{3.42}
\end{equation*}
$$

is a quantity invariant with respect to boosts along the $z$-axis. On the other hand, pseudorapidity is a geometric quantity defined as:

$$
\begin{equation*}
\eta=-\ln \left[\tan \left(\frac{\theta}{2}\right)\right] \tag{3.43}
\end{equation*}
$$

For highly relativistic particles i.e., particles travelling close to the speed of light or equivalently particles with negligible mass, equation $y \approx \eta$ holds. Hence, the motivation for using $\eta$ arises from the fact that although it is almost identical to $y$ in the high relativistic regime, it does not depend on kinematic variables and subsequently it can be quicker and faster estimated by far. However, pseudo-rapidity differences $\Delta \eta$ are invariant with respect to Lorentz boosts along the beam axis only for massless particles. Finally, few representative values for $\eta$ and its correspondence to the polar angle $\theta$ are shown in Fig. 3.6


Figure 3.5: The CMS coordinate system [9].
$\eta=0$


Figure 3.6: The correspondence between pseudo-rapidity ( $\eta$ ) and the polar angle ( $\theta$ ) [10].

### 3.3.1 Superconducting magnet

The CMS superconducting magnet is necessary for bending the trajectories of charged particles emerging from the collision point. In principle, the trajectory of a charged particle in a constant magnetic field $\vec{B}$ is a helix, as shown in Fig. 3.7. The purpose of employing such trajectory bend is twofold: firstly, the identification of the particle's charge since positively and negatively charges bend in opposite directions under the influence of the same $\vec{B}$ and secondly, the measurement of particle's momentum. In particular, the radius $R$ of the curvature of a particle with charge $z e$ in a constant magnetic field $\vec{B}$, is related to the particle's momentum component $P_{\perp}$ perpendicular to $\vec{B}$ and correspondingly to the total momentum $P_{\text {tot }}$ via [2]:

$$
\begin{equation*}
P_{\perp}[G e V / c]=0.3 \cdot z \cdot B[T] \cdot R[m], \quad P_{t o t}=\frac{P_{\perp}}{\cos \lambda} \tag{3.44}
\end{equation*}
$$



Figure 3.7: Trajectory of a charged particle in a constant magnetic field.
where $\lambda$ is the dip angle shown in Fig. 3.7. Hence, it becomes clear that the more momentum a particle has, the less its path is curved by the magnetic field (curvature $k \equiv 1 / R$ ).

The CMS magnet system contains the largest superconducting magnet ever built and is constructed with 12.5 m length, 6 m internal diameter and $12.000 t$ weight in total [11]. It can generate a magnetic field of around $4 T$ which is about 100,000 times the strength of the Earth's magnetic field. The nominal current for the whole magnet system is $19.14 k A$ corresponding to a stored energy of $2.6 G J$. The superconducting solenoid is formed by coils of wire made from niobium-titanium (NbTi) Rutherford cables operating in the superconducting state (also discussed in Sec. 2.3.1). The flux is returned through an iron structure, called yoke or return yoke. The yoke is used not only for the confinement of the high magnetic field in the detector's volume, but also as structural support for the other detector systems. Therefore, it is by far the CMS's heaviest component (10.000 $t$ ) and is composed of 6 endcap disks and 5 barrel wheels. In Fig. 3.8 a photo of the insertion of the CMS coil into the bar-


Figure 3.8: Insertion of the CMS coil into the barrel yoke on 14 September 2005 [12]. rel yoke, during the preparation for Run I on September 2005, is shown. A cryogenic system based on superfluid helium (also discussed in Sec. 2.3.1), enables the superconductivity for the magnets by maintaining a temperature of $4.45 \mathrm{~K}\left(-268.7^{\circ} \mathrm{C}\right)$, while a dedicated vacuum system is used for the isolation of coil cryostat [8].

### 3.3.2 Tracking system

The tracking system of CMS has been designed to record the paths followed by charged particles by measuring their positions at a number of specific points. The accurate path reconstruction is crucial for the measurement of charged particles' momentum utilizing the bend of their trajectory inside the magnetic field described above. The CMS tracker not only reconstructs the trajectories of muons, electrons and charged hadrons, but also identifies precisely tracks produced from secondary vertices, for example from the decay of short-lived particles such as $b$-quarks or neutral kaons $K_{S}$ [13].

The proximity of the CMS tracker to the interaction point (closest subdetector system to the beam pipe) implies the need for high granularity, fast response and radiation hardness.

Such requirements are fulfilled with silicon detector technology (see Sec. 3.2.5). In particular, two different types of silicon detectors are used: pixels at the very core of the detector and microstrips on the circumferential area of the pixel modules. In the original design, the silicon pixel detector consisted of 3 concentric barrel layers surrounding the interaction point at radii of 44,73 and 102 mm respectively and 2 disks on each side of the cylinders at distances 345 and 465 mm from the interaction point [8]. This design was based on the assumption that the maximum instantaneous luminosity would be $1 \times 10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$. However, as discussed in Sec. 2.3 , this parameter exceeded its nominal value and was doubled during Run 2 and therefore the original pixel detector was replaced by a new system during the year-end technical stop of the LHC in 2016/2017, in order to maintain efficient end robust tracking under these conditions. Hence, the new pixel detector consists of 4 concentric barrel layers surrounding the interaction point at radii of $29,68,109$ and 160 mm respectively and 3 disks on each side of the cylinders at distances 291,396 and 516 mm from the interaction point [14]. The pixel detector layout is optimized to deliver three-dimensional ( $3 D$ ) measurement of 4 space points for each trajectory over the pseudorapidity range $|\eta|<2.5$, and has a total active area of $1.9 \mathrm{~m}^{2}$.

On the other hand, the silicon microstrip detector is subdivided into four different subsystems: the barrel region with radius from 20 to 55 cm is covered from 4 layers of the Tracker Inner Barrel (TIB) which is complemented on each side from 3 disks of the Tracker Inner Disks (TID) and surrounded by 6 layers of the Tracker Outer Barrel (TOB). In the $z$ direction, the above systems extend between $\pm 118 \mathrm{~cm}$, while beyond this range 9 disks of the Tracker EndCaps (TEC) on each barrel side covers the region $124 \mathrm{~cm}<|z|<282 \mathrm{~cm}$. TIB/TID provides up to $4 r-\phi$ measurements of the trajectory, TOB delivers another $6 r-\phi$ measurements and finally, TEC provides up to $9 \phi$ measurements. In total, at least 9 hits are provided from the silicon strip tracker over the pseudorapidity range $|\eta|<2.4$ from which at least 4 are two-dimensional $(2 D)$, while the total active silicon strip area is $198 \mathrm{~m}^{2}$. The ultimate tracker acceptance goes up to $\eta \approx 2.5$. A schematic cross section through the original CMS tracker is shown in Fig. 3.9 .


Figure 3.9: Schematic cross section through the original CMS tracker in the r-z plane. Strip modules providing $2 D$ hits are shown with black lines, while those permitting $3 D$ position reconstruction are shown with blue lines. The pixel modules shown by red lines also provide $3 D$ hits [15].

## Pixel detector

The pixel system delivers $3 D$ measurement of tracking points in $r-\phi$ and $z$ coordinates and for that purpose, each of the pixel layers described above is split into segments. There are 1856 segmented silicon sensor modules in total, from which 1184 are used in the Barrel PIXel detector (BPIX) and 672 in the disks (see Fig. 3.10b), also known as the Forward PIXel detector (FPIX). Each module is composed of a silicon sensor with $160 \times 416$ pixels connected to 16 read-out chips (ROCs) also segmented into channels for reading out the pulse information height for each pixel (see Fig. 3.10a). The overall size of the silicon sensor is $18.6 \times 66.6 \mathrm{~mm}^{2}$, while the standard pixel size is $100 \times 150 \mu \mathrm{~m}^{2}$. The sensor technology is based on $n$-in-n technology where strongly n-doped $n^{+}$pixelated implants are emplaced on an n-doped silicon bulk and a p-doped back side, such that in reverse bias the $n^{+}$implants are collecting electrons (see also Sec. 3.2.5). Furthermore, in order to achieve optimal yield, different approaches on that technology were adopted for BPIX and FPIX leading to different types of modules among them [14]. The position resolution not only varies depending on the track angle and the radial position of the layer, but also differs for the two directions $r \phi$ and $z$ for the BPIX and $r$ and $\phi$ for the FPIX. For example, the position resolution for the third layer of the BPIX is 9.5 $\mu m$ in the $r \phi$ direction and $22.2 \mu m$ in the $z$ direction. Figure 3.10c illustrates the BPIX and FPIX detectors together with the service half-cylinders used for holding the readout and control circuits.


Figure 3.10: (a) A CMS silicon pixel detector [16], (b) Drawing of a pixel detector module used in FPIX [14], (c) Drawing of the BPIX and FPIX detectors layout [14].

## Silicon strip tracker

The silicon strip tracker is composed of 15148 modules, with 29 different module designs and 15 different sensor designs required to cover the needs of the four different subsystems (TIB, TID, TOB, TEC). There are 24244 silicon sensors in total, with typical dimensions $6 \times 12 \mathrm{~cm}^{2}$ in the TIB and $10 \times 9 \mathrm{~cm}^{2}$ in the TOB. Depending on its position, each module is equipped with one thin $(320 \mu \mathrm{~m})$ or two thick $(500 \mu \mathrm{~m})$ silicon sensors. The sensor technology for the strip detector is based on $p$-on- $n$ technology, manufactured on planar wafers with uniform $n^{+}$ implantation on the back side, while the front side consists of $p^{+}$implantation into $n$ type bulk [8]. The strip pitch in the TIB is $80 \mu \mathrm{~m}$ for the two innermost layers and $120 \mu \mathrm{~m}$ for the two outer layers, performing single point measurements with resolution $23 \mu \mathrm{~m}$ and $35 \mu \mathrm{~m}$, respectively. The mean strip pitch in the TID varies in the range $100-141 \mu m$, while in the TOB $186 \mu \mathrm{~m}$ strip pitches are used in the first four layers leading to a single point resolution of $53 \mu \mathrm{~m}$ and $122 \mu \mathrm{~m}$ strip pitches in the outer two layers with $35 \mu \mathrm{~m}$ single point resolution. The average pitch for the radial strips in TEC disks varies between 97 and $184 \mu \mathrm{~m}$. Finally, several layers (shown in Fig. 3.9 with blue lines) of the four subsystems carry a second microstrip
detector module in order to provide measurements of the $z$ coordinate, too. The single point resolution measurement for that case is $230 \mu m$ in TIB, $530 \mu m$ in TOB and varies with pitch in TID and TEC [8]. Figure 3.11 shows a photo of the TIB modules, while Fig. 3.12 is a sketch of one tracker endcap where modules are arranged in rings of diameter 2.3 m around the beam axis.


Figure 3.11: Photo of the CMS silicon strip detectors in the barrel region (TIB) [17].


Figure 3.12: Sketch of a tracker endcap (TEC) [8].

### 3.3.3 Electromagnetic calorimeter

The electromagnetic calorimeter (ECAL) of the CMS, is used for measuring the energy of photons and electrons. The CMS ECAL is a homogeneous calorimeter (see also Sec. 3.2.6) made of lead tungstate $\left(\mathrm{PbWO}_{4}\right)$ crystals shown in Fig 3.13a. The choice of the crystal was based on the high density $\left(8.28 \mathrm{~g} / \mathrm{cm}^{3}\right)$, the short radiation length $(0.89 \mathrm{~cm})$, the small Molière radius $(2.2 \mathrm{~cm})$ and the fact that it is a fast and radiation-hard scintillator. In addition, the above crystals enable the design of compact calorimeters with fine granularity and excellent energy resolution [18]. The latter, is of practical importance mainly due to the decay of the Higgs boson to two photons $(H \rightarrow \gamma \gamma)$, but also for a wide range of other SM and new physics processes.

The CMS ECAL is composed of (i) a central barrel part (EB) which covers a pseudorapidity range of $|\eta|<1.479$ and consists of 61200 crystals and (ii) two endcaps (EE) covering a pseudorapidity range of $1.479<|\eta|<3.0$ with 7324 crystals in total. The EB crystals have a length of 23 cm which corresponds to around $25.8 X_{0}$, front-crystal face $22 \times 22 \mathrm{~mm}^{2}$ and $26 \times 26 \mathrm{~mm}^{2}$ rear-crystal face. Those $\left(\mathrm{PbWO}_{4}\right)$ crystals are contained in submodules of alveolar structure which are assembled into modules containing 400 or 500 crystals and further assembled into 36 supermodules (shown in Fig. 3.13b) in total with 1700 each. On the other hand, the EE crystals have length $22 \mathrm{~cm}\left(24.7 X_{0}\right)$, front-crystal face $28.62 \times 28.62 \mathrm{~mm}^{2}$ and rear-crystal face $30 \times 30 \mathrm{~mm}^{2}$. The EE crystals are grouped in mechanical units of $5 \times 5$ crystals called supercrystals (SCs), shown in Fig 3.13c. Furthermore, the endcap is split into 2 halves called Dees, where each Dee is composed of 138 SCs and 18 special partial SCs or 3662 crystals in total [8]. The scintillation light in the barrel region is collected from avalanche photodiodes (APDs), while in the endcaps vacuum phototriodes (VPTs) are used as photodetectors (see Sec 3.2.1).

The energy resolution for an electromagnetic calorimeter is given by Eq. 3.35. For the CMS ECAL, the stochastic term $S$ varies between $1.5 \%$ when the energy is reconstructed from the
sum of $5 \times 5$ crystal array and $2 \%$ in the case of $3 \times 3$ crystal array [8]. The noise term $N$ for energies above 15 GeV is below $1 \%$ and its contribution reduces significantly as the energy rises [18]. Finally, the constant term $C$ here is of the order of $0.3 \%$. Typical energy resolution for electrons between 20 and 250 GeV in the CMS ECAL is parameterized as [8]:

$$
\begin{equation*}
\frac{\sigma_{E}}{E}=\frac{2.8 \%}{\sqrt{E}} \oplus \frac{0.12}{E} \oplus 0.30 \% \tag{3.45}
\end{equation*}
$$

Finally, a Preshower detector emplaced in front of the EE aiming mainly to identify $\pi^{0}$ within $1.653<|\eta|<2.6$, as well as to help in the electron identification and position determination for electrons and photons. The preshower is a sampling calorimeter (see also Sec. 3.2.6) composed of alternating layers of lead radiators where the EM showers are developed (passive layers) and silicon strip sensors for the signal measurement (active layers).

## (a)


(b)

(c)


Figure 3.13: (a) Lead tungstate crystals [19], (b) six installed ECAL supermodules [19], (c) crystals on a quadrant of Endcap ECAL [20].

### 3.3.4 Hadron calorimeter

The hadron calorimeter (HCAL) measures the energy of charged and neutral hadrons (protons, neutrons, kaons etc). In addition, the CMS HCAL measures the missing transverse energy (MET) flow and inevitably plays a crucial role in searches for new particles (e.g SUSY particles) or other SM particles that escape the detection such as neutrinos. Furthermore, in conjunction with ECAL and the muon system it helps the identification of electrons, photons and muons [21].

The CMS HCAL consists of four main components: the HCAL Barrel (HB), the HCAL Endcap (HE), the HCAL Outer (HO) and the HCAL Forward (HF). The HB and HE calorimeters are located inside the CMS solenoid magnet covering pseudorapidity ranges of $|\eta|<1.3$ and $1.3<|\eta|<3$ respectively. On the other hand, the HO calorimeter is emplaced outside the solenoid volume in order to ensure total shower energy containment acting as tail-catcher for the hadronic shower energy portions that are deposited outside the HB. The HF calorimeter is placed in the forward region, 11.2 m away from the interaction point and covers pseudorapidity range of $3<|\eta|<5.2$ [8]. Figure 3.14 shows (right) a longitudinal view of the CMS detector, with fixed $\eta$ values presented as dashed lines.

The HB is a sampling calorimeter (see also Sec. 3.2.6) made of alternating layers of flat brass absorber plates (50.5-56.5 mm thick layers) and tiles of plastic scintillator. It is segmented into 36 azimuthal wedges forming two half-barrels (HB+ and HB-), where each wedge is further subdivided into 4 azimuthal angle sectors. The absorber chemical composition is $70 \% \mathrm{Cu}$ and $30 \%$ $Z n$ with a density of $8.53 \mathrm{~g} / \mathrm{cm}^{3}$ and interaction length 16.42 cm , while stainless steel is used


Figure 3.14: Longitudinal views (r-z) plane of a quarter of the CMS detector showing: (left) the HCAL tower segmentation for the HB, HE and HO detectors [8] and (right) the HCAL component (HB, HE, HO, HF) locations, the ECAL (EB, EE) and the muon systems, where the dashed lines represent fixed $\eta$ values [22].
for the innermost ( 40 mm thick) and outermost ( 75 mm thick) layers. The effective thickness of the absorber varies with pseudorapidity between $5.82 \lambda_{I}$ at $\eta=0$ and $10.6 \lambda_{I}$ at $\eta=1.3$. For the scintillator tiles, the Kuraray SCSN81 plastic scintillator is used for all the layers ( 3.7 mm thick) except from the first where Bicron BC408 ( 9 mm thick layer) is used. The light produced from the plastic scintillator material, is wavelength-shifted (WLS) and captured in WLS fibers and then channeled to the photodetectors. In the original design, Hybrid Photodiodes (HPDs) where used as photodetectors, though they were replaced by Silicon Photomultipliers (SiPM) in a series of upgrades during Phase I, when the read-out electronics were also upgraded [23]. The HE is also a sampling calorimeter based on the same materials and design principles as the HB, with 79 mm thick brass plates identical scintillator tiles, while its photodetectors and electronics also subjected to the above upgrade process.

The HO is composed of the same active material as the HB, however it utilizes the steel return yoke and magnet material of CMS as an additional absorber increasing the total HCAL depth to a minimum of $11.8 \lambda_{I}$. The HO is divided into five rings emplaced as the first layer in the iron yoke, positioned at nominal central positions of $\pm 5.342$ (rings $\pm 2$ ), $\pm 2.686$ (rings $\pm 1$ ) and 0 (ring 0 ), where each ring is sub-divided into 12 azimuthal angle sectors. In the longitudinal plane $(r-z)$ the $\mathrm{HB}, \mathrm{HE}$ and HO are segmented into $\eta$ sectors called towers, which are illustrated in Fig. 3.14 (left) and 3.15. In practice, the measurement of the energy deposition of a particle requires the summation over the successive layers of tiles or equivalently over the tower. The number of scintillator layers depends on the tower and segment


Figure 3.15: Schematic view of an HCAL tower [8]. position, for example tower 15 contains 12-13 scintillators in the front segment and 3 in the rear segment. The HO tower segmentation roughly maps the HB $16 \eta$ sectors, forming towers with granularity $0.087 \times 0.087$ in $\eta$ and $\phi$. The utility of HO was investigated in simulations using incident pions of fixed energy and comparing the the measured energy deposits with and without this component. The mean energy fraction recorded from the HO at $\eta=0$ (ring 0 ) was $0.38 \%$ for 10 GeV pions, increasing to $4.3 \%$ for 300 GeV pions [8].

Finally, the HF uses quartz fibers (used-silica core and polymer hard-cladding) as active component, inserted in 5 mm thick grooved plates of steel absorber [8]. The material choices were primarily motivated from the harsher radiation environment of the forward detector region which receives unprecedented particle fluxes, many times larger than the rest detector regions. The signal generation is based on the collection of Cherenkov radiation (see Sec. 3.2.3) emitted from charged particles traversing the calorimeter volume with velocity above the Cherenkov threshold. Geometrically, the HF forms two cylindrical structures which are azimuthally subdivided into 18 modular wedges of $20^{\circ}$ positioned on either side of the interaction point. It is also segmented into $\eta$ towers with granularity $0.175 \times 0.175$ in $\eta$ and $\phi$. The phototubes which where used in the original HF design for the light collection have been replaced by multi-anode tubes along with their electronics, in the Phase I HCAL upgrade [23].

### 3.3.5 Muon system

The detection of muons is one of the most important challenges in the CMS experiment. The need for precise muon detection originates from the fact that it consists a powerful tool providing clear signatures for a wide range of physics. A typical example is the decay of the Higgs boson into $Z Z$ or $Z Z^{\star}$ which in turn decay into 4 leptons. In the case where all the leptons are muons, the best 4 -particle mass resolution is achieved and for that reason it is noted as gold plated case. The CMS muon system has three main purposes: (i) the muon identification with correct charge assignment, (ii) triggering on single and multi-muon events and (iii) muon momentum measurement with good resolution [24].

The CMS muon system is based on three types of gaseous detectors (see Sec. 3.2.4) for the muon detection and measurement: Drift Tube (DTs) chambers, Cathode Strip Chambers (CSCs) and Resistive Plate Chambers (RPCs). Geometrically, it consists of a cylindrical barrel region covering a pseudorapidity range of $|\eta|<1.2$ and two planar endcap regions covering $0.9<|\eta|<2.4$. The DTs are used in the barrel region, the CSCs in the endcap and the RPCs in both the barrel and the endcap regions. In the barrel region there are 4 detector stations interspersed among the iron return yoke plates of the magnet. The first 3 stations contain 12 DT chambers of rectangular shape, where 8 of them are used for the measurement of muon in the $r-\phi$ bending plane and the other 4 for the $z$ coordinate measurement, while in the 4th station only the first 8 planes exist. Each endcap region contains 4 stations with CSCs providing precise muon measurement in the $r$ - $\phi$ bending plane, formed in trapezoidal shape structured in concentric rings around the beam line, which are also separated by the iron return yoke plates of the magnet. The first station has 3 rings and the other 3 stations have 2 rings. In both the barrel and the endcap region, RPCs are used for triggering purposes (discussed below). In total, 6 layers of RPCs are embedded in the barrel region, 2 for the first 2 stations and 1 for each of the outer stations. In the endcaps, 1 RPC layer is emplaced in all the 4 stations. Figure 3.16 shows a cross section of a quarter of the CMS detector with the positions of the muon detector systems.

The CMS DTs are classified into the Drift Chambers gaseous tracking detector technology discussed in Sec. 3.2.4. The 4 barrel muon detector stations are arranged in concentric cylinders around the beam line containing 250 chambers in total: 60 for each of the 3 first stations and 70 for the outer station. The DT chamber width ranges from 180 cm to 400 cm , the depth is fixed at 250 cm [24], while each DT is divided into 3 or 2 groups which are also called Superlayers (SLs) made of 4 consecutive layers of rectangular drift cells staggered by half a cell. Figure 3.17 shows on the left a sketch of a drift shell of $13 \times 42 \mathrm{~mm}^{2}$ cross section, with gas mixture of $85 \% \mathrm{Ar}+15 \% \mathrm{CO}_{2}$ corresponding to a drift velocity of $u_{d r}^{e} \sim 5.5 \mathrm{~cm} / \mu \mathrm{s}$ and drift time of


Figure 3.16: Cross section of a quarter of the CMS detector showing the muon systems: Drift Tubes (DTs) with yellow colour labelled as MB (Muon Barrel), Cathode Strip Chambers (CSCs) with green colour labelled as ME (Muon Endcap) and Resistive Plate Chambers (RPCs) with blue color marked as $(R B)$ and ( $R E$ ) for the barrel and the endcap region respectively [25].

380 ns in a uniform drift field of $E=1.5 \mathrm{kV} / \mathrm{cm}$. Two SLs are used for the measurement of the $r$ - $\phi$ coordinate i.e., the wires are parallel to the beam line, while the third SL measures the $z$ coordinate i.e., the wires are orthogonal to the beam line. As mentioned above, the latter is missing in the fourth station where only the $\phi$ coordinate is measured. Additionally, an aluminium honeycomb plate is used to separate the sensitive layers of the two SL groups. Therefore, a muon emerging from the interaction point, firstly passes through one $r-\phi$ SL, it traverses the honeycomb plate, then it crosses the $z$ SL and then passes through the second $r$ - $\phi$ SL. The single wire resolution is better than $250 \mu m$ for the $r-\phi$ measurement and therefore the $100 \mu \mathrm{~m}$ global resolution, which was the initial design target, is already achieved by the 8 track points measured in the two $r-\phi$ SLs. Each SL has a time resolution of a few nanoseconds providing efficient bunch crossing identification, while the reconstruction efficiency for a high $p_{T}$ muon is better than $95 \%$ for the barrel muon system alone [24].

The CSCs fall into the category of Multi-Wire Proportional Chambers (also described in discussed in Sec. 3.2.4). The 4 endcap muon detector stations contain 540 cathode strip chambers in total (for the two endcaps): 216 in the first station arranged into 3 rings (for each endcap) and 108 for every subsequential station arranged into 2 rings (for each endcap), with an individual ring containing 36 or 18 chambers. The overall chamber length varies from 170 cm to 340 cm , the top and bottom widths (trapezoidal shape) are in the ranges $61-153 \mathrm{~cm}$ and $31-90 \mathrm{~cm}$ respectively, while the thickness is fixed at 25 cm except from the CSCs of the first ring in the first station where the thickness is 15 cm [24]. Each chamber covers azimuthal angle of $10^{\circ}$ or $20^{\circ}$, while there is also an overlap of DTs and CSCs for the pseudorapidity range of $0.9<|\eta|<1.2$ (shown also in Fig. 3.16). As can be seen in the schematic view of a CSC in Fig. 3.18 (left), it is composed of 6 anode wire planes which run azimuthally defining the track's radial coordinate, interleaved among 7 cathode panels milled with strips which run lengthwise (radially) with constant azimuthal width $\Delta \phi$. The cathode planes define the gas gaps of around


Figure 3.17: (left) Sketch of a drift shell [8] and (right) schematic layout of the DT chamber superlayers (SLs) [26].
9.5 mm ( 7 mm for chambers in the very first ring) width filled with a gas mixture of $40 \% \mathrm{Ar}$ $+50 \% \mathrm{CO}_{2}+10 \% \mathrm{CF}_{4}$. As described also in the working principles of MWPCs in Sec. 3.2.4, the precise track localisation is obtained from the interpolation of charges induced on cathode strips by avalanche positive ions near the wire direction, which is illustrated in Fig. 3.18 (right). Apart from the precision muon measurement, the CSCs operate also as muon triggers with a $99.9 \%$ efficiency per chamber for finding track stubs by the first-level trigger, which is above the performance requirement of $99 \%$ [8]. The probability per chamber of correct bunch crossing identification by the first-level trigger is $98-99 \%$ well above the minimum desired level of $92 \%$. Furthermore, the combined 6 -plane off-line spatial $r-\phi$ resolution for the first 2 rings of the first station is $33 \mu \mathrm{~m}$ (performance goal $75 \mu \mathrm{~m}$ ) and $80 \mu \mathrm{~m}$ for all the other rings (performance goal $150 \mu \mathrm{~m})$. Finally, the performance requirement of 2 mm spatial $r-\phi$ resolution at the first level trigger is also achieved [8].


Figure 3.18: (left) Schematic view of a CMS Cathode Strip Chamber and (right) an illustration of the CSC operation principle [27].

Finally, as described in Sec. 3.2.4, the combination of good spatial and time resolution of the RPC gaseous detectors, make them a powerful tool for fast space-time muon tracking in CMS. This is of great importance for the muon trigger system where fast decisions are required. Therefore, since RPCs tag the time of ionizing events in less than 25 ns and have adequate spatial resolution, a trigger system based on such detectors is not only capable of efficient bunch crossing (BX) identification for each muon track, but also for momentum estimation [24]. In

CMS there are 610 RPCs chambers in total: in the barrel region there are 6 layers of RPCs, 2 for each of the first 2 stations and 1 for each of the other 2 stations, while in the endcap region 4 layers of RPCs exist, located as indicated in Fig 3.16. The 2 mm thick CMS RPC parallel plates are made of phenolic resin (bakelite) of resistivity $10^{10}-10^{11} \Omega \cdot \mathrm{~cm}$ [24] separated by two gas gaps of around 2 mm width containing a mixture of $96.2 \% C_{2} H_{2} F_{4}+3.5 \% i C_{4} H_{10}+0.3 \%$ $S F_{6}$ with common pick-up readout strips in between. Each station has chamber modules with 2 and 3 double-gaps mounted sequentially along the beam direction, with up to 96 strips per double-gap [8]. In the barrel region, the RPC chambers form concentric dodecagon structures, where each chamber has rectangular shape with strips running along the beam direction, while in the endcap region the chambers have trapezoidal shape with strips running radially and are arranged into concentric rings. Performance studies of the CMS RPC detector, estimated the time resolution at about 2 ns and the efficiency at around $97 \%$ [28].

### 3.3.6 Trigger

In proton-proton collisions with an LHC luminosity peak of $2 \cdot 10^{34} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ and beam crossing interval of 25 ns (crossing frequency of 40 MHz ), more than 2 billion collisions take place every second inside the CMS detector (see also Sec. 2.3.2). Such high number of events translates to a huge amount of data which is impossible to be read out and stored for offline analysis. Apart from that, only a small fraction of the produced events contain events of interest for the CMS physics program and might reveal new physics phenomena. Therefore, a trigger system is required with main task the reduction of the amount of data to be read out and stored by selecting the potentially interesting events out of the bulk of the events recorded by the detector. In CMS, this is implemented in two steps (levels): the Level-1 Trigger (L1T) and the High Level Trigger (HLT).

The Level-1 Trigger system is based on custom electronics and is designed to reduce the rate of events accepted down to 100 kHz [29]. Based on the input information from the muon and calorimeter detectors, L1T selects events according to a list of algorithms composing the so-called trigger menu and keeps only those events which satisfy predefined criteria. The CMS L1T menu for $p p$ collisions has 300-450 algorithms (also called seeds) in total [30]. Examples of such trigger algorithms consist of typical criteria such as $p_{T}$ or $\eta$ thresholds applied to one or more objects of a single type such as muons or jets. Events which satisfy the conditions of at least one seed, initiate the readout of all the detector information from the Data Acquisition (DAQ) system and the transfer of the data to the HLT.

The L1T is organized into three major subsystems: the L1 Calorimeter Trigger, The L1 Muon Trigger and the L1 Global Trigger. The electronics of all three subsystems were upgraded during Phase I before Run 2 [31] and the dataflow upgraded chart is illustrated in Fig. 3.19. The L1 Calorimeter (Calo) Trigger is composed of two sequential layers, where the first one (Layer 1) receives the local energy deposits recorded by the ECAL and HCAL and then calibrates and sorts them before they are sent to the next layer (Layer2) where the reconstruction of calibrated physics objects such as jets or electrons takes place. The L1 Muon Trigger includes three Muon Track Finders (MTF) which reconstruct the muons of specific detector regions: Barrel (BMTF), Endcap (EMTF) and Overlap (OMTF). The reconstructed muons along with the calorimeter objects are then transferred to the Global Muon Trigger (micro-GMT or $\mu \mathrm{GMT}$ ) where every algorithm of the trigger menu is executed in parallel for the muon selection. Finally, the information from both the Calo Trigger Layer 2 and the $\mu \mathrm{GMT}$ are sent to the Global Trigger (micro-GT or $\mu \mathrm{GT}$ ) and used as a basis for the final L1 trigger decision i.e., whether to accept or reject an event and subsequently generate the L1 Accept (L1A) signal. The L1 Trigger
latency, between a particular bunch crossing and the distribution of the trigger decision less than $4 \mu s$ [31].


Figure 3.19: Data-flow chart for the CMS Level-1 trigger upgrade [31].
On the other hand, the High Level Trigger [32] is a software system implemented in a computing farm of around $32 k \mathrm{CPU}$ cores (2018) which reduces further the rate from 100 kHz to $1 k H z$. The HLT system has access to the complete detector readout and using dedicated software algorithms (also called paths), it performs an online event reconstruction for the event selection. The HLT menu has over than 600 different paths in order to cover the broad CMS physics program, where each path contains a sequence of modules for the reconstruction and the selection of events. The maximal processing time for each event depends on the number of the available CPU cores, e.g for $32 k$ CPU cores it corresponds to 320 ms [33]. Finally, the events which are selected from the HLT system are transferred and stored to CERN Tier 0 for offline processing.
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## Chapter 4

## Jet measurement with CMS

In Chapter 1 Quantum Chromodynamics was formulated in terms of the strong interacting particles, quarks and gluons (partons). As discussed there, both of them are never observed isolated, but only confined in color-singlet bound states i.e., the hadrons. However, even if individual quarks or gluons are not observable, after they are being produced they hadronize leading to the production of collimated streams of energetic hadrons, the jets, which inherit the energy and momentum of the parent partons. On that count, jets are physically the closest experimental object to a parton. At hadron colliders, jets are produced from partons originated from various sources, namely: (i) the high-momentum-transfer $p p$ collision where one parton of each proton ( $2 \rightarrow 2$ process) undergoes in hard scattering, addressed in Sec. 4.1, (ii) the hadronic decay of a heavy particle such as a top quark e.g $t \rightarrow W b$, (iii) the radiative gluon emission from another parton in the event [2].

Mathematically, a jet is defined through a set of rules used to group the particles into jets and assign to them a momentum. Such jet definition is encoded in a jet algorithm which clusters partons, or particles, or calorimeter towers [3] based on specific crite-


Figure 4.1: Illustration of a jet formation where partons, hadrons, or detector measurements are clustered together [1]. ria discussed in Sec. 4.2, together with a recombination scheme which describes how to assign a momentum to the combination of two clustering objects. In CMS experiment the particle identification is based on the Particle Flow (PF) technique, where the subsequent clustering of PF candidates defines the so-called PF jets described in Sec. 4.3. The measured jets are reconstructed objects, and like any other reconstructed object, a calibration process is necessary for assigning to them the correct energy, which is presented in Sec. 4.4. In the last section of this chapter (Sec. 4.5), a brief introduction to the Monte Carlo (MC) event generators used for the simulation of the jet production is given, with emphasis on the generators used in the Physics Analysis part (Part II).

### 4.1 Jet production in $p p$ collisions



Figure 4.2: (left) Sketch of a $2 \rightarrow 2$ hard-scattering event [4] and (right) a dictionary of hadron collider terms related to jet measurements [5].

Figure 4.2 (left) summarizes the main components involved in a proton-proton collision event and need to be considered in jet measurements. Each step, starting from the incoming long-distance protons contained in beams, continuing with the short-distance scattering process and ending to the long-distance outgoing particles measured by the detector, is briefly described below. A compact dictionary with term definitions and the relation among different effects is shown in Figure 4.2 (right), for quick reference.

## 1. Primary (Hard) interaction

The short-distance, large-momentum-transfer scattering interaction which is also the " signal process" consists the hardest interaction in the event. This part is calculated from first principles using fixed-order perturbation theory, while the necessary input here are the PDFs evaluated at a relevant factorization scale which parametrize the long-distance partonic distribution for the incoming protons. The extraction of short-distance interacting partons from the incident protons is formulated by the factorization theorem presented in Sec. 1.3.4 (see Eq. 1.76). In the simplest case, this corresponds to a $2 \rightarrow 2$ process, where two partons (one from each proton) undergo in the hard process and are extracted as outgoing partons (see Fig. 4.2 (left)), while higher multiplicities in the final state are also feasible.

## 2. Initial State Radiation (ISR)

The partons contained in protons may emit radiation prior to the short-distance hard interaction which is known as initial-state radiation (ISR). Such processes are still calculable using perturbation theory (resummation of logarithmically enhanced contributions) and can be modelled through Parton Shower (PS) algorithms in Monte Carlo event generators.

## 3. Final State Radiation (FSR)

The particles produced from the large-scale hard scattering, will exhibit another radiation step i.e., final-state radiation (FSR), where more quark pairs and gluons are added to the state. The evolution of such lower-scale parton radiation is, like the ISR, perturbatively calculable and numerically performed in a Monte Carlo event generator (see Sec. 4.5).

## 4. Underlying Event (UE)

Since protons are composite objects containing many partons, more than just one pair of partons may interact from the incoming protons which is known as Douple Parton Scattering (DPS) or Multi-Parton Interactions (MPI) effect. The calculation of this effect is only model-based, since it is not incorporated in the factorization formalism and not evaluated from first principles. Furthermore, the remnants from the "broken" incident hadrons, also called beam remnants, are no longer color-singlets due to the loss of one or more partons. Therefore, they are involved in soft interactions and hadronize, increasing the particle multiplicity mostly in the forward region (parallel to the beam). The contributions associated with the MPI and the beam remnants are grouped under the name Underlying Event (UE).

## 5. Hadronization

The transition from the colored degrees of freedom (partons), produced from the above processes, to color-singlets (hadrons) is characterized as hadronization process. This evolves at scales where the perturbative description breaks down ( $\sim 1 \mathrm{GeV}^{2}$ ) and hence is typically modelled using Monte Carlo event generators (see Sec. 4.5). The union of the parton shower and the hadronization process is labelled as fragmentation and is parametrized through the Fragmentation Functions (FFs) $D_{p / h}\left(x, Q^{2}\right)$. Similarly to PDFs (see Sec. 1.3.4), the FFs are not extracted from first principles and are only measured, while at leading order they represent the probability to find the hadron $h$ emerging from the proton $p$ at scale $Q^{2}$ with momentum fraction $x$. The collection of hadrons emerging from the hadronization process includes both ground state hadrons such as pions, but also resonances of unstable particles e.g $B / D$ mesons which further decay into lighter hadrons.

## 6. Pile Up (PU)

The formation of protons into bunches results in interactions of multiple pairs of protons within the same bunch crossing, an effect known as pile-up (PU). The number of multi-proton interactions increase with increasing luminosity (see Sec. 2.3.2) leading to additional tracks and energy depositions in the detector calorimeters. From the experimental point of view, apart from the secondary interactions between protons within the same bunch-crossing as the primary interaction (in-time pile-up (IT PU)), additional contributions to the calorimeters energy are caused by previous or subsequent $p p$ collisions due to the finite signal decay time in the calorimeters (out-of-time pile-up (OOT PU)). The corrections that are applied for the mitigation of these effects in CMS, are discussed in Sec. 4.3 and 4.4.

### 4.2 Jet Algorithms

A jet algorithm is the mathematical prescription used for grouping particles into jets. The description of a particular hard-scattering event by a jet algorithm must be consistent regardless if it is applied to partons, particles or detector measured tracks and energy depositions (see Fig. 4.1). From the experimental point of view, among other requirements, the algorithm implementation must be independent of the detector details, should exhibit maximum reconstruction efficiency and minimum resolution smearing and at the same time providing ease of calibration and being computationally efficient. From the theoretical perspective, the most important requirement for a jet algorithm is being collinear and infrared (IRC) safe. This means that it has to deal with the cancellation of collinear and soft singularities appearing in perturbative QCD calculations, in order to yield to well-defined finite cross sections at any order of perturbation theory. Specifically, the clustering procedure must be independent of: (i) the splitting/merging of collinear parton 4 -vectors (collinear safety) and (ii) the addition of soft partons to the list of objects to be clustered (infrared safety) [1, 2].

The jet algorithms that have been used over the years at collider experiments can be generally classified into two broad categories: (i) the cone algorithms which rely on the assumption that QCD parton branching and hadronization leave the event's energy flow unchanged and directed within a cone and hence objects are assigned to the leading energy flow objects based on geometrical criteria related to the proximity in coordinate space, (ii) the sequentialrecombination algorithms where the closest pair of objects are repeatedly recombined according to some distance measure which is usually not related to the coordinate space but to the divergent structure of QCD matrix elements [2]. The FastJet package [6] is the standard software library used at the LHC, providing fast native implementations of many sequential recombination algorithms, as well as plugins for access to a range of cone jet finders. At the LHC, the sequential-recombination algorithm anti- $k_{t}[7]$ has been adopted as the standard jet algorithm, combining in the most efficient way the theoretical and experimental requirements imposed by the LHC applications. For this reason, only this algorithm is described here.

As mentioned above, the anti- $k_{t}$ algorithm belongs to the category of sequential recombination algorithms and more specifically to the $k_{t}$-algorithms family. In general, these algorithms repeatedly recombine objects based on their momentum space distance using two distance measures:

$$
\begin{array}{r}
d_{i B}=\left(p_{T}, i\right)^{2 p} \\
d_{i j}=\min \left\{\left(p_{T}, i\right)^{2 p},\left(p_{T}, j\right)^{2 p}\right\} \frac{\Delta_{i j}^{2}}{R^{2}} \tag{4.1}
\end{array}
$$

where

- $d_{i B}$ is the distance between the object $i$ and the beam $B$
- $d_{i j}$ is the distance between the pair of objects $i$ and $j$
- $\Delta_{i j}$ is the distance between the $i$ and $j$ objects in the $y$ - $\phi$ plane: $\Delta_{i j}^{2}=\left(y_{i}-y_{j}\right)^{2}+\left(\phi_{i}-\phi_{j}\right)^{2}$
- $R$ is a parameter (also called resolution parameter) which controls the size of the cone-like jet
- $p$ is a parameter specifying the sequence of the recombination.

Starting with a list of objects (particles, proto-jets etc) to be clustered, for each object $i$ the distance from the beam $\left(d_{i B}\right)$ and from any other object $j\left(d_{i j}\right)$ is calculated, computing also the minimum ( $\min$ ) distance from all the pair-wise objects. Then if $d_{i B}$ is the smallest among those two values, the object $i$ is defined as a jet and removed from the list of objects. On the other hand, if $d_{i j}$ is the smallest, the objects $i$ and $j$ are recombinated by summing their 4 -vector components into a new object (proto-jet), which enters the list of objects removing at the same time the individual $i$ and $j$ objects. The distances are re-calculated and the recombination procedure is repeated until no more objects are left in the clustering list.

The first parameter of choice in Eq. 4.1 is $p$, where the three typical values are:

- $p=1$, defines the original $k_{t}$ algorithm, where objects are clustered into jets in order of decreasing transverse momenta.
- $p=0$, corresponds to the Cambridge-Aachen (CA) algorithm, with a clustering sequence based on the proximity of $y-\phi$ space.
- $p=-1$, is the choice for the LHC standard anti- $k_{t}$ algorithm which is the only among the three yielding to fairly cone-like jets.

The second parameter of choice in Eq. 4.1 is $R$, with typical values ranging in $0.4-$ 0.8. When selecting the parameter $R$ and therefore the jet-size in an analysis, various theoretical and experimental aspects need to be considered. For example, smaller jet sizes ( $R \sim 0.4$ ) are less sensitive to underlying events (UE) and pile-up (PU), however the non-perturbative hadronization effects become more important $(\sim 1 / R)$ as the jet size increases. The minimization of such non-perturbative corrections that need to be applied to fixed order QCD predictions (see Chap. 6) was one of the main reasons for selecting a large cone size ( $R=0.7$ ) for the analysis performed and presented in the Physics Analysis part (Part II). Additionally, as $R$ decreases, perturbative radiation becomes more significant $(\sim \ln R)$. A relevant study has been performed using quark jets at the Tevatron for the estimation of contributions to the squared average shift in $p_{t}\left(\left\langle\delta p_{t}\right\rangle^{2}\right)$ from perturbative radiation, hadronization and underlying event as a function of the jet size $R$, shown in Fig. 4.3.


Figure 4.3: Estimation of contributions to the squared average shift in $p_{t}\left(\left\langle\delta p_{t}\right\rangle^{2}\right)$ from perturbative radiation (pert), hadronization (h) and underlying event (UE), for quark jets at the Tevatron, as a function of the jet size $R$ [8].

### 4.3 Event and Jet Reconstruction

The event reconstruction at the CMS is based on the Particle Flow (PF) algorithm [9, 10], which uses the information from all the subdetector systems and completely reconstructs an event. This global event description illustrated in Fig. 4.4, is performed by correlating the basic elements (tracks and clusters) from the subdetectors and combining the information in order to identify and reconstruct all particles in the event. The reconstructed particles (also called PF candidates) are then used to build the physics objects: jets, missing transverse momentum $\left(p_{T}^{m i s s}\right)$, muons, electrons, photons and taus. The global event description is achievable at CMS, due to the high-segmentation of the subdetectors which enables the good separation among the individual particles. The physics objects obtained by combining the measurements from the detector layers, are determined with better resolutions and efficiencies, compared to the other traditional approaches which were focused on the localized information in the subdetectors.


Figure 4.4: Graphical illustration of the PF algorithm which is used to identify and reconstruct particles at CMS [11].

As mentioned above, the basic PF elements that are reconstructed are the charged-particle tracks/vertices and calorimeter clusters. The charged-particle trajectories are reconstructed iteratively in three stages starting from few tracks (hits) which are compatible with a trajectory followed by a charged particle, then gathering hits from all the other tracker layers for this specific particle trajectory and finally perform a fit to obtain the origin, the direction and the transverse momentum of the charged particle. Meanwhile, in the calorimeter subdetectors, clusters of energy are reconstructed based on dedicated clustering algorithms. Starting from cluster seeds, which are identified as neighbouring calorimeter cells with energy above a given threshold and larger than their neighbouring cells energy, topological clusters are produced by aggregating the cells which have at least one corner that coincide with the cell already in the cluster and has energy above a cell threshold.

In the general case, a particle interacts with various subdetector systems giving rise to more than one PF elements. Therefore, a link algorithm is used to connect the PF elements from the subdetectors in order to identify and reconstruct each particle. For example, a charged hadron is identified from the connection in


Figure 4.5: PF Jet energy composition for AK4 PFchs jets, using 2016 CMS data and Pythia8 simulation [12].
the ( $\eta, \phi$ ) views of one track and one or more calorimeter clusters and the absence of signal in the muon subdetectors, while its energy is determined from the combination of tracker and calorimeter measurements.

The clustering of particles, reconstructed with the PF algorithm, into jets is performed using the anti- $k_{t}$ algorithm (see Sec. 4.2) and gives rise to the PF jets. On the other hand, a different category of jets can be obtained from the clustering of the sum of ECAL and HCAL energy depositions in calorimeter towers alone, i.e., Calo jets. As shown in Fig. 4.5 and 4.6, the bulk of the jet energy ( $\sim 65 \%$ ) is carried by charged hadrons (on average), while photons and neutral hadrons consist the other two main contributions ( $\sim 25 \%$ and $\sim 10 \%$ respectively). The jet energy resolution for PF jets is much superior than Calo jets, mostly due to the more precise and accurate measurement of charged-hadron momentum performed using the PF technique. This can be seen in Fig. 4.7 (left) for the barrel region of CMS, where jets produced from Monte Carlo event generators were used as reference (Ref jets). Moreover, the PF reconstruction algorithm is also used at the HLT in


Figure 4.6: Particle composition of a jet simulated with Pythia6.4 tune Z2* (particle level) [13]. order to optimize the performance. The benefit of using PF jets at HLT, rather than Calo jets, is illustrated in Fig. 4.7 (right) which shows the probability to find a jet with $p_{T}>40 \mathrm{GeV}$ at HLT, matching the jet reconstructed offline which is much sharper in the case of PF jets.

The pile-up (PU) interactions lead to additional photons, charged and neutral hadrons present in the PF reconstruction. In order to mitigate the contributions from PU , the chargedhadron substraction (CHS) method is commonly used, leading to the PFchs jets. The basic concept of the CHS algorithm is the identification and removal of the reconstructed within the tracker acceptance ( $|\eta|<2.5$ ) charged hadrons which are not associated with the primary vertex ${ }^{1}$ and is instead originated from a pile-up vertex. This method removes most of the charged hadrons associated with PU vertices, which is about $2 / 3$ of the overall pileup contribution. Additional corrections for the mitigation of PU contributions in PFchs jets are discussed in Sec. 4.4.


Figure 4.7: (left) Jet energy resolution for PF and Calo jets in the barrel region of CMS, using MC event generator jets as reference and (right) the probability to find a jet with $p_{T}>40$ GeV at HLT, matching the jet reconstructed offline [9].

[^15]
### 4.4 Jet Energy Calibration

The jets which has been reconstructed from the clustering of Particle Flow candidates, need to be calibrated in order to have the correct jet energy scale (JES). The calibration of reconstructed jets in CMS, is performed through successive correction steps, namely jet energy corrections (JECs) applied to the measured jet energy. The JECs are evaluated using data and MC simulation samples, aiming to correct for the offset energy caused from PU interactions, non-uniformities of the detector response and residual differences between data and MC simulation. Further corrections which account for differences in the response with respect to the jet flavor are also required. Each stage of the jet calibration procedure for data and MC simulation is shown in Fig. 4.8 and is briefly presented below [13].

Applied to data $\longrightarrow$


Figure 4.8: The stages of jet calibration process for data (upper half) and MC simulation (lower half) [13].

## Pileup offset corrections

The first stage of the jet energy calibration process aims to the subtraction of the unwanted pileup contributions, both OOT and IT PU (see Sec. 4.1). The basic parameters involved in the PU corrections formulation are: $p_{T}, \eta$, jet area $A\left(\sim \pi R^{2}\right)$ and the offset energy density $\rho^{2}$, while their evaluation is based on simulation of QCD dijet events with and without pile-up contributions. As discussed in Sec. 4.3, the CHS algorithm identifies and removes (before jet clustering) the charged particles originating from pileup vertices, reducing the contributions from IT PU. Then the remaining offset energy from neutral particles and OOT PU is estimated per event, using an extended hybrid jet area method [13], and subtracted per jet in the event. Roughly speaking, the hybrid jet area method calculates the energy to be subtracted from the jet by estimating the event PU contributions distributed inside the jet area. Since the dependence of the PU offset corrections on $p_{T}$ and $\eta$ are extracted from simulation, an offset scale factor is calculated (Random Cones (RC) method [13]) and applied on data, accounting for differences between data and simulation.

## Simulated response corrections

Once the pileup offset corrections have been performed, corrections for the particle response derived from simulations, $R_{p t c l}$, are applied on jets. They account for non-uniformities in detector response which depends on $\eta$ and $p_{T}$. The basic response parameter $R_{p t c l}$ is defined as:

$$
\begin{equation*}
R_{p t c l}\left(\left\langle p_{T}\right\rangle, \eta\right)=\frac{\left\langle p_{T}\right\rangle}{\left\langle p_{T, p t c l}\right\rangle}\left[p_{T, p t c l}, \eta\right] \tag{4.2}
\end{equation*}
$$

where $\left\langle p_{T}\right\rangle$ is the average reconstructed jet $p_{T}$ and $\left\langle p_{T, p t c l}\right\rangle$ is the average $p_{T}$ for the particle-level jet which is the closest (matched) to the reconstructed jet. The notation $\left[p_{T, p t c, \eta}\right]$ indicates that

[^16]$R_{p t c l}$ is binned in $p_{T, p t c l}$ and reconstructed $\eta$. The extraction of these corrections are based on QCD Multijet samples produced with Monte Carlo event generators e.g Pythia6 with tune $Z 2^{*}$ in [13], together with a detailed CMS detector simulation based on GEANT4 package [14].

## Residual corrections for data

The evaluation of detector response from simulations, does not include imperfections of the real detector. Therefore, residual corrections must be applied on data in order to account for them and make the detector response uniform with respect to $p_{T}$ and $\eta$. The basic concept stands in measuring the transverse momentum balance between the jet to be calibrated and a reference object, where imbalances at the reconstructed level are caused when the jet energy scale differs from unity. In the first place, the jet response is corrected with respect to $\eta$, using dijet events where a reference jet is constrained in the barrel region $|\eta|<1.3$ and the jet to be calibrated has no $\eta$ restriction. This allows the correction of all the jets response relative to the barrel jets $(|\eta|<1.3)$. Then events from $Z(\rightarrow \mu \mu)+j e t, Z(\rightarrow e e)+j e t, \gamma+j e t$ and multijet events are used for correcting the dependence of the response on $p_{T}$, using other well-measured objects (muons, electrons, photons) as reference and calibrate jets with respect to the barrel region jets.

## Jet flavor corrections

The last step of the jet calibration process, accounts for the differences of the response to quark- or gluon-initiated jets. The need for these corrections arises from the fact that the jet particle composition depends on the flavor of the parton that initiates the jet. In particular, soft (low-momenta) particles lead to lower response, while the neutral hadron fraction inside the jet also affects the response. Typically, gluon jets are wider in shape, contain higher multiplicities of soft particles and therefore exhibit the lowest response [15]. On the other hand, jets originated from $u$ and $d$ quarks have the highest response, while $c$ and $b$ jets are in between gluon and $u / d$ jets. The evaluation of the response differences is based on simulations exploiting samples which are gluon-enriched (QCD dijet) and quark-enriched ( $Z+j e t, \gamma+j e t$ ).

In the end, each correction comes in the form of a multiplicative factor $C$, such that the calibrated jet $p_{T}$ is described by:

$$
\begin{equation*}
p_{T, c o r .}=C \times p_{T, \text { uncor }} \tag{4.3}
\end{equation*}
$$

where $p_{T, \text { cor. }}$ stands for the corrected (calibrated) jet transverse momentum and $p_{T, \text { uncor. }}$ is the un-corrected jet transverse momentum. Moreover, each correction stage presented above, is accompanied with relevant uncertainties arising from different sources. The latter, are referred as systematic sources and are propagated to any measurement based on calibrated jets. The names of the individual JEC uncertainty sources can be seen in Tab. G. 1 and their treatment in a jet physics analysis will be discussed in Sec. 5.8. Figure 4.9 shows the total JEC uncertainty (grey band) and few individual JEC uncertainty sources as a function of $p_{T}$ (left) and $\eta$ (right) for 2016 data for AK4 jets.


Figure 4.9: The total (grey band) and individual JEC uncertainties as a function of $p_{T}$ (left) and $\eta$ (right) for 2016 data for AK4 jets [12].

### 4.5 Monte Carlo simulation

The sub-processes involved in a $p p$ collision and introduced in Sec. 4.1, can be simulated efficiently with Monte Carlo (MC) techniques. Particularly, all the phenomena defined there correspond to a different step that need to be simulated in the event generation of a MC event generator. In physics analyses, MC event generators are used for several purposes such as in the calibration process presented in Sec. 4.4 or in the data unfolding procedure which will be described in Sec. 5.7. Generally, in high energy physics experiments some common applications of MC event generators are the extraction of new physics signals from background processes, the SM parameters measurement when their predictions are compared to experimental data, the input information they can provide in the design of new experiments etc [16].

In general, the Monte Carlo methods correspond to the numerical methods which involve the repeated use of computer-generated pseudo-random numbers in order to solve a problem [17]. Here, an essential part when extracting predictions for any experimental observable at the LHC, is the integration over the final-state phase space, as formulated in Sec. 1.3.4. However, this phase space has typically large and variable dimension $d$ which for an $n$-particle final state, considering the three momentum components per particle and the four constraints implied by the energy-momentum conservation, is: $d=3 n-4$, plus the flavour and spin labels [16]. Since in the most interesting processes hundreds of particles are typically produced, the numerical integration with Monte Carlo method is preferred among other choices. This is because the integration accuracy improves as $\sigma_{I} \sim 1 /(\sqrt{N})$ [17] (where $N$ are the integration points), regardless of the dimension $d$ of the problem, in contrast to other numerical methods (Simpson's, Gaussian etc.) which exhibit severe computing penalties as $d$ increases. Essentially, a Monte Carlo event generator provides a set of representative points in the phase space of the process of interest, where the density of the points is analogous to the probability distribution predicted for that specific process.

The short-distance and high-momentum transfer hard subprocess is at the core of any MC event generator, while the overall simulation is built around it. Based on the factorization formula of Eq. 1.76, the hard subprocess corresponds to the calculation of the matrix element squared $\left|\mathcal{M}_{a b \rightarrow n}\right|^{2}$ which involves the summation and averaging over the quantum numbers of initial and final state particles. In the case of low multiplicity final states i.e., $2 \rightarrow 2$ and $2 \rightarrow 3$, the calculation is usually performed analytically based on theoretical algebraic expressions and for this reason all MC event generators include such pre-computed matrix elements. However, for final-state multiplicities of four or larger more specialized techniques (e.g based on Berends-Giele recursion relations [18]) have been developed for the numerical evaluation of the matrix elements, which is usually performed from dedicated matrix-element generators e.g Comix [19] and phase space integrators. Moreover, going beyond the LO accuracy is rather than trivial as will be discussed in Sec. 6.1, where the technology of NLO calculations is introduced.

Once the "hard" matrix element has been computed, the radiative effects must be simulated in order to account for the successive emissions of colour charged particles both in the initial and in the final state. This parton cascade is simulated through Parton Shower (PS) modeling which evolves in the perturbative regime, from the hard interaction's high scales down to typically around $\sim 1 G e V$ where the strong coupling becomes large and the perturbative description breaks down. In principle, the PS represents higher-order real-emission (see Sec. 6.1) corrections to the hard subprocess with the simulation of branching of a single external parton into two partons [20]. The calculation of such corrections rely on general approximations and conditions, such as that (i) the total shower evolution through the parton branchings should leave the cross
section invariant, (ii) the additional emissions are strongly ordered, (iii) the QCD amplitudes are approximated by their universal soft and collinear factorization properties [21]. The latter practically means that for collinear partons or soft gluons the QCD matrix element becomes singular in the relevant phase-space regions and the matrix element factorizes into a singular factor and the hard matrix element. For example, in the collinear factorization the parton splittings: $q \rightarrow q g, q \rightarrow g q, g \rightarrow g g, q \rightarrow q \bar{q}$ are usually described by the Altarelli-Parisi splitting functions $P_{q q}, P_{g q}, P_{g g}$ and $P_{q g}$, which are then used for the cross section formulation. Many different models have been developed for the simulation of the Parton Shower like the successive parton emissions in angular ordering implemented in HERWIG $++[22]$ or the partitioned dipole shower with Leading-Colour Approximation used in Pythia8 [23].

Another important task arising in the event simulation is the incorporation of the information from matrix elements and parton showers. Such combination is necessary in order to obtain a more complete description of the partonic states, since the approaches followed in the calculation of matrix elements and parton showers are complementary. The former, deals with the simulation of hard and well-separated partons, in contrast to the latter which simulates soft and collinear parton emissions. However, implementing the above combination is again not trivial due to several problems that must be resolved. For example, the matrix elements are inclusive ${ }^{3}$ quantities while the parton showers are exclusive ${ }^{4}$, which means that special treatment is needed to avoid overcounting. There are many different approaches that can be followed for the ME-PS combination, which can be widely categorized into two distinct strategies: matching and merging. In the former, the high-order corrections from the inclusive process are integrated with the PS, as done for example in MC@NLO [24] or Powheg [25, 26] methods used for the matching of PS with NLO matrix elements. In the latter, a merging scale is defined such that any parton generated above that scale is generated with the ME and partons below are generated with the PS, as implemented for example in the MLM [27] or CKKW [28] methods used for multi-jet merging at LO.

At the scales around 1 GeV , the perturbative evolution of the PS is terminated and a hadronization mechanism is required for the description of transition from the coloured partons to colourless hadrons. Since there is no way to describe this transition from first principles in QCD, the non-perturbative hadronization process is model-based. Such hadronization models are developed with a number of tunable parameters that need to be adjusted for the description of the data. The two main classes of hadronization models are the string models used for example in Pythia8 and the cluster models used by Herwig ++ . The string models start from the formation of a colour flux tube among two colour charges that moving apart, under the assumption that the tube is uniform along its length, resembling a linear static potential between the partons: $V=\sigma r$ (see also Eq. 1.55). As the distance between partons increases, the potential energy stored in the string also increases and the string eventually breaks with the production of $q \bar{q}$ pairs. Then each meson is formed by the quark from one break and the antiquark from an adjacent break, which is extended to diquark-antidiquark pairs for the formation of baryons. On the other hand, the cluster models rely on the concept of colour preconfinement of parton showers, a property of many-body QCD final states which implies that partons which are neighbors in the momentum space are also neighbors in colour space [18]. The cluster hadronization starts from the gluons present at the end of the PS which are split non-perturbatively into color-singlet $q \bar{q}$ combinations, forming clusters (colour connected pairs) considered as unstable intermediate states that immediately decay isotropically into hadron

[^17]pairs. In the end, the collection of primary hadrons obtained from the hadronization procedure contains also unstable and excited hadrons. Their decay into secondary stable hadrons (in collider timescales) is simulated by selecting the hadrons to be included in the simulation and the relevant decay channels.

Finally, the simulation of soft QCD physics phenomena and the underlying event contributions is also model-based, with a wide range of approaches and models that have been developed and implemented for the various MC event generators. A brief overview of the Monte Carlo event generators used in the Physics Analysis part (Part II) is given below.

1. Herwig $++[22]$ is a general-purpose Monte Carlo event generator which is based on the obsolete event generator Herwig (Hadron Emission Reactions With Interfering Gluons). The Matrix Element (ME) is computed at Leading Order (LO) accuracy for $2 \rightarrow 2$ QCD scattering processes. The Parton Shower (PS) is simulated by the angular ordering of successive emissions, while the cluster model is used for the hadronization. Contributions from the Underlying Event (UE) physics are obtained from the simulation of Multiparton Interactions (MPI) which are tuned to experimental data, while hadron decays are also simulated. The tune used in the analysis is the UE-EE-5-CTEQ6L1 or simply EE5C [29] which is based on CTEQ6.1M LO PDF set.
2. Madgraph5 [30, 31] is the successor of Madgraph and is capable of generating matrix elements at LO accuracy for $2 \rightarrow 2+n$ QCD scattering processes, where $n$ is the number of the additional partons to be included in the analytical calculation, which go up to 2 additional partons i.e., $2 \rightarrow 4$. Since no Parton Shower, Underlying Events and hadronization models are available in MADGRAPH5, for the complete event simulation it is combined with Pythia8 with the MLM method [27].
3. Pythia 8 [23] similarly to Herwig ++ , is a general-purpose Monte Carlo event generator, which corresponds to the successor of Pythia6. The ME is calculated at LO accuracy for $2 \rightarrow 2$ QCD scattering processes, while in the PS simulation the successive emissions are $p_{T}$ ordered. The hadronization mechanism is based on the string model, the UE/MPI effects are tuned to experimental data and particle decays are also simulated. Three different tunes are considered in the analysis: the CUETP8M1 [32] based on NNPDF2.3 LO PDF set, the CUETP8M2T4 [33] based on NNPDF3.0 LO PDF set and the CP5 [34] tune based on NNPDF3.1 NNLO PDF set.
4. Powheg (Positive Weight Hardest Emission Generator) [25, 26], based on the Powheg BOX [35] generates $2 \rightarrow 2$ matrix elements at NLO accuracy, as well as $2 \rightarrow 3$ matrix elements at LO accuracy. Similarly to MADGRAPh, for the complete event simulation it is interfaced either to Pythia8 or to Herwig ++ which provide the PS, UE and hadronization models. The ME-PS matching is performed through the PowHEG method [25, 26].
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## Part II

## Physics analysis

## Chapter 5

## $R_{\Delta \phi}$ measurement in $p p$ collisions at $\sqrt{s}=13 \mathrm{TeV}$ with the CMS experiment

As discussed in Sec. 1.3 the property of asymptotic freedom of Quantum Chromodynamics, implies that the strong coupling $\alpha_{S}$, decreases when probed at large momentum transfers $Q$, corresponding to small distances. Although the values of the fundamental QCD parameter $\alpha_{S}$ are not predicted from theory, the renormalization group equation (RGE) formulated in Eq. 1.69 (and Eq. 1.73 keeping only the leading term), describes the dependence of $\alpha_{S}$ on the renormalization scale $\mu_{r}$ and hence on the momentum transfer $Q$. Therefore, experimental measurements can be used for the extraction of the $\alpha_{S}$ at a specific scale, which by convention is chosen to be the well-known $Z$-boson mass (see Eq. 1.74) and then using the RGE which precisely describes the evolution of $\alpha_{S}$, test the running of the coupling to higher scales $Q$.



Figure 5.1: An overview of determinations of the strong coupling constant at the scale of the Z-boson mass from measurements (left) using hadrons [1] and (right) different sub-fields observables [2].

Table 5.1 shows previous measurements of the strong coupling constant at hadron colliders, extracted from analyses based on hadron physics. The results from all these $\alpha_{S}\left(M_{Z}\right)$ measurements are shown in Fig. 5.1 (left), which also includes measurements performed by the H1 and ZEUS collaborations based on data from deep-inelastic $e^{ \pm} p$ scattering at DESY HERA collider. The vertical band in this plot represents the world average value from PDG (2020) [2] according to Eq. 1.74. On the right of Fig. 5.1 the most recent plot from PDG (2020), illustrating $\alpha_{S}\left(M_{Z}^{2}\right)$ determinations from various fields e.g lattice QCD or electroweak precision fits, is shown. Apart from the $\alpha_{S}\left(M_{Z}\right)$ measurement and the comparison with the world average, testing the running of $\alpha_{S}$ i.e., $\alpha_{S}(Q)$, is yet another challenge. Figure 5.2 shows on the left, this result as determined from the latest jet-based CMS $\alpha_{S}$ running test [3] using a 2-loop solution for the RGE, while on the right the most recent plot taken from PDG (2020) [2], is shown. It is directly observed from these plots that $\alpha_{S}$ has been experimentally tested up to $Q \sim 1.5 \mathrm{TeV}$. Hence, the motivation for this analysis is twofold:

- Extraction of the $\alpha_{S}\left(M_{Z}\right)$ based on CMS data collected during $p p$ collisions at $\sqrt{s}=13$ TeV using jets and direct comparison to the world average.
- Testing of $\alpha_{S}(Q)$ running for momentum transfers $Q \gtrsim 2 \mathrm{TeV}$.

Table 5.1: Measurements of the $\alpha_{S}$ using hadron physics at hadron colliders ( $p \bar{p}$ collisions-Tevatron-for D0 and CDF, pp collisions-LHC-for ATLAS and CMS.)

| $\sqrt{\mathbf{s}}(\mathbf{T e V})$ | Collaboration (year) | Observable |
| :---: | :---: | :---: |
| 1.96 | CDF (2002) | Inclusive jet cross section [4] |
| 1.96 | D0 (2009) | Inclusive jet cross section [5] |
| 1.96 | D0 (2012) | Jet angular correlations [6] |
| 7 | ATLAS (2012) | Inclusive jet cross section [7] |
| 7 | CMS (2013) | 3-jet over 2-jet inclusive jet ratio ( $R_{32}$ ) [8] |
| 7 | CMS (2014) | $t \bar{t}$ production cross section [9] |
| 7 | CMS (2015) | 3-jet differential cross section (3-jet mass) [10] |
| 7 | CMS (2015) | Inclusive jet cross section [11] |
| 7 | ATLAS (2015) | Multi-jet event correlations (TEEC) [12] |
| 8 | CMS (2017) | Inclusive jet cross section [3] |
| 8 | CMS (2017) | Triple differential dijet cross section [13] |
| 8 | ATLAS (2017) | Multi-jet event correlations (TEEC) [14] |
| 8 | ATLAS (2018) | Dijet azimuthal decorrelations ( $R_{\Delta \phi}$ [15] |
| 13 | CMS (2019) | $t \bar{t}$ production cross section [16] |
| 13 | CMS (2020) | $t \bar{t}$ multi-differential cross sections [17] |
| 13 | CMS (2021) | Inclusive jet cross section [18] |

CMS


Figure 5.2: (left) The strong coupling constant running $\alpha_{S}(Q)$ as determined in [3] and (right) a summary of $\alpha_{S}(Q)$ determinations from different sub-field observables [2].

For the extraction of the $\alpha_{S}\left(M_{Z}\right)$ and $\alpha_{S}(Q)$ running investigation, an observable called $R_{\Delta \phi}$ which is related to the azimuthal correlations of jets is measured. Specifically, the $R_{\Delta \phi}$ observable is defined as:

$$
\begin{equation*}
R_{\Delta \phi}\left(p_{T}, \Delta \phi, p_{T m i n}^{n b r}\right)=\frac{\sum_{i=1}^{N_{j e t}\left(p_{T}\right)} N_{n b r}^{(i)}\left(\Delta \phi, p_{T m i n}^{n b r}\right)}{N_{j e t}\left(p_{T}\right)} \tag{5.1}
\end{equation*}
$$

where the denominator and the numerator of this equation are defined as two different cross sections. The denominator $N_{j e t}\left(p_{T}\right)$ is the number of inclusive jets in a given inclusive jet $p_{T}$ bin. The numerator $N_{n b r}^{(i)}\left(\Delta \phi, p_{T m i n}^{n b r}\right)$ is the number of neighboring jets with transverse momenta greater than $p_{T m i n}^{n b r}$, separated from the i-th inclusive jet by an azimuthal angle $\Delta \phi$ within a specified interval $\Delta \phi_{\min }<\Delta \phi<\Delta \phi_{\max }$. The Leading Order (LO) process for the denominator is proportional to $\alpha_{S}^{2}$, while in the numerator for $\Delta \phi<\pi$ only topologies with at least three jets contribute ${ }^{1}$. Therefore, the numerator is proportional to $\alpha_{S}^{3}$ (at leading order) and subsequently $R_{\Delta \phi}$ observable is directly proportional to $\alpha_{S}$ at lowest order. Performing an analysis which depends on a ratio of jet cross sections (see for example [6, 8, 15]), rather than a simple cross section measurement, has two important advantages. Firstly, when dealing with cross section ratios many experimental uncertainties like the uncertainty due to luminosity or JEC uncertainties, totally or partially cancel out. Secondly, PDF and QCD scale dependencies in fixed order QCD calculations are potentially reduced in the ratio.

The measurement is based on an inclusive jet sample collected with the CMS detector, at the CERN LHC collider during Run II period, for $p p$ collisions at a centre-of-mass energy of 13 TeV . The total integrated luminosity corresponds to $134.47 \mathrm{fb}^{-1}: 33.18 \mathrm{fb}^{-1}$ from 2016, 41.47 $\mathrm{fb}^{-1}$ from 2017 and $59.82 \mathrm{fb}^{-1}$ from 2018. The inclusive jet sample contains only jets within the tracker acceptance $|y|<2.5$ and with transverse momenta $p_{T}>50 \mathrm{GeV}$. The data and Monte Carlo simulation samples for each year of data taking separately are presented in Sec. 5.1, while the software used for their processing, the jet reconstruction with the AK7 clustering algorithm and the event selection details are discussed in Sec. 5.2. Besides the above $|y|$ and $p_{T}$ selection cuts which were applied on all jets, the $p_{T m i n}^{n b r}$ for the neighboring jets in Eq. 5.1

[^18]is set to 100 GeV and the $\Delta \phi$ interval is chosen to $2 \pi / 3<\Delta \phi<7 \pi / 8$, as explained further in Sec. 5.2. Then Sec. 5.3 contains few additional corrections that need to be applied on data and Sec. 5.4 the different processing steps followed for the official CMS Monte Carlo simulation samples. The High Level Triggers (HLT) used for the data collection and the evaluation of their efficiencies are discussed in Sec. 5.5. Then, the measurement of the two different cross sections, arising from the definition of the $R_{\Delta \phi}$ observable in Eq. 5.1, using reconstructed jets at the detector level is shown in Sec. 5.6. The unfolding of the measurement from the detector to particle level is discussed in Sec. 5.7 and the systematic uncertainties for the measurement propagated at the unfolded measurement in Sec. 5.8. Finally, the comparison between data and Monte Carlo event generator predictions at particle level are shown in Sec. 5.9. The fixed order QCD predictions are discussed in the next Chapter 6 and the final analysis results for the extraction of $\alpha_{S}\left(M_{Z}\right)$ parameter and the testing of $\alpha_{S}(Q)$ running in Chapter 7.

### 5.1 Data and Monte Carlo samples

The data which are collected from the CMS Online Data Acquisition (DAQ) and Trigger System (see Sec. 3.3.6), are distributed and processed in a three-level tiered architecture computing infrastructure, named Worldwide LHC Computing Grid (WLCG) and graphically illustrated in Fig. 5.3 (for the four main LHC experiments: ALICE, ATLAS, CMS and LHCb) [19, 20]. The first tier (Tier-0) corresponds to the CERN Data Centre which is directly connected to the experiment and performs several functions including: $(i)$ the safe-keeping of the first copy of the data (RAW data) containing the raw detector information such as detector element hits, (ii) a first-pass processing of the raw data for obtaining the reconstructed physics objects such as tracks and jets and reconstructed hits/clusters (Promptreco data) and derivation of the Analysis Object Data (AOD) described below and (iii) the distribution of the raw, reconstructed data and the AODs among the Tier-1 centers. The second tier (Tier-1) is composed of 13 large computer centers shown in Fig. 5.3 (left) which are responsible among others for: $(i)$ the safe keeping of the subset of raw and reconstructed data they receive from Tier-0, (ii) the re-reconstruction (RECO data) of the Promptreco data based on improved algorithms and extraction of the AODs and skims described below and (iii) the distribution of the reconstructed data, skims and AODs to Tier-2 centers. Finally, the third tier (Tier-2) consists of 160 centers hosted at universities and scientific institutes, allowing the access to Tier-1 datasets and providing substantial CPU resources used for physics analysis purposes, calibration studies and Monte Carlo production.


Figure 5.3: Graphical illustration of the Worldwide LHC Computing Grid (WLCG) tiers (left) and the real event data flow in the CMS Computing Model [19, 20].

The CMS data are split into Physics Datasets based on the trigger decision, such that the data handling becomes easier. The Primary Datasets produced centrally on Tier-1 systems are extremely large since they contain too large number of events. Therefore, filtering the events is necessary in order to reduce the time and resources required for physics analysis to reasonable values. This process of event selection is called skimming and is performed in a series of eventighter selection criteria, where the first skims are produced centrally at Tier-1 reducing the size of primary datasets by a factor of about 10 . Then, secondary skims might be produced from physics analysis groups, such as Standard Model Physics group, by running on the primary skims applying event selection criteria which are motivated by the group's physics analyses.

Event information from each step in the data reconstruction chain is hierarchically arranged into data tiers, where each tier contains different levels of information about an event and therefore it has different usages. The main data tiers in CMS are the RAW, RECO and AOD. The RAW contain the full event information from what discussed above in the Tier-0 description with an event size of around 1-2 MB/event and hence they are not used for analysis purposes. The RECO, as already mentioned, contain the reconstructed data and are derived from the RAW data. They contain information from all the reconstruction stages: reconstructed hits, clusters and segments at the lowest level, reconstructed tracks and vertices at the intermediate level and reconstructed jets, muons etc at the highest level. In practice, the inclusion of all the reconstruction hierarchy makes the RECO data tier too heavy to be used for analysis with event size around 3 MB /event. For this reason, the AOD


Figure 5.4: CMS main data formats (Taken from [21]). which is a distilled version of the RECO event information in a compact format, is more suitable for analysis. It contains only the high-level physics objects plus a summary of information contained in RECO and might be used for analysis actions such as track refitting, with event size $400-500 \mathrm{kB} /$ event. The CMS data flow through the three tiers of WLCG is illustrated in 5.3 (right). The AOD format was the data tier upon which were based the CMS Run 1 physics analysis. For Run 2 even more compact formats derived either from RECO or from AOD format were developed to serve the physics analyses needs: the MINIAOD format with event size $40-50 \mathrm{kB}$ /event [22] is the working-horse CMS analysis format for Run 2 and the NANOAOD with 1-2 $k B$ /event resembles the typical structure and size of private ntuples $^{2}$ [23] and is expected to be the main tier for Run 3.

The split of stream of events acquired by CMS into Primary Datasets, is based on the HLT selection such that in the final dataset, events with similar physics content are grouped together. Hence, a Primary Dataset contains events which have passed at least one out of the set of HLT paths defined for each dataset, for example DoubleMu, JetHT, SingleElectron etc. The following analysis is based on JetHT datasets in the MINIAOD format, where each of them contains the aggregation of events collected in a different LHC run period (era) during Run 2. The complete dataset list which corresponds to the full Run 2 dataset, along with the integrated luminosity for each year, is shown in Table 5.2.

Any physics analysis must be based on data which are certified as good by the detector and physics objects experts. Data are defined as good when all the sub-detector systems are fully operational and the reconstruction and calibration conditions are optimal. Therefore, physics analyses are based only on the good lumisections ${ }^{3}$ from each run, which are specified in the so-called Golden JSON files. For each Run year the official JSON files (recommended by the PdmV group ${ }^{4}$ ) used in the following analysis:

[^19]Table 5.2: Integrated luminosity and primary datasets for each Run year.

| Year | $\mathcal{L}_{\text {int }}\left(\mathrm{fb}^{-1}\right)$ | Datasets |
| :---: | :---: | :---: |
| 2016 | 33.18 | /JetHT/Run2016B-07Aug17-ver2-v1/MINIAOD <br> /JetHT/Run2016C-07Aug17-v1/MINIAOD <br> /JetHT/Run2016D-07Aug17-v1/MINIAOD <br> /JetHT/Run2016E-07Aug17-v1/MINIAOD <br> /JetHT/Run2016F-07Aug17-v1/MINIAOD <br> /JetHT/Run2016G-07Aug17-v1/MINIAOD <br> /JetHT/Run2016H-07Aug17-v1/MINIAOD |
| 2017 | 41.47 | /JetHT/Run2017B-09Aug2019_UL2017-v1/MINIAOD /JetHT/Run2017C-09Aug2019_UL2017-v1/MINIAOD /JetHT/Run2017D-09Aug2019_UL2017-v1/MINIAOD /JetHT/Run2017E-09Aug2019_UL2017-v1/MINIAOD /JetHT/Run2017F-09Aug2019_UL2017-v1/MINIAOD |
| 2018 | 59.82 | /JetHT/Run2018A-12Nov2019_UL2018-v2/MINIAOD /JetHT/Run2018B-12Nov2019_UL2018-v2/MINIAOD /JetHT/Run2018C-12Nov2019_UL2018_rsb-v1/MINIAOD /JetHT/Run2018D-12Nov2019_UL2018_rsb-v1/MINIAOD |

- 2016 : Cert_271036-284044_13TeV_23Sep2016ReReco_Collisions16_JSON.txt
- 2017 : Cert_294927-306462_13TeV_UL2017_Collisions17_GoldenJSON.txt
- 2018 : Cert_314472-325175_13TeV_Legacy2018_Collisions18_JSON.txt

Correspondingly, Monte Carlo simulation samples are also arranged to data tiers based on the contained information. The first step in the production of a Monte Carlo sample is the production of the events at the generator level (GEN), which means the production of the four vectors of the particles by simulating the hard scattering, the multiparton interaction, the hadronization etc, using a Monte Carlo event generator like Pythia8 or Sherpa. Then the interaction of the generated particles with the detector's material is simulated (SIM) based on the GEANT4 toolkit which allows the simulation of the CMS detector. The combination of the above two (GEN and SIM) defines the first Monte Carlo output format which is called GEN-SIM. Moreover, the simulated detector signals are digitized enabling the capability to apply reconstruction algorithms on them, while simulated hits from pileup interactions are also included along with the trigger menu information. Events produced in this process are called DIGI-RECO events and the relevant output format for the Monte Carlo sample is the AODSIM. Finally, the skimmed versions of AODSIM, the MINIAODSIM and NANOAODSIM, contain only the necessary information required for physics analyses. The workflow for the production of a Monte Carlo sample is illustrated in Fig. 5.5. The official CMS Monte Carlo samples used in the analysis are shown in Table 5.3.


Figure 5.5: A summary workflow for the production of a Monte Carlo sample, image credits: Gurpreet Chahal [24].

Table 5.3: Official CMS Monte Carlo samples used in the analysis.

| Year | MC Samples |
| :---: | :---: |
| 2016 | 1. QCD_Pt_xxtoxx_TuneCUETP8M1_13TeV_pythia8/RunlISummer16MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2/MINIAODSIM <br> 2. QCD_HTxxtoxx_TuneCUETP8M1_13TeV-madgraphMLM-pythia8/RunlISummer16 MiniAODv3-PUMoriond17_94X_mcRun2_asymptotic_v3-v2/MINIAODSIM |
| 2017 | 1. QCD_Pt_xxtoxx_TuneCP5_13TeV_pythia8/RunlISummer19UL17MiniAOD-106X_mc2017_realistic_v6-v2/MINIAODSIM <br> 2. QCD_HTxxtoxx_TuneCP5_13TeV-madgraphMLM-pythia8/RunlIFall17MiniAODv2-PU2017_12Apr2018_94X_mc2017_realistic_v14-v1/MINIAODSIM |
| 2018 | 1. QCD_Pt_15to30_TuneCP5_13TeV_pythia8/RunlISummer19UL18MiniAOD-106X_upgrade2018_realistic_v11_L1v1-v2/MINIAODSIM <br> 2. QCD_HT50to100_TuneCP5_13TeV-madgraphMLM-pythia8/Runl\|Autumn18 MiniAOD-102X_upgrade2018_realistic_v15-v1/MINIAODSIM |

### 5.2 Software, Jet Reconstruction and Event selection

## Analysis software

The Data and Monte Carlo sample analysis was exclusively based on the DAS Analysis Framework or simply DAS, which is a generic framework for jet analysis. The DAS framework is currently used by several ongoing analyses at the Standard Model Physics - Hadronic (SMPHAD) group such as inclusive jet, $b$-jet, dijet mass analyses etc. It is a ROOT-based [25] environment implemented as a CMSSW [26] module which is inspired from the former SMPJ framework [27] used by the Standard Model Physics - Jet (SMPJ) analysis group for Run 1 data analysis. The code for the different analysis actions starting from the private $n$-tuple production from the miniAOD samples (see Sec. 5.1), up to the final analysis plots is hosted at [28] and is available to all collaboration members. A detailed description of the various analysis techniques, as well as framework commands documentation can be found within the CMS internal note [29]. The CMS Software (CMSSW) version used here is $10 \_6 \_X$ which is the recommended version for Run 2 UltraLegacy (UL) (see Tab. 5.2) sample processing.

## Jet Reconstruction

For the event and jet reconstruction the CMS standard PFchs and anti- $k_{t}$ algorithms (described in Sec. 4.3) were used respectively. The radius resolution parameter of the algorithm was set to $R=0.7$, by re-clustering the jets during the private $n$-tuple production since only $A K 4$ and $A K 8$ jets are present in the centrally produced miniAOD samples. In the first place, the choice of a large radius parameter was made because of the smaller non-perturbative (NP) corrections exhibited from "fat" jets, as described in Sec. 4.2. This is of particular importance here, where fixed order QCD predictions need to be corrected for the non-perturbative effects, introducing also an additional NP uncertainty which propagates to the final analysis results (see Chapters 6,7 ). Then, even if the CMS default choice for "large" jets is $R=0.8$, here the 0.7 choice was inspired from the fact that this was the default value for CMS Run 1 measurements. Therefore, the direct comparison between the present and any former CMS Run 1 analysis, such as $R_{32}$ [8], is always feasible.

For the Jet Energy Calibration (see Sec. 4.4) the recommended Jet Energy Corrections (JEC) provided centrally by the JetMET group ${ }^{5}$ were used. Since no dedicated corrections for $A K 7$ jets exist, the corrections for AK8 jets were used instead. The global tags which fully specify the corresponding JEC versions for both Data and MC samples are given in Tab. 5.4.

Table 5.4: Jet Energy Corrections Global Tags for Data and MC samples.

| Year | Data | MC |
| :--- | :--- | :--- |
| 2016 | Summer16_07Aug2017_V11 | Summer16_07Aug2017_V11 |
| 2017 | Fall17_17Nov2017_V32 | Summer19UL17_V5 |
| 2018 | Summer19UL18_V5 | Summer19UL18_V5 |

## Event selection

Each event is required to have at least one offline-reconstructed vertex [30]. The vertex reconstruction involves the selection of tracks, the vertex finding where the tracks are grouped into vertex candidates and the vertex fitting where the best estimate of the vertex parameters

[^20]e.g the vertex location and its uncertainty, is calculated. Primary Vertices (PV) are those associated with all proton-proton interactions, including the "signal" vertex i.e., the one which triggered the readout of the event and any vertices from pileup collisions. These are distinguished from secondary vertices which represent decay vertices. The relevant requirements applied to each event are:

- Require at least one primary vertex (PV).
- Require the z component of PV to be $|z(P V)|<24 \mathrm{~cm}$.
- Require the radius in x-y plane of PV to be rho $<2 \mathrm{~cm}$.
- Require the vertex fit $n d o f>4$.
where $|z(P V)|$ represents the position of the proton-proton collision along the beam-line and $z=0$ indicates the center of the CMS detector.

For the rejection of fake, badly reconstructed and noise jets, a set of jet identification criteria are applied, known as PFJetID, which retain about $99 \%$ of real jets (CMS internal note [31]). In particular, here the applied PFJetID is the tight ID with lepton veto aka TightLep Veto ID, which is recommended by the JetMET group and consists of the criteria shown in Tab. 5.5.

Table 5.5: Tight ID with lep veto for AK8CHS jets [32].

| Year | $\mathbf{2 0 1 6}$ | $\mathbf{2 0 1 7}-\mathbf{2 0 1 8}$ |
| :--- | :--- | :--- |
| PF Jet ID | $\eta \mid<=2.7$ | $\|\eta\|<=2.6$ |$|$| Neutral Hadron Fraction | $<0.90$ | $<0.90$ |
| :--- | :--- | :--- |
| Neutral EM Fraction | $<0.90$ | $<0.90$ |
| Number of Constituents | $>1$ | $>1$ |
| Muon Fraction | $<0.80$ | $<0.80$ |
| Charged Hadron Fraction | $>0$ | $>0$ |
| Charged Multiplicity | $>0$ | $>0$ |
| Charged EM Fraction | $<0.9$ | $<0.8$ |
| Number of Neutral Particles | - | - |

As already mentioned, the measurement of $R_{\Delta \phi}$ observable defined in Eq. 5.1, is based on an inclusive jet sample with transverse momenta $p_{T}>50 \mathrm{GeV}$ and rapidities $|y|<2.5$. The $p_{T m i n}^{n b r}$ is set to 100 GeV and $\Delta \phi$ interval has been chosen as $2 \pi / 3<\Delta \phi<7 \pi / 8$. The last two selection criteria were chosen based on a detailed study performed for the optimization of the phase space selection, which is presented in Appendix B. An additional description of the different event topologies contributing to the numerator and denominator cross sections consisting the $R_{\Delta \phi}$ observable, is given in Appendix A.

### 5.3 Data corrections

## Prefiring issue

During 2018 data taking, the L1-DPG group reported a prefiring issue related to the EG triggers i.e., the timing shift from the ECAL system was not properly transmitted to the L1 Trigger Primitives. As a result high eta Trigger Primitives were being mistakenly associated to the previous bunch crossing and since trigger rules forbid two consecutive bunch crossings to fire the trigger, L1EG objects were wrongly related to the previous bunch crossing. Finally, the mis-timed Trigger Primitives cause loss of events and inefficiencies mostly in the forward region $2 .<|\eta|<3$. This issue affected 2016 and 2017 data (not 2018) and is not included in the simulations. An overview of the effect can be found at [33].

In order to quantify this effect, the centrally produced jet maps are used, which are shown in Fig. C. 1 in Appendix C and represent the probability of jet prefiring as a function of jet $p_{T}$ and $\eta$. Since the effect is not constant over time (for example late 2017 data are more affected that early 2017), the prefiring corrections are applied in 2016 and 2017 data per era, so that the time dependence is also considered. Technically, the correction is applied on the event weights according to the prefire maps and as recommended, an uncertainty is estimated by shifting the prefiring probabilities within their uncertainties. The latter are estimated by taking the maximum between $20 \%$ of the prefiring probability and the corresponding statistical uncertainty.

## MET filters

For the removal of events with large fake Missing Transverse Energy (MET), which may be the result of various causes (e.g HCAL noise, beam halos etc), a series of MET filters are applied on the Data, as recommended by the JetMET group in [34]. The applied MET filters are:

- goodVertices
- globalSuperTightHalo2016Filter
- HBHENoiseFilter
- HBHENoiseIsoFilter
- EcalDeadCellTriggerPrimitiveFilter
- BadPFMuonFilter
- eeBadScFilter


## Hot zones

During the data taking, some regions of the calorimeters observed to have anomalously high rate (hot zones), due to mis-calibrations of the calorimeter for jet measurement performance. For the elimination of any bias arising from these problematic detector regions, events with important jet contributions in the hot zones were vetoed. This was done using the jet veto maps provided by the JetMET group in [35].

### 5.4 Monte Carlo sample processing

The Monte Carlo samples included in Tab. 5.3 which are centrally provided by CMS, are subjected to the following series of processing steps, before used for the analysis purposes.

## Cross section normalization

The Pythia8 and Madgraph samples are split in $\hat{p}_{T}{ }^{6}$ and $H_{T}{ }^{7}$ slices. Therefore, before combining the different slices together, they should be normalized with the corresponding cross section obtained from the cross section database [36] and can be found in Appendix D.

## Corrections on the PU simulation

The Pile Up (PU) effects described in Sec. 4.1-4.4, can also be included in a Monte Carlo simulation sample. However, for the correct simulation of the PU, two distinct points need to be addressed.

## - Removal of overweighted PU events

The split of the MC samples into $\hat{p}_{T}$ or $H_{T}$ is done for obtaining sufficient statistics over the whole jet $p_{T}$ phase space. On the other hand, the simulation of the PU is done irrespectively of the $\hat{p}_{T}$ or $H_{T}$ slices. As a result, when normalizing each slice with the corresponding cross section, jets originating from the PU simulation appear in larger $p_{T}$ values than configured with the slicing method. For example, a jet with $p_{T}=300 \mathrm{GeV}$ might appear in the $\hat{p}_{T}$ slice $30-50$ jet $p_{T}$ spectrum, which is unphysical. The problem is resolved by ensuring that any low- $\hat{p}_{T}$ slice cannot contribute more effectively than any higher $\hat{p}_{T}$ slice. The events where $(\max ) \hat{p}_{T}^{P U}>\hat{p}_{T}^{\text {main }}$ are removed, as well as contributions with unphysical weights and contributions to bins with less than one hundred entries.

## - Re-weighting of the simulated PU profile

Typically, the PU in the simulation is usually overestimated in comparison with the PU in the real data. The amount of PU can be quantified using the Pile-Up (PU) profile, which corresponds to the probability distribution describing the number of interactions per bunch crossing. For the data the PU is estimated using the pileup Calc.py utility, provided by the Lumi $\mathrm{POG}^{8}$ and is implemented within the CMSSW. The PU distribution for individual events corresponds to a Poisson distribution with mean value $\mu$, calculated as:

$$
\begin{equation*}
\mu=\frac{L_{\text {inst }} \sigma_{\text {inel }}}{f_{\text {rev }}} \tag{5.2}
\end{equation*}
$$

where $L_{\text {inst }}$ is the instantaneous luminosity, $\sigma_{\text {inel }}$ is the total inelastic cross section and $f_{\text {rev }}$ is the LHC orbit frequency 11246. The recommended value for the Run II cross section is 69.2 mb [37], while the instantaneous luminosity is obtained per lumisection from the JSON files. The $L_{\text {inst }}$ is assumed to be constant within one lumisection, but it may vary for longer time periods leading to a non-Poissonian behaviour. On the other hand, in simulation the PU can be simulated from the consideration of several Poisson distributions which correspond to different PU configurations. An illustration of PU profile differences for 2018 data and MC samples, can be found in Appendix E. Finally,

[^21]for PU profile inconsistencies between data and MC are faced with the reweighting of the MC PU profile in order to match the data PU profile.

## Jet Energy Calibration

The simulated jets are calibrated with the procedure described in Sec. 4.4, using the Jet Energy Corrections (JECs) contained in Tab. 5.4.

## Jet Energy Resolution - Smearing of reconstructed jets

As pointed out in Sec. 5.1, the production of a full simulation sample includes the simulation of interaction of generated particles with the CMS detector material. The resolution of the jet energy measurement (JER) in simulation is better than in data and for this reason the reconstructed jets in simulation are smeared, so that their $p_{T}$ resolution matches the one observed in data. Two different methods are used for the smearing of reconstructed jets and both of them rely on the Scale Factors (SFs) provided by the JetMET group, to account for the data-MC difference [38].

## - Scaling method

The 4-momenta of the reconstructed jets are rescaled with the factor:

$$
\begin{equation*}
c_{J E R}=1+\left(s_{J E R}-1\right) \frac{p_{T}^{r e c}-p_{T}^{g e n}}{p_{T}^{r e c}} \tag{5.3}
\end{equation*}
$$

where $p_{T}^{r e c}$ is the reconstructed jet $p_{T}, p_{T}^{\text {gen }}$ is the $p_{T}$ of the jet at generator (particle) level and $s_{J E R}$ is the data-to-simulation core resolution factor provided by the JetMET group. This method works under the assumption that for each reconstructed jet, there is a well-matched generated jet, matched with the following criteria:

$$
\begin{equation*}
\Delta R<R_{\text {cone }} / 2, \quad\left|p_{T}^{r e c}-p_{T}^{g e n}\right|<3 \sigma p_{T}^{r e c} \tag{5.4}
\end{equation*}
$$

where $R_{\text {cone }}$ here is $0.7, \Delta R=\sqrt{(\Delta y)^{2}+(\Delta \phi)^{2}}$ and $\sigma$ is the relative $p_{T}$ resolution from simulation.

## - Stochastic method

The 4-momenta of the reconstructed jets are rescaled with the factor:

$$
\begin{equation*}
c_{J E R}=1+\mathcal{N}(0, \sigma) \sqrt{\max \left(s_{J E R}^{2}-1,0\right)} \tag{5.5}
\end{equation*}
$$

where $s_{J E R}, \sigma$ have the same meaning as above and $\mathcal{N}(0, \sigma)$ represents a random number sampled from a Gaussian distribution with 0 mean and $\sigma^{2}$ variance.

Following the recommendation from the JetMET group, a "hybrid" method is used here, in the sense that the scaling method is used when the matching is possible, otherwise the stochastic method is applied. The Global Tags (GTs) for the SFs provided by the JetMET group is shown in Tab. 5.6, while Tab. 5.7 contains only an example for such factors and their uncertainties for 2016 samples. Typical jet energy resolution curves from 2016 simulation samples are shown in Appendix F.

Table 5.6: Jet Energy Resolution Global Tags (GTs)

| Year | GT |
| :--- | :--- |
| 2016 | Summer16_25nsV1b |
| 2017 | Summer19UL17_JRV2 |
| 2018 | Summer19UL18_JRV2 |

Table 5.7: The Data/MC Scale Factors (SF) and their uncertainties from Summer16_25nsV1b.

| $\|\boldsymbol{\eta}\|$ | Data/MC SF | Uncertainty |
| :--- | :--- | :--- |
| $0.000-0.522$ | 1.1595 | 0.0645 |
| $0.522-0.783$ | 1.1948 | 0.0652 |
| $0.783-1.131$ | 1.1464 | 0.0632 |
| $1.131-1.305$ | 1.1609 | 0.1025 |
| $1.305-1.740$ | 1.1278 | 0.0986 |
| $1.740-1.930$ | 1.1000 | 0.1079 |
| $1.930-2.043$ | 1.1426 | 0.1214 |
| $2.043-2.322$ | 1.1512 | 0.1140 |
| $2.322-2.500$ | 1.2963 | 0.2371 |

### 5.5 Trigger studies

As discussed in Sec. 3.3.6, events in CMS are recorded using a two-level trigger system consisted of a hardware-based level-1 (L1) trigger and a software-based high level trigger (HLT) ${ }^{9}$. This analysis was based on events collected with High Level single AK8PFJet (HLT_AK8PFJETX) triggers, which require at least one PFJet reconstructed with the AK8 algorithm and with $p_{T}$ above a given threshold $X$ in $G e V$ (e.g $p_{T}>40 \mathrm{GeV}$ for HLT_AK8PF Jet40 etc), to be present in the event.

In general, the limited trigger bandwidth imposes the need to adjust the rates recorded by each trigger. The rate reduction is achieved by applying a prescale that determines what fraction of the events satisfying the trigger conditions is accepted. A prescale of $N$ means that only 1 in every $N$ events is accepted, for example with a prescale of 2 only half of the events satisfying the trigger conditions are recorded. For each LHC fill, the beam intensities are decreasing with time, meaning that dynamic prescales (prescale columns) with decreasing values are used to maximize the signal efficiency and keep the total HLT rate at around 1 $k H z$. In fact, both the HLT paths and L1 seeds are prescaled and this needs to be taken into account in offline physics analysis by re-weighting each event with L1 times HLT prescales ${ }^{10}$. The prescale information is available in the miniAOD samples and is used for the normalization of the data (together with total luminosity). Moreover, the effective luminosity is the active luminosity times the HLT and L1 prescales and is calculated using brilcalc [41], which is the official tool for calculating CMS luminosity. The effective luminosities for the HLT paths used in this analysis for each year of data taking are shown in Tab. 5.8. Note that all those HLT paths were prescaled except for HLT_AK8PFJet450 and HLT_AK8PFJEt500 in 2016 and HLT_AK8PFJET500 in 2017 and 2018.

Table 5.8: The HLT_AK8PFJet trigger effective luminosities for each year.

| HLT Path | $\mathbf{2 0 1 6}\left(\mathbf{f b}^{\mathbf{- 1}}\right)$ | $\mathbf{2 0 1 7}\left(\mathbf{f b}^{\mathbf{- 1}}\right)$ | $\mathbf{2 0 1 8}\left(\mathbf{f b}^{\mathbf{- 1}}\right)$ |
| :--- | :--- | :--- | :--- |
| HLT_AK8PFJET40 | 0.0000496663 | 0.000182566 | 0.0000150598 |
| HLT_AK8PFJET60 | 0.000328065 | 0.000504795 | 0.000419033 |
| HLT_AK8PFJET80 | 0.00100466 | 0.00252747 | 0.00216941 |
| HLT_AK8PFJET140 | 0.0101074 | 0.0266014 | 0.0471297 |
| HLT_AK8PFJET200 | 0.0857619 | 0.188957 | 0.202538 |
| HLT_AK8PFJET260 | 0.518048 | 0.469357 | 0.465597 |
| HLT_AK8PFJET320 | 1.52555 | 1.2261 | 1.24011 |
| HLT_AK8PFJET400 | 4.59104 | 7.69057 | 3.71907 |
| HLT_AK8PFJET450 | 33.5348 | 9.66322 | 7.38989 |
| HLT_AK8PFJET500 | 33.5348 | 41.4714 | 59.8166 |

The trigger efficiency $\epsilon$ is a quantity defined as:

$$
\begin{equation*}
\epsilon=\frac{n_{T}}{n_{R}} \tag{5.6}
\end{equation*}
$$

where $n_{T}$ is the number of the triggered objects i.e., the objects that fired the trigger and $n_{R}$ is the total number of reconstructed objects i.e., the objects that obtained by an offline reconstruction algorithm [42]. In practice, the nominal value (threshold) for an HLT trigger

[^22]does not coincide with the value where it is $100 \%$ efficient. For example, during online jet reconstruction at HLT, fast and simplified algorithms were used compared to the offline reconstruction algorithms, leading to $n_{T}<n_{R}$. For this reason, it is important to calculate the efficiency for each trigger and obtain the point where it becomes $100 \%$ efficient. In this analysis the accurate efficiency of each trigger is evaluated using the emulation method, apart from HLT_AK8PFJEt40 where the Tag \& Probe method is used instead. Taking as example the trigger HLT_AK8PFJet200, the emulation method proceeds in four steps [43]:

- Start with all events that fired a reference jet trigger e.g HLT_AK8PFJet140.
- Access the L1 and HLT objects.
- Find the subset of the events that satisfy the L1 and HLT conditions of the path of interest, in this example HLT_AK8PFJET200.
- Apply the offline selection cuts and fill the two $p_{T}$ histograms (emulated HLT_AK8PF Jet200 and reference HLT_AK8PFJEt140) for the two set of events.

Then from the division of the two histograms (emulated over reference) the efficiency curve for the trigger of interest is obtained. Similarly, for the calculation of the efficiency for each HLT path shown in Tab. 5.8, the trigger which is one position above in the list (lower threshold) is used as reference.

Figure 5.6 shows the efficiency curves for the different triggers and for each year respectively. The turn-on point corresponds the point where the trigger is $99.5 \%$ efficient. In order to select events for this analysis, the phase space has been divided into independent leading jet $p_{T}$ regions. In each region, only one trigger from the above is used and every region has no overlap with any other region, in order to avoid double counting. Table 5.9 shows the turn-on points, for all the triggers involved in the analysis and for each year respectively.

Table 5.9: The HLT trigger turn-on points for each year.

| HLT Path | 2016 (GeV) | 2017 (GeV) | 2018 (GeV) |
| :--- | :---: | :---: | :---: |
| HLT_AK8PFJET40 | 74 | 97 | 114 |
| HLT_AK8PFJET60 | 94 | 105 | 114 |
| HLT_AK8PFJET80 | 115 | 124 | 133 |
| HLT_AK8PFJET140 | 173 | 194 | 204 |
| HLT_AK8PFJET200 | 244 | 252 | 266 |
| HLT_AK8PFJET260 | 306 | 313 | 328 |
| HLT_AK8PFJET320 | 369 | 375 | 390 |
| HLT_AK8PFJET400 | 464 | 467 | 482 |
| HLT_AK8PFJET450 | 512 | 513 | 528 |
| HLT_AK8PFJET500 | 581 | 583 | 595 |



Figure 5.6: HLT paths efficiency curves for 2016 (top), 2017 (middle) and 2018 (bottom).

### 5.6 Detector level measurement

At the detector level, the $R_{\Delta \phi}$ observable is determined by measuring the two cross sections (numerator and denominator) defined in Eq. 5.1. Up to this level, each year of data taking is treated independently and the two differential cross sections are extracted per year. The transition from event counts to differential cross sections is based on Eq. 2.5, where the data are normalized with the total integrated luminosity $\left(\mathcal{L}_{\text {int }}\right)$ and the $p_{T}$ bin width $\left(d p_{T}\right)$.

Figure 5.7 illustrates the detector level measurement for 2016 (left), 2017 (centre) and 2018 (right). On the top of each plot, the differential cross sections $d \sigma / d p_{T}$ are shown for the denominator $\left(N_{j e t}\left(p_{T}\right)\right)$ with blue color and for the numerator $\left(\sum_{i=1}^{N_{j e t}\left(p_{T}\right)} N_{n b r}^{(i)}\left(\Delta \phi, p_{T m i n}^{n b r}\right)\right)$ with green color. On the bottom of each plot, the ratio of the above two cross sections which corresponds to the $R_{\Delta \phi}$ observable is shown with red markers. It is worth mentioning that these plots are only useful for data consistency checks at the detector level and hence the statistical uncertainties of $R_{\Delta \phi}$ are approximated by binomial errors here. The proper treatment of the statistical correlations between numerator and denominator cross sections is described in the following section (Sec. 5.7). The cross sections and $R_{\Delta \phi}$ measurements are consistent among the three years, considering that the statistical uncertainties and the fact that systematic uncertainties are not yet included (see Sec. 5.8).


Figure 5.7: (Top of each plot) Detector level measurement of the denominator (blue) and numerator (green) differential cross sections and (Bottom of each plot) the $R_{\Delta \phi}$ observable for 2016 (left), 2017 (centre) and 2018 (right) years.

### 5.7 Data Unfolding

### 5.7.1 Matrix Inversion method

In high energy physics experiments, the measurements are often based on event counting, where the data are collected in the form of binned histograms. The observed number of events $n_{i}$ in each bin, follows a Poisson distribution corresponding only to an estimation of the Poisson parameter $\mu_{i}$ which represents the expectation value. The probability to observe $n_{i}$ entries in bin $i$ is [44]:

$$
\begin{equation*}
P\left(n_{i} ; \mu_{i}\right)=\frac{\mu_{i}^{n_{i}} e^{-\mu_{i}}}{\mu_{i}!} \tag{5.7}
\end{equation*}
$$

Hence, the observed event counts differ from the expectation due to statistical fluctuations, with their square root commonly assigned as statistical uncertainties. Apart from the unavoidable fluctuations of data with statistical origin, differences among the observed and expectation values are caused by additional random effects affecting the experimental data. Firstly, any event property (e.g jet $p_{T}$ ) is measured with a finite resolution which means that the measured value $y$ is different from the true $x$ because of measurement errors and as a result it has migrated to another bin. Besides finite resolution, any real detector exhibits limited efficiency and acceptance and therefore events that would result in a specific bin are lost. Furthermore, background processes lead to additional contributions in a bin and distort the value of the signal process.


Figure 5.8: Illustration of the deviations between true distribution $f(t)$ and measured distribution $g(s)$ caused by different sources [42].

The consequence of the effects described above is that the measured distribution $g(s)$ of $s$ measured variables, is in general different from the true distribution $f(t)$ of $t$ true variables: $g(s) \neq f(t)$, which is illustrated in Fig. 5.8. However, the relation connecting the two distributions can be generally expressed mathematically as [42]:

$$
\begin{equation*}
\int k(s, t) f(t) d t+b(s)=g(s) \tag{5.8}
\end{equation*}
$$

where $b(s)$ is the background distribution and $k(s, t)$ is called kernel function. This is stated as that the true distribution is folded with the kernel function and an unfolding procedure is required for estimating it. In the case of histograms with finite number of bins, the distributions $g(s)$ and $f(t)$ are discretized and replaced by the vectors $\mathbf{x}$ and $\mathbf{y}$ with dimensions (number of bins) $n$ and $m$ respectively (generally $n \neq m$ ). Similarly, the kernel function $k(s, t)$ is substituted by the rectangular matrix $\mathbf{A}$, called response matrix which parametrizes the detector response, while the background distribution $b(s)$ is replaced by the vector $\mathbf{b}$. The above folding equation then becomes:

$$
\begin{equation*}
\mathrm{Ax}+\mathrm{b}=\mathbf{y} \tag{5.9}
\end{equation*}
$$

where $\mathbf{x}$ is the unknown true distribution that needs be determined, $\mathbf{y}$ is the measured distribution, $\mathbf{b}$ is the background and $\mathbf{A}$ is a $m \times n$ response matrix which can be interpreted as probability density function. In particular, each element of $A_{i j}$ represents the probability of an event produced (true value) in bin $j$, to be observed (measured value) in bin $i$ :

$$
\begin{equation*}
A_{i j}=P(\text { observed in bin } i \mid \text { true value in bin } j) \tag{5.10}
\end{equation*}
$$

Expressing this differently, it is said that the true distribution has been smeared with the detector response and the goal of the unfolding is the unsmearing.

Solving Eq. 5.9 and determining the true vector $\mathbf{x}$, through the unfolding process, is of particular importance in order to compare the measurement with theoretical predictions, where no detection effects are included. This also enables the comparison with results from other experiments with different detector responses. Assuming that the two vectors $\mathbf{x}$ and $\mathbf{y}$ have equal number of bins $(n=m)$, the obvious solution would be simply to invert equation 5.9 and calculate the vector $\mathbf{x}$ as:

$$
\begin{equation*}
\mathrm{x}=\mathrm{A}^{-1}(\mathrm{y}-\mathrm{b}) \tag{5.11}
\end{equation*}
$$

In fact, this is also the solution that minimizes the $\chi^{2}$ :

$$
\begin{equation*}
\chi^{2}=(\mathbf{A} \mathbf{x}+\mathbf{b}-\mathbf{y})^{\mathbf{T}}\left(\mathbf{V}^{-\mathbf{1}}\right)(\mathbf{A} \mathbf{x}+\mathbf{b}-\mathbf{y}) \tag{5.12}
\end{equation*}
$$

where $V$ is the covariance matrix which describes the statistical covariance among the bins of the measurement (diagonal in the case of statistically independent bins).

However, this matrix inversion unfolding solution is rarely used and consists only the starting point for better solutions. The reason is that, as stated above, the observed event counts are randomly drawn from a Poisson distribution and do not coincide with the expectation values. Therefore, they are subject to statistical fluctuations which are amplified in the unfolding process distorting the final results [45]. For this reason, more advanced solving strategies have been developed and are commonly used in high energy physics analyses [46], such as the D'Agostini iterative method or Tikhonov regularization [47] not described here. The relevant software packages for the implementation of such unfolding methods are the RooUnFold [48] and TUnfold [49].

### 5.7.2 $R_{\Delta \phi}$ unfolding strategy - Response Matrix

In this analysis the TUnFOLD package is used and the chosen method is the matrix pseudoinversion. This corresponds to the solution of the above matrix inversion equation 5.12, using more bins in the measured than in the true (unfolded) distribution i.e., $m>n$. In particular here, twice more bins are used in the measured distribution: $m=2 n$.

In order to account for the statistical correlations properly, an advanced $2 D$ unfolding of a more general $2 D$ distribution is performed. This is in contrast to proceeding with an $1 D$ unfolding of the numerator/denominator or of the $R_{\Delta \phi}$ distribution directly. This choice was based on the fact that, there is no analytical expression accounting for the statistical correlations among the numerator and denominator cross sections and subsequently for the calculation of the statistical uncertainties of the $R_{\Delta \phi}$ distribution. Therefore, the basic concept stands in re-writing the observable in an equivalent way with Eq. 5.1:

$$
\begin{equation*}
R_{\Delta \phi}=\frac{\sum_{n=0}^{\infty} n N\left(p_{T}, n\right)}{\sum_{n=0}^{\infty} N\left(p_{T}, n\right)} \tag{5.13}
\end{equation*}
$$



Figure 5.9: The $2 D$ distributon $N\left(p_{T}, n\right)$ used for the re-definition of $R_{\Delta \phi}$ observable, where $n$ stands for the number of neighboring jets.
where $N$ is a $2 D$ distribution illustrated in Fig. 5.9 and $n$ is the number of neighboring jets which can be seen as any other property of jet, like $p_{T}$ or $y$. The basic advantage for this re-definition is that the same quantity $N\left(p_{T}, n\right)$ appears in both the numerator and the denominator, while the $R_{\Delta \phi}$ observable can be extracted from $N$, using a MC calculation described below. Hence, unfolding this $2 D$ distribution and then extracting the $R_{\Delta \phi}$ observable after unfolding allows a perfectly rigorous treatment of statistical correlations.

The input covariance matrix $V$, describes that statistical correlations among the $p_{T}$ and $n$ bins for the $2 D N\left(p_{T}, n\right)$. For a single-count observable (one contribution per event) the covariance matrix would be completely diagonal. However, for a multi-count observable (more than one contributions per event) as $R_{\Delta \phi}$, off-diagonal are also present corresponding to the correlations among the jets within the same event. The correlation is simply the dimensionless version of the covariance and the corresponding correlation matrix is evaluated as:

$$
\begin{equation*}
\rho_{i j}=\frac{V_{i j}}{\sigma_{i} \sigma_{j}} \tag{5.14}
\end{equation*}
$$

where $\sigma_{i}$ represents the uncertainty of bin $i$, with $V_{i i}=\sigma_{i}^{2}$. Figure 5.10 shows the correlation matrix for the $2 D$ distributon $N\left(p_{T}, n\right)$, where as expected there are non-zero off-diagonal elements representing the correlations among the $p_{T}$ bins, but there are also correlations among the numbers of neighboring jets bins $n$.


Figure 5.10: Correlation matrix for the $2 D$ distributon $N\left(p_{T}, n\right)$.

The Response Matrix (RM) for the $2 D N\left(p_{T}, n\right)$ distribution was built using the official CMS Monte Carlo samples presented in Tab. 5.3. In particular, the Pythia8 samples which have larger statistics were used for the main unfolding results and the Madgraph samples for evaluating the model uncertainty. The RM is built on an event-by-event basis by matching the jets between particle (GEN jets) and detector level (PF jets) in the MC sample. The matching is performed in a series of steps:

- Loop over the particle-level jets sorted in $p_{T}$, starting from the highest- $p_{T}$ particle-level jet.
- For a given particle-level jet, define a cone around the jet axis with $R_{\text {matching }}=R_{\text {cone }} / 2$, where $R_{\text {cone }}$ here is 0.7 .
- Try to match the particle-level jet to the highest- $p_{T}$ detector-level jet with axis inside the above cone. The following possibilities arise:
- If the matching is successful and both jets are within the phase space at both particle and detector levels, then the pair of jets is filled in the RM and removed from the list of jets. This means that the RM includes only migrations within the phase space.
- If the matching is successful, the detector-level jet is within the phase space but the particle-level jet is outside of the phase space, then the detector-level jet is considered as fake jet.
- If the matching is successful, the particle-level jet is within the phase space but the detector-level jet is outside of the phase space, then the particle-level jet is considered as miss jet.
- If the matching is unsuccessful, meaning that no detector-level jet can be found inside the cone, the particle-level jet is defined as miss jet.

In the end, after the loop on all particle-level jets has finished, the remaining unmatched detector-level jets are defined as fake jets.

Figure 5.11 shows the Response Matrix for the $2 D N\left(p_{T}, n\right)$ distribution with particle level on the $x$-axis and detector level $y$-axis. Following the suggestion from the CMS Statistics Committee [50], the condition number of the response matrix is evaluated in order to check whether the problem is ill-conditioned. When the condition number is small $\lesssim 10$, the problem can be effectively solved without using regularization techniques ${ }^{11}$. The condition number of a matrix $A$ is defined as:

$$
\begin{equation*}
\operatorname{cond}(A)=\frac{\sigma_{\max }}{\max \left(0, \sigma_{\min }\right)} \tag{5.15}
\end{equation*}
$$

where $\sigma_{\max }$ is the largest and $\sigma_{\min }$ is the smallest singular values of the matrix $A$. The singular values here are computed using the ROOT's TDecompSVD class [51], where the $m \times n$ matrix $A$ is decomposed to two orthogonal matrices $m \times m$ and $n \times n$ and a diagonal matrix $m \times n$ and the singular values correspond to the diagonal elements of the diagonal matrix. The condition number here is 5.5 , which means that the problem is well-conditioned and therefore can be solved with the pseudo-inversion method described above, without regularization.

[^23]

Figure 5.11: Response matrix for the $2 D$ distribution $N\left(p_{T}, n\right)$, built with Pythia8 official CMS samples.

### 5.7.3 Unfolding results - Particle level measurement

The particle-level $R_{\Delta \phi}$ with proper treatment of statistical uncertainties is obtained using an Monte Carlo toy method. In particular, for the extraction of the $1 D R_{\Delta \phi}$ observable and the corresponding $2 D$ covariance matrix, from the unfolded $2 D N\left(p_{T}, n\right)$ distribution and the corresponding covariance matrix obtained as output from the unfolding procedure, the prescription below was followed:

1. In the first place, the distributions are flattened using the ROOT's TUnfoldBinning class [52], such that a $1 D$ distribution $x$ and its $2 D$ covariance matrix $V$ are obtained.
2. The covariance matrix $V$ is then diagonalized and its eigenvalues $k_{i}$ are stored.
3. Then, the iteratively perform the following actions until the statistics has reached the desired value:

- generate a multi-dimensional Gaussian event $\delta$ in diagonal matrix, such that $\delta_{i} \sim \mathcal{N}\left(0, \sqrt{k_{i}}\right)$
- rotate back to the original basis where the matrix has non-zero off-diagonal elements
- calculate the $R_{\Delta \phi}$ ratio on the event
- sum the current event with former events (this is used for the evaluation of the final $R_{\Delta \phi}$ observable)
- sum the tensor products for each event (this is used for the evaluation of the statistical uncertainties)

4. Finally, the sum of events and their tensor products are normalized to the number of events and the $R_{\Delta \phi}$ observable and its covariance matrix are obtained respectively. Similar techniques are applied in CMS for example for the extraction of $b$-jet fraction [53].

In the first place, the unfolding procedure was performed for each year separately, in order to obtain a first estimate of the unfolding corrections per year. The Response Matrices and the unfolding corrections for each year separately are included in the Appendix H. Figure 5.13 shows on the left the correlation matrix for the $R_{\Delta \phi}$ observable calculated with the method described above. In Fig. 5.14, the comparison between unfolded and reconstructed $R_{\Delta \phi}$ is illustrated, where the statistical errors at the detector level were approximated by the binomial errors. The corrections from the unfolding procedure for the $R_{\Delta \phi}$ are $1-2 \%$.

The bottom-line test (BLT), is a useful sanity check of the unfolding result. The main concept stands in the principle that the unfolding procedure should not enhance the ability to reject incorrect models. Therefore, the agreement between data and MC predictions can not become worse at the unfolded level than at the detector level [50]. The BLT here was performed by comparing the Data and Pythia8 predictions both at particle and detector level which is illustrated in Fig. 5.12. Each cell of this plot correspond to an $n$ bin of the $2 D$ distribution $N\left(p_{T}, n\right)$, which is the quantity that is essentially unfolded, while it can also be seen that two bins from the detector level correspond to one bin at particle level, as explained in Sec. 5.7.2. Indeed here the Data-Pythia8 level of agreement remains the same before and after unfolding.


Figure 5.12: The bottom-line test performed with Pythia8 official CMS samples.

Apart from the BLT, another check of the validity of the unfolding method is the Closure Test (CT). This is achieved by unfolding pseudo-data i.e., the detector level from the MC, instead of the real data. Then the particle level spectrum from the Monte Carlo should be obtained, which indeed is the case here. In particular, for the Pythia8 samples, unfolding the detector level spectra leads to the particle level Pythia8 spectra.


Figure 5.13: Correlation matrix after unfolding for the $R_{\Delta \phi}$ observable. For illustration purposes only bins with (anti-)correlation (smaller) larger than (-0.05) 0.05 are drawn also as text.


Figure 5.14: (Top) The $R_{\Delta \phi}$ observable at the reconstructed (detector) level with blue color and the unfolded (particle) level with red color and (Bottom) the unfolded over reconstructed ratio, for full Run II data.

### 5.8 Systematic Uncertainties

## Jet Energy Scale (JES) uncertainties

The Jet Energy Calibration procedure described in Sec. 4.4, introduces many different systematic uncertainty sources which are propagated to the $R_{\Delta \phi}$ measurement. The 27 individual uncertainty sources can be seen in Tab. G. 1 of Appendix G, while a detailed description of the origin for each source can be found at [54]. The sensitivity of the measurement to the JEC uncertainty is investigated by varying the jets transverse momenta as:

$$
\begin{equation*}
p_{T}=p_{T}(1 \pm \text { uncert. source }) \tag{5.16}
\end{equation*}
$$

where the uncertainty sources here are provided from the JetMET group together with the Jet Energy Corrections (see Tab. 5.4). In order to estimate the total Jet Energy Scale uncertainty for the $R_{\Delta \phi}$ measurement at particle level, the variations of Eq. 5.16 are performed at detector level data and then the unfolding process is repeated for each individual variation. Finally, the differences between the unfolded spectra obtained from the variations and the nominal unfolded spectrum are added in quadrature. The total (relative) JES uncertainty is shown with the orange band in Fig. 5.15. As illustrated in this plot, the JES uncertainty is very small $<1 \%$ for the bulk of the $R_{\Delta \phi}$ spectrum, while at high $p_{T}$ large fluctuations are caused by the limited statistics. Those, fluctuations are smoothed in order to be used effectively in the $\alpha_{S}$ fitting procedure described in Chapter 7. The fact that the JES uncertainties are that small, in contrast for example to inclusive jets measurements where they are $>10 \%$, consists one of the main profits in measuring ratios of cross sections where large cancellations of systematics effects occur.

## Jet Energy Resolution (JER) uncertainties

The Jet Energy Resolution (JER) smearing, which is of particular importance for the unfolding procedure, has already been described in Sec. 5.4. The Scale Factor (SFs) provided by the JetMET group, are available with their corresponding uncertainties, with an example shown in Tab. 5.7. The latter, reflect the uncertainties in the estimation of such factors and are propagated to the $R_{\Delta \phi}$ measurement. Hence, for the calculation of the JER uncertainty in the $R_{\Delta \phi}$ measurement the smearing procedure is repeated, considering the $1 \sigma$ variation of the SFs. Then the unfolding process is repeated and the differences between the unfolded spectra obtained from the variations and the nominal unfolded spectrum are assigned as JER uncertainty. The total JER uncertainty for the $R_{\Delta \phi}$ measurement is shown with yellow band in Fig. 5.15. The observation is that this uncertainty is also very small $<0.5 \%$.

## Other uncertainties

Besides the JES and JER uncertainties, four additional systematic uncertainty sources are investigated.

## - Uncertainties from the Prefire corrections

The corrections applied on data in order to account for the prefiring issue and their uncertainty estimations described in Sec. 5.3. The propagation of these uncertainties to the measurement of $R_{\Delta \phi}$ were obtained, with the same method as for JES and JER, i.e., by varying the correction factors and repeating the unfolding procedure.

## - Uncertainties from miss and fake rates

The miss and fake jets which correspond to detector inefficiencies and background contributions respectively, were discussed in Sec. 5.7.2. In order to estimate their impact in the $R_{\Delta \phi}$ unfolded spectrum, a normalization uncertainty of $5 \%$ was considered for each of them respectively during the unfolding procedure.

## - Pile Up (PU) reweighting uncertainties

The impact of the PU profile reweighting procedure which is applied on the MC samples (see Sec. 5.4), is investigated by considering upwards and downwards variation of the reweight factors. Again, the unfolding is repeated for these variations and the uncertainties are calculated at particle level.

## - Model uncertainties

The Response Matrix (RM) presented in Sec. 5.7.2 is built using the Madgraph MC samples shown in Tab. 5.3, instead of the Pythia8 MC samples. The unfolding is performed based on the new RM and the model uncertainties are calculated as usual from the difference between the unfolded spectrum obtained when using Madgraph RM and the nominal unfolded spectrum based on Pythia8 RM.

The systematic uncertainties in the measurement of $R_{\Delta \phi}$ from all the above four uncertainty sources are extremely small $<0.4 \%$ (in total) and shown with the blue band in Fig. 5.15. In this figure the statistical uncertainty is also shown with vertical lines. The total experimental uncertainty for the $R_{\Delta \phi}$ measurement is calculated from the quadratic sum of systematic and statistical uncertainties.


Figure 5.15: The experimental uncertainties for the $R_{\Delta \phi}$ measurement, where JES is the Jet Energy Scale, JER is the Jet Energy Resolution, Other includes uncertainties from Prefire Corrections, miss/fake rates, PU MC profile reweighting and model uncertainties and the vertical lines represent the statistical uncertainties.

### 5.9 Data-MC comparison at particle level

The unfolded (particle-level) data can now be compared to Monte Carlo event generator predictions at the generator (particle) level. A brief overview of the MC event generators and the corresponding tunes used here, has already been given in Sec. 4.5. The MC predictions were obtained using the Rivet toolkit (Robust Independent Validation of Experiment and Theory) [55]. Figure 5.16 shows on the top plot the $R_{\Delta \phi}$ observable from the unfolded data (black markers) in comparison with the Leading Order (LO) MC event generators: Pythia8 with tune CUETP8M1 (red line) and tune CUETP8M2T4 (green line) and HERWIG + + with tune EE5C (magenta line). On the bottom plot of this figure the MC over data ratio is shown, together with the experimental uncertainty band obtained from the quadratic sum of systematic and statistical uncertainties. Accordingly, Figure 5.17 illustrates the comparison between data and Next-to-Leading Order (NLO) MC predictions based on Powheg Matrix Element (ME) event generator, which is matched to all the LO MC event generators for the simulation of Parton Shower (PS), Multiparton Interactions (MPI) and hadronization, with the PowHEG method.


Figure 5.16: Comparison between data and Leading Order and Monte Carlo predictions at particle level.

The predictions from (LO) Herwig++ EE5C and (LO) Pythia8 CUETP8M1 overestimate the observable by $\sim 20 \%$ and $\sim 12-18 \%$ respectively. On the other hand, the predictions from the (LO) Pythia8 CUETP8M2T4 gives a very nice description of the measurement. The large deviation among the two Pythia8 tunes arises from the differences in the $\alpha_{S}$ values used in the initial-state shower. In particular, for tune CUETP8M1 the strong coupling at $M_{Z}$ for the initial-state shower and the final-state shower are fixed at: $\alpha_{S}^{I S R}=\alpha_{S}^{F S R}=0.1365$. In contrast, CUETP8M2T4 tune uses the significantly lower $\alpha_{S}^{I S R}=0.1108$ as obtained in [56], which investigates the impact of PYthia8 PS tuning in $t \bar{t}$ modeling. The $R_{\Delta \phi}$ observable exhibits very large sensitivity to the strong coupling and for this reason the predictions are largely affected by the parameter used in tuning. Among the Next-to-Leading Order MC predictions based on the Powheg, the matching of Powheg ME with Pythia8 CUETM2T4 gives the best description: $\sim 5-6 \%$ away from the data. Finally Powheg matched to HerWIG ++ EE5C or to PYTHIA8 CUETP8M1 overestimate the $R_{\Delta \phi}$ measurement by $\sim 12 \%$ and $\sim 10 \%$ respectively.


Figure 5.17: Comparison between data and Next-to-Leading Order Monte Carlo predictions at particle level.
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## Chapter 6

## Fixed Order QCD for jet production

The extraction of more precise QCD theoretical calculations practically means the inclusion of higher perturbative orders in the strong coupling constant (see Eq. 1.54). Typically, an NLO QCD correction is related either to the emission of an additional parton into the final state (real correction), or to the emission and re-absorption of a parton through a loop (virtual correction). The divergences arising from low-momentum (soft) and small-angle (collinear) emissions, along with the presence of ultaviolet divergences in such calculations are addressed in Sec. 6.1. The experimentally measured and theoretically defined objects i.e., jets, need to be infrared and collinear safe, meaning that adding any number of infinitely soft particles or splitting an existing particle into two comoving (collinear) particles does not change the value of any observable. As already discussed in Sec. 4.2, this is achieved by using the infrared and collinear safe anti- $k_{t}$ algorithm.

The final states of interest here are composed of quarks and gluons which lead to the formation of jets. In particular, the analysis is based on inclusive $n$-jet topologies, where $n$ stands for the minimum number of jets present in the final state. In the inclusive jet production or correspondingly inclusive jet cross section any jet present in a given event is measured, which means that an $n$-jet has $n$ contributions to an inclusive jet observable. In the simplest case, two incoming partons produce two outgoing partons i.e., $2 \rightarrow 2$ process, which leads to the formation of two jets (dijet production) moving in opposite directions (back-to-back) with zero net transverse momentum (see also Appendix A). The calculations of dijet and threejet production at NLO accuracy are available through the NLOJET ++ program [1, 2] and are widely used in almost all CMS analyses that require fixed-order QCD predictions. It is also worth mentioning that NLO QCD calculations for up to five jets production at the LHC are currently available for example through the conjunction of SHERPA event generator with external packages providing one-loop amplitudes such as BLACKHAT or NJET [3, 4, 5]. Moreover, NNLO QCD calculations have also become available through NNLOJET package [6, 7] but only for the dijet production, while a first study towards NNLO calculations also for the three-jet production recently became public [8].

The fixed order predictions for this analysis were based on the NLOJET ++ package and performed within the FASTNLO framework [9], which enables the fast extraction of the theory predictions for various renormalization $\left(\mu_{r}\right)$ and factorization $\left(\mu_{f}\right)$ scale choices and PDF sets. As mentioned in Sec. 1.3.3 and 1.3.4 the renormalization $\left(\mu_{r}\right)$ and factorization $\left(\mu_{f}\right)$ scales are arbitrarily chosen. The common approach is setting the two scales to a common central value $\mu_{r}=\mu_{f}=\mu$ which should be of the order of the "hard scale". Hence, here two alternatives are investigated:

1. $\mu=p_{T}$ : The scales are set equal to the transverse momentum of the jet. This means that for an $n$-jet event, the matrix elements and the PDFs are evaluated $n$-times, where each time the scales are set equal to the transverse momentum of the jet under consideration.
2. $\mu=p_{T}^{\text {max }}$ : The scales are set equal to the transverse momentum of the leading $p_{T}$ jet in the event.

However, the $\mu_{f}$ and $\mu_{r}$ can in principal be set independently and for this reason the variations of these scales with respect to their central values are performed independently. Such variations are employed for the evaluation of the scale uncertainties, in order to account for the missing higher orders in the perturbative expansion and are discussed in Sec. 6.3.

Concerning the PDFs, here the standard recommendations from the PDF4LHC group [10] were adopted, and the PDF sets shown in Tab. 6.1 were used for the extraction of the fixedorder NLO predictions. Each PDF group provides a central set with the $\alpha_{S}\left(M_{Z}\right)$ used for the main result, as well as alternative sets based on different $\alpha_{S}\left(M_{Z}\right)$ values. In this context, wide ranges with many $\alpha_{S}\left(M_{Z}\right)$ values are extremely important for the $\alpha_{S}$ fitting procedure presented in Chapter 7. Moreover, each PDF set contains different members used for the calculation of the PDF uncertainties as discussed in Sec. 6.3.

Table 6.1: PDF sets used in the theory calculations.

| PDF set | Central value $\alpha_{\mathbf{S}}\left(\mathbf{M}_{\mathbf{Z}}\right)$ | $\alpha_{\mathbf{S}}$ range |
| :---: | :---: | :---: |
| ABMP16_5_NLO [11] | 0.1191 | $0.114-0.123$ |
| CT14NLO [12] | 0.118 | $0.111-0.123$ |
| HERAPDF20_NLO [13] | 0.118 | $0.110-0.130$ |
| MMHT2014NLO68CL [14] | 0.120 | $0.108-0.128$ |
| NNPDF31_NLO [15] | 0.118 | $0.106-0.130$ |

### 6.1 Technology of next-to-leading-order calculations

For the calculation of a cross section at next-to-leading-order (NLO) accuracy, Eq. 1.76 introduced in Sec. 1.3.4 for the hadron-hadron scattering with $n$-parton final state which involves the leading order (LO) cross section $\hat{\sigma}$, needs to be adjusted in order to include higher orders such that:

$$
\begin{equation*}
\sigma=\sigma^{L O}+\sigma^{N L O} \tag{6.1}
\end{equation*}
$$

where the LO part, also known as Born Level $(\mathcal{B})$ is computed from the phase integration of the differential cross section for the $n$-body final state:

$$
\begin{equation*}
\sigma^{L O}=\int_{n} d \sigma^{\mathcal{B}} \tag{6.2}
\end{equation*}
$$

On the other hand, the NLO part receives contributions from real corrections ( $\mathcal{R}$ ) and from virtual corrections $(\mathcal{V})$. The former corresponds to the square of matrix elements with one additional outgoing particle i.e., $n+1$ parton final state, while the latter represents the addition of one closed loop retaining the $n$ parton final state.

$$
\begin{equation*}
\sigma^{N L O} \equiv \int_{n} d \sigma^{N L O}=\int_{n+1} d \sigma^{\mathcal{R}}+\int_{n} d \sigma^{\mathcal{V}} \tag{6.3}
\end{equation*}
$$

Examples of the two different contributions are illustrated in Fig. 6.1.


Figure 6.1: Examples of one real (left) and one virtual (right) corrections, that need to be accounted in an NLO QCD calculation.

Taking these into account, the formula for the cross section calculation at NLO accuracy $\sigma^{(@ N L O)}$ is adjusted as:

$$
\begin{equation*}
\sigma^{(@ N L O)}=\int d \Phi_{\mathcal{B}}\left[\mathcal{B}_{n}\left(\Phi_{\mathcal{B}} ; \mu_{f}, \mu_{r}\right)+\mathcal{V}_{n}\left(\Phi_{\mathcal{B}} ; \mu_{f}, \mu_{r}\right)\right]+\int d \Phi_{\mathcal{R}} \mathcal{R}_{n}\left(\Phi_{\mathcal{R}} ; \mu_{f}, \mu_{r}\right) \tag{6.4}
\end{equation*}
$$

where the individual terms are given by:

$$
\begin{array}{r}
\mathcal{B}_{n}\left(\Phi_{\mathcal{B}} ; \mu_{f}, \mu_{r}\right)=\sum_{h}\left|\mathcal{M}_{n}^{(b)}\left(\Phi_{\mathcal{B}} ; h ; \mu_{f}, \mu_{r}\right)\right|^{2}, \\
\mathcal{V}_{n}\left(\Phi_{\mathcal{B}} ; \mu_{f}, \mu_{r}\right)=2 \sum_{h} \mathcal{R} e\left[\mathcal{M}_{n}^{(b)}\left(\Phi_{\mathcal{B}} ; h ; \mu_{f}, \mu_{r}\right) \mathcal{M}_{n}^{*(b+1)}\left(\Phi_{\mathcal{B}} ; h ; \mu_{f}, \mu_{r}\right)\right],  \tag{6.5}\\
\mathcal{R}_{n}\left(\Phi_{\mathcal{R}} ; \mu_{f}, \mu_{r}\right)=2 \sum_{h}\left|\mathcal{M}_{n+1}^{(b+1)}\left(\Phi_{\mathcal{R}} ; h ; \mu_{f}, \mu_{r}\right)\right|^{2}
\end{array}
$$

where $b$ stands for the Born level contribution and $\mathcal{M}^{(b)}$ indicates the order of the matrix element.

The evaluation of the cross section at NLO accuracy based on the above formulation is rather than trivial, since several obstacles arise in the calculations, mainly due to the emergence of ultraviolet and infrared divergences. The former, are introduced from the virtual contributions and they are resolved with the well-known renormalization procedure described in Sec. 1.3.3. On the other hand, confronting with the infrared divergences which arise both in the real and the virtual contributions is much more challenging. Their origin are soft (energy $\rightarrow 0$ ) or collinear (parallel to another particle) emissions either in the loop (virtual) or in the additional particle radiated (real). According to the Bloch-Nordsieck (BN) and Kinoshita-Lee-Nauenberg (KLN) theorems these divergences must cancel each other for physically meaningful i.e., infrared safe observables. In practice, different strategies have been developed for regularizing the divergences and calculating such cancellations, while the NLO calculations are currently based on infrared subtraction algorithms such as the Catani-Seymour or dipole substraction method [16]. This is also the method (with some modification) upon which are based the NLOJET ++ calculations, used in the present analysis. Schematically, the above NLO cross section can now be written as:

$$
\begin{array}{r}
\sigma^{(@ N L O)}=\int d \Phi_{\mathcal{B}}\left[\mathcal{B}_{n}\left(\Phi_{\mathcal{B}} ; \mu_{f}, \mu_{r}\right)+\mathcal{V}_{n}\left(\Phi_{\mathcal{B}} ; \mu_{f}, \mu_{r}\right)+\mathcal{I}_{n}^{(\mathcal{S})}\left(\Phi_{\mathcal{B}} ; \mu_{f}, \mu_{r}\right)\right]  \tag{6.6}\\
+\int d \Phi_{\mathcal{R}}\left[\mathcal{R}_{n}\left(\Phi_{\mathcal{R}} ; \mu_{f}, \mu_{r}\right)-\mathcal{S}_{n}\left(\Phi_{\mathcal{R}} ; \mu_{f}, \mu_{r}\right)\right]
\end{array}
$$

where the real subtraction term $\mathcal{S}_{n}$ and the integrated subtraction term $\mathcal{I}_{n}^{(\mathcal{S})}$ cancel each other:

$$
\begin{equation*}
0 \equiv \int d \Phi_{\mathcal{B}} \mathcal{I}_{n}^{(\mathcal{S})}\left(\Phi_{\mathcal{B}} ; \mu_{f}, \mu_{r}\right)-\int d \Phi_{\mathcal{R}} \mathcal{S}_{n}\left(\Phi_{\mathcal{R}} ; \mu_{f}, \mu_{r}\right) \tag{6.7}
\end{equation*}
$$

As already mentioned, for the $R_{\Delta \phi}$ observable the fixed order NLO predictions were obtained from the NLOJET ++ package using the FASTNLO framework. In practice, the calculations were performed separately for the $R_{\Delta \phi}$ numerator's and for the denominator's cross sections, by defining the relevant scenarios ${ }^{1}$. Hence for each PDF set included in Tab. 6.1, the parton-level fixed-order predictions for the two cross sections and subsequently for the $R_{\Delta \phi}$ observable were obtained. Finally, it is worth mentioning that the FASTNLO allows the extraction of fixed order predictions for different variations of the $\mu_{r}$ and $\mu_{f}$ defined in the scenario, as well as different PDF members included in each PDF set. This is of particular importance for the calculation of the scale and PDF uncertainties respectively, discussed in Sec. 6.3.

[^24]
### 6.2 Non-Perturbative corrections

The fixed-order theoretical predictions that were described in Sec. 6.1 are available at parton level only. This means that corrections for the non-perturbative (NP) effects of multiple-partoninteractions (MPI) and hadronization must be applied, in order to make these predictions comparable to the experimental data.

In practice, such non-perturbative effects are evaluated using MC event generators, where the ratio of the nominal event generation with fully hadronized events over a sample with MPI and hadronization switched off is accounted as the NP correction. Essentially, the NP corrections takes the form of simple factors by which the theoretical predictions are multiplied. In order to obtain unbiased results, all the Monte Carlo event generators presented in Sec. 4.5 and considered in the data-MC particle level comparisons in Sec. 5.9 were used also here, while the MC predictions were once again obtained using the RIVET toolkit. The NP correction factors are formulated as:

$$
\begin{equation*}
C_{(L O)}^{N P}=\frac{N_{(L O)}^{P S+H A D+M P I}}{N_{(L O)}^{P S}} \quad C_{(N L O)}^{N P}=\frac{N_{(N L O)}^{P S+H A D+M P I}}{N_{(N L O)}^{P S}} \tag{6.8}
\end{equation*}
$$

In order to avoid the statistical fluctuations in less populated regions of the phase space, the NP correction factors are parametrized by a simple polynomial function:

$$
\begin{equation*}
y=a+b \cdot x^{c} \tag{6.9}
\end{equation*}
$$

Finally, an envelope is constructed from the predictions of different event generators to derive a medium correction factor and an uncertainty for each $p_{T}$ bin.

Figure 6.2 shows on the left, the NP correction factors for the numerator's cross section derived from the various MCs and tunes, while on the right of this plot the envelope of these predictions is shown. Correspondingly, the results for the denominator's cross section (left) and the corresponding envelope (right) is shown in Fig. 6.3. The final non-perturbative corrections to be applied on fixed-order predictions NLO for $R_{\Delta \phi}$ observable are shown in Fig. 6.4, while Table 6.2 contains the values for the corrections and their uncertainties for each bin. As expected, the NP corrections for the $R_{\Delta \phi}$ are below the per cent level, mainly due to the large cancellations of such effects when considering ratios of cross sections. Moreover, the uncertainties are also small ( $<1 \%$ ), which is also important since they are propagated to the final $\alpha_{S}\left(M_{Z}\right)$ and $\alpha_{S}(Q)$ results, as will be discussed in the Chapter 7.


Figure 6.2: The non-perturbative corrections for the $R_{\Delta \phi}$ numerator's cross section derived from different Monte Carlos and tunes (left) and their envelope (right).


Figure 6.3: The non-perturbative corrections for the $R_{\Delta \phi}$ denominator's cross section derived from different Monte Carlos and tunes (left) and their envelope (right).


Figure 6.4: The non-perturbative corrections for $R_{\Delta \phi}$ observable (blue line) and their uncertainties (red band).

Table 6.2: The NP correction factors and their uncertainties per $p_{T}$ bin for the $R_{\Delta \phi}$ observable.

| $\mathbf{p}_{\mathbf{T}}$ bin | NP corr. factor | Unc. (\%) |
| :---: | :---: | :---: |
| $300-360$ | 1.0077 | 0.92 |
| $360-430$ | 1.0070 | 0.90 |
| $430-510$ | 1.0064 | 0.87 |
| $510-600$ | 1.0058 | 0.84 |
| $600-700$ | 1.0053 | 0.80 |
| $700-800$ | 1.0049 | 0.76 |
| $800-920$ | 1.0045 | 0.72 |
| $920-1050$ | 1.0041 | 0.69 |
| $1050-1190$ | 1.0038 | 0.65 |
| $1190-1340$ | 1.0035 | 0.62 |
| $1340-1500$ | 1.0032 | 0.59 |
| $1500-1680$ | 1.0030 | 0.57 |
| $1680-1870$ | 1.0028 | 0.55 |
| $1870-2070$ | 1.0026 | 0.52 |
| $2070-2300$ | 1.0024 | 0.50 |
| $2300-2560$ | 1.0023 | 0.48 |
| $2560-3170$ | 1.0020 | 0.46 |
| $3170-4000$ | 1.0017 | 0.42 |

### 6.3 PDF and scale uncertainties

## PDF uncertainties

Besides the best estimates for the PDFs values, each PDF group provides a set of variations (members) which correspond to the PDF uncertainties. Figure 6.5 shows an example of the NNPDF31_NLO members for the $u$ quark PDF, generated with the APFEL web application (as Fig. 1.9). Consequently, it is important to estimate the propagation of the uncertainty, arising from the limited PDFs knowledge, to any observable fixed-order predictions.


Figure 6.5: The NNPDF31_nlo members for the u quark PDF.

In general, two different techniques are used for the PDF uncertainties calculation:

1. The Hessian or eigenvector method, which is used for ABMP16, CT14 and MMHT2014. The PDF uncertainties in this case are calculated from the formula:

$$
\begin{equation*}
\Delta \chi^{ \pm}= \pm \sqrt{\sum_{i=1}^{N_{E V}}\left[\frac{\chi_{i}^{+}-\chi_{i}^{-}}{2}\right]^{2}} \tag{6.10}
\end{equation*}
$$

where $\chi$ here represents the $R_{\Delta \phi}$ observable, $\Delta \chi$ is the symmetric PDF uncertainty for the $R_{\Delta \phi}$ observable, $N_{E V}$ is the number of eigenvectors (members) of the PDF set and $\chi_{i}^{+}, \chi_{i}^{-}$correspond to the observable when the $i_{t h}$ member is varied + and - respectively. These PDF uncertainties are evaluated at $68 \%$ confidence interval, except for CT14 which provide uncertainties at $90 \%$ and the result from the above formula must be multiplied by a factor of $\sqrt{2} e r f^{-1} \approx 1.645$.
2. The Monte Carlo method, which is used for NNPDF31. The PDF uncertainties in this case are obtained from the formula:

$$
\begin{equation*}
\Delta \chi^{ \pm}=\sqrt{\frac{1}{N_{\text {rep }}-1} \sum_{i=1}^{N_{\text {rep }}}\left[\chi_{i}-\langle\chi\rangle\right]^{2}} \tag{6.11}
\end{equation*}
$$

where $\chi$ here represents the $R_{\Delta \phi}$ observable, $\Delta \chi$ is the symmetric PDF uncertainty for the $R_{\Delta \phi}$ observable, $N_{\text {rep }}$ is the number of MC replicas (members) of the PDF set, $\chi_{i}$ is $i_{t h}$ PDF member and $\langle\chi\rangle$ corresponds to the average prediction for the observable.

For the HERAPDF20 set, following the prescription described in [13], the PDF uncertainties are subdivided into experimental, model and parametrisation uncertainties. The experimental uncertainties are calculated using the Hessian approach described above, based on the members of HERAPDF20_NLO_EIG PDF set. The model uncertainties are calculated by considering the variations of the model assumptions e.g the strangeness fraction $f_{s}$, the $\mathrm{b} / \mathrm{c}$ quark masses and the minimum $Q^{2}$ value for the data. In practice this is done, using HERAPDF20_NLO_VAR PDF set, which consists of 14 members. The 0 th member is the central fit, while the 1-10 variations are used for the calculation of the model errors. They are treated one-by-one, by taking the difference between the variation and the central value, and then adding in quadrature all the positive (negative) differences to obtain the positive (negative) model error. The parametrisation uncertainties are estimated by considering a more general form of parametrisation for the PDF, for example by adding extra parameters in the PDF form. In practice, these uncertainties are also evaluated from HERAPDF20_NLO_VAR, using the last three members (members 11-13), by taking the envelope of these members and the central member (0th member). The total PDF uncertainties of the HERAPDF20 are calculated from the quadratic sum of experimental, model and parametrisation uncertainties.

## Scale uncertainties

The uncertainties related to unknown higher orders of the perturbative series are evaluated by varying independently the renormalization and the factorization scales from the default choice $\mu_{0}\left(\mu_{r}=\mu_{f}=\mu_{0}\right)$ which is either $p_{T}$ or $p_{T}^{\max }$ within the six combinations shown in Tab. 6.3 .

Table 6.3: The six $\mu_{f}, \mu_{r}$ combinations considered for the evaluation of scale uncertainties.

| $\mu_{\mathbf{r}} / \mu_{\mathbf{0}}$ | $\mu_{\mathrm{f}} / \mu_{\mathbf{0}}$ |
| ---: | ---: |
| $1 / 2$ | $1 / 2$ |
| $1 / 2$ | 1 |
| 1 | $1 / 2$ |
| 1 | 2 |
| 2 | 1 |
| 2 | 2 |

### 6.4 Fixed Order predictions and Data-Theory comparison

The Fixed Order (FO) predictions from NLOJET ++ for the $R_{\Delta \phi}$ observable's numerator and denominator cross sections using the NNPDF31 PDF set are shown in Fig. 6.6. Starting from the top row, the left plot illustrates the numerator's cross sections (LO and NLO), while the denominator's cross sections (LO and NLO) are shown on the right plot. In both top row plots the predictions were based on the jet $p_{T}$ as the central value for $\mu_{r}$ and $\mu_{f}$, with the coloured bands representing the scale uncertainties from the missing higher orders calculated as described in Sec. 6.3. Moreover, the ratios to LO predictions are also shown on the bottom part of each plot. The ratios between the NLO to LO predictions correspond to the so-called $k$-factors, which are of the order of 1.2-1.4 here. Correspondingly, the bottom row plots show the predictions for the numerator's cross sections (left) and for the denominator's cross sections (right) using the $p_{T}^{\max }$ as the central value for $\mu_{r}$ and $\mu_{f}$. The results are almost identical for the two different scale choices, which still holds for all the different PDF sets as can be seen in Appendix I.

The comparison between the FO NLO theoretical predictions and the experimental data is shown in Fig. 6.7 (for $\mu_{r}=\mu_{f}=p_{T}$ ) and Fig. 6.8 (for $\mu_{r}=\mu_{f}=p_{T}^{\max }$ ). Each plot contained in these figures corresponds to a different PDF choice from the five sets considered in this analysis: ABMP16, CT14, HERAPDF20, MMHT2014 and NNPDF31. On the top of each plot the data are shown with blue markers, the FO NLO prediction based on the central $\alpha_{S}\left(M_{Z}\right)$ value (see Tab. 6.1) is shown with black continuous line, while the coloured bands represent the scale (red) and PDF (green) uncertainties (see Sec. 6.3). Furthermore, on the bottom part of each plot the ratio between data and FO NLO predictions is illustrated. The points represent the ratio between data and the predictions based on the central $\alpha_{S}\left(M_{Z}\right)$ value and the error bars represent the total uncertainties from the propagation of both experimental and theoretical uncertainties. The dashed coloured lines represent the scale (red) and PDF (green) uncertainties.

In general, the FO NLO predictions give a very nice description of the $R_{\Delta \phi}$ measurement for all the PDF sets and for the two different scale choices. The scale uncertainties are dominant ranging from 2 to $7 \%$ in all cases, while the PDF uncertainties are of the order of $1-2 \%$, with the smallest PDF uncertainties obtained from ABMP16 and the largest from CT14 PDF set.


Figure 6.6: (Top row) Fixed Order predictions for the $R_{\Delta \phi}$ numerator's (left) and denominator's (right) cross sections using the NNPDF31 PDF set and $\mu_{r}=\mu_{f}=p_{T}$ and (Bottom row) the numerator's (left) and denominator's (right) cross sections predictions using the NNPDF31 PDF set and $\mu_{r}=\mu_{f}=p_{T}^{\max }$.






Figure 6.7: Comparison between data and fixed-order NLO predictions for $\mu_{r}=\mu_{f}=p_{T}$ using ABMP16, CT14, HERAPDF20, MMHT2014 and NNPDF31 PDF sets. (Top of each plot) The data are shown with blue markers, the continuous black line is the central $\alpha_{S}\left(M_{Z}\right)$ value for each PDF set and the coloured bands are the scale (red) and PDF (green) uncertainties. (Bottom of each plot) The ratio between data and fixed-order predictions.

### 6.4. FIXED ORDER PREDICTIONS AND DATA-THEORY COMPARISON



Figure 6.8: Comparison between data and fixed-order NLO predictions for $\mu_{r}=\mu_{f}=p_{T}^{\max }$ using ABMP16, CT14, HERAPDF20, MMHT2014 and NNPDF31 PDF sets. (Top of each plot) The data are shown with blue markers, the continuous black line is the central $\alpha_{S}\left(M_{Z}\right)$ value for each PDF set and the coloured bands are the scale (red) and PDF (green) uncertainties. (Bottom of each plot) The ratio between data and fixed-order predictions.
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## Chapter 7

## Determination of $\alpha_{S}\left(M_{Z}\right)$ and $\alpha_{S}(Q)$ running test

Since the $R_{\Delta \phi}$ observable depends directly on the strong coupling $\alpha_{S}$, it can be used for the determination of the parameter $\alpha_{S}\left(M_{Z}\right)$ from the comparison of fixed-order predictions to experimental data. The sensitivity of $R_{\Delta \phi}$ to $\alpha_{S}$ is presented in Sec. 7.1.

The determination of $\alpha_{S}\left(M_{Z}\right)$ is based on the minimization of the $\chi^{2}$ between the experimental measurements and the theoretical predictions. The $\chi^{2}$ is defined as:

$$
\begin{equation*}
\chi^{2}=\sum_{i j}^{N}\left(D_{i}-T_{i}\right) C_{i j}^{-1}\left(D_{j}-T_{j}\right) \tag{7.1}
\end{equation*}
$$

where $N$ is the number of measurements, $D_{i}$ are the experimental measurements, $T_{i}$ are the theoretical predictions and $C_{i j}$ is the covariance matrix which is comprised of:

$$
\begin{equation*}
C=C_{\text {stat }}+C_{u n c o r}+\left(\sum_{\text {sources }} C_{J E S}\right)+C_{\text {unfolding }}+C_{\text {pref }}+C_{N P}+C_{P D F} \tag{7.2}
\end{equation*}
$$

where $C_{\text {stat }}$ represents the statistical uncertainty, $C_{\text {uncor }}$ is the uncorrelated systematic uncertainty assigned to each bin, $C_{J E S}$ is the systematic uncertainty for each JEC uncertainty source, $C_{\text {unfolding }}$ is the systematic uncertainty induced through unfolding (JER + Other, see Sec. 5.8), $C_{p r e f}$ is the uncertainty from the prefiring and $C_{N P}, C_{P D F}$ are the Non-Perturbative and PDF uncertainties respectively.

The first five terms in Eq. 7.2 constitute the experimental uncertainty, while JES, unfolding, prefiring, NP and PDF uncertainties are considered as $100 \%$ correlated among $p_{T}$ bins. Furthermore, these correlated uncertainties are treated as multiplicative, in order to avoid the statistical bias that arises from uncertainty estimations taken from data [1]. The central $\alpha_{S}\left(M_{Z}\right)$ result is obtained by minimizing the $\chi^{2}$ with respect to $\alpha_{S}\left(M_{Z}\right)$. Then, the uncertainty of this result is obtained from the $\alpha_{S}\left(M_{Z}\right)$ values for which the $\chi^{2}$ is increased by 1 with respect to the minimum value.

The procedure that has been followed for each PDF set is the following:

1. Minimization of the $\chi^{2}$ using only the experimental uncertainties in the composition of the covariance matrix:

$$
\begin{equation*}
C=C_{\text {stat }}+C_{\text {uncor }}+\left(\sum_{\text {sources }} C_{J E S}\right)+C_{\text {unfolding }}+C_{\text {pref }} \tag{7.3}
\end{equation*}
$$

2. Evaluation of the individual contribution of each experimental uncertainty source, by removing each time one of the uncertainty sources and repeating the $\chi^{2}$ minimization.
3. Repeat the $\chi^{2}$ minimization for the estimation of the NP and PDF uncertainties in the determination of the $\alpha_{S}\left(M_{Z}\right)$ by adding either NP or PDF uncertainties in the covariance matrix:

$$
\begin{equation*}
C=C_{\text {stat }}+C_{\text {uncor }}+\left(\sum_{\text {sources }} C_{J E S}\right)+C_{\text {unfolding }}+C_{\text {pref }}+C_{P D F / N P} \tag{7.4}
\end{equation*}
$$

4. Finally, the uncertainty in the $\alpha_{S}\left(M_{Z}\right)$ due to the renormalization $\left(\mu_{r}\right)$ and factorization $\left(\mu_{f}\right)$ scales is estimated by repeating the $\chi^{2}$ minimization for all the possible variations of $\mu_{r}$ and $\mu_{f}$ from the default choice $\mu_{0}$, in the usual six combinations of $\mu_{r}$ and $\mu_{f}$ (see Tab. 6.3).

All the results for the $\alpha_{S}\left(M_{Z}\right)$ from the different PDF sets are shown in Sec. 7.2. They were extracted using $\mu_{r}=\mu_{f}=p_{T}$, since as discussed in Sec. 6.4 both scale choices ( $p_{T}$ and $p_{T}^{\text {max }}$ ) lead to very similar results in terms of theoretical uncertainties and agreement between data and theory. Apart from that, the sensitivity of $R_{\Delta \phi}$ to $\alpha_{S}$ (Sec. 7.1) is very large for both scale choices, allowing the selection of any of them for the $\alpha_{S}\left(M_{Z}\right)$ determination. Finally, the procedure followed for the investigation of running of the strong coupling constant is presented in Sec. 7.3.

## 7.1 $\quad R_{\Delta \phi}$ sensitivity to the strong coupling

The sensitivity of $R_{\Delta \phi}$ observable to the strong coupling constant is shown in Fig. 6.7 (for $\mu_{r}=\mu_{f}=p_{T}$ ) and Fig. 6.8 (for $\mu_{r}=\mu_{f}=p_{T}^{\max }$ ). Each plot contained in these figures corresponds to a different PDF choice from the five sets considered in this analysis: ABMP16, CT14, HERAPDF20, MMHT2014 and NNPDF31. The data are shown with blue markers, the FO NLO prediction based on the central $\alpha_{S}\left(M_{Z}\right)$ value is shown with black continuous line, the minimum and the maximum $\alpha_{S}\left(M_{Z}\right)$ values from each PDF set (see Tab. 6.1) are shown with red and green continuous lines respectively. All the dashed lines represent intermediate $\alpha_{S}\left(M_{Z}\right)$ values provided from each group. It is directly observed that a small change in the $\alpha_{S}\left(M_{Z}\right)$ leads to a different prediction for the $R_{\Delta \phi}$ which means that the observable is very sensitive to the $\alpha_{S}\left(M_{Z}\right)$ and therefore ideal for the determination of this parameter.


Figure 7.1: Sensitivity of $R_{\Delta \phi}$ to the $\alpha_{S}\left(M_{Z}\right)$ for $\mu_{r}=\mu_{f}=p_{T}$ using ABMP16, CT14, HERAPDF20, MMHT2014 and NNPDF31 PDF sets. The data are shown with blue markers, the continuous black line is the central $\alpha_{S}\left(M_{Z}\right)$ value, the red and green lines are the minimum and maximum value respectively and all the dashed lines represent intermediate $\alpha_{S}\left(M_{Z}\right)$ values.


Figure 7.2: Sensitivity of $R_{\Delta \phi}$ to the $\alpha_{S}\left(M_{Z}\right)$ for $\mu_{r}=\mu_{f}=p_{T}^{\max }$ using ABMP16, CT14, HERAPDF20, MMHT2014 and NNPDF31 PDF sets. The data are shown with blue markers, the continuous black line is the central $\alpha_{S}\left(M_{Z}\right)$ value, the red and green lines are the minimum and maximum value respectively and all the dashed lines represent intermediate $\alpha_{S}\left(M_{Z}\right)$ values.

### 7.2 Determination of $\alpha_{S}\left(M_{Z}\right)$

### 7.2.1 ABMP16

The $\chi^{2}$ minimization with respect to $\alpha_{S}\left(M_{Z}\right)$ using ABMP16 PDF set and only the experimental uncertainties in the covariance matrix (Eq. 7.3) is shown in Fig. 7.3. The result is $\alpha_{S}\left(M_{Z}\right)=0.11788 \pm 0.00077($ exp $)$, with $\chi^{2} / n d o f=17 / 16$. Then the individual contribution of each experimental uncertainty source, is calculated by removing each time one of the uncertainty sources and repeating the $\chi^{2}$ minimization as shown in Fig. 7.4. The NP and PDF uncertainties are calculated by adding the NP and PDF uncertainties respectively in the covariance matrix (Eq. 7.4) and repeating the $\chi^{2}$ minimization as shown in Fig. 7.5. Finally, the scale uncertainties are obtained by performing the $\chi^{2}$ minimization for the six different combinations of renormalization $\left(\mu_{r}\right)$ and factorization $\left(\mu_{f}\right)$ scales defined in Tab. 6.3 as shown in Fig. 7.6. The result for ABMP16 is:

$$
\begin{equation*}
\alpha_{S}\left(M_{Z}\right)=0.1179_{-0.0026}^{+0.0052}(\text { scale }) \pm 0.0008(\text { exp }) \pm 0.0008(N P) \pm 0.0004(P D F) \tag{7.5}
\end{equation*}
$$



Figure 7.3: The $\chi^{2}$ minimization with respect to $\alpha_{S}\left(M_{Z}\right)$ using ABMP16 and only the experimental uncertainties in the covariance matrix.


Figure 7.4: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the estimation of the individual contributions to the experimental $\alpha_{S}\left(M_{Z}\right)$ uncertainty for ABMP16.


Figure 7.5: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the estimation of the NP (left) and PDF (right) uncertainties for $A B M P 16$.


Figure 7.6: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the six different combinations of $\mu_{r}$ and $\mu_{f}$ used for the evaluation of scale uncertainties for ABMP16.

### 7.2.2 CT14

The $\chi^{2}$ minimization with respect to $\alpha_{S}\left(M_{Z}\right)$ using CT14 PDF set and only the experimental uncertainties in the covariance matrix (Eq. 7.3) is shown in Fig. 7.7. The result is $\alpha_{S}\left(M_{Z}\right)=0.11384 \pm 0.00121($ exp $)$, with $\chi^{2} / n d o f=18 / 16$. Then the individual contribution of each experimental uncertainty source, is calculated by removing each time one of the uncertainty sources and repeating the $\chi^{2}$ minimization as shown in Fig. 7.8. The NP and PDF uncertainties are calculated by adding the NP and PDF uncertainties respectively in the covariance matrix (Eq. 7.4) and repeating the $\chi^{2}$ minimization as shown in Fig. 7.9. Finally, the scale uncertainties are obtained by performing the $\chi^{2}$ minimization for the six different combinations of renormalization $\left(\mu_{r}\right)$ and factorization $\left(\mu_{f}\right)$ scales defined in Tab. 6.3 as shown in Fig. 7.10. The result for CT14 is:

$$
\begin{equation*}
\alpha_{S}\left(M_{Z}\right)=0.1138_{-0.0036}^{+0.0086}(\text { scale }) \pm 0.0012(\text { exp }) \pm 0.0012(N P) \pm 0.0015(P D F) \tag{7.6}
\end{equation*}
$$



Figure 7.7: The $\chi^{2}$ minimization with respect to $\alpha_{S}\left(M_{Z}\right)$ using CT14 and only the experimental uncertainties in the covariance matrix.


Figure 7.8: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the estimation of the individual contributions to the experimental $\alpha_{S}\left(M_{Z}\right)$ uncertainty for CT14.


Figure 7.9: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the estimation of the NP (left) and PDF (right) uncertainties for CT14.


Figure 7.10: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the six different combinations of $\mu_{r}$ and $\mu_{f}$ used for the evaluation of scale uncertainties for CT14.

### 7.2.3 HERAPDF20

The $\chi^{2}$ minimization with respect to $\alpha_{S}\left(M_{Z}\right)$ using HERAPDF20 PDF set and only the experimental uncertainties in the covariance matrix (Eq. 7.3) is shown in Fig. 7.11. The result is $\alpha_{S}\left(M_{Z}\right)=0.11614 \pm 0.00086($ exp $)$, with $\chi^{2} / n d o f=24 / 16$. Then the individual contribution of each experimental uncertainty source, is calculated by removing each time one of the uncertainty sources and repeating the $\chi^{2}$ minimization as shown in Fig. 7.12. The NP and PDF uncertainties are calculated by adding the NP and PDF uncertainties respectively in the covariance matrix (Eq. 7.4) and repeating the $\chi^{2}$ minimization as shown in Fig. 7.13. Finally, the scale uncertainties are obtained by performing the $\chi^{2}$ minimization for the six different combinations of renormalization $\left(\mu_{r}\right)$ and factorization $\left(\mu_{f}\right)$ scales defined in Tab. 6.3 as shown in Fig. 7.14. The result for HERAPDF20 is:

$$
\begin{equation*}
\alpha_{S}\left(M_{Z}\right)=0.1161_{-0.0017}^{+0.0051}(\text { scale }) \pm 0.0009(e x p) \pm 0.0009(N P) \pm 0.0003(P D F) \tag{7.7}
\end{equation*}
$$



Figure 7.11: The $\chi^{2}$ minimization with respect to $\alpha_{S}\left(M_{Z}\right)$ using HERAPDF20 and only the experimental uncertainties in the covariance matrix.


Figure 7.12: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the estimation of the individual contributions to the experimental $\alpha_{S}\left(M_{Z}\right)$ uncertainty for HERAPDF20.


Figure 7.13: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the estimation of the NP (left) and PDF (right) uncertainties for HERAPDF20.


Figure 7.14: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the six different combinations of $\mu_{r}$ and $\mu_{f}$ used for the evaluation of scale uncertainties for HERAPDF20.

### 7.2.4 MMHT2014

The $\chi^{2}$ minimization with respect to $\alpha_{S}\left(M_{Z}\right)$ using MMHT2014 PDF set and only the experimental uncertainties in the covariance matrix (Eq. 7.3) is shown in Fig. 7.15. The result is $\alpha_{S}\left(M_{Z}\right)=0.11462 \pm 0.00111($ exp $)$, with $\chi^{2} / n d o f=17 / 16$. Then the individual contribution of each experimental uncertainty source, is calculated by removing each time one of the uncertainty sources and repeating the $\chi^{2}$ minimization as shown in Fig. 7.16. The NP and PDF uncertainties are calculated by adding the NP and PDF uncertainties respectively in the covariance matrix (Eq. 7.4) and repeating the $\chi^{2}$ minimization as shown in Fig. 7.17. Finally, the scale uncertainties are obtained by performing the $\chi^{2}$ minimization for the six different combinations of renormalization $\left(\mu_{r}\right)$ and factorization $\left(\mu_{f}\right)$ scales defined in Tab. 6.3 as shown in Fig. 7.18. The result for MMHT2014 is:

$$
\begin{equation*}
\alpha_{S}\left(M_{Z}\right)=0.1146_{-0.0037}^{+0.0087}(\text { scale }) \pm 0.0011(e x p) \pm 0.0012(N P) \pm 0.0008(P D F) \tag{7.8}
\end{equation*}
$$



Figure 7.15: The $\chi^{2}$ minimization with respect to $\alpha_{S}\left(M_{Z}\right)$ using MMHT2014 and only the experimental uncertainties in the covariance matrix.


Figure 7.16: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the estimation of the individual contributions to the experimental $\alpha_{S}\left(M_{Z}\right)$ uncertainty for MMHT2014.


Figure 7.17: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the estimation of the NP (left) and PDF (right) uncertainties for MMHT2014.


Figure 7.18: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the six different combinations of $\mu_{r}$ and $\mu_{f}$ used for the evaluation of scale uncertainties for MMHT2014.

### 7.2.5 NNPDF31

The $\chi^{2}$ minimization with respect to $\alpha_{S}\left(M_{Z}\right)$ using NNPDF31 PDF set and only the experimental uncertainties in the covariance matrix (Eq. 7.3) is shown in Fig. 7.19. The result is $\alpha_{S}\left(M_{Z}\right)=0.11577 \pm 0.00117($ exp $)$, with $\chi^{2} / n d o f=17 / 16$. Then the individual contribution of each experimental uncertainty source, is calculated by removing each time one of the uncertainty sources and repeating the $\chi^{2}$ minimization as shown in Fig. 7.20. The NP and PDF uncertainties are calculated by adding the NP and PDF uncertainties respectively in the covariance matrix (Eq. 7.4) and repeating the $\chi^{2}$ minimization as shown in Fig. 7.21. Finally, the scale uncertainties are obtained by performing the $\chi^{2}$ minimization for the six different combinations of renormalization $\left(\mu_{r}\right)$ and factorization $\left(\mu_{f}\right)$ scales defined in Tab. 6.3 as shown in Fig. 7.22. The result for NNPDF31 is:

$$
\begin{equation*}
\alpha_{S}\left(M_{Z}\right)=0.1158_{-0.0038}^{+0.0087}(\text { scale }) \pm 0.0012(\text { exp }) \pm 0.0011(N P) \pm 0.0006(P D F) \tag{7.9}
\end{equation*}
$$



Figure 7.19: The $\chi^{2}$ minimization with respect to $\alpha_{S}\left(M_{Z}\right)$ using NNPDF31 and only the experimental uncertainties in the covariance matrix.


Figure 7.20: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the estimation of the individual contributions to the experimental $\alpha_{S}\left(M_{Z}\right)$ uncertainty for NNPDF31.


Figure 7.21: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the estimation of the NP (left) and PDF (right) uncertainties for NNPDF31.


Figure 7.22: The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$ for the six different combinations of $\mu_{r}$ and $\mu_{f}$ used for the evaluation of scale uncertainties for NNPDF31.

### 7.2.6 Discussion on the results

Table 7.1 contains all the $\alpha_{S}\left(M_{Z}\right)$ results obtained from the above fitting procedure, which are also illustrated in Fig. 7.23. All these results are fully compatible among each other (within their uncertainties) and with the PDG world average value $\alpha_{S}\left(M_{Z}\right)=0.1179 \pm 0.0010$ [2]. As expected, the dominant theoretical scale uncertainties (see Sec. 6.4) propagated to the $\alpha_{S}\left(M_{Z}\right)$ scale uncertainty, constituting the largest uncertainty in the parameter evaluation. The experimental, non-perturbative and PDF uncertainties are significantly smaller than the scale uncertainties, with CT14 exhibiting the largest and HERAPDF the smallest PDF uncertainties. The $\chi^{2} / n d o f$ which characterizes the goodness-of-fit has the best value (closest to 1 ) for the ABMP16, MMHT2014 and NNPDF31 PDF sets and the worst for HERAPDF20.

Revisiting now the plot shown in Fig. 5.1 (left) from Chapter 5, the $\alpha_{S}\left(M_{Z}\right)$ results from this analysis can be included. Among the different PDF sets, the result from NNPDF is selected as the main analysis result and also used for the $\alpha_{S}(Q)$ running determination (Sec. 7.3). This choice was mainly motivated from the fact that NNPDF includes the most updated list of datasets, including CMS and ATLAS inclusive jets measurements from LHC Run I. Figure 7.24 shows the $\alpha_{S}\left(M_{Z}\right)$ measurements as presented in Chapter 5 , including the $R_{\Delta \phi}$ analysis result based on NNPDF PDF set. It is directly observed the aforementioned fact that the new result is fully compatible with the $\alpha_{S}\left(M_{Z}\right)$ world average value.

Table 7.1: The results for $\alpha_{S}\left(M_{Z}\right)$ from the various PDF sets.

| PDF set | $\boldsymbol{\alpha}_{\mathbf{S}}\left(\mathrm{M}_{\mathbf{Z}}\right)$ | Exp | NP | PDF | Scale | $\chi^{\mathbf{2}} / \boldsymbol{n d o f}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| ABMP16 | 0.1179 | 0.0008 | 0.0008 | 0.0004 | ${ }_{-0.0026}^{+0.0052}$ | $17 / 16$ |
| CT14 | 0.1138 | 0.0012 | 0.0012 | 0.0015 | ${ }_{-0.0036}^{+0.0086}$ | $18 / 16$ |
| HERAPDF20 | 0.1161 | 0.0009 | 0.0009 | 0.0003 | ${ }_{-0.0017}^{+0.0051}$ | $24 / 16$ |
| MMHT2014 | 0.1146 | 0.0011 | 0.0012 | 0.0008 | ${ }_{-0.0037}^{+0.00037}$ | $17 / 16$ |
| NNPDF31 | 0.1158 | 0.0012 | 0.0011 | 0.0006 | ${ }_{-0.0038}^{+0.0007}$ | $17 / 16$ |



Figure 7.23: Minimization of the $\chi^{2}$ between experimental measurements and theoretical predictions with respect to $\alpha_{S}\left(M_{Z}\right)$ for ABMP16, CT14, HERAPDF20, MMHT2014 and NNPDF31 NLO PDF sets. In this figure, only experimental uncertainties are included in the covariance matrix. The minimum value $\alpha_{S}\left(M_{Z}\right)$ value for each PDF set is denoted with a dashed line and corresponds to the central result. The experimental is estimated from the $\alpha_{S}\left(M_{Z}\right)$ values for which the $\chi^{2}$ is increased by one unit with respect to the minimum value.


Figure 7.24: An overview of $\alpha_{S}\left(M_{Z}\right)$ determinations from measurements using hadrons, including the new result from the $R_{\Delta \phi}$ analysis based on NNPDF31.

### 7.3 Running of $\alpha_{S}(Q)$



Figure 7.25: Split of the $R_{\Delta \phi}$ fitted region into four sub-regions for testing the $\alpha_{S}$ running. The $\langle Q\rangle$ corresponds to the average scale value for each sub-region.

For the investigation of the running of the strong coupling, the fitted region is split into four sub-regions with four bins each, as shown in Fig. 7.25. The fitting procedure followed in the previous section is then repeated for each sub-region separately, resulting in an $\alpha_{S}\left(M_{Z}\right)$ extraction for each range. The $\chi^{2}$ minimizations with respect to $\alpha_{S}\left(M_{Z}\right)$, including only the experimental uncertainty sources in the covariance matrix are shown in Fig. 7.26, while the $\alpha_{S}\left(M_{Z}\right)$ results with the total uncertainty (experimental and theoretical) are included in Tab. 7.2.

The FASTNLO framework provides the capability to solve the renormalization group equation (RGE) at 2-loop order through the HOPPET toolkit [3] or the Gluck-Reya-Vogt formula (GRV) [4]. Therefore, the $\alpha_{S}\left(M_{Z}\right)$ values from each sub-region are evolved to higher scales $Q$ which are also calculated inside the FASTNLO as a cross section weighted average for each subregion. The $Q$ and $\alpha_{S}(Q)$ results are shown in Tab. 7.2. Based on these results, a new version of Fig. 5.2 can now be obtained. This is illustrated in Fig. 7.27, where the solid line represents the $\alpha_{S}(Q)$ result and the associated total uncertainty (yellow band) evolved using the $\alpha_{S}\left(M_{Z}\right)$ determination from NNPDF31 set, $\alpha_{S}\left(M_{Z}\right)=0.1158_{-0.0042}^{+0.0089}$. The new $\alpha_{S}(Q)$ results from the $R_{\Delta \phi}$ measurement are shown with red markers in the high- $Q$ region. All the results reported in this study are consistent with the energy dependence predicted by the RGE and no deviation is observed from the expected behaviour up to $\sim 2 \mathrm{TeV}$.


Figure 7.26: The $\chi^{2}$ minimizations with respect to the $\alpha_{S}\left(M_{Z}\right)$ for the four different $p_{T}$ ranges (in GeV): 300-700 (top left), 700-1090 (top right), 1090-1870 (bottom left) and 18703170 (bottom right).

Table 7.2: The $\alpha_{S}\left(M_{Z}\right)$ and $\alpha_{S}(Q)$ determinations for the four different fitting sub-regions.

| $\boldsymbol{p}_{\boldsymbol{T}}$ range $(\boldsymbol{G e V})$ | $\boldsymbol{\alpha}_{\boldsymbol{S}}\left(\boldsymbol{M}_{\boldsymbol{Z}}\right)$ | $\langle\boldsymbol{Q}\rangle(\boldsymbol{G e V})$ | $\boldsymbol{\alpha}_{\boldsymbol{S}}(\boldsymbol{Q})$ |
| :---: | :---: | :---: | :---: |
| $360-700$ | $0.1176_{-0.0048}^{+0.0091}$ | 433.0 | $0.0954_{-0.0032}^{+0.0058}$ |
| $700-1190$ | $0.1158_{-0.0057}^{+0.0097}$ | 819.0 | $0.0875_{-0.0033}^{+0.0054}$ |
| $1190-1870$ | $0.1192_{-0.0068}^{+0.0101}$ | 1346.0 | $0.0847_{-0.0034}^{+0.0049}$ |
| $1870-3170$ | $0.1172_{-0.0082}^{+0.0110}$ | 2081.0 | $0.0800_{-0.0039}^{+0.0049}$ |



Figure 7.27: The running of the strong coupling constant $\alpha_{S}(Q)$, as determined from the $R_{\Delta \phi}$ measurement (the four red points in high- $Q$ region), in comparison with previous experimental measurements and the world average.

### 7.4 Conclusion

To sum up, the analysis presented in the second part of this dissertation, culminates in two main results. Firstly, the strong coupling constant was extracted at the scale of the $Z$-boson mass, using the full Run 2 CMS dataset collected during $p p$ collisions at $\sqrt{s}=13 \mathrm{TeV}$ and the jet-based $R_{\Delta \phi}$ observable. The $\alpha_{S}\left(M_{Z}\right)$ results were derived for five different PDF sets and are fully compatible among each other and with the world average value: $\alpha_{S}\left(M_{Z}\right)=0.1179 \pm 0.0010$. The result selected as the main analysis result based on the NNPDF31 is:

$$
\alpha_{S}\left(M_{Z}\right)=0.1158_{-0.0038}^{+0.0087}(\text { scale }) \pm 0.0012(e x p) \pm 0.0011(N P) \pm 0.0006(P D F)
$$

Secondly, the running of the strong coupling constant was experimentally tested up to the TeV region at energy scales of $Q=2081 \mathrm{GeV}$. The result is in complete agreement with the predicted value for $\alpha_{S}(Q)$ derived from the Renormalization Group Equation (RGE) of QCD and no deviation was observed in this measurement.

From the experimental perspective, the Run 3 period of LHC is now (February 2022) planned to last from 2022 to 2024 [5], where the center-of-mass energy is expected to be increased to 13.6 TeV and the total integrated luminosity to $350 \mathrm{fb}^{-1}$. Then, the transition to the HL-LHC era, where the instantaneous luminosity will be increased by a factor of 5 beyond the original design value and the integrated luminosity by a factor of 10 , is planned for 2027 [6]. On the other hand, progress has also been made in theoretical calculations, with recent developments towards next-to-next-to-leading order (NNLO) accuracy for three-jet observables [7]. The combination of the above advancements, provide a unique possibility for extremely precise determinations of the $\alpha_{S}\left(M_{Z}\right)$, through observables like $R_{\Delta \phi}$ in the future. Moreover, testing the running of $\alpha_{S}(Q)$ to even higher scales with the highest precision possible, is always an intriguing challenge for the QCD predictions.

## Bibliography

[1] Richard D. Ball, Luigi Del Debbio, Stefano Forte, Alberto Guffanti, Jose I. Latorre, Juan Rojo, and Maria Ubiali. Fitting Parton Distribution Data with Multiplicative Normalization Uncertainties. JHEP, 05:075, 2010. https://doi.org/10.1007/JHEP05(2010) 075.
[2] P. A. Zyla et al [Particle Data Group]. Review of Particle Physics. Progress of Theoretical and Experimental Physics, 2020(8):083C01, (2020). https://doi.org/10.1093/ptep/ ptaa104.
[3] Gavin P. Salam and Juan Rojo. A Higher Order Perturbative Parton Evolution Toolkit (HOPPET). Comput. Phys. Commun., 180:120-156, 2009. https://doi.org/10.1016/j. срс.2008.08.010.
[4] M. Glück, E. Reya, and A. Vogt. Dynamical parton distributions revisited. Eur. Phys. J. C, 5:461-470, 1998. https://doi.org/10.1007/s100529800978.
[5] Longer term LHC schedule https://lhc-commissioning.web.cern.ch/schedule/ LHC-long-term.htm.
[6] Bejar Alonso et al. High-Luminosity Large Hadron Collider (HL-LHC): Technical design report. CERN Yellow Reports: Monographs, 10, 2020. https://doi.org/10.23731/ CYRM-2020-0010.
[7] Michal Czakon, Alexander Mitov, and Rene Poncelet. Next-to-Next-to-Leading Order Study of Three-Jet Production at the LHC. Phys. Rev. Lett., 127(15):152001, 2021. https: //doi.org/10.1103/PhysRevLett.127.152001.

## Appendix A

## Azimuthal (de)correlations of jets and $R_{\Delta \phi}$ observable

Fig. A. 2 is helpful for obtaining a better insight of the topologies contributing to the $R_{\Delta \phi}$ observable cross sections as defined in:

$$
\begin{equation*}
R_{\Delta \phi}\left(p_{T}, \Delta \phi, p_{T m i n}^{n b r}\right)=\frac{\sum_{i=1}^{N_{j e t}\left(p_{T}\right)} N_{n b r}^{(i)}\left(\Delta \phi, p_{T \min }^{n b r}\right)}{N_{j e t}\left(p_{T}\right)} \tag{A.1}
\end{equation*}
$$

This figure illustrates the normalized inclusive 2-jet cross section $(1 / \sigma)\left(d \sigma / d \Delta \phi_{1,2}\right)$ as a function of the azimuthal angular separation $\Delta \phi_{1,2}$ between the two highest (leading) $p_{T}$ jets, for several regions of the leading jet $p_{T}\left(p_{T}^{\max }\right)$.

At leading order (LO), the two final-state partons are produced back-to-back in the transverse plane, leading to an azimuthal angular separation $\Delta \phi_{1,2}=\mid \phi_{j e t 1}-$ $\phi_{j e t 2} \mid$ equal to $\pi$. The production of a third jet leads to the decorrelation of the azimuthal angles of those two leading jets. This means that the $\Delta \phi_{1,2}$ for topologies with a third jet present is smaller than $\pi$, with $2 \pi / 3$ being the smallest achievable value corresponding to a symmetric star-shaped configuration. In the case where more than three jets are produced, the $\Delta \phi_{1,2}$ can approach zero. This is also illustrated in Fig. A.2.

For the denominator of the $R_{\Delta \phi}$ observable which corresponds to the inclusive jets cross section, two jets in a back-to-back configuration $(2 \rightarrow 2$ process in Fig. A.2) is still the dominant process, hence the denominator is $\mathcal{O}\left(\alpha_{S}^{2}\right)$ at leading order. For the numerator, by imposing the azimuthal angular separation between two neighboring jets to be significantly smaller than $\pi$, i.e., $7 \pi / 8$, means that only topologies with at least three jets are may contribute in the cross section, meaning that the numerator is $\mathcal{O}\left(\alpha_{S}^{3}\right)$ at leading order. Finally, setting the minimum azimuthal separation at $2 \pi / 3$, is for ensuring pure NLO QCD calculations for the fixed order predictions which is not the case for $\Delta \phi<2 \pi / 3$ [2].


Figure A.2: Sketch of the azimuthal separation $\Delta \phi_{\text {dijet }}$ between the two leading $p_{T}$ jets, for $2 \rightarrow 2,2 \rightarrow 3$ and $2 \rightarrow 4$ topologies [2].
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## Appendix B

## Phase space selection

For the optimization of the phase space selection for the measurement of $R_{\Delta \phi}$ observable discussed in Chapter 5, the scenarios shown in Tab. B. 1 were considered. The goal here is to investigate whether increasing the minimum $p_{T}$ cut applied on the neighboring jets ( $p_{T m i n}^{n b r}$ ) and/or extending the $\Delta \phi$ interval for their azimuthal separation ( $\Delta \phi$ range) the dominant theoretical uncertainty which is the scale uncertainty would be reduced or/and the sensitivity of the observable to the strong coupling would be increased. For this study, only theoretical predictions from CT14nlo PDF set were used, however the scale uncertainties and sensitivity are very similar among all the PDF sets, as discussed in Chapter 6. Moreover, 2016 data at the detector level are included in the following plots only for illustration purposes, since this study is based exclusively on theoretical predictions and not affected by the measured data.

Table B.1: Six different scenarios for the $R_{\Delta \phi}$ phase space selection.

| $\Delta \phi$ range | $\mathbf{p}_{\mathbf{T m i n}}^{\text {nbr }}(\mathbf{G e V})$ |
| :---: | :---: |
| $0<\Delta \phi<7 \pi / 8$ | 100 |
| $\pi / 2<\Delta \phi<7 \pi / 8$ | 100 |
| $2 \pi / 3<\Delta \phi<7 \pi / 8$ | 100 |
| $0<\Delta \phi<7 \pi / 8$ | 150 |
| $\pi / 2<\Delta \phi<7 \pi / 8$ | 150 |
| $2 \pi / 3<\Delta \phi<7 \pi / 8$ | 150 |

Figures B. 1 and B. 2 show the scale uncertainties, while Fig. B. 3 and B. 4 show the sensitivity to $\alpha_{S}$ for the above six scenarios. The observation is that the scale uncertainties and the sensitivity are very similar in all cases. Therefore the phase space selection for this analysis was set as: $p_{T m i n}^{n b r}=100 \mathrm{GeV}$ and $2 \pi / 3<\Delta \phi<7 \pi / 8$. The former was motivated for statistics purposes, while from the same perspective the preferable selection for the $\Delta \phi$ range would be $0<\Delta \phi<7 \pi / 8$. However, the fixed-order calculations used in the analysis are next-to-leading order only in the reduced $\Delta \phi$ range $2 \pi / 3<\Delta \phi<7 \pi / 8$, leading to the selection of this scenario.


Figure B.1: The scale uncertainties for the three different $\Delta \phi$ ranges for $p_{T m i n}^{n b r}=100 \mathrm{GeV}$.


Figure B.2: The scale uncertainties for the three different $\Delta \phi$ ranges for $p_{T m i n}^{n b r}=150 \mathrm{GeV}$.


Figure B.3: The sensitivity to $\alpha_{S}$ for the three different $\Delta \phi$ ranges for $p_{T m i n}^{n b r}=100 \mathrm{GeV}$.


Figure B.4: The sensitivity to $\alpha_{S}$ for the three different $\Delta \phi$ ranges for $p_{T m i n}^{n b r}=150 \mathrm{GeV}$.

## Appendix C

## Jet prefiring maps

L1 prefiring 2016


L1 prefiring 2017


Figure C.1: Jet prefiring probability for 2016 (top) and for 2017 (bottom).

## Appendix D

## Monte Carlo cross sections

Table D.1: Pythia8 $\hat{p}_{T}$ slices cross sections.

| $\hat{p}_{T}$ slice | $\mathbf{2 0 1 6}(p b)$ | $2017(p b)$ | $2018(p b)$ |
| :--- | :--- | :--- | :--- |
| $30 \rightarrow 50$ | 138800000 | 105800000 | 106900000 |
| $50 \rightarrow 80$ | 19110000 | 15560000 | 15710000 |
| $80 \rightarrow 120$ | 2735000 | 2317000 | 2342000 |
| $120 \rightarrow 170$ | 466200 | 403700 | 407100 |
| $170 \rightarrow 300$ | 117200 | 102500 | 103600 |
| $300 \rightarrow 470$ | 7763 | 6762.0 | 6763.0 |
| $470 \rightarrow 600$ | 641.0 | 546.1 | 546.0 |
| $600 \rightarrow 800$ | 185.7 | 154.9 | 154.8 |
| $800 \rightarrow 1000$ | 32.02 | 25.97 | 25.98 |
| $1000 \rightarrow 1400$ | 9.375 | 7.398 | 7.398 |
| $1400 \rightarrow 1800$ | 0.8384 | 0.6396 | 0.6423 |
| $1800 \rightarrow 2400$ | 0.1133 | 0.08671 | 0.08670 |
| $2400 \rightarrow 3200$ | 0.006746 | 0.005191 | 0.005199 |
| $3200 \rightarrow \infty$ | 0.0001623 | 0.0001340 | 0.0001340 |

Table D.2: Madgraph $H_{T}$ slices cross sections.

| $H_{T}$ slice | $\mathbf{2 0 1 6}(p b)$ | $\mathbf{2 0 1 7}(p b)$ | $\mathbf{2 0 1 8}(p b)$ |
| :--- | :--- | :--- | :--- |
| $50 \rightarrow 100$ | 246400000 | 183700000 | 183800000 |
| $100 \rightarrow 200$ | 27940000 | 26360000 | 23570000 |
| $200 \rightarrow 300$ | 1712000 | 1751000 | 1555000 |
| $300 \rightarrow 500$ | 347700 | 428300 | 325400 |
| $500 \rightarrow 700$ | 32150 | 39750 | 29630 |
| $700 \rightarrow 1000$ | 6828 | 5067 | 6240 |
| $1000 \rightarrow 1500$ | 1200 | 1228 | 1088 |
| $1500 \rightarrow 2000$ | 120.0 | 108.1 | 99.10 |
| $2000 \rightarrow \infty$ | 25.34 | 24.4 | 20.22 |

## Appendix E

## Data and Monte Carlo Pile Up profiles



Figure E.1: Differences in Pile Up (PU) profiles between data and Pythia8 MC simulation for 2018 CMS samples.

## Appendix F

## Jet Energy Resolution curves

Figure F. 1 shows the Jet Energy Resolution curves derived from Pythia8 2016 samples presented in Sec. 5.1 (Tab. 5.3), where the gen-jet $p_{T}$ is on the $x$-axis and relative resolution on the $y$-axis. Each cell corresponds to a different $\eta$ bin starting from 0.0 and going up to 4.7, while different line colours represent different values for the offset energy density $\rho$ bins. Negative and positive $\eta$ values are distinguished by dashed and continuous lines respectively. Each line is obtained by a fit with the NSC function:

$$
\begin{equation*}
\frac{\sigma}{p_{T}}=\sqrt{\frac{N^{2}}{p_{T}^{2}}+\frac{S^{2}}{p_{T}^{d}}+C^{2}} \tag{F.1}
\end{equation*}
$$

where $N, S, C, d$ are fitting parameters and $\sigma$ is the resolution. Each point considered for the fit is extracted from the width of the response distributions given in different gen $p_{T}$ bins.


Figure F.1: The Jet Energy Resolution curves from Pythia8 2016 CMS samples, for different $\eta$ and $\rho$ bins. The continuous lines represent positive and the dashed lines negative $\eta$ bins.

## Appendix G

## Run 2 JEC uncertainty correlations

The correlation for the individual JEC uncertainty sources, described in Sec. 5.8, are shown in Table provided by the JetMET group. They correspond to the correlation among 2016 and 2017 eras, while the same assumptions hold also for 2018.

Table G.1: Run 2 JEC uncertainty correlations.

## Uncertainty Source Correlation

| AbsoluteMPFBias | 100\% correlated |
| :---: | :---: |
| AbsoluteScale | 100\% correlated |
| AbsoluteStat | no correlation |
| FlavorQCD | 100\% correlated |
| Fragmentation | 100\% correlated |
| PileUpDataMC | 50\% correlated |
| PileUpPtBB | 50\% correlated |
| PileUpPtEC1 | 50\% correlated |
| PileUpPtEC2 | 50\% correlated |
| PileUpPtHF | 50\% correlated |
| PileUpPtRef | 50\% correlated |
| RelativeFSR | 50\% correlated |
| RelativeJEREC1 | no correlation |
| RelativeJEREC2 | no correlation |
| RelativeJERHF | 50\% correlated |
| RelativePtBB | 50\% correlated |
| RelativePtEC1 | no correlation |
| RelativePtEC2 | no correlation |
| RelativePtHF | 50\% correlated |
| RelativeBal | 50\% correlated |
| RelativeSample | no correlation |
| RelativeStatEC | no correlation |
| RelativeStatFSR | no correlation |
| RelativeStatHF | no correlation |
| SinglePionECAL | 100\% correlated |
| SinglePionHCAL | 100\% correlated |
| TimePtEta | no correlation |

## Appendix H

## Unfolding corrections per year



Figure H.1: The probability matrices for the $2 D N\left(p_{T}, n\right)$ distribution built with $C M S$ official Pythia8 Monte Carlo samples for 2016 (top left), 2017 (top right) and 2018 (bottom) repsectively.


Figure H.2: (Top of each plot) $R_{\Delta \phi}$ observable at the reconstructed (detector) level with blue color and the unfolded (particle) level with red color and (Bottom of each plot) the unfolded over reconstructed ratio, for 2016 (left), 2017 (centre) and 2018 (right) eras.

## Appendix I

Fixed Order predictions


Figure I.1: (Top row) Fixed Order predictions for the $R_{\Delta \phi}$ numerator's (left) and denominator's (right) cross sections using the ABMP16 PDF set and $\mu_{r}=\mu_{f}=p_{T}$ and (Bottom row) the numerator's (left) and denominator's (right) cross sections predictions using the ABMP16 PDF set and $\mu_{r}=\mu_{f}=p_{T}^{\max }$.


Figure I.2: (Top row) Fixed Order predictions for the $R_{\Delta \phi}$ numerator's (left) and denominator's (right) cross sections using the CT14 PDF set and $\mu_{r}=\mu_{f}=p_{T}$ and (Bottom row) the numerator's (left) and denominator's (right) cross sections predictions using the CT14 PDF set and $\mu_{r}=\mu_{f}=p_{T}^{\max }$.


Figure I.3: (Top row) Fixed Order predictions for the $R_{\Delta \phi}$ numerator's (left) and denominator's (right) cross sections using the HERAPDF20 PDF set and $\mu_{r}=\mu_{f}=p_{T}$ and (Bottom row) the numerator's (left) and denominator's (right) cross sections predictions using the HERAPDF20 PDF set and $\mu_{r}=\mu_{f}=p_{T}^{\max }$.


Figure I.4: (Top row) Fixed Order predictions for the $R_{\Delta \phi}$ numerator's (left) and denominator's (right) cross sections using the MMHT2014 PDF set and $\mu_{r}=\mu_{f}=p_{T}$ and (Bottom row) the numerator's (left) and denominator's (right) cross sections predictions using the MMHT2014 PDF set and $\mu_{r}=\mu_{f}=p_{T}^{\max }$.
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[^0]:    ${ }^{1}$ For the description of spinless particles with charge $\pm 1$, a complex scalar field with two degrees of freedom is required rather than real.

[^1]:    ${ }^{2}$ Dirac spinor $\psi$ : 4-component vector represented by a 4-element column matrix used to describe fermions with spin $1 / 2$, composed from two 2 -component spinors (one for particle and one for antiparticle) [1].
    ${ }^{3} j^{\mu}$ is the current density 4 -vector $j^{\mu}=(\rho, \vec{j})$ (natural unit system $c=1$ ), with $\rho$ and $\vec{j}$ the charge and current densities respectively.
    ${ }^{4}$ The object (second-rank antisymmetric tensor) that combines electric and magnetic fields into a single entity, defined as: $F^{\mu \nu}=\partial^{\mu} A^{\nu}-\partial^{\nu} A^{\mu}$.

[^2]:    ${ }^{5}$ The unitary group $U(N)$ consists of all $N \times N$ unitary matrices.

[^3]:    ${ }^{6}$ The gauge field $B_{\mu}$ does not coincide with the photon field $A_{\mu}$ and the relevant quantum number is not identical with electric charge.
    ${ }^{7} \epsilon_{A B C}$ is 1 if $(A, B, C)$ is an even permutation of $(1,2,3),-1$ if it is an odd permutation and 0 if any index is repeated.

[^4]:    ${ }^{8}$ The spontaneous symmetry breaking in contrast to explicit symmetry breaking, leaves the Lagrangian invariant under the symmetry, while the ground state of the theory does not exhibit the same symmetry and is not invariant.

[^5]:    ${ }^{9}$ Couplings for the interactions of fermion-boson fields.
    ${ }^{10}$ Dirac notation where the expectation value of $A$ with respect to a state $\alpha$ is given by $\langle A\rangle \equiv\langle\alpha| A|\alpha\rangle$.

[^6]:    ${ }^{11}$ All the diagrams in this thesis were drawn with the online Feynman diagram maker from [19].

[^7]:    ${ }^{1}$ The proton source has now been replaced towards Run 3, with the substitution of Linac2 with Linac4. The latter, accelerates negative hydrogen ions $H^{-}$, which are stripped of their two electrons during injection from Linac4 to PSB.

[^8]:    ${ }^{1} \mathrm{~K}=0.3071 \mathrm{MeVg}{ }^{-1} \mathrm{~cm}^{2}$.
    ${ }^{2}$ Values for the mean excitation energy for different elements can be found at [4] e.g $I=19.2 \mathrm{eV}$ for Hydrogen $(H)$ and $I=286 \mathrm{eV}$ for $\operatorname{Iron}(F e)$.

[^9]:    ${ }^{3}$ i.e., how much the incident's particle electric field is screened by the charge density of atomic electrons (significant for dense absorber materials).
    ${ }^{4}$ Radiation length $X_{0}\left(\mathrm{~g} \mathrm{~cm}^{-2}\right)$ : the mean distance over which the energy of a high-energy electron is reduced by a factor of $1 / e$ due to bremsstrahlung.

[^10]:    ${ }^{5}$ The increase of electrical conductivity of a material radiated with light due to absorption of incident light, electron-hole ( $e-h$ ) pairs generation and other mechanisms. In the above context, this is relevant for solid-state detectors with the generation of $e-h$ pairs in a semiconductor by incident photons.

[^11]:    ${ }^{6}$ Scintillation : a process of luminescence [6] (spontaneous emission of light by a substance), where a flash of light is produced in a transparent material from a traversing particle. The type of luminescence relevant here is photoluminescence (resulted from photon absorption) with its two different forms: fluorescence (singlet-singlet electronic relaxation, lifetime $\sim n s$ ) and phosphorescence (triplet-triplet electronic relaxation, lifetime $\sim \mu s-$ hours.)
    ${ }^{7}$ Stable cyclic (ring) shaped structures with $\pi$ bonds (i.e., bonds formed by the overlap of $p$ orbitals of adjacent atoms) [7].
    ${ }^{8}$ Timing resolution for a scintillator can be approximated by: $\sigma_{t} \approx \sqrt{\frac{\tau_{R} \tau_{D}}{N_{p e}}}$ [1].
    ${ }^{9}$ Luminescent centres: impurities intentionally added in the crystal to activate the scintillator which are energetically localised between the valence and the conduction band.

[^12]:    ${ }^{10}$ Minimum Ionizing Particles (MIPs) are particles with mean loss energy, when traversing a material, very close to the material's minimum ionization energy.
    ${ }^{11}$ Normal Temperature: $20^{\circ} \mathrm{C}$ and Pressure: 1 atm
    ${ }^{12}$ Average energy at room temperature is: $\epsilon=\frac{3}{2} k T=40 \mathrm{meV}$.

[^13]:    ${ }^{13}$ The weak interactions are too small to contribute and the gravitational interaction is always negligible in this context.

[^14]:    ${ }^{14}$ In practice, this means that a photon will produce an electron-positron pair after traversing one radiation length, the newly produced electron and positron will emit a bremsstrahlung photon each after another radiaton length etc [3].
    ${ }^{15}$ Gamma function definition: $\Gamma(g)=\int_{0}^{\infty} e^{-x} x^{g-1} d x[3]$.

[^15]:    ${ }^{1}$ The Primary Vertex (PV) corresponds to the vertex in the event with the highest $\sum p_{t}^{2}$ which is considered as the hard-scatter vertex, while any other vertex is identified as Pile-Up (PU) vertex.

[^16]:    ${ }^{2}$ The offset energy density for an event is defined as: $\rho=\operatorname{median}\left(p_{T, i} / A_{i}\right)$ i.e., the median of the jet momenta divided by the jet area.

[^17]:    ${ }^{3}$ For example, a tree-level ME gives the probability to have at least n partons calculated exactly at the lowest order in $\alpha_{S}$ [16].
    ${ }^{4}$ The probability to have exactly n partons calculated approximately in all $\alpha_{S}$ orders [16].

[^18]:    ${ }^{1}$ An illustrative explanation is given in Appendix A.

[^19]:    ${ }^{2}$ Distilled versions of AODs or miniAODs created by the user (or group) based on event filtering motivated by one (or many) particular analysi(e)s.
    ${ }^{3} 1$ lumisection $=2^{18}$ revolutions of the LHC beams $=23 s$ of data taking.
    ${ }^{4}$ The Physics Data and Monte Carlo Validation (PdmV) group is responsible (among others) for the evaluation of Physics performance and validation of Monte Carlo and data samples coming from (pre-)production campaigns (RelVals), prompt reconstruction, re-reconstructions and skims.

[^20]:    ${ }^{5}$ The JetMET (JME) Physics Object Group (POG) is responsible for monitoring, reconstructing, calibrating, and providing scale factors and software tools for jets and missing energy in CMS.

[^21]:    ${ }^{6}$ For a $2 \rightarrow 2$ LO process like in Pythia8, $\hat{p}_{T}$ corresponds to the transverse momentum of either of the two outgoing particles of the hard process.
    ${ }^{7}$ The scalar sum of the jets transverse momenta.
    ${ }^{8}$ Luminosity Physics Object group, responsible for the determination of the absolute luminosity in CMS.

[^22]:    ${ }^{9}$ For a complete list of the physics triggers used in Run 2 see [39].
    ${ }^{10}$ The prescale columns along with several other trigger information for any run/era can be found in [40].

[^23]:    ${ }^{11}$ For example, Tikhonov regularization [47] consists in adding an extra term to the $\chi^{2}$ of Eq. 5.12 which constrains the shape of the particle-level spectrum.

[^24]:    ${ }^{1}$ Examples of various analyses scenarios can be found at [17].

