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## - Abstract -

The theory of General Relativity was established on a spacetime manifold equipped with a metric tensor, $\left(\mathcal{M}_{4}, \mathrm{~g}\right)$, and the connection on $\mathcal{M}_{4}$ identified with the Levi-Civita one. Even though there are valid reasons to assume a torsionless manifold that preserves the metric, it was shown that dealing away with these assumptions the Levi-Civita condition can be reproduced at the level of equations of motion of GR for a metric-affine connection. It was not long before the equivalence of General Relativity between the two descriptions, known as the Palatini or first-order formalism in which the connection is independent of the metric, and the conventional metric or second-order formalism, was broken for more complicated action functionals involving higher-order curvature invariants and/or nonminimal couplings between the gravitational and matter sector. Nowadays these types of theories are prominent in modeling inflation where they have found major success. Since the paradigm of inflation is fused with the gravitational degrees of freedom and thus their parametrisation, it is interesting to understand how the predictions of these models differ between the two formulations. For example, one of the outstanding models of inflation is the Starobinsky or quadratic gravity model, $R+R^{2}$, with continued success since its conception. However in the Palatini formalism the scalar degree of freedom sourced by the $R^{2}$ term is actually nonpropagating and therefore is unable to drive an inflationary phase. Then in order for inflation to be realised in the first-order formalism the Starobinsky model has to be coupled with a fundamental scalar field that will assume the role of the inflaton field. In this thesis we investigate different inflationary scenarios, starting with previously ruled-out models such as the free massive scalar, natural inflation, etc, where we find that the $R^{2}$ term has a significant role in flattening the Einstein-frame inflaton potential and thus giving the opportunity for these models to come in contact with observations in that specific program. Of particular interest is the study of Higgs inflation in this context and a possible comparison with results obtained in the usual metric formalism, as well as proposing a case of minimal Higgs inflation with the $R^{2}$ term. Contrary to their second-order formulation in which the field space of the models is two-dimensional, here we show that the models are actually one-dimensional in the field space and can be readily studied analytically leading to interesting results.
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## Introduction

It is not an exaggeration to state that the Standard Model (SM) of particle physics [1-3] and the General theory of Relativity (GR) [4] constitute the pillars of our understanding of the physical world. After all, both of them are established as the most complete theories to date.

The last piece of the puzzle of the SM came with the discovery of the Higgs boson [5-8] at CERN's Large Hardon Collider (LHC) [9, 10] that validated and solidified the predictions of the theory. Even though processes described by the SM are (or can in principle be) observed, there exist however others that SM cannot account for without nontrivial modifications to its content, leading to possibly serious ramifications. Many theoretical issues are brought up when shortcomings of the SM are discussed, ${ }^{2}$ some of them being the inability of the SM to provide a dark matter candidate and also to explain the dark energy of the universe via a vacuum energy density of the appropriate magnitude. Arguably the most important of them is its prediction of exactly massless neutrinos which has been observationally falsified via neutrino oscillations [15-21].

On the other hand, the theory of GR is validated through the years [22] with its latest achievement being the observation of its predicted gravitational waves produced by a black hole merger [23, 24]. Issues regarding GR arise primarily due to its failure to be quantised (or renormalised for that matter [25, 26]) and, in general, quantum phenomena in curved spacetime are inadequately understood in that context. ${ }^{3}$ It is however entirely possible that the overall approach of quantising a theory with a geometrical interpretation is ill-defined and as such results obtained in this way should be considered approximate at best. For example, other bold claims of GR such as the black hole solutions (and the initial singularity; "Big Bang") were viewed as mathematical paradoxes to be snuffed out by a complete theory of gravity. ${ }^{4}$

The incompatibility of the SM with GR demonstrates then that the aspiration of unifying the fundamental forces under one theoretical framework is still far away from being realised, with many possible shortcomings on the horizon. However, cosmology and particle physics are getting increasingly closer over the years, undeniably not better exemplified by developments in the theory of cosmic inflation [28-

[^0]32]. By supplementing GR with an additional fundamental scalar degree of freedom that is able to support a quasi-de Sitter expansion during the early moments of the universe, known as inflation, we can explain the observed flatness, homogeneity and isotropy at large distances measured by precision data [33]. There exist however certain patches of inhomegeneity measured in the Cosmic Microwave Background (CMB) [34] approximately at $10^{-5}$ on large energy scales. Surprisingly, these fluctuations are almost Gaussian and relatively scale-invariant and can be also explained by inflation when the classical de Sitter fluctuations are treated quantum mechanically [35-37]. Constraints from observations include the amplitude of these fluctuations that in turn are translated to further constraints on the proposed models and increasing accuracy of these observations can heavily restrict these models [38, 39]. In fact, a direct detection of primordial gravitational waves coming from inflation can determine the energy density of inflation via the amplitude of the tensor modes, although the growing precision of experiments can place a substantial upper bound already. Most of the proposed inflationary models are inspired in some way from developments in particle physics, perhaps demonstrated best in the Higgs inflation model [4042], in which the Higgs boson assumes the role of the field driving inflation and serves as the simplest inflationary scenario in terms of extensions to the SM field content.


New Physics (?)
Figure 1.1: The difference between the EW scale, the Planck and the (supposed - model dependent) scale of inflation. It is possible that the large chasm separating these energy scales may include New Physics phenomena or it may end up being simply a transitional era between high- and low-energy physics.

It cannot be overstated how the generalisation of the notion of spacetime to a curved manifold $\mathcal{M}$ with a metric $g$ as supposed by the theory of GR [4] has revolutionised how one approaches modern theories that attempt to incorporate gravity with conventional particle physics. Perhaps one of the most crucial, and simultaneously unassuming, postulates of GR is the Levi-Civita connection, in other words that the connection on the manifold is metric-compatible (preserves the metric) and symmetric (torsion freedom). The particular choice of the connection is not all accidental since it was proven by Levi-Civita [43] (and Christoffel [44]) that is linked to the notion of parallel transport of vectors in curved space, and additionally the idea of covariant derivative of a vector along a curve was generalised for the case of a Riemannian geometry, which is exactly what GR was in need of at the time. Similarly to other aspects of GR, it did not take long for the assumption to be challenged, done first in the works of A. Palatini [45], in which by generalising the concept of a connection to a metric-affine one he was able to show that both formulations of GR are equivalent. The main difference is that the Levi-Civita condition is recovered at the level of equations of motion of the theory (on-shell) and since the Palatini or first-order formulation of $G R$ is equivalent with the conventional metric or second-order formulation the matter was put to rest with little attention paid until subsequent works of E. Cartan (see for a review [46-48]) demonstrating that non-Riemannian geometries can also support a theory of gravity. Then, following recent developments in extended/modified theories of gravity, primarily focused on cosmological issues (e.g. dark energy models), it appears that the Palatini variation is translated to a fundamental question on the parametrisation of the gravitational degrees of freedom.

## Outline

In the next chapter, ch. 2, the theory of cosmic inflation is explored and most of the physical results needed in later chapters are extracted with minimal mathematical rigor, referring the reader to the vast literature on the subject for a complete discussion. We start by analysing several aspects that make inflation appealing as a solution of the headaches induced by the initial singularity. Even though actual predictions regarding the inflationary period are highly model-dependent everything presented in the chapter is completely model-independent, potentially sacrificing some of the exciting results the theory offers which are discussed in a later chapter. The actual prediction of inflation, i.e. the energy density perturbations of the inflaton field are studied and presented in great detail due to their significance. By then analysing the simplest model of an inflation, a real scalar field minimally coupled to gravity with its self-interacting potential under the slow-roll approximation, the slow-roll parameters are connected with the amplitude of these fluctuations marking a way to quantitatively understand and make predictions about quantities during inflation that are observed today. To compensate that, we examine also the socalled constant-roll approximation and relate predictions between the two approximations for particular models in a later chapter. At the end of the chapter we present a brief overview of the reheating era that follows inflation, first by reviewing some of the mechanisms possible and finally concentrate on parametrising the reheating in terms of the inflationary parameters, maintaining in that way a direct connection between the two that is readily used to apply potentially stricter bounds on both of them. At the very least it can show if a candidate model of inflation can support a reheating phase.

In ch. 3 we analyse the Palatini or first-order formalism setting it up to take center stage in the main part of the thesis. First we draw attention to some aspects of the conventional metric formalism that are fundamentally different in the Palatini formulation of GR, such as the York-Gibbons-Hawking (YGH) term. In order to establish the Palatini variation we start by first defining the metric-affine spaces and particularly the notion of torsion, nonmetricity and curvature on $\mathcal{M}$, that in turn allows us to approach the subject of an affine connection. Then we derive the field equations for the Einstein-Hilbert Lagrangian now under the assumption of the first-order formalism, i.e. the metric and the connection do not have an a priori dependence on each other, in which the initial results of Palatini (and related works) are effectively reproduced via the apparent equivalence of these two formulations of GR. Closing the chapter we discuss the endeavor of understanding if that equivalence remains at the quantum level.

The ch. 4 is comprised primarily by the main results by using and combining some of the ideas presented in the previous chapters. We start by highlighting that modified theories of gravity such as the Starobinsky model of inflation (among others) do not have an equivalent description in the metric and Palatini formulation. Specifically, the $R^{2}$ term in the first-order formalism does not generate a dynamical (propagating) degree of freedom which in the usual metric formalism is identified with the inflaton field driving inflation. Therefore, in the interest of describing an inflationary phase we attempt to couple the $R+R^{2}$ gravitational term, either minimally or nonminimally, to a fundamental scalar field with a self-interacting potential term. There we notice that various prominent model candidates for inflation that were previously excluded or were in marginal contact with recent observations in the so-called Palatini- $R^{2}$ models their predictions reside within the allowed region by the Planck 2018 mission [38]. The Higgs inflation model is singled-out due to its appeal by not extending the particle content of the SM, and predictions of the Higgs- $R^{2}$ model in the Palatini formalism are also analysed in the constant-roll approximation.

All of the previous chapters are supplemented by small sections, referred to usually as "digressions", that provide more context to each particular discussion, however these results are not applied in the main part of the thesis. Lastly, in the last chapter (ch. 5) we summarise the main findings of the present work.

## Notation

The metric signature convention used throughout the thesis is the "mostly-positive"

$$
\eta_{\mu \nu}=\operatorname{diag}(-,+,+,+) .
$$

The Einstein summation convention is also implied and we use the usual notation that Greek indices denote strictly spacetime indices, $\mu, \nu, \ldots=0,1,2,3$ and Latin indices are internal indices specifically for gravity they take up values of $i, j, \ldots=1,2,3$. Following the conventions of the community we also employ the condensed notation

$$
\mathrm{d}^{n} x \equiv \prod_{i=1}^{n} \mathrm{~d} x^{i}
$$

Throughout the thesis we also use the dot and the prime over quantities to denote derivative with respect to time and with respect to the function's argument, respectively; in other words:

$$
\dot{f}(x) \equiv \frac{\mathrm{d} f(x)}{\mathrm{d} t}, \quad \quad f^{\prime}(x) \equiv \frac{\mathrm{d} f(x)}{\mathrm{d} x}
$$

When we refer to the metric tensor in text we use the symbol " g " and assign $g$ strictly to its determinant that mostly shows up in the action functional in the form of $\sqrt{-g}$ with $g \equiv \operatorname{det}\left(g_{\mu \nu}\right)$. Throughout the thesis the (anti)symmetrisation of the indices is weighted by a factor of $1 / n$ ! where $n$ is the number of indices, e.g.

$$
A_{(\mu} B_{\nu)} \equiv \frac{1}{2!}\left(A_{\mu} B_{\nu}+A_{\nu} B_{\mu}\right) .
$$

Likewise, the antisymmetrisation $A_{[\mu} B_{\nu]}$ is defined with a minus on the RHS. Indices separated as shown below

$$
A_{(\mu \mid \nu} B_{\rho)} \equiv \frac{1}{2!}\left(A_{\mu \nu} B_{\rho}+A_{\rho \nu} B_{\mu}\right)
$$

are assumed to be excluded from the (anti)symmetrisation.
In chapter 3 we adopt the abstract notation (when convenient) instead of the explicit one in some parts of the discussion, therefore we should emphasize in the following table their equivalent form

| Object | Abstract | Explicit |
| :---: | :---: | :---: |
| Vector field | $X$ | $X^{\mu}$ |
| Tensor product | $X \otimes Y$ | $X^{\mu} Y^{\nu}$ |
| Covariant derivative | $\nabla X(Y)=\nabla_{Y} X$ | $Y^{\mu} \nabla_{\mu} X^{\nu}$ |
| Cov. derivative tensor | $\nabla X$ | $\nabla_{\mu} X^{\nu}=\partial_{\mu} X^{\nu}+\Gamma^{\nu}{ }_{\mu \rho} X^{\rho}$ |
| Metric tensor | $\langle\cdot, \cdot\rangle \equiv \mathrm{g}$ | $g_{\mu \nu}$ |
| Inner product | $\langle X, Y\rangle \equiv \mathrm{g}(X, Y)$ | $g_{\mu \nu} X^{\mu} Y^{\nu}$ |

The Christoffel symbols - coefficients of the Levi-Civita connection - are defined by

$$
\Gamma^{\rho}{ }_{\mu \nu}=\frac{1}{2} g^{\rho \lambda}\left(\partial_{\mu} g_{\lambda \nu}+\partial_{\nu} g_{\mu \lambda}-\partial_{\lambda} g_{\mu \nu}\right)=:\left\{\mu^{\rho}{ }_{\nu}\right\}_{\mathrm{g}},
$$

where the subscript $g$ in the last equation is occasionally neglected and is implied through context. In this work the Lie derivative is denoted by $\mathcal{L}$ and the Lagrangian density by $\mathscr{L}$, even though a possible confusion between the two is highly unlikely. We also reserve the notation $\stackrel{!}{=}$ to denote equality modulo equations of motion, however when the context allows us we opt to neglect it.

In scalar field theories it is useful to recast the dimensional quantities in the natural units in which

$$
\hbar:=1=: c,
$$

allowing us then to cast the dimensions of any physical quantity in terms of mass dimensions. We may also set the reduced Planck mass to unity

$$
M_{P}^{2} \equiv \frac{1}{8 \pi G}:=1,
$$

for ease of notation but at the expense of obscuring the dimensions of the quantities. All of the above hold unless otherwise stated.

## Glossary of abbreviations

| ADM | Arnowitt-Deser-Misner | LHS | Left-hand side |
| ---: | :--- | ---: | :--- |
| BBN | Big Bang nucleosynthesis | LQG | Loop quantum gravity |
| $\mathbf{B D}$ | Brans-Dicke | NEC | Null energy condition |
| BSM | Beyond the Standard Model | (...N)NLO | (...next-to) next-to leading order |
| CMB | Cosmic Microwave Background | PSRP(s) | Potential slow-roll parameter(s) |
| CR | Constant-roll | QCD | Quantum Chromodynamics |
| CSI | Classical scale invariance | QM | Quantum Mechanics |
| CW | Coleman-Weinberg | RG | Renormalisation group |
| DEC | Dominant energy condition | RHS | Right-hand side |
| DOF(s) | Degree(s) of freedom | SEC | Strong energy condition |
| EEP | Einstein equivalence principle | SEP | Strong equivalence principle |
| EFT | Effective field theory | SM | Standard Model |
| EH | Einstein-Hilbert | SR | Slow-roll |
| EoM(s) | Equation(s) of motion | SRP(s) | Slow-roll parameter(s) |
| EW | Electroweak | SSB | Spontaneous symmetry breaking |
| FRW | Friedmann-Robertson-Walker | VEV | Vacuum expectation value |
| GR | General Relativity | WEC | Weak energy condition |
| GUT | Grand Unified Theory | WEP | Weak equivalence principle |
| HSRP(s) | Hubble slow-roll parameter(s) | YGH | York-Gibbons-Hawking |
| LHC | Large Hardon Collider | YM | Yang-Mills |
|  |  |  |  |

## Inflation

The idea of the Big Bang singularity is accompanied with a series of puzzles cosmological in nature, primarily regarding the initial conditions of the universe, such as the horizon problem, the flatness and the magnetic monopole problem $[28,29]$. In principle, most of physics deals with the detailed evolution of an initial state, within some boundaries of uncertainty. Of course, the issue of initial conditions takes center stage when one considers the initial state of the universe, however one can avoid the discussion altogether by admitting a tremendous fine-tuning of the initial conditions. The theory of Cosmic Inflation [28-32] was first proposed in order to address these issues of the Big Bang cosmology, and suggests a period of exponential, quasi-de Sitter expansion of space of the universe moments after its genesis, that is capable of leading the universe in that peculiar initial state. Advanced in the late 70s and early 80 s, it boldly applied insights and theories from the successful particle physics frontier, yet its exact particle physics mechanism is still unknown. As such, different models of inflation are proposed that lead to various predictions, which are then linked and verified or falsified by observations. Inflation has proven to be the simplest realisation, in terms of application and assumptions, of such an attempt to understand our early universe; however, a UV-complete theory of gravity can ultimately constitute this discussion redundant.

While inflation was constructed so that it can naturally address the issues discussed above, it includes an essential feature; the ability to seed the large-scale structure formation of the known universe [3537, 49-51] through growing quantum fluctuations of the field describing inflation, known as the inflaton. This feature hints at the predictive power of the theory and its success in leading to an observable effect of the interplay between GR and Quantum Mechanics (QM), possibly one of the few known cases in physics today. This effect is testable experimentally in the anisotropies observed in the CMB [33] and, with growing precision (missions are planned for the next decades), it allows us to constrain the vast model space of the inflationary paradigm [38,39].

Inflation serves also in diluting the undesired relics (e.g. topological defects); as a consequence, at the end of it only the zero mode of the inflaton and tiny fluctuations of the metric remain. Therefore, it is natural to assume the possible existence of a period during which the universe thermalised, from cold and empty right after inflation to the large energy and entropy observed at the current horizon. Throughout that period, known as reheating, the inflaton's energy density is converted to radiation (or other massive particles) at the end of inflation through different mechanisms. In fact, in its first years of study the reheating era was thought to be largely understood via its minimal scenario, in which the inflaton field decays to other fields that it was coupled with, ${ }^{2}$ referred to now as the perturbative reheating scenario [5254]. Since then the landscape of the possible mechanism of reheating has expanded dramatically, including

[^1]also nonperturbative dynamics [55-63], implying that its underlying nature is highly complicated and uncertain at this point (see ref. [64] for a review).

Unfortunately, during the phase of reheating the comoving scales re-enter the horizon, making its indirect detection a challenge, unlike during inflation in which they "freeze-out" and leave an imprint on the CMB. Also, as would be the case in inflation and every era that precedes recombination, it is not directly detectable. Therefore, the period of reheating is hardly constrained observationally. A way to at least restrain its expansion history is to relate its comoving modes re-entering the horizon to the ones at horizon exit of inflation. Then, that kind of parametrisation can provide indirect signatures and also assist in minimizing the parameter space of the inflationary model [65-70].

In this chapter, we briefly illustrate the puzzles of the Hot Big Bang, by first introducing some basic wisdom from modern cosmology, and then addressing them in the framework of inflation. The elementary implementation of an inflationary scenario into the theory is discussed so that the field dynamics are also presented, which will serve as the foundations for a large part of the thesis. Certain subtle points of slowroll inflation and its derivatives are discussed in detail, primarily highlighting the observable quantities predicted by inflation. We direct the reader to an indicative list of reviews on inflation in refs. [71-75] and references therein for further details. Then, we present the concept of reheating after inflation. After briefly reviewing some of its more intricate mechanisms, we parametrise the reheating parameters in terms of the inflationary ones and thus making possible contact with high-energy physics phenomena.

### 2.1 A sketch of Modern Cosmology

In order to work out the details of the inflationary era we require the introduction of some basic aspects of modern cosmology, briefly reviewed in this section. Cosmology is established under the cosmological principle, which states that the universe viewed by two observers at two different points looks the same. Despite stated as a principle it has been observationally confirmed that universe is homogeneous and isotropic at large scales ( $\gtrsim 100 \mathrm{Mpc}$ ) [33], meaning it has a translational and rotational invariance. Without loss of generality, the metric respecting these symmetries is the Friedmann-Robertson-Walker ${ }^{1}$ (FRW) metric

$$
\begin{equation*}
\mathrm{d} s^{2}=-\mathrm{d} t^{2}+a^{2}(t)\left(\frac{\mathrm{d} r^{2}}{1-k r^{2}}+r^{2}\left(\mathrm{~d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \phi^{2}\right)\right), \tag{2.1}
\end{equation*}
$$

where $a(t)$ is known as the scale factor describing the evolution of the spatial slices $\Sigma$ with cosmic time $t$. Here, $k$ is a curvature parameter that assumes values of $k=\{0,+1,-1\}$ for these spacelike 3 -hypersurfaces that are flat (Euclidean $\mathbb{E}^{3}$ ), positively curved (spherical $\mathbb{S}^{3}$ ) and negatively curved (hyperbolic $\mathbb{H}^{3}$ ), respectively. Clearly, the metric (2.1) is invariant under a constant rescaling of the form $a \mapsto a \lambda, r \mapsto r / \lambda$ and $k \mapsto k \lambda^{2}$, utilised in setting the scale factor at present day to unity, $a_{0} \equiv a\left(t_{0}\right) \equiv 1$. For reasons that will soon become clear, it is useful to re-express the metric (2.1) in the following way

$$
\mathrm{d} s^{2}=-\mathrm{d} t^{2}+a^{2}(t)\left(\mathrm{d} \chi^{2}+\mathrm{d} \Omega^{2}\left\{\begin{array}{cc}
\sin ^{2} \chi, & k=+1  \tag{2.2}\\
\chi^{2}, & k=0 \\
\sinh ^{2} \chi, & k=-1
\end{array}\right),\right.
$$

in terms of $\chi \equiv \int \mathrm{d} r / \sqrt{1-k r^{2}}$.
during that period other than maybe inducing radiative corrections.
${ }^{1}$ Throughout the literature it is also referred to as the Friedmann-Lemaitre-Robertson-Walker (FLRW) or just RobertsonWalker (RW) metric. It should also be noted that we invoked our notation $c \equiv 1$ in order to present the metric in such a form. In general, including the speed of light in the definition of $\mathrm{d} s^{2}=-c^{2} \mathrm{~d} t^{2}+a^{2}(t) \mathrm{d} \Sigma^{2}$ means that the coordinates $x^{\mu}$ have the dimension of length, which in turn simplifies the dimensional analysis of the theory. More on that subject in chapter 4.

The notion of the event and particle horizon is very prominent in cosmology and very critical to the establishment of the inflationary era. In order to introduce the causal structure of spacetime we require the concept of conformal time, defined as

$$
\begin{equation*}
\tau \equiv \int \frac{\mathrm{d} t}{a(t)} \tag{2.3}
\end{equation*}
$$

In an isotropic space the propagation of light is then described by the line element

$$
\begin{equation*}
\mathrm{d} s^{2}=a^{2}(\tau)\left(-\mathrm{d} \tau^{2}+\mathrm{d} \chi^{2}\right), \tag{2.4}
\end{equation*}
$$

which is conformally flat. Similar then to flat space, the null geodesics $\left(\mathrm{d} s^{2}=0\right)$ of photons are given in the $\chi-\tau$ plane as

$$
\begin{equation*}
\chi(\tau)= \pm \tau+\text { const. } \tag{2.5}
\end{equation*}
$$

corresponding to straight lines at $45^{\circ}$ angle. ${ }^{1}$


Figure 2.1: The light cones, future and past, are displayed by the dashed lines starting from some event $\mathcal{E}$. An event residing outside the cones is causally disconnected from $\mathcal{E}$ and travel along spacelike geodesics ( $\mathrm{d} s^{2}<0$ ). Likewise, photons travel exactly on the lines of $\mathrm{d} s^{2}=0$, known as null geodesics and massive particles travel in timelike worldlines with $\mathrm{d} s^{2}>0$. Part of spacetime that lies within the interior and the light cone itself is known to be causally connected to the event $\mathcal{E}$.

From a starting point in time $t_{i}$ until some time later $t$ light propagated a (maximum) comoving distance

$$
\begin{equation*}
\chi_{p}(\tau) \equiv \tau-\tau_{i}=\int_{t_{i}}^{t} \frac{\mathrm{~d} t^{\prime}}{a\left(t^{\prime}\right)}, \tag{2.6}
\end{equation*}
$$

called the (comoving) particle horizon, with a physical size of $a(t) \chi_{p}$. Let us consider a single moment, say $t_{\text {max }}$, then there exists a maximum separation between two points after which no signal can be received

[^2]between them in the future. Again, in comoving coordinates it is described as
\[

$$
\begin{equation*}
\chi_{e}(\tau)=\tau_{\max }-\tau=\int_{t}^{t_{\max }} \frac{\mathrm{d} t^{\prime}}{a\left(t^{\prime}\right)} \tag{2.7}
\end{equation*}
$$

\]

and is called the event horizon, with a physical size of $a(t) \chi_{e}$.
A crucial quantity often used to characterise the FRW spacetime is the rate

$$
\begin{equation*}
H(t) \equiv \frac{\dot{a}(t)}{a(t)}, \tag{2.8}
\end{equation*}
$$

the Hubble parameter. The dot here denotes derivative with respect to time $t$. It is often used in characterising a specific scale in the expanding universe.

## Field equations $\mathcal{E}$ fluid dynamics

In order to understand the evolution of the metric we require the equations that govern it, known as the Einstein field equations. Starting from the Einstein-Hilbert action, under variation with respect to the metric tensor we obtain the following famous equation

$$
\begin{equation*}
G_{\mu \nu}=M_{P}^{-2} T_{\mu \nu} \tag{2.9}
\end{equation*}
$$

where $G_{\mu \nu}$ is the Einstein tensor and $T_{\mu \nu}$ denotes the energy-momentum tensor of the universe. ${ }^{1}$ Also, $M_{P}$ is the reduced Planck mass and is hereafter set to unity, $M_{P} \equiv 1$. The complete derivation of the Einstein field equations is postponed for a later chapter, and we refer the reader to sec. 3.1 in which we delve into more details regarding the subject. Since the universe is homogeneous and isotropic the energy-momentum tensor is heavily restricted, taking the general form

$$
\begin{equation*}
T_{\mu \nu}=(\rho+p) u_{\mu} u_{\nu}+p g_{\mu \nu} \tag{2.10}
\end{equation*}
$$

where $u^{\mu} \equiv \mathrm{d} x^{\mu} / \mathrm{d} \tau$ is the 4 -vector timelike velocity and, in a frame that is comoving with the perfect fluid described by $T_{\mu \nu}$, we may choose $u^{\mu}=\{1,0,0,0\}^{\mathrm{T}}$. Here, $\rho$ is called the (rest) energy density of the system and $p$ the (principal) pressure. Conservation of the energy-momentum tensor (or through the Bianchi identity $\nabla^{\mu} G_{\mu \nu}=0$ ) it is straightforward to show ${ }^{2}$ that the continuity equation for the fluid reads

$$
\begin{equation*}
\nabla_{\mu} T_{\nu}^{\mu}=0 \quad \Longrightarrow \quad \frac{\mathrm{~d} \rho}{\mathrm{~d} t}+3 H(\rho+p)=0 \tag{2.11}
\end{equation*}
$$

[^3]which is the first law of thermodynamics $\mathrm{d} U=-p \mathrm{~d} V$, assuming an adiabatic expansion ( $\mathrm{d} S=0$ ). By defining a constant state parameter
\[

$$
\begin{equation*}
w \equiv \frac{p}{\rho}, \tag{2.12}
\end{equation*}
$$

\]

we can integrate eq. (2.11) to obtain

$$
\begin{equation*}
\rho \propto a^{-3(1+w)} . \tag{2.13}
\end{equation*}
$$

All known cosmological fluids have one of three equations of state: matter, radiation and vacuum energy. Matter includes nonrelativistic particles with zero pressure, $w=0$, and free energy density decreasing as $\rho_{m} \propto a^{-3}$ in an expanding universe. Radiation may include actual electromagnetic radiation or relativistic particles, $w=1 / 3$, and their energy density falls off $\rho_{r} \propto a^{-4}$. Vacuum energy has negative pressure, $w=-1$, and its energy density remains constant $\rho_{\Lambda} \propto a^{0}$ during the expansion of the universe.

Another way to derive eq. (2.11) is by combining the Friedmann equations reduced from the Einstein field equation

$$
\begin{align*}
H^{2} & =\left(\frac{\dot{a}}{a}\right)^{2}=\frac{\rho}{3}-\frac{k}{a^{2}},  \tag{2.14}\\
\dot{H}+H^{2} & =\frac{\ddot{a}}{a}=-\frac{1}{6}(\rho+3 p) . \tag{2.15}
\end{align*}
$$

In the case of a flat universe $(k=0)$ we can directly solve eq. (2.14) to obtain

$$
a(t) \propto\left\{\begin{array}{cc}
t^{2 /(3(1+w))}, & \forall w \neq-1  \tag{2.16}\\
e^{H t}, & \text { for } w=-1
\end{array}\right.
$$

| Type of fluid | $\rho(a)$ | $w$ | $a(t)$ |
| :--- | :---: | :---: | :---: |
| radiation | $a^{-4}$ | $1 / 3$ | $t^{1 / 2}$ |
| cold matter | $a^{-3}$ | 0 | $t^{2 / 3}$ |
| spatial curvature | $a^{-2}$ | $-1 / 3$ | $t$ |
| vacuum energy | $a^{0}$ | -1 | $e^{H t}$ |
| scalar field | $a^{-2 \epsilon_{H}}$ | $-1+2 \frac{\epsilon_{H}}{3}$ | $t^{1 / \epsilon_{H}}$ |

Table 2.1: Different types of energy densities dominating a flat FRW universe and their associated state parameter values $w$ and scale factor $a(t)$ in terms of cosmic time.

It is useful to discuss the contribution of various constituents to the energy density and pressure, through the fractions

$$
\begin{equation*}
\rho=\sum_{i} \rho_{i}, \quad p=\sum_{i} p_{i}, \tag{2.17}
\end{equation*}
$$

where $i$ sums over all the potential contributions. Notice that the continuity equation (2.11) holds for each constituent $\rho_{i}$ and $p_{i}$, while the Friedmann equations (2.14)-(2.15) only hold for the summed over $\rho$ and $p$. An important quantity, especially in astrophysics, is the present day ratio of the energy density to the critical energy density $\rho_{\text {crit }, 0} \equiv 3 H_{0}^{2}$, defined through

$$
\begin{equation*}
\Omega_{i, 0} \equiv \frac{\rho_{0, i}}{\rho_{\text {crit }}}, \tag{2.18}
\end{equation*}
$$

and similarly we may parametrise the curvature contribution by

$$
\begin{equation*}
\Omega_{k, 0} \equiv-\frac{k}{\left(a_{0} H_{0}\right)^{2}} \tag{2.19}
\end{equation*}
$$

where the subscript " 0 " denotes present day values of the quantities. Normalising the scale factor at present day $a_{0} \equiv 1$ allows us to re-express the Friedmann equation (2.14) as

$$
\begin{equation*}
\left(\frac{H}{H_{0}}\right)^{2}=\sum_{i} \Omega_{i, 0} a^{-3\left(1+w_{i}\right)}+\Omega_{k, 0} a^{-2} . \tag{2.20}
\end{equation*}
$$

Then, at present time $\sum_{i} \Omega_{i, 0}+\Omega_{k, 0}=1$. The definition of the energy fractions can be generalised to include a time dependence

$$
\begin{equation*}
\Omega_{i}(a)=\frac{\rho_{i}(a)}{\rho_{\text {crit }}(a)}, \quad \Omega_{k}(a)=-\frac{k}{a^{2} H^{2}}, \tag{2.21}
\end{equation*}
$$

where $\rho_{\text {crit }}=3 H^{2}$ is now time-dependent.

### 2.2 Big Bang puzzles of initial conditions

It should be again emphasised that the issues described in this section are not inconsistent with the standard cosmological model, but rather highlight shortcomings in its predictive power. In what follows we discuss two of these issues in detail, known as the flatness and the horizon problem, and demonstrate how the focal point of inflation can provide a natural solution to them.

## Flatness problem

If we start from eq. (2.21) and assume a state parameter $w \neq-1$, we can rewrite it as

$$
\begin{equation*}
\frac{\partial \Omega_{k}}{\partial \ln a}=\Omega_{k}(1+3 w) \tag{2.22}
\end{equation*}
$$

This shows that values of $\Omega_{k}>0$ grow with time, and similarly negative values keep decreasing. Also, it seems that in the case in which $w>-1 / 3$ the solution of $\Omega_{k}=0$ is an unstable fixed point. It is then surprising that the present day observed value of $\Omega_{k} \sim 10^{-2}$ is so close to zero. Therefore, it is expected that in earlier periods it would be even smaller, e.g. at the Big Bang nucleosynthesis (BBN) epoch it is $\Omega_{k} \sim 10^{-16}$ and at Planck scale it would be $\Omega_{k} \sim 10^{-61}$ [74]. One can accept $k=0$ as the precise initial state of the universe at the price of an immense fine-tuning, but a theory that dynamically explains it seems more attractive.

## Horizon problem

Let us rewrite the particle horizon (2.6) as

$$
\begin{equation*}
\chi_{p}=\int_{a_{i}}^{a^{\prime}} \frac{\mathrm{d} a}{a^{2} H}=\int_{a_{i}}^{a^{\prime}} \frac{\mathrm{d} \ln a}{a H}, \tag{2.23}
\end{equation*}
$$

expressed in terms of the comoving Hubble radius $(a H)^{-1}$. Assuming a universe described by a fluid with a state parameter $w$ we obtain,

$$
\begin{equation*}
\chi_{p} \propto a^{2(1+3 w)} \tag{2.24}
\end{equation*}
$$

which implies that comoving scales entering the horizon today have not been in causal contact before that and they interact for the first time. Meaning that new regions should appear different from one another, but examining the near-homogeneity of the CMB suggests otherwise.

## Solving the problems: central idea of inflation

The central idea is to allow for some form of energy with a state parameter $w<-1 / 3$ or, in other words, a decreasing Hubble radius $(a H)^{-1}$, so that the integral of the particle horizon is dominated by early times instead of late times. Formulated in mathematical language it suggests that

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\frac{1}{a H}\right)<0 \quad \Longrightarrow \quad \ddot{a}>0 \tag{2.25}
\end{equation*}
$$

which implies that physical wavelengths become larger than $H^{-1}$. From eq. (2.15) it also implies that $w<-1 / 3$. Then, since $(a H)^{-1}$ decreases instead of increasing, the universe is driven towards flatness, and the solution of $\Omega_{k}=0$ becomes an attractor solution of eq. (2.22).

Regarding the scale factor, we obtained

$$
\begin{equation*}
a \propto \tau^{2 /(1+3 w)} \tag{2.26}
\end{equation*}
$$

which in case $w>-1 / 3$ suggests that as $\tau \rightarrow 0$ we are forced to the initial singularity $a \rightarrow 0$. However, if we allow for a phase in which $w<-1 / 3$ we can extend $\tau$ to negative values and in this way making the horizon larger than $H^{-1}$ (see fig. 2.2).

## Digression on the monopole problem

It is very likely that the universe underwent through a series of phase transitions during its evolution, e.g. the QCD and electroweak phase transitions and potentially others. Depending on the symmetry that is broken in the transitions topological defects form; especially in the case of string theory these defects appear in the form of magnetic monopoles. The issue of the magnetic monopoles (and the topological defects in general) is entirely model dependent and mostly tied to Grand Unified Theories (GUTs) [76-80] that attempt to unify the three gauge interactions of the SM into one force at some unification scale $E_{\text {GUT }}$. These magnetic monopoles are nonrelativistic and they fall off as $\propto a^{-3}$ as opposed to the photon (or neutrino) $\propto a^{-4}$, meaning that at present times they should dominate over them, which is not the case (they are undetected). However, if inflation takes place after the phase transition the monopole density is diluted by inflation, from $a^{-3}$ to a tiny size.

### 2.3 Inflaton field dynamics

During the inflationary period we demand that the violation of the strong energy condition ( $w<-1 / 3$; more on that in ch. 4), dynamically comes to a halt towards the end of inflation. The simplest realisation of this is achieved via a scalar field ${ }^{1}$, dubbed the inflaton field and usually denoted by $\phi(\mathbf{x}, t)$, which is dominating the energy density of the early universe. The exact nature of the inflaton field is still highly speculative, since the physics of inflation cannot be tested in a particle accelerator due to the high energy
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Figure 2.2: The cosmological histogram of inflationary scales. By extending the conformal time to negative values previously assumed casually disconnected regions of space become connected where their past light cones intersect during inflation. Credit: [74].
scales. ${ }^{1}$ Meaning that the only constraints of inflation are placed on the shape of the scalar potential $V(\phi)$ and, even then, various proposed models are able to satisfy the observational bounds within some margins of success [38].

Therefore, let us consider a real scalar field $\phi$ that is minimally coupled to gravity, described by the simple ${ }^{2}$ action in four dimensions

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{M_{P}^{2}}{2} R-\frac{1}{2} g^{\mu \nu} \partial_{\mu} \phi \partial_{\nu} \phi-V(\phi)\right\} \tag{2.27}
\end{equation*}
$$

where $V(\phi)$ is unspecified at the moment and denotes the self-interacting potential of the inflaton. The action (2.27) includes two dynamical degrees of freedom, the metric tensor $g_{\mu \nu}(x)$ and the scalar field $\phi(x)$. Variation with respect to $\phi$ leads to the famous Klein-Gordon equation

$$
\begin{equation*}
\square \phi+\frac{\mathrm{d} V(\phi)}{\mathrm{d} \phi}=0 \tag{2.28}
\end{equation*}
$$

[^5]where $\square \equiv g^{\mu \nu} \nabla_{\mu} \nabla_{\nu}$ denotes the d'Alembertian operator in curved spacetime. Likewise, variation with respect to $g_{\mu \nu}$ gives rise to the Einstein field equations ( $M_{P}^{2} \equiv 1$ )
\[

$$
\begin{equation*}
G_{\mu \nu} \equiv R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R=\partial_{\mu} \phi \partial_{\nu} \phi-g_{\mu \nu}\left(\partial^{\rho} \phi \partial_{\rho} \phi+V(\phi)\right) \tag{2.29}
\end{equation*}
$$

\]

where, by definition, the RHS of eq. (2.29) is identified with the scalar field energy-momentum tensor $T_{\mu \nu}(\phi)$.

Assuming a flat FRW universe, described by the metric (2.1) and a spatially homogeneous field $\phi(\mathbf{x}, t)=\phi(t)$ we can rewrite the equations of motion as follows

$$
\begin{gather*}
\ddot{\phi}+3 H \dot{\phi}+V^{\prime}(\phi)=0,  \tag{2.30}\\
3 H^{2}=\frac{1}{2} \dot{\phi}^{2}+V(\phi),  \tag{2.31}\\
\dot{H}=-\frac{1}{2} \dot{\phi}^{2}, \tag{2.32}
\end{gather*}
$$

where, hereafter, the dot and the prime denote derivative with respect to $t$ and the function's argument, $f^{\prime}(x)=\mathrm{d} f(x) / \mathrm{d} x$, respectively. Next, assuming a perfect fluid we can make use of

$$
\begin{align*}
\rho & =\frac{1}{2} \dot{\phi}^{2}+V(\phi),  \tag{2.33}\\
p & =\frac{1}{2} \dot{\phi}^{2}-V(\phi) . \tag{2.34}
\end{align*}
$$

Therefore, the equation of state for the inflaton reads

$$
\begin{equation*}
w=\frac{\frac{1}{2} \dot{\phi}^{2}-V(\phi)}{\frac{1}{2} \dot{\phi}^{2}+V(\phi)} . \tag{2.35}
\end{equation*}
$$

## Slow-roll approximation

Note that eq. (2.30) is similar to the one describing a particle trajectory rolling down its potential that is also subject to a friction term, $\propto H \dot{\phi}$ (due to the expansion of the universe in this case). In a completely similar fashion, this means that the solution $\dot{\phi} \approx V^{\prime} /(3 H)$ is an attractor solution and the field is driven towards the minimum of the potential, for various initial conditions. The feature of the (slow-roll) attractor solution is especially appealing since it indicates that our universe will "end up" in the inflationary period quite generally, without fine-tuning.

Directly from eq. (2.35) one can obtain an accelerated expansion if the scalar potential dominates over the kinetic energy. At the limit of $\dot{\phi} \rightarrow 0$ (de Sitter limit) the scalar field describes a cosmological constant with negative pressure ( $w=-1$ ) and from the continuity equation we obtain $\dot{\rho} \rightarrow 0$, meaning that the inflaton has (almost) constant energy density. Then, eq. (2.14) suggests that the Hubble parameter is constant throughout inflation and the scale factor is given by an exponential function $a(t) \propto e^{H t}$. Clearly, if we consider a constant vacuum energy describing inflation, classically the inflationary era cannot end, and even if a quantum tunnelling effect from the false to the true vacuum is considered, it would only end locally leading to a universe either too homogeneous or empty. That was the problem of the graceful exit of the models of what is now referred to as old inflation [28].


Figure 2.3: An exemplary inflaton potential. Inflation begins at some field value in the flat region of the potential where the potential energy dominates over the kinetic energy of the inflaton and stops approximately at some field values where it starts to contribute considerably compared to the potential, $\dot{\phi}^{2} \approx V(\phi)$. Quantum fluctuations of the field $\delta \phi$ lead to different regions of space to inflate by different amounts leading in turn to observed inhomogeneities in the CMB spectrum. Credit: [74].

## Slow-roll parameters

We classify the deviation from de Sitter space (during inflation) in terms of the so-called slow-roll parameters (SRPs). In order to introduce them, let us rewrite eq. (2.15) in the following way:

$$
\begin{equation*}
\frac{\ddot{a}}{a}=-\frac{1}{6}(\rho+p)=H^{2}\left(1-\epsilon_{H}\right), \tag{2.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon_{H} \equiv-\frac{\dot{H}}{H^{2}} \tag{2.37}
\end{equation*}
$$

and is known as the first (Hubble) slow-roll parameter (Hubble SRP or HSRP) [82]. Now, the de Sitter limit is suggested by $\epsilon_{H} \rightarrow 0$ and the accelerated expansion occurs when $\epsilon_{H}<1$. By means of eq. (2.31), this means that if $\epsilon_{H} \ll 1$ we obtain

$$
\begin{equation*}
\dot{\phi}^{2} \ll V(\phi) \tag{2.38}
\end{equation*}
$$

In order to be on the slow-roll trajectory we require also

$$
\begin{equation*}
\eta_{H} \equiv-\frac{\ddot{\phi}}{H \dot{\phi}} \ll 1, \tag{2.39}
\end{equation*}
$$

dubbed the second (Hubble) slow-roll parameter. This simplifies greatly the Klein-Gordon EoM so as to express the first SRP in terms of the potential

$$
\begin{equation*}
\epsilon_{H}=-\frac{\dot{H}}{H^{2}} \approx \frac{1}{2}\left(\frac{V^{\prime}}{V}\right)^{2} \equiv \epsilon_{V} \tag{2.40}
\end{equation*}
$$

which is usually referred to as the potential SRP (or PSRP). Further differentiating of the Klein-Gordon EoM leads to

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(3 H \dot{\phi} \approx-V^{\prime}\right) \Longrightarrow \eta_{H}+\epsilon_{H} \approx \frac{V^{\prime \prime}}{V} \tag{2.41}
\end{equation*}
$$

and allows us to introduce the second potential SRP as:

$$
\begin{equation*}
\eta_{V} \equiv \frac{\left|V^{\prime \prime}\right|}{V} \tag{2.42}
\end{equation*}
$$

Equations (2.40) and (2.41) also describe the approximate ${ }^{1}$ relation between the Hubble and the potential SRPs. Then, slow-roll inflation occurs when these two parameters are small

$$
\begin{equation*}
\epsilon_{H} \ll 1 \quad \& \quad\left|\eta_{H}\right| \ll 1 \tag{2.43}
\end{equation*}
$$

and it ends when one of the SRPs is close to unity, namely [82]

$$
\begin{equation*}
\epsilon_{H}=1\left(\epsilon_{V} \approx 1\right) \quad \text { or/and } \quad \eta_{H}=1\left(\eta_{V} \approx 1\right) \tag{2.44}
\end{equation*}
$$

## Duration of inflation

The exact amount of inflation the universe went through is measured in number of $e$-foldings $N$, such that the scale factor at the start and end of inflation, $t_{i}$ and $t_{f}$ respectively, is expressed as

$$
\begin{equation*}
\frac{a\left(t_{f}\right)}{a\left(t_{i}\right)}=e^{N} \Longrightarrow \mathrm{~d} N=\mathrm{d} \ln a \tag{2.45}
\end{equation*}
$$

Then using $\mathrm{d} \ln a=H \mathrm{~d} t$ and the approximate slow-roll expression we can write $N$ in terms of the scalar potential $V(\phi)$ as follows:

$$
\begin{equation*}
N \simeq-\int_{\phi_{i}}^{\phi_{f}} \frac{V}{V^{\prime}} \mathrm{d} \phi=-\int_{\phi_{i}}^{\phi_{f}} \frac{\mathrm{~d} \phi}{\sqrt{2 \epsilon_{V}(\phi)}}, \tag{2.46}
\end{equation*}
$$

where $\phi_{i} \equiv \phi\left(t_{i}\right)$ and $\phi_{f} \equiv \phi\left(t_{f}\right)$ are the field values at the beginning and end of inflation, respectively. Notice how $\Omega_{k} \propto a^{-2}$ suggests that in order to explain the observed flatness, if the universe started at GUT or Planck scale, we require about $N \sim 60 e$-folds (see refs. [65, 66]). Analogously, the horizon problem is solved if regions of the CMB were within the horizon, meaning that we require $N \gtrsim 60 e$-folds in that case.

The definition of the number of $e$-foldings $N$ allows us to introduce the Hubble slow-roll parameters in hierarchical order [82]

$$
\begin{equation*}
\epsilon_{H, i+1}=\frac{1}{\left|\epsilon_{H, i}\right|} \frac{\mathrm{d}\left|\epsilon_{H, i}\right|}{\mathrm{d} N}, \tag{2.47}
\end{equation*}
$$

where $\epsilon_{H, 0}=H_{\text {start }} / H$, with $H_{\text {start }}$ denoting the Hubble parameter at the start of inflation $t_{i}$. Again, during slow-roll inflation we expect that $\epsilon_{H, i} \ll 1, \forall i \in \mathbb{N}$ and they are approximately of the same order of magnitude. Inflationary observables are usually expressed in terms of leading order in the SRPs (at most NLO), however the increasing accuracy and sensitivity of the experimental missions may require higher-order terms and other types of approximations (other than the Taylor expansion discussed here).
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## Attractor points

As we stated earlier, the concept of cosmological attractors is especially desirable; after all it suggests that the inflaton scalar field eventually arrives to its preferred evolution, regardless of its initial conditions. In this case, initial data are the field value and its velocity at some point. Intuitively, we can think of the expansion of the universe as some kind of friction acting on the system, that while the field is away from the attractor solution it is negligible, but when it reaches that point it dominates and "forces" it into the general trajectory. Effectively, it seems that any kind of initial conditions ultimately sends the field onto the preferred trajectory from where it continues to evolve.

The actual phase space of trajectories is four-dimensional, possibly parametrised by $\left\{a, p_{a}, \phi, p_{\phi}\right\}$, where $p_{a}$ and $p_{\phi}$ are the conjugate momenta of the scale factor $a$ and inflaton field $\phi$, respectively. Then, it is not straightforward how or why the $(\dot{\phi}-\phi) \simeq \mathbb{R}^{2}$ space completely defines the effective phase space, in which in principle trajectories of $a-p_{a}$ should cross into it. Generally, a $2 n$-dimensional symplectic manifold $C$ is equipped with a closed, non-degenerate 2 -form, known as the symplectic form

$$
\begin{equation*}
\omega=\sum_{i=1}^{n} \mathrm{~d} p_{i} \wedge \mathrm{~d} q^{i} \tag{2.48}
\end{equation*}
$$

where $p^{i}$ are local coordinates on the manifold and $q_{i}$ are soldered momenta to the velocities $\mathrm{d} q^{i}$. It also defines the Liouville measure

$$
\begin{equation*}
\Omega=\frac{(-1)^{\frac{n(n-1)}{2}}}{n!} \omega^{n} \tag{2.49}
\end{equation*}
$$

that under Liouville's theorem of classical mechanics is conserved along the Hamiltonian flow vector $\mathcal{X}_{\mathcal{H}}$, meaning $\mathcal{L}_{\mathcal{X}_{\mathcal{H}}} \Omega=0$. Then, the space of trajectories is given by $\Gamma=\left\{C / \mathcal{H}_{*}\right\} / \mathcal{X}_{\mathcal{H}}$, where $\mathcal{H}_{*}$ is the constrained Hamiltonian of the system [83]. In the particular case of the (canonically normalised) scalar field coupled minimally to the Einstein-Hilbert term with zero spatial curvature ( $k=0$ in eq. (2.1)), it was shown in ref. [84] that $\Gamma$ is 2-dimensional and in fact the measure $\mathrm{d} \phi \wedge \mathrm{d} \phi$ is conserved under Hamiltonian flow. Therefore, in that unique case we can safely assume that other trajectories do not "bleed" into the $\dot{\phi}-\phi$ space and we can observe the (coordinate dependent) attractor behaviour. In what follows, we use this argument in order to draw conclusions regarding the attractor solution of the cosmological systems we study.

## Density perturbations

One of the most appealing feature of inflation is the prediction of the observed CMB anisotropies, when addressed under a quantum framework. It perfectly highlights the predictive power of the theory since these cosmological perturbations were only considered after the formulation of the theory before the observation of the CMB fluctuations. However, just from the apparent large-structure formation observed today it was expected that some kind of fluctuations existed at sub-Hubble scales that were then amplified ("stretched") to large scales. Remarkably, the quantum effects in a gravitational setting (a result surprising on its own) after an exponential expansion become the source of galaxies and other structures in our universe and provide us with a connection to physics of small distances.

Deviations from the scale-invariant spectrum are designated by inhomogeneous primordial perturbations of the scalar field around its classical background, $\delta \phi(\mathbf{x}, t) \equiv \phi(\mathbf{x}, t)-\varphi(t)$, that in turn lead to different regions expanding by different amount. Since the inflaton field assumes the role of a local clock (measuring the amount of inflation), its spatially varying fluctuations spontaneously break time-translation
(due to the uncertainty principle). Then, we can draw inspiration from particle physics and describe inflation by introducing the Goldstone boson of the broken gauge redundancy (following refs. [85-89] and a similar detailed approach in ref. [90]; also see refs. [75, 91, 92] for relevant reviews).

## Digression on gauge redundancy

A critical point to keep in mind is that the introduction of the perturbations around a classical background is not uniquely defined, and therefore depends on the coordinate frame or the choice of gauge. In other words, by defining the constant-time hypersurfaces we implicitly choose a gauge for the perturbations and, in general, we can either introduce fictitious perturbations or completely eliminate physical perturbations. It is useful then to describe them in a gauge-invariant way and include perturbations of the metric and the matter field(s).

The issue of the gauge freedom is laborious and in what follows we attempt to circumvent it as much as possible, but let us demonstrate its importance in the following simple example. Think of a quantum universe and a field $\phi(x)$ expanded around its classical background $\varphi(t)$. Thus, its vacuum state is not any more an eigenstate of its operator, say $\hat{\phi}|0\rangle \neq \phi|0\rangle$, where

$$
\begin{equation*}
\phi=\varphi(t)+\delta \phi(\mathbf{x}, t) . \tag{2.50}
\end{equation*}
$$

Consider an infinitesimal change in the coordinates as

$$
\begin{equation*}
x^{\mu} \rightarrow \bar{x}^{\mu}=x^{\mu}+\xi^{\mu} . \tag{2.51}
\end{equation*}
$$

Then, we can express the scalar field in the new coordinate frame, up to first order, as

$$
\begin{equation*}
\bar{\phi}(\bar{x}-\xi) \approx \bar{\phi}(\bar{x})-\xi^{\mu} \partial_{\mu} \bar{\phi}(\bar{x}) . \tag{2.52}
\end{equation*}
$$

Any scalar density of weight $w$ transforms as $\bar{\phi}(\bar{x})=\mathcal{J}^{w} \phi(x)$, where $\mathcal{J}^{w} \equiv\left[\operatorname{det} \frac{\partial\left(\bar{x}^{\nu}\right)}{\partial x^{\mu}}\right]^{w}$ is the Jacobian of the coordinate transformation. Making use of $\operatorname{det}(\mathbb{1}+A) \approx 1+\operatorname{Tr} A+\ldots$ for a matrix $A$, the Jacobian becomes $\mathcal{J}^{w} \approx 1+w \partial_{\mu} \xi^{\mu}$. Returning to the scalar field we obtain ${ }^{1}$

$$
\begin{aligned}
\bar{\phi}(\bar{x}-\xi) & \approx \phi(x)+w \partial_{\mu} \xi^{\mu} \phi(x)-\xi^{\mu} \partial_{\mu} \phi(x)+\mathcal{O}\left(\xi^{2}, \xi \cdot \delta \phi\right) \\
& \approx \varphi(t)+\delta \phi(x)-\xi^{\mu} \partial_{\mu} \varphi(t)+w \partial_{\mu} \xi^{\mu} \varphi(t)+\mathcal{O}\left(\xi^{2}, \xi \cdot \delta \phi\right),
\end{aligned}
$$

where we recognise the Lie derivative of a scalar density $\mathcal{L}_{\xi} \phi(x)=\xi^{\mu} \partial_{\mu} \phi(x)-w \partial_{\mu} \xi^{\mu} \phi(x)$. In the particular case of a scalar field it coincides with the directional derivative $\nabla_{\xi}$ and the expression is simplified further, leading to

$$
\begin{equation*}
\delta \phi(x) \rightarrow \overline{\delta \phi}(\bar{x})-\xi^{0} \dot{\varphi}(t) . \tag{2.53}
\end{equation*}
$$

Therefore, the fluctuations $\delta \phi$ shift under (time) diffeomorphisms, a fact that we exploit later on so that we gain a deeper understanding of the particle physics phenomenology of the inflaton.
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## Scalar perturbations

## The inflaton in the EFT approach

Following our previous discussion it is interesting to describe the dynamics of the inflaton field using the language of the Effective Field Theory (EFT) approach, meaning that the action includes all available degrees of freedom in terms of operators compatible with the symmetries. The residual gauge symmetry is the remaining time-dependent spatial diffeomorphisms $\bar{x}^{i}=x^{i}+\xi^{i}(\mathbf{x}, t)$. The most general Lagrangian reads as [88]

$$
\begin{align*}
\mathcal{S}=\int \mathrm{d}^{4} x & \sqrt{-g}\left\{\frac{1}{2} R-c_{0}(t) g^{00}-c_{1}(t)+\frac{1}{2!} M_{2}(t)^{4}\left(\delta g^{00}\right)^{2}+\frac{1}{3!} M_{3}(t)^{4}\left(\delta g_{00}\right)^{3}+\right.  \tag{2.54}\\
& \left.-\frac{1}{2} \bar{M}_{1}(t)^{3} \delta g^{00} \delta K^{\mu}{ }_{\mu}-\frac{1}{2} \bar{M}_{2}(t)^{2}\left(\delta K^{\mu}{ }_{\mu}\right)^{2}-\frac{1}{2} \bar{M}_{3}(t)^{2} \delta K^{\mu}{ }_{\nu} \delta K^{\nu}{ }_{\mu}+\ldots\right\},
\end{align*}
$$

where dots indicate higher-order terms in fluctuations and $c_{i}(t), M_{i}(t)$ and $\bar{M}_{i}(t)$ are coefficients. Here we defined $\delta g^{00} \equiv g^{00}+1$ and made use of the extrinsic curvature arising from the embedding of the 3-hypersurfaces of constant time in four-dimensional spacetime

$$
\begin{equation*}
K_{\mu \nu}=h_{\mu}{ }^{\rho} \nabla_{\rho} n_{\nu}, \tag{2.55}
\end{equation*}
$$

where $\nabla$ is the covariant derivative, $n_{\mu}$ is the timelike unit vector ( $n_{\mu} n^{\mu}=-1$ ) normal to the 3-hypersurface, and $h_{\mu \nu}$ the induced metric $h_{\mu \nu}=g_{\mu \nu}+n_{\mu} n_{\nu}$ on it. Note that we denote $\delta K_{\mu \nu}=K_{\mu \nu}-a^{2} H h_{\mu \nu}$ variations around a flat FRW background, then the coefficients can be easily fixed by the FRW solution (by tadpole cancellation). It is evident then that the higher-order terms (beyond the zeroth order) are model dependent. Generally, one can imagine more (or infinite) terms that contribute at first order to eq. (2.54) containing derivatives, but by integrating them by parts we obtain a combination of the terms already present.

The Friedmann equations become

$$
\begin{equation*}
3 H^{2}=c_{0}+c_{1} \quad \& \quad \dot{H}+H^{2}=\frac{1}{3} c_{1}-\frac{2}{3} c_{0} \tag{2.56}
\end{equation*}
$$

Solving the system for the $c_{i}$ 's and substituting them back into the action, we obtain [88]

$$
\begin{align*}
\mathcal{S}=\int \mathrm{d}^{4} x & \sqrt{-g}\left\{\frac{1}{2} R+\dot{H} g^{00}-\left(3 H^{2}+\dot{H}\right)+\frac{1}{2!} M_{2}(t)^{4}\left(\delta g^{00}\right)^{2}+\frac{1}{3!} M_{3}(t)^{4}\left(\delta g_{00}\right)^{3}+\right.  \tag{2.57}\\
& \left.-\frac{1}{2} \bar{M}_{1}(t)^{3} \delta g^{00} \delta K^{\mu}{ }_{\mu}-\frac{1}{2} \bar{M}_{2}(t)^{2}\left(\delta K^{\mu}{ }_{\mu}\right)^{2}-\frac{1}{2} \bar{M}_{3}(t)^{2} \delta K^{\mu}{ }_{\nu} \delta K^{\nu}{ }_{\mu}+\ldots\right\}
\end{align*}
$$

Notice how, in the language of the background scalar field, we can write

$$
\begin{equation*}
\int \mathrm{d}^{4} x \sqrt{-g}\left(-\frac{1}{2} g^{00} \dot{\varphi}(t)-V(\varphi)\right)=\int \mathrm{d}^{4} x \sqrt{-g}\left(\dot{H} g^{00}-3 H^{2}-\dot{H}\right) \tag{2.58}
\end{equation*}
$$

where in the last step we used the Friedmann equations. Since during inflation $H \approx$ const. and $\dot{H} \approx 0$ we assume that it holds for the rest of the operators, leading to a Lagrangian that is (approximately) invariant under time translations.

At this point, it is not clear how the scalar degree of freedom is represented in the action (2.57). This is completely analogous to the case of a non-Abelian gauge group in the unitary gauge by introducing the Goldstone boson of the broken symmetry. Let us take a step back and consider the operators at the zeroth order under a time diffeomorphism $t \rightarrow \bar{t}=t+\xi^{0}(x)$ and $\mathbf{x} \rightarrow \overline{\mathbf{x}}$; then we obtain

$$
\begin{equation*}
\int \mathrm{d}^{4} x \sqrt{-g}\left(c_{0}(t) g^{00}+c_{1}(t)\right)=\int \mathrm{d}^{4} \bar{x} \sqrt{-\bar{g}}\left\{c_{1}\left(\bar{t}-\xi^{0}\right)+c_{0}\left(\bar{t}-\xi^{0}\right) \frac{\partial\left(\bar{t}-\xi^{0}\right)}{\partial \bar{x}^{\mu}} \frac{\partial\left(\bar{t}-\xi^{0}\right)}{\partial \bar{x}^{\nu}} \bar{g}^{\mu \nu}\right\} \tag{2.59}
\end{equation*}
$$

Next, we make the following redefinition

$$
\begin{equation*}
-\xi^{0}(x(\bar{x})) \equiv \bar{\pi}(\bar{x}), \tag{2.60}
\end{equation*}
$$

in order to reintroduce explicitly the Goldstone boson [75]. Then, eq. (2.57) becomes (dropping the bars for brevity)

$$
\begin{align*}
\mathcal{S}=\int_{\mathcal{M}} \mathrm{d}^{4} x \sqrt{-g}\{ & \frac{1}{2} R-\left(3 H^{2}+\dot{H}\right)(t+\pi)+\dot{H}(t+\pi) \partial_{\mu}(t+\pi) \partial_{\nu}(t+\pi) g^{\mu \nu}+  \tag{2.61}\\
& +\frac{M_{2}(t+\pi)^{4}}{2!}\left[\partial_{\mu}(t+\pi) \partial_{\nu}(t+\pi) g^{\mu \nu}+1\right]^{2}+ \\
& \left.+\frac{M_{3}(t+\pi)^{4}}{3!}\left[\partial_{\mu}(t+\pi) \partial_{\nu}(t+\pi) g^{\mu \nu}+1\right]^{3}+\ldots\right\}
\end{align*}
$$

where the dots here denote terms of higher-order and terms including the extrinsic curvature.
Similar to a gauge theory, the action (2.61) is simplified at short distances, in which the scalar field decouples from the metric fluctuations. Above some high energy scale, terms that include derivatives are subleading to the main contribution of the kinetic term of $\pi$. Let us focus on the tadpole contribution ( $M_{2}=0=M_{3}$ etc) which includes the slow-roll solution [88]. The leading term that mixes the gravitational with the scalar degrees of freedom is

$$
\begin{equation*}
\propto \dot{H} \dot{\pi} \delta g^{00} \tag{2.62}
\end{equation*}
$$

Now, $\delta g^{00}$ is the gravitational potential and is determined by $\pi$. Using the post-Newtonian approximation we obtain $H \partial_{i} \delta g^{00} \approx \dot{H} \partial_{i} \pi$ implying $\delta g^{00} \approx \dot{H} \dot{\pi} / H$. Then, it is straightforward to show that the mixing term is negligible in the limit of a scale $\Lambda$ above the mixing scale, which holds especially in the far UV region. Therefore, the action is further simplified as follows ${ }^{1}$

$$
\begin{equation*}
\mathcal{S}=\int_{\mathcal{M}}\left\{\frac{1}{2} R-\dot{H}\left[\dot{\pi}^{2}-\left(\frac{\partial_{i} \pi}{a}\right)^{2}\right]+2\left(M_{2}\right)^{4}\left[\dot{\pi}^{2}(1+\dot{\pi})-\dot{\pi}\left(\frac{\partial_{i} \pi}{a}\right)^{2}\right]-\frac{4}{3}\left(M_{3}\right)^{4} \dot{\pi}^{3}+\ldots\right\} . \tag{2.63}
\end{equation*}
$$

Clearly, the action presented in the decoupling limit is only useful for calculating correlation functions just after the last horizon crossing via the gauge invariant quantity, usually known as $\zeta$, that remains constant at all orders of perturbation [93, 94]. If one is interested in non-Gaussianities of the system, encoded in the 3-point function $\left\langle\zeta\left(\mathbf{k}_{1}\right) \zeta\left(\mathbf{k}_{2}\right) \zeta\left(\mathbf{k}_{3}\right)\right\rangle$, terms mixing with gravity and self-interactions of $\pi$ have to be considered [88].
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\frac{\partial(t+\pi)}{\partial x^{\mu}} \frac{\partial(t+\pi)}{\partial x^{\nu}} g^{\mu \nu}=g^{00}(1+\dot{\pi})^{2}+2 g^{0 i} \partial_{i} \pi(1+\dot{\pi})+g^{i j} \partial_{i} \pi \partial_{j} \pi \longrightarrow-1-\dot{\pi}^{2}-2 \dot{\pi}+\frac{\left(\partial_{i} \pi\right)^{2}}{a^{2}}
$$
and keep terms up to third order.

## Canonical quantisation

Having nested the inflaton degree of freedom in a field-theoretic language and without leaving the gauge, we employ the Arnowitt-Deser-Misner (ADM) formalism [95] to the action functional (2.63). As we alluded to earlier, the ADM decomposition (or $3+1$ approach) consists of describing the spacetime $(\mathcal{M}, \mathrm{g})$ as a set of 3-hypersurfaces $\Sigma$, constant in time, that are propagating in time, meaning $\mathcal{M} \cong \Sigma \times \mathbb{R} .{ }^{1}$ The line element is decomposed as

$$
\begin{equation*}
\mathrm{d} s^{2}=-N^{2} \mathrm{~d} t^{2}+h_{i j}\left(\mathrm{~d} x^{i}+N^{i} \mathrm{~d} t\right)\left(\mathrm{d} x^{j}+N^{j} \mathrm{~d} t\right), \tag{2.64}
\end{equation*}
$$

where $h_{i j}$ is, once again, the induced metric, and $N$ and $N^{i}$ are the lapse function and shift vector, respectively. Then, using the Gauss-Codazzi relation ${ }^{2}$ we can contract the four-dimensional Ricci scalar as:

$$
\begin{equation*}
R={ }^{(3)} R+\left(K_{\mu \nu} K^{\mu \nu}-K^{2}\right)+2 \nabla_{\nu}\left(n^{\nu} \nabla_{\mu} n^{\mu}-n^{\mu} \nabla_{\mu} n^{\nu}\right), \tag{2.65}
\end{equation*}
$$

where ${ }^{(3)} R(h)$ is the intrinsic curvature of the hypersurfaces. Note that, as before, the covariant derivative $\nabla_{\mu}$ is taken with respect to the induced metric $h$. Finally, using the ADM expression for the extrinsic curvature

$$
\begin{equation*}
K_{i j}=\frac{1}{N} E_{i j}, \quad E_{i j} \equiv \frac{1}{2} h_{i j}-\nabla_{(i} N_{j)}, \tag{2.66}
\end{equation*}
$$

and after integration by parts, the action (2.63) reads

$$
\begin{align*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{h}\{N & N \cdot{ }^{(3)} R+\frac{1}{N}\left(E_{i j} E^{i j}-E^{2}\right)+ \\
& +2 \dot{H}(t+\pi)\left[-\frac{1}{N}\left(1+\dot{\pi}^{2}\right)+\frac{2}{N}(1+\dot{\pi}) N^{i} \partial_{i} \pi-N\left(h^{i j} \partial_{i} \pi \partial_{j} \pi\right)-\frac{1}{N}\left(N^{i} \partial_{i} \pi\right)^{2}\right]+ \\
& \left.-N\left(\dot{H}(t+\pi)+3 H^{2}(t+\pi)\right)+\mathcal{O}\left(M_{2}, M_{4}, \ldots\right)\right\} \tag{2.67}
\end{align*}
$$

For the purposes of this work we restrict ourselves in the case where $M_{2,4, \ldots}=0$, that includes the slowroll inflation. Variation of the above action with respect to $N_{i}$ and $N$ leads to equations of motion, which respectively are given by:

$$
\begin{equation*}
\nabla_{i}\left(\frac{E_{j}^{i}-\delta_{j}^{i} E}{N}\right)+\frac{2}{N} \dot{H}(t+\pi)\left[(1+\dot{\pi}) \partial_{i} \pi-N^{j} \partial_{j} \pi \partial_{i} \pi\right]=0, \tag{2.68}
\end{equation*}
$$

and
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$$
\begin{align*}
&{ }^{(3)} R-\frac{1}{N^{2}}\left(E_{i j} E^{i j}-E^{2}\right)-3 H^{2}(t+\pi)+\dot{H}(t+\pi)+  \tag{2.69}\\
&+\frac{\dot{H}(t+\pi)}{N^{2}}\left[(1+\dot{\pi})^{2}-(1+\dot{\pi}) N^{i} \partial_{i} \pi+N^{2} h^{i j} \partial_{i} \pi \partial_{j} \pi+\left(N^{i} \partial_{i} \pi\right)^{2}\right]=0 .
\end{align*}
$$
\]

These are the momentum and Hamiltonian constraints, respectively defined by $\mathcal{P}_{i} \stackrel{!}{\approx} 0$ and $\mathcal{H} \stackrel{!}{\approx} 0$, where $\stackrel{!}{\approx}$ denotes equality modulo equations of motion. Then, the variables $N$ and $N_{i}$ are constrained and therefore they are not physical degrees of freedom of the theory. Let us do a brief counting of the degrees of freedom; we started with (10) from the symmetric metric tensor and (1) from the inflaton field ( $\pi$ in this case). We may also remove (4) degrees of freedom from the gauge redundancy (3 generators from the spatial diffeomorphisms and 1 from the time ones), and another (4) from the constrained quantities $N$ and $N_{i}$, leaving us with just (3) dynamical degrees of freedom. Two of them represent the helicities of the graviton and the last one is the matter field. At this point (second order) we can neglect the tensor perturbations since they do not mix with the scalar perturbations.

Next we fix a gauge; we choose the $\zeta$-gauge, in which the induced metric and the time diffeomorphisms are fixed by imposing the following conditions

$$
\begin{equation*}
h_{i j}=a^{2} \delta_{i j} e^{2 \zeta}, \quad \& \quad \pi=0 \tag{2.70}
\end{equation*}
$$

In this gauge we gain better insight into the IR behaviour of the gauge-invariant quantity $\zeta$. The eqs. (2.68)(2.69) become respectively:

$$
\begin{gather*}
\nabla_{i}\left(\frac{E_{j}^{i}-\delta_{j}^{i} E}{N}\right)=0  \tag{2.71}\\
{ }^{(3)} R-\frac{1}{N^{2}}\left(E_{i j} E^{i j}-E^{2}\right)-3 H^{2}-\dot{H}+2 \frac{\dot{H}}{N^{2}}=0 \tag{2.72}
\end{gather*}
$$

The solution for the constrained $N$ and $N_{i}$ yields:

$$
\begin{equation*}
N=1+\frac{\dot{\zeta}}{H}, \quad \& \quad N_{i}=-\partial_{i}\left(\frac{1}{a^{2}} \frac{\dot{\zeta}}{H}+\frac{\dot{H}}{H^{2}} \frac{1}{\partial^{2}} \dot{\zeta}\right) . \tag{2.73}
\end{equation*}
$$

Substituting the above solutions back into the action leads to

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x a^{3}\left(-\frac{\dot{H}}{H^{2}}\right)\left(\dot{\zeta}^{2}-\frac{1}{a^{2}}\left(\partial_{i} \zeta\right)^{2}\right) . \tag{2.74}
\end{equation*}
$$

Quantising the system is now easier, since the action resembles the one for a massless scalar field. Then, for the conjugate momentum of $\zeta$ we find

$$
\begin{equation*}
\Pi_{\zeta}=\frac{\delta \mathcal{L}}{\delta \dot{\zeta}}=-2 a^{3} \dot{\zeta} \frac{\dot{H}}{H^{2}} \tag{2.75}
\end{equation*}
$$

and impose the equal time commutation relation $\left[\zeta(\mathbf{x}, t), \Pi_{\zeta}\left(\mathrm{x}^{\prime}, t\right)\right]=i \delta^{(3)}\left(\mathrm{x}-\mathrm{x}^{\prime}\right)$ where the classical variables have been promoted to quantum operators (note that $\hbar=1$ ). We are free to expand the Fourier components of $\zeta$ in terms of annihilation and creation operators

$$
\begin{equation*}
\bar{\zeta}(t)=\zeta_{\mathbf{k}}^{\mathrm{cl}}(t) a_{\mathbf{k}}+\zeta_{-\mathbf{k}}^{\mathrm{cl}, *}(t) a_{-\mathbf{k}}^{\dagger} \tag{2.76}
\end{equation*}
$$

where the usual commutation relation $\left[a_{\mathbf{k}}(t), a_{\mathbf{k}^{\prime}}^{\dagger}(t)\right]=\delta^{(3)}\left(\mathbf{k}+\mathbf{k}^{\prime}\right)$ holds $\forall t$ and $\zeta^{\mathrm{cl}}$ represents the classical solution to the equation of motion

$$
\begin{equation*}
\frac{\delta \mathcal{L}}{\delta \zeta}=-\frac{\mathrm{d}}{\mathrm{~d} t}\left(a^{3} \dot{\zeta}^{\mathrm{cl}} \frac{\dot{H}}{H^{2}}\right)+a k^{2} \zeta^{\mathrm{cl}}=0 \tag{2.77}
\end{equation*}
$$

In order to solve the equation we require two initial conditions. One condition we can impose is given by [75]

$$
\begin{equation*}
\zeta^{\mathrm{cl}}(-k \tau \gg 1) \simeq-\frac{i}{(2 \epsilon)^{1 / 2} a^{3}(\tau)} \frac{H}{\sqrt{2 k / a(\tau)}} e^{i k \tau}, \tag{2.78}
\end{equation*}
$$

where the coefficient stems from normalisation. This is true since we know that vacuum state modes inside the horizon $1 / H$ should look the same as in the Minkowski space [88]. The second order equation is then solvable if we ignore the time evolution of terms $H$ and $\dot{H}$ and calculate them at horizon exit; yielding the following solution:

$$
\begin{equation*}
\zeta_{k}^{\mathrm{cl}}(\tau)=\frac{H}{\sqrt{2 \epsilon}(2 k)^{3 / 2}}(1-i k \tau) e^{i k \tau} \tag{2.79}
\end{equation*}
$$

Finally the power spectrum of the perturbations is given by [88]

$$
\begin{equation*}
\left\langle\zeta_{\mathbf{k}}(\tau) \zeta_{\mathbf{k}^{\prime}}\left(\tau^{\prime}\right)\right\rangle=\left.(2 \pi)^{3} \delta^{(3)}\left(\mathbf{k}+\mathbf{k}^{\prime}\right) \frac{1}{4 M_{\mathrm{Pl}}^{2} k^{3}}\left(-\frac{H^{4}}{\dot{H}}\right)\right|_{\text {horizon exit }} \tag{2.80}
\end{equation*}
$$

iff $k \tau \ll 1$ and $k \tau^{\prime} \ll 1$. In the last step we reintroduced also the dimensionful parameters. Now, it is straightforward to recognise that the expression for the power spectrum of scalar perturbations coincides with the already familiar one.

Let us define the dimensionless power spectrum of primordial scalar fluctuations [71]

$$
\begin{equation*}
\mathcal{A}_{s}=\frac{k^{3}}{2 \pi^{2}} \mathcal{P}_{\zeta}, \quad \text { where }\left.\quad \mathcal{P}_{\zeta} \equiv \frac{1}{4 M_{\mathrm{P}}^{2} k^{3}}\left(-\frac{H^{4}}{\dot{H}}\right)\right|_{\text {horizon exit }} \tag{2.81}
\end{equation*}
$$

defined through eq. (2.80). The deviation of the scalar power spectrum from absolute scale invariance is measured by the scalar spectral index $n_{s}$ (also referred to as the spectral/primordial tilt), defined as

$$
\begin{equation*}
n_{s}-1 \equiv \frac{\mathrm{~d} \ln \mathcal{A}_{s}}{\mathrm{~d} \ln k} \stackrel{\mathrm{SR}}{\sim}-4 \epsilon_{H}+2 \eta_{H} \approx-6 \epsilon_{V}+2 \eta_{V} \tag{2.82}
\end{equation*}
$$

where all the quantities are calculated at horizon exit $k=a H$ and $n_{s}=1$ represents the point of an exactly scale-invariant spectrum. In the second equality we assumed slow-roll conditions for the scalar field allowing us to rephrase the quantities as

$$
\begin{equation*}
\frac{\mathrm{d} \ln \mathcal{A}_{s}}{\mathrm{~d} \ln k}=\frac{\mathrm{d}}{\mathrm{~d} \ln k} \ln \left(-\frac{H^{4}}{\dot{H}}\right) \approx \frac{\mathrm{d}}{\mathrm{~d} \ln k} \ln \left(-\frac{H^{4}}{\dot{\phi}^{2}}\right) \mathrm{d} \ln k \sim H \mathrm{~d} t \quad-2 \frac{\dot{H}}{H^{2}}+2 \frac{\ddot{\phi}}{H \dot{\phi}}=4 \epsilon_{H}-2 \eta_{H} \tag{2.83}
\end{equation*}
$$

computed, for the purpose of this work, up to first order in the SRPs.
For the sake of completeness, let us include the complete parametrisation of the power spectrum used for the analysis of the CMB anisotropies. Here, $\mathcal{P}_{\zeta}$ is decomposed into its scale invariant part $\mathcal{A}_{s}$ and parts encoding the scale dependence, as follows:

$$
\begin{equation*}
\ln \mathcal{P}_{\zeta}=\ln \mathcal{A}_{s}+\left(n_{s}-1\right) \ln \frac{k}{k_{*}}+\frac{1}{2!} \alpha_{s} \ln ^{2} \frac{k}{k_{*}}+\frac{1}{3!} \beta_{s} \ln ^{2} \frac{k}{k_{*}}+\mathcal{O}\left(\frac{\mathrm{d}^{4} \mathcal{P}_{\zeta}}{\mathrm{d} \ln k^{4}}\right) \tag{2.84}
\end{equation*}
$$

where $k_{*}=a_{*} H_{*}$ is a reference scale (usually $0.05 \mathrm{Mpc}^{-1}$ ) and $\alpha_{s}, \beta_{s}$ denote the running and the running of the running of the spectral index $n_{s}$, respectively. They are defined by

$$
\begin{align*}
& \left.\alpha_{s} \equiv \frac{\mathrm{~d}^{2} \ln \mathcal{P}_{\zeta}}{\mathrm{d} \ln k^{2}}\right|_{k=k_{*}}=\left.\frac{\mathrm{d} n_{s}}{\mathrm{~d} \ln k}\right|_{k=k_{*}} \approx 8 \epsilon_{V}\left(2 \eta_{V}-3 \epsilon_{V}\right)-2 \xi_{V},  \tag{2.85}\\
& \left.\beta_{s} \equiv \frac{\mathrm{~d}^{3} \ln \mathcal{P}_{\zeta}}{\mathrm{d} \ln k^{3}}\right|_{k=k_{*}}=\left.\frac{\mathrm{d}^{2} n_{s}}{\mathrm{~d} \ln k^{2}}\right|_{k=k_{*}} \approx 32 \epsilon_{V}\left[\eta_{V}^{2}+6 \epsilon_{V}\left(\epsilon_{V}-\eta_{V}\right)\right]+2 \epsilon_{V}\left(12 \xi_{V}-\eta_{V}\right)-2 \pi_{V}, \tag{2.86}
\end{align*}
$$

where the higher-order PSRPs are given by

$$
\begin{equation*}
\xi_{V}=M_{P}^{4} \frac{V^{\prime} V^{(3)}}{V^{2}}, \quad \pi_{V}=M_{P}^{6} \frac{\left(V^{\prime}\right)^{2} V^{(4)}}{V^{3}} \tag{2.87}
\end{equation*}
$$

The Planck 2018 collaboration has constrained the values of the runnings $\alpha_{s}$ and $\beta_{s}$ to [38]

$$
\begin{equation*}
\alpha_{s}=0.013 \pm 0.010, \quad \beta_{s}=0.022 \pm 0.012 \tag{2.88}
\end{equation*}
$$

that has helped restrict the space of the simplest models, since they predict a scale-invariant spectrum to a very high degree; by power counting, a rough estimate is $\alpha_{s} \sim \mathcal{O}\left(10^{-3}\right)$ and $\beta_{s} \sim \mathcal{O}\left(10^{-5}\right)$. More importantly, the data (consistent with previous missions, e.g. Planck 2015 [96]) suggest a nonstandard hierarchy of the runnings, hinting to possible new dynamics to be included in the frame of inflation.

## Tensor perturbations

The FRW metric can be perturbed in the following general way [97]:

$$
\begin{equation*}
\mathrm{d} s^{2}=-(1+2 \Phi) \mathrm{d} t^{2}+2 a(t) B_{i} \mathrm{~d} x^{i} \mathrm{~d} t+a^{2}(t)\left[(1-2 \Psi) \delta_{i j}+A_{i j}\right] \mathrm{d} x^{i} \mathrm{~d} x^{j} \tag{2.89}
\end{equation*}
$$

Notice that we included the potential vector perturbations even though they are not produced during inflation driven by a scalar field. We can separate these perturbations according to their transformation under rotation. Then, we conclude that $\Phi$ and $\Psi$ are scalars (helicity zero) and we can decompose $A_{i j}$ and $B_{i}$ into their scalar, vector and tensorial components. It is now possible to see that at first order, and in a rotational invariant background (like FRW) the different modes are not mixing and they evolve independently of each other. Furthermore, under a general coordinate transformation it is straightforward to show that the different helicity metric fluctuations do not mix and they transform only by the coordinate change with the same helicity. That is why the scalar (and vector) perturbations are transforming and the tensor perturbations are gauge invariant.

Since we are interested in the tensor perturbations we can simply express the metric as

$$
\begin{equation*}
\mathrm{d} s^{2}=-\mathrm{d} t^{2}+a^{2}(t)\left(\delta_{i j}+h_{i j}\right) \mathrm{d} x^{i} \mathrm{~d} x^{j}, \tag{2.90}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta and we ignore the rest of the perturbations. At first order of perturbations it is straightforward to show that only the GR part of the action contributes and the perturbed action reads

$$
\begin{equation*}
\mathcal{S} \propto \int \mathrm{d}^{4} x a^{3}\left\{\left(\dot{h}_{i j}\right)^{2}-\frac{1}{a^{2}}\left(\partial_{k} h_{i j}\right)^{2}\right\} \tag{2.91}
\end{equation*}
$$

where the small fluctuations $h_{i j}$ are implicitly dimensionless; an overall proportionality factor of $M_{P}^{2} / 8$ has been absorbed. Next, let us decompose $h_{i j}$ into its two helicity modes as follows

$$
h_{i j}=\left(\begin{array}{ccc}
h_{+} & h_{\times} & 0  \tag{2.92}\\
h_{\times} & -h_{+} & 0 \\
0 & 0 & 0
\end{array}\right)=h_{+} e_{+, i j}+h_{\times} e_{\times, i j},
$$

where we assumed, without loss of generality, that the unit vector of propagation is along the $\mathbf{k}=\hat{z}$ axis. We can now expand $h_{i j}$ in its Fourier modes

$$
\begin{equation*}
h_{i j}=\sum_{s=+, \times} \int \mathrm{d}^{3} k e_{i j}^{s} h_{\mathbf{k}}^{s} e^{i \mathbf{k} \cdot \mathbf{x}}, \quad \text { with } \quad k^{i} e_{i j}=0, \quad e_{i k}^{s} e_{k j}^{s^{\prime}}=\delta_{i j} \delta_{s, s^{\prime}} \tag{2.93}
\end{equation*}
$$

and rewrite the action as

$$
\begin{equation*}
\mathcal{S}=\sum_{s=+, \times} \int \mathrm{d} t \mathrm{~d}^{3} k a^{3}\left\{\dot{h}_{\mathbf{k}}^{s} \dot{h}_{-\mathbf{k}}^{s}-\frac{k^{2}}{a^{2}} h_{\mathbf{k}}^{s} h_{-\mathbf{k}}^{s}\right\} . \tag{2.94}
\end{equation*}
$$

Then, the action is similar to the one for the scalar perturbations, but for a different normalisation of the fluctuations. Therefore, we immediately obtain the power spectrum of each of the polarisations of the tensor perturbations

$$
\begin{equation*}
\left\langle h_{\mathbf{k}}^{s} h_{\mathbf{k}^{\prime}}^{s^{\prime}}\right\rangle=\left.(2 \pi)^{3} \delta^{3}\left(\mathbf{k}+\mathbf{k}^{\prime}\right) \delta_{s, s^{\prime}} \frac{H^{2}}{M_{P}^{2}} \frac{1}{k^{3}}\right|_{k=a H} \tag{2.95}
\end{equation*}
$$

where once again we reinstated the proper units. Similarly to what we did before we may write the power spectrum of the tensor perturbations as

$$
\begin{equation*}
\mathcal{A}_{t}=\frac{k^{3}}{2 \pi^{2}} \mathcal{P}_{t}, \quad \text { where } \quad \mathcal{P}_{t}=\left.\frac{H^{2}}{M_{P}^{2}} \frac{1}{k^{3}}\right|_{k=a H} . \tag{2.96}
\end{equation*}
$$

Likewise, we associate the deviation from the scale invariant spectrum by its tensor tilt defined as

$$
\begin{equation*}
n_{t}-1=\frac{\mathrm{d} \ln \mathcal{A}_{t}}{\mathrm{~d} \ln k} \stackrel{S R}{\approx}-2 \epsilon_{H} \tag{2.97}
\end{equation*}
$$

calculated at the horizon exit. Very much like the spectral index $n_{s}$, we can write down the running of $n_{t}$ as

$$
\begin{equation*}
\alpha_{t} \approx 4 \epsilon_{V}\left(\eta_{V}-2 \epsilon_{V}\right) . \tag{2.98}
\end{equation*}
$$

Finally, we introduce another useful (observable) quantity, the tensor-to-scalar ratio of their respective power spectra, defined through

$$
\begin{equation*}
r \equiv \frac{\mathcal{A}_{t}}{\mathcal{A}_{s}} \approx 16 \epsilon_{H} \tag{2.99}
\end{equation*}
$$

A measurement of $r$ is a direct measure of the energy scale of inflation since $\mathcal{A}_{s}$ is fixed and $\mathcal{A}_{t} \propto H^{2}$. Then large values of $r$, close to $r \geq 0.01$, suggest that inflation occurs near a GUT scale ( $\sim 10^{16} \mathrm{GeV}$ ) and the field excursion can potentially be transPlanckian, $\Delta \phi \gtrsim M_{P}$.

## Digression on the Lyth bound

We can recast the tensor-to-scalar ratio $r$ in the following way

$$
\begin{equation*}
r=\frac{8}{M_{P}^{2}} \frac{\dot{\phi}^{2}}{H^{2}}=\frac{8}{M_{P}^{2}}\left(\frac{\mathrm{~d} \phi}{\mathrm{~d} N}\right)^{2} \tag{2.100}
\end{equation*}
$$

which connects the evolution of the inflaton with $r$. Using the slow-roll approximated results it is straightforward to show that the total field excursion from the time the observable scales exited the horizon to the end of inflation is given by

$$
\begin{equation*}
\Delta \phi=\frac{M_{P}}{8 \sqrt{\pi}} \sqrt{r}|\Delta N| \tag{2.101}
\end{equation*}
$$

Note that at least at first order in the slow-roll approximation, ${ }^{1}$ we can safely assume that $r$ is slowly varying with $N$. In Lyth's original paper the scales considered $(1<\ell \leq 100)$ leaving the horizon allowed for the universe to expand in that time by $|\Delta N| \approx 4$, which leads to the formula [99]

$$
\begin{equation*}
\Delta \phi \gtrsim M_{P} \sqrt{\frac{r}{4 \pi}}, \tag{2.102}
\end{equation*}
$$

known as the Lyth bound. The bound can be even more strict if one accounts for the entire span of inflation and obtain a more refined bound of $\Delta \phi \approx 6 M_{P} r^{1 / 4}$, when $r \gtrsim 10^{-3}$ [100].

## Contact with observations

The hypothesis of inflation is testable against observational data, albeit, disappointingly, current bounds on the plethora of models are relatively lenient. The cornerstone of our cosmological data have come through the observation of the CMB anisotropies, leading to fig. 2.4 in which the $1 \sigma$ and $2 \sigma$ allowed regions of $r$ and $n_{s}$ are presented.


Figure 2.4: The results of the Planck 2018 collaboration regarding the predictions of well-known inflationary models against the latest observational data. Credit: [38].

At this point our qualitative bounds on the inflationary period are given by the Planck collaboration [38] (and similarly from BICEP2 [39]) and they are

$$
\mathcal{A}_{s} \approx 2.1 \times 10^{-9}, \quad r \lesssim 0.056, \quad n_{s}= \begin{cases}(0.9607,0.9691) & \text { at } 1 \sigma \text { region }  \tag{2.103}\\ (0.9565,0.9733) & \text { at } 2 \sigma \text { region }\end{cases}
$$

[^10]Future missions with higher precision aim to place further constraints on the model space by restricting the allowed region of these quantities even more.

It is rather incredible that a lot of the simplest single-field inflation models are already ruled out by observations or they are at marginal contact with them. There are those however, much like the Starobinsky model [101], the Higgs inflation model [40-42] or the $\alpha$-attractor models [102-104] that are persistently in good agreement with observation. These models, and others alike, usually include some kind of nonminimal coupling of the scalar mode that assumes the role of the inflaton to the gravitational sector. So, in a way, the added degree of freedom accounts for the favourable predictions, while on the other hand one has to account for the issues concerning the nature of that coupling. Such couplings, of the form $f(\phi) R$, are expected to arise at the quantum level of a gravitational theory that includes a scalar field living in the background ${ }^{1}$ (scalar-tensor theories - due to their propagating modes) or from dimensional reduction of higher-dimensional theories ${ }^{2}$. Another interesting possibility is the scenario that more than one scalar mode contributes to inflation, either both at the same time or one after the other. In the latter, the flat directions of the (multi-dimensional) potential allow for one field to lead inflation and it naturally stops to enter a phase in which another one contributes. For this reason, analysing the spectrum of these theories is often a daunting task, usually met with further assumptions.

There exist more parameters that can provide additional information and restrain the inflationary era. One of them is the non-Gaussianity detected in the power spectrum [108, 109]. In fact, conventional single-field slow-roll inflation models predict a Gaussian spectrum with high accuracy, since in order for slow-roll to occur any kind of interactions of the inflaton field have to be weak. The non-Gaussianity is encoded in the three-point function $\left\langle\zeta_{\mathbf{k}_{1}} \zeta_{\mathbf{k}_{2}} \zeta_{\mathbf{k}_{3}}\right\rangle$ and its bi-spectrum can leave imprints in the angular power spectrum of the CMB fluctuations. The latest constraint on the parameter characterising the nonGaussianity is $f_{N L}^{\text {local }}=-0.9 \pm 5.1$ [110]. Even though the task of detecting them is demanding, they can have a major impact on our understanding of the physics of the early universe.

There is also a point to be made for the potentially astounding information the CMB polarisation offers. Induced by Thompson scattering, the polarisation can be decomposed into two spin-0 fields, known as $E$ and $B$, completely describing the linear polarisation field. It was shown $[111,112]$ that scalar perturbations create only $E$-modes and tensor perturbations (primordial gravitational waves) create both $E$ - and $B$-modes. ${ }^{3}$ Then, measuring the angular spectrum of the $B$-modes provides us with unique information about the primordial tensor modes.

## Constant-roll approximation

In principle, since most of the single-field slow-roll inflation models predict negligible non-Gaussianity (close to the order of the SRPs), one expects that any kind of detection of non-Gaussianity would exclude a lot of them, or at least heavily constrain the model space of inflation. It has been argued [113-115], however, that this might not be exactly the case if we allow for a "generalisation" of the slow-roll approximation, dubbed the constant-roll [116-119].

It was first noticed, that in the case of the ultra slow-roll [115], in which the potential is almost flat $(\partial V / \partial \phi \approx 0)$, the scalar power spectrum is almost scale-invariant, similarly to the usual slow-roll approx-

[^11]imation. Intuitively, we expect that since the Klein-Gordon equation yields $\ddot{\phi} /(H \dot{\phi})=-3$ the second SRP is $\eta_{H} \approx \mathcal{O}(1)$ and therefore the power spectrum should deviate from scale-invariance. Generalising that case we allow for the possibility of the scalar field to roll with a constant rate, defined by [116]
\[

$$
\begin{equation*}
\frac{\ddot{\phi}}{H \dot{\phi}} \approx \beta \tag{2.104}
\end{equation*}
$$

\]

where $\beta \in \mathbb{R}$ is a constant parameter. In the case that $\beta=0$ the standard slow-roll approximation is recovered, but if $\beta=-3$ the ultra slow-roll one is obtained. Therefore, the constant-roll encompasses both of these approximations, while also supporting a more general scenario. Clearly, not all cases of $\beta$ are allowed seeing that they do not comply with current observational data, although they lead to predictions that are in principle distinguishable from the slow-roll inflation.

Apart from accounting for possible CMB anisotropies, an attractive feature of the constant-roll scenario is that plenty of the inflaton dynamics can be studied analytically. For example, equation (2.32) can be expressed as

$$
\begin{equation*}
\dot{\phi}=-2 M_{P}^{2} \frac{\mathrm{~d} H}{\mathrm{~d} \phi} \tag{2.105}
\end{equation*}
$$

where we reintroduced the Planck scale and assumed that $\dot{\phi} \neq 0$ in order to write the RHS. Direct substitution of this into eq. (2.104) gives rise to the following differential equation for the Hubble parameter

$$
\begin{equation*}
\frac{\mathrm{d}^{2} H}{\mathrm{~d} \phi^{2}}=-\frac{\beta}{2 M_{P}^{2}} H \tag{2.106}
\end{equation*}
$$

The most general solution to this equation is given by:

$$
\begin{equation*}
H(\phi)=c_{1} \exp \left(\sqrt{\frac{-\beta}{2}} \frac{\phi}{M_{P}}\right)+c_{2} \exp \left(-\sqrt{\frac{-\beta}{2}} \frac{\phi}{M_{P}}\right) \tag{2.107}
\end{equation*}
$$

Notice how $\beta \neq 0$ induces linear perturbations to the standard case of slow-roll inflation (in which $\beta=0$ ). From eq. (2.31) we obtain the form of the inflaton potential required to support the above solution; it reads:

$$
\begin{equation*}
V(\phi)=3 M_{P}^{2} H^{2}-2 M_{P}^{4}\left(\frac{\mathrm{~d} H}{\mathrm{~d} \phi}\right)^{2} \tag{2.108}
\end{equation*}
$$

It is straightforward to show that eqs. (2.104), (2.106) and (2.108) satisfy the Klein-Gordon equation eq. (2.30) trivially.

Any solution of $H(\phi)$ may not necessarily be an attractor solution or may even evolve out of the attractor trajectory. In order to verify the stability of the solution we have to employ numerical techniques, but it might prove useful to first describe it analytically. Suppose there exists a solution to eq. (2.108), say $H_{0}(\phi)$ with a linear perturbation $\delta H(\phi)$. The linearised equation for the perturbation then becomes:

$$
\begin{equation*}
H_{0}^{\prime}(\phi) \delta H^{\prime}(\phi)=\frac{3}{2 M_{P}^{2}} H_{0}(\phi) \delta H(\phi), \tag{2.109}
\end{equation*}
$$

which has the general solution

$$
\begin{equation*}
\delta H(\phi)=\delta H\left(\phi_{0}\right) \exp \left(\frac{3}{2 M_{P}^{2}} \int_{\phi_{0}}^{\phi} \frac{H_{0}(\phi)}{H_{0}^{\prime}(\phi)} \mathrm{d} \phi\right) \tag{2.110}
\end{equation*}
$$

where $\delta H\left(\phi_{0}\right)$ and $\phi_{0}$ denote initial conditions of the cosmological system. Therefore, if the linear perturbations are decaying the attractor point is maintained and the solution is stable. To complete the analysis of the attractor behaviour one is also required to study the phase space of solutions ( $\dot{\phi}-\phi$ ) (usually done numerically). We discuss further the attractor behaviour of the cosmological systems in ch. 4, where we consider specific inflationary models.

### 2.4 Parametrising Reheating after Inflation

In previous sections we demonstrated how inflation provides a solution to modern cosmological puzzles, while also making predictions of its own. One of its valuable features is the ability to dilute unwanted energy densities appearing prior to inflation due to the exponential expansion of the universe. For any particle species (relativistic or not) the matter and radiation densities decay as $\rho_{m} \propto a^{-3} \sim e^{-3 N} \rightarrow 0$ and $\rho_{r} \propto a^{-4} \sim e^{-4 N} \rightarrow 0$, respectively, for $N \gg 1$ (while vacuum densities like the inflaton's remain constant). In order then to obtain the large energy and entropy observed today it is postulated that another era exists starting after the end of inflation, known as reheating, in which the universe thermalises.

## Brief overview of reheating mechanisms

## Perturbative reheating

Soon after the first models capable of describing the dynamics of inflation were proposed, the first models of reheating were also suggested [52-54], contemplating the possible transfer of the energy density of the inflaton to other fields coupled to it. The assumed interactions were purely perturbative and so the decay rates were calculated in the usual way.

Let us introduce interactions of the inflaton with a massive scalar field $\chi$ and fermion $\psi$ in the following way:

$$
\begin{equation*}
\mathscr{L}_{\text {int }} \supset-\sigma \phi \chi^{2}-h \phi \bar{\psi} \psi \tag{2.111}
\end{equation*}
$$

where $\sigma$ and $h$ have to be small couplings ${ }^{1}$ to avoid large radiative corrections during inflation. Then, the equation of motion for the inflaton field $\phi$ including also the effects of particle production reads [64]:

$$
\begin{equation*}
\ddot{\phi}+(3 H(t)+\Gamma) \dot{\phi}+m^{2} \phi=0 \tag{2.112}
\end{equation*}
$$

where $\Gamma$ is identified with the total decay rate, given by

$$
\begin{equation*}
\Gamma=\sum_{i} \Gamma\left(\phi \rightarrow \chi_{i} \chi_{i}\right)+\sum_{j} \Gamma\left(\phi \rightarrow \bar{\psi}_{j} \psi_{j}\right) . \tag{2.113}
\end{equation*}
$$

Here we assumed that the inflaton potential is $V(\phi)=\left(m^{2} / 2\right) \phi^{2}+\mathcal{O}\left(\phi^{4}\right)$. After the end of inflation we can safely assume $m \gg H$ and $H \sim \Gamma$ (or even if $H \gg \Gamma$ specifically at the start of reheating), thus we approximate the solution of $\phi(t) \approx \Phi(t) \cos (m t)$ where the amplitude is assumed to be slowly varying compared to the phase. Then, the equation of motion (2.112) admits the following solution

$$
\begin{equation*}
\phi(t) \approx \phi_{0} \exp \left(-\frac{1}{2}(3 H+\Gamma) t\right) \cos (m t) \tag{2.114}
\end{equation*}
$$

The evolution of the number density and energy satisfies the Boltzman equation

$$
\begin{equation*}
\frac{\mathrm{d} z}{\mathrm{~d} t}=-\Gamma z, \quad \text { where } \quad z=\left\{a^{3} n_{\phi}, a^{3} \rho_{\phi}\right\} \tag{2.115}
\end{equation*}
$$

[^12]and $n_{\phi}=\rho_{\phi} / m$.
Since the couplings are assumed to be small based on perturbativity grounds, the inflaton field loses energy at the start of reheating primarily due to the expansion of the universe. Only after the Hubble rate has reached $H \sim \Gamma$ does the particle production take effect. The decay rates are not always comparable to each other, meaning that some channels are more effective than others. If we assume the opposite, i.e. the decay products are in thermal equilibrium, we can place an upper bound on the reheating temperature, under the assumption of instantaneous reheating with relativistic degrees of freedom $g_{*} \approx 10^{2}$ that reads [64]
\[

$$
\begin{equation*}
T_{\mathrm{R}} \approx \mathcal{O}(0.1) \sqrt{M_{P} \Gamma} . \tag{2.116}
\end{equation*}
$$

\]

We refrain from discussing further the phenomenological aspects, since they are model dependent and the specific model of chaotic inflation assumed here as an example is already ruled out by observational data (see fig. 2.4).

Unfortunately, the equation of motion eq. (2.112) does not account for all the dynamics of the inflaton field. For example, the equation should include fluctuations that are present in such systems with dissipation [57]. Also, even if the couplings are small enough to satisfy perturbativity, there is still the scenario that the phase space of $\chi$-particles is densely populated and therefore Bose condensation effects can enhance the decay rate [64]. The most crusial point however, is that the perturbative method fails (at least in the initial stage); the inflaton condensate is a coherent homogeneous field that oscillates and therefore many inflaton particles decay simultaneous and not independent of each other. In other words, even though we are justified in describing the inflaton field classically due its large amplitude of oscillations, the decay products have to be treated quantum mechanically. Furthermore, for the perturbative reheating to end one assumes a coupling of the inflaton to fermions, which further constrains the structure of the theory allowing for reheating. In what follows we briefly describe some of the nonperturbative dynamics of reheating.

## Preheating $\mathcal{E}$ parametric resonances

The study of the early stage of reheating with nonperturbative techniques is usually referred to as preheating and falls under the paradigm of particle production in the presence of strong background fields. For illustrative purposes, let us consider once again the chaotic inflation potential. The total scalar potential reads

$$
\begin{equation*}
V(\phi, \chi)=\frac{m^{2}}{2} \phi^{2}+\frac{m_{\chi}^{2}}{2} \chi^{2}+\frac{1}{2} g^{2} \chi^{2} \phi^{2} . \tag{2.117}
\end{equation*}
$$

The classical equation of motion for the $\chi$ field is given by

$$
\begin{equation*}
\ddot{\chi}-\frac{1}{a^{2}} \nabla^{2} \chi+3 H \dot{\chi}+V_{\chi}=0 . \tag{2.118}
\end{equation*}
$$

Expanding it in Fourier modes

$$
\begin{equation*}
\chi(t, \mathbf{x})=\int \frac{\mathrm{d}^{3} k}{(2 \pi)^{3 / 2}}\left(a_{\mathbf{k}} \chi_{\mathbf{k}}(t) e^{-i \mathbf{k} \cdot \mathbf{r}}+a_{\mathbf{k}}^{\dagger} \chi_{\mathbf{k}}^{*}(t) e^{i \mathbf{k} \cdot \mathbf{r}}\right), \tag{2.119}
\end{equation*}
$$

it satisfies

$$
\begin{equation*}
\ddot{\chi}_{\mathbf{k}}+3 H \dot{\chi}_{\mathbf{k}}+\left(\frac{k^{2}}{a^{2}}+m_{\chi}^{2}+g^{2} \phi^{2}(t)\right) \chi_{\mathbf{k}}=0, \tag{2.120}
\end{equation*}
$$

where $\phi(t) \approx \Phi(t) \sin (m t)$. This is the equation for an oscillator with a varying frequency that is further damped by the expansion of the universe $3 H \dot{\chi}$. Then, we expect some modes $k$ to parametrically excite
themselves, similar to the case of a parametric oscillator. The above equation can be recast into the form of a Mathieu equation by also disregarding the expansion of the universe $H \approx 0$ at this point

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \chi_{k}}{\mathrm{~d} z^{2}}+\left(A_{k}-2 q \cos 2 z\right) \chi_{k}=0 \tag{2.121}
\end{equation*}
$$

where $z \equiv m t$ is dimensionless and

$$
\begin{equation*}
A_{k} \equiv \frac{k^{2}+m_{\chi}^{2}}{m^{2}}+2 q, \quad q=\frac{g^{2} \Phi^{2}}{4 m^{2}} . \tag{2.122}
\end{equation*}
$$

The instabilities appear for certain modes $k$ that lead to exponential growth $\chi_{k} \propto e^{\mu_{k} z}$, where $\mu_{k}$ is called the Floquet exponent and is nonnegative. The value of the $q$ parameter leads to different types of resonances; values of $q<1$ introduce what is known as narrow resonances and $q>1$ induce more efficient resonance effects, broad resonances [57].

Finally, if the effective frequency of oscillations of the $\chi$ field were negative it leads to tachyonic resonances, a scenario usually referred to as tachyonic preheating. This is achieved trivially in models with negative couplings. Then, higher-order terms are added to ensure the overall stability of the system, but only contribute during inflation and are unimportant during reheating. In some cases these tachyonic instabilities prove to be even more efficient than the narrow and broad resonances.

## Parametrising reheating

Undoubtedly, there is a high uncertainty concerning the theoretical part of reheating. As was illustrated there are different complicated processes one has to take into account, depending also on the type of inflation preceding reheating. Furthermore, the period of our universe from the end of inflation until the point of baryogenesis and Big Bang nucleosynthesis is relatively unknown.

Interestingly, we may parametrise the cosmic fluid during reheating by an effective constant equation of state parameter $w_{R}$. At the end of inflation the inflaton oscillates around its potential minimum, essentially, between the point of complete kinetic domination ( $w=1$ ) and domination of the potential ( $w=-1$ ). Therefore, the universe at that time is properly described by $w=0$ that increases as the inflaton decays, reaching the radiation domination era of $w=1 / 3$. In reality, the equation of state parameter changes very quickly to $w \sim 0.25$ at the first stages of preheating (e.g. see refs. [59, 120]) justifying the assumption of a constant $w_{\mathrm{R}}$.

Apart from the state parameter $w_{\mathrm{R}}$, reheating is described also by its duration $N_{\mathrm{R}}$ and its temperature $T_{\mathrm{R}}$. By considering a history of the expansion of the scales from the point of horizon exit that we observe at the CMB to horizon re-entry, we can relate the reheating parameters to the inflationary ones [65-70]. Generally, we assume that the inflaton field $\phi$ describes inflation for $N e$-foldings given a specific potential $V(\phi)$, during which the comoving Hubble horizon decreases. Then, the reheating phase begins that grows the comoving horizon for $N_{\mathrm{R}} e$-folds until the era of radiation domination is initiated. Finally, the radiation era proceeds for $N_{\text {eq }} e$-folds until the point of equilibrium. It is important to note that we assume instant transition between each of these epochs and the state parameter $w$ remains constant in each of them (see fig. 2.5).

Each period's duration is defined through its respective $e$-folds

$$
\begin{equation*}
N=\ln \frac{a_{f}}{a_{*}}, \quad N_{\mathrm{R}}=\ln \frac{a_{\mathrm{R}}}{a_{f}}, \quad N_{\mathrm{eq}}=\ln \frac{a_{\mathrm{eq}}}{a_{\mathrm{R}}}, \tag{2.123}
\end{equation*}
$$

where $a_{f}$ and $a_{*}$ are the scale factor values at the end and start of inflation, respectively. Similarly, $a_{\mathrm{R}}$ and $a_{\text {eq }}$ are the scale factor values at the end of reheating and end of radiation, respectively. Finally, $a_{0}$ is the


Figure 2.5: An example of the evolution of the comoving Hubble scale $1 / a H$ displaying also the different epochs with their associated number of e-foldings. The phase of reheating connects the inflation and radiation era.
present day value of the scale factor. Considering next the relation between a pivot scale $k=a_{*} H_{*}$ at the start of inflation and the size of the present horizon $a_{0} H_{0}$, we obtain [66]:

$$
\begin{gather*}
\frac{k}{a_{0} H_{0}}=\frac{a_{*} H_{*}}{a_{0} H_{0}}=\frac{a_{*}}{a_{f}} \frac{a_{f}}{a_{\mathrm{R}}} \frac{a_{\mathrm{R}}}{a_{\mathrm{eq}}} \frac{a_{\mathrm{eq}}}{a_{0}} \frac{H_{\mathrm{eq}} H_{*}}{H_{0} H_{\mathrm{eq}}},  \tag{2.124}\\
\therefore \ln \frac{k}{a_{0} H_{0}}=-N-N_{\mathrm{R}}-N_{\mathrm{eq}}+\ln \frac{a_{\mathrm{eq}} H_{\mathrm{eq}}}{a_{0} H_{0}}+\ln \frac{H_{*}}{H_{\mathrm{eq}}} . \tag{2.125}
\end{gather*}
$$

During the period of reheating we assume $\rho \propto a^{-3(1+w)}$ and write the following

$$
\begin{equation*}
\frac{\rho_{f}}{\rho_{\mathrm{R}}}=\left(\frac{a_{f}}{a_{\mathrm{R}}}\right)^{-3\left(1+w_{\mathrm{R}}\right)} \quad \Longrightarrow \quad \ln \frac{\rho_{f}}{\rho_{\mathrm{R}}}=3\left(1+w_{\mathrm{R}}\right) N_{\mathrm{R}} \tag{2.126}
\end{equation*}
$$

where $\rho_{f}$ is the energy density at the end of inflation at field values of $\phi=\phi_{f}$, approximately described by $\rho_{f} \approx 3 V\left(\phi_{f}\right) / 2$ with $V\left(\phi_{f}\right) \equiv V_{f}$ the potential value at field value $\phi=\phi_{f}$. Then, solving the equation above for the number of $e$-folds we obtain

$$
\begin{equation*}
N_{\mathrm{R}}=\frac{1}{3\left(1+w_{\mathrm{R}}\right)} \ln \left(\frac{3}{2 \rho_{R}} V_{f}\right) . \tag{2.127}
\end{equation*}
$$

The temperature and energy density are related by ${ }^{1}$

$$
\begin{equation*}
\rho_{\mathrm{R}}=\frac{\pi^{2}}{30} g_{\mathrm{R}} T_{\mathrm{R}}^{4} \tag{2.129}
\end{equation*}
$$

[^13]where $g_{\mathrm{R}}$ denotes the relativistic degrees of freedom at the end of reheating. Substituting to the expression for $N_{\mathrm{R}}$ we obtain:
\[

$$
\begin{equation*}
N_{\mathrm{R}}=\frac{1}{3\left(1+w_{\mathrm{R}}\right)} \ln \left(\frac{45}{\pi^{2}} \frac{V_{f}}{g_{\mathrm{R}} T_{\mathrm{R}}{ }^{4}}\right) \tag{2.130}
\end{equation*}
$$

\]

From conservation of entropy between the transition of the reheating era to today, $S \propto g_{*}(a T)^{3}$, we can write the following expression

$$
\begin{equation*}
g_{\mathrm{R}}\left(a_{\mathrm{R}} T_{\mathrm{R}}\right)^{3}=g_{\gamma}\left(a_{0} T_{\gamma}\right)^{3}+g_{\nu}\left(a_{0} T_{\nu}\right)^{3} \tag{2.131}
\end{equation*}
$$

where $g_{\gamma}$ is the photon and $g_{\nu}=\frac{7}{8} \cdot 3 \cdot 2=21 / 4$ are three light neutrinos with

$$
\begin{equation*}
\left(T_{\nu}=\frac{4}{11} T_{\gamma}\right)^{3} \tag{2.132}
\end{equation*}
$$

and $T_{\gamma} \sim 2.7 \mathrm{~K}$. Therefore, the reheating temperature is expressed as

$$
\begin{equation*}
T_{\mathrm{R}}=T_{\gamma}\left(\frac{a_{0}}{a_{\mathrm{eq}}}\right) e^{N_{\mathrm{eq}}}\left(\frac{43}{11 g_{\mathrm{R}}}\right)^{1 / 3} \tag{2.133}
\end{equation*}
$$

Next, focusing on the term of $a_{0} / a_{\text {eq }}$ we can write it down as

$$
\begin{equation*}
\frac{a_{0}}{a_{\mathrm{eq}}}=\frac{a_{0} H_{*} a_{*}}{a_{\mathrm{eq}} k}=\frac{a_{0} H_{*}}{k} \frac{a_{*}}{a_{f}} \frac{a_{f}}{a_{\mathrm{R}}} \frac{a_{\mathrm{R}}}{a_{\mathrm{eq}}}=\frac{a_{0} H_{*}}{k} e^{-N} e^{-N_{\mathrm{R}}} e^{-N_{\mathrm{eq}}}, \tag{2.134}
\end{equation*}
$$

introducing a factor of unity by means of the pivot scale $k=a_{*} H_{*}$. Finally, the temperature $T_{\mathrm{R}}$ reads

$$
\begin{equation*}
T_{\mathrm{R}}=\left(\frac{T_{\gamma} a_{0}}{k}\right)\left(\frac{43}{11 g_{\mathrm{R}}}\right)^{1 / 3} H_{*} e^{-N^{-N_{\mathrm{R}}}} e^{-} \tag{2.135}
\end{equation*}
$$

Expectantly, an increase in the number of $e$-foldings $N_{\mathrm{R}}$ suggests a decrease in the reheating temperature $T_{\mathrm{R}}$, and vice versa. The bounds on the actual reheating temperature are inferred from potential impact on the lower-energy phenomenology. Meaning that temperatures below $T_{\mathrm{R}}>10 \mathrm{MeV}$ are ruled out from BBN [121], but even temperatures close to the EW scale, $T_{\mathrm{R}} \gtrsim 100 \mathrm{GeV}$ may affect baryogenesis (while not strictly disallowed). On the other hand, an upper bound of $T_{\mathrm{R}} \sim 10^{16} \mathrm{GeV}$ can be placed, in order to avoid the restoration of a potential GUT symmetry right after inflation. This was a point of intense research at early stages of the reheating paradigm, and it was also shown that in sypersymmetric theories the upper bound can be relaxed to $10^{9} \mathrm{GeV}$ [122-125].

If there were stronger indications for the state parameter $w_{R}$, then the scenario of reheating can be better interpreted. However, we can assume an effective, constant $w_{\mathrm{R}}$ in the range of $\left\{-\frac{1}{3}, 1\right\}$, in which $w_{\mathrm{R}}=-1 / 3$ is the minimum value required such that inflation terminates. From direct substitution of eq. (2.135) into eq. (2.130) we obtain the following for $N_{R}$

$$
\begin{equation*}
N_{\mathrm{R}}=\frac{4}{3\left(1+w_{\mathrm{R}}\right)}\left\{N+N_{\mathrm{R}}+\ln \frac{k}{a_{0} T_{\gamma}}+\ln \frac{V_{f}^{1 / 4}}{H_{*}}+\ln \left[\left(\frac{45}{\pi^{2}}\right)^{1 / 4}\left(\frac{11}{3}\right)^{1 / 3} g_{\mathrm{R}}^{1 / 12}\right]\right\} \tag{2.136}
\end{equation*}
$$

Now, this is an algebraic equation in $N_{\mathrm{R}}$ that admits a straightforward solution depending on the value of $w_{\mathrm{R}}$.
$\underline{\text { Case of } w_{R} \neq 1 / 3}$
Let us first assume that $w_{R} \neq 1 / 3$; then directly from eq. (2.136) it gives rise to

$$
\begin{equation*}
N_{\mathrm{R}}=\frac{4}{1-3 w_{\mathrm{R}}}\left\{-N-\ln \frac{V_{f}^{1 / 4}}{H_{*}}-\ln \frac{k}{a_{0} T_{\gamma}}-\ln \left[\left(\frac{45}{\pi^{2}}\right)^{1 / 4}\left(\frac{11}{3}\right)^{1 / 3} g_{\mathrm{R}}^{1 / 12}\right]\right\} . \tag{2.137}
\end{equation*}
$$

At the point of reheating and since we assume energy scales at least larger than the EW scales, we can liberally assume that ${ }^{1}$

$$
\begin{equation*}
g_{\mathrm{R}} \gtrsim \frac{427}{4} \approx 100 \tag{2.138}
\end{equation*}
$$

Specifically, at a pivot scale of $k=0.05 \mathrm{Mpc}^{-1}$ we obtain the simplified version of this:

$$
\begin{equation*}
N_{\mathrm{R}}=\frac{4}{1-3 w_{\mathrm{R}}}\left(61.6-\ln \frac{V_{f}^{1 / 4}}{H_{*}}-N\right) \tag{2.139}
\end{equation*}
$$

which after some algebra leads to the following expression for the temperature

$$
\begin{equation*}
T_{\mathrm{R}}=\left\{\left(\frac{43}{11 g_{\mathrm{R}}}\right)^{1 / 3}\left(\frac{T_{\gamma} a_{0}}{k}\right) H_{*} e^{-N}\left(\frac{45}{\pi^{2}} \frac{V_{f}}{g_{\mathrm{R}}}\right)^{-\frac{1}{3\left(1+w_{\mathrm{R}}\right)}}\right\}^{3\left(1+w_{\mathrm{R}}\right) /\left(3 w_{\mathrm{R}}-1\right)} \tag{2.140}
\end{equation*}
$$

$\underline{\text { Case of } w_{R}=1 / 3}$
In the special case of $w_{R}=1 / 3$ it is straightforward to show that eq. (2.136) leads to

$$
\begin{equation*}
N=61.6-\ln \frac{V_{f}^{1 / 4}}{H_{*}}, \tag{2.141}
\end{equation*}
$$

following also what we assumed in the previous case. This can be seen as a constraint on the duration of inflation, through $N$, or the predicted value of $n_{s}$, and is a general feature of the scenario known as instant reheating suggesting that the period of radiation starts immediately after inflation. In that case the reheating temperature $T_{\mathrm{R}}$ takes its maximum allowed value depending primarily on the model of inflation.

There is a particular connection of the reheating and inflation periods (specifically the SRPs) that is apparent by using the definition of the tensor-to-scalar ratio, eq. (2.99), at the pivot scale $k=a_{*} H_{*}$

$$
\begin{equation*}
r=\frac{2 H_{*}^{2}}{M_{P}^{2} \pi^{2} \mathcal{A}_{s}} \tag{2.142}
\end{equation*}
$$

and the slow-roll approximation $r \approx 16 \epsilon_{V}$ to obtain [70]:

$$
\begin{equation*}
H_{*} \approx M_{P} \pi \sqrt{8 \mathcal{A}_{s} \epsilon_{V}\left(\phi_{*}\right)} \tag{2.143}
\end{equation*}
$$

Finally, assuming a precise inflationary model and its potential $V(\phi)$ we can express its value $V_{f}$ at the end of inflation in terms of SRPs and therefore the values of $N_{\mathrm{R}}$ and $T_{\mathrm{R}}$ are expressed explicitly in terms of them. Further discussion on the model-dependent part of reheating is left for a later chapter (ch. 4), in which we investigate if different inflationary models can support a reheating period, and if so under what conditions.

[^14]
## First-order formalism

Inevitably Einstein's astonishing insight has to be mentioned when one discusses the General theory of Relativity. It is based on his realisation that an observer that is freely falling in a frame does not experience gravity and therefore its effects are indistinguishable from those in an accelerating frame. What is today known as the Einstein Equivalence Principle (EEP), led him to a beautiful theory capable of explaining or describing most of gravitational physics, which, with the discovery of gravitational waves by LIGO [23], is still validated today, hundred years after its inception.

The key observation extracted from EEP is that gravity is better understood as the curvature of spacetime unlike the other external forces of nature. Later this had an immense impact on the future of theoretical physics, and, together with seminal works of others after Einstein, led to a "geometrisation" of physics and the way we approach physics altogether (e.g. gauge theories, string theory, etc). General Relativity, described by the Einstein-Hilbert action, is nested in the language of Riemannian geometry and (at that time) pioneer works on differential geometry and $19^{\text {th }}$ century tensor calculus, which are applied even today (with a more convenient notation).

Immediately after its inception, modifications to GR had been proposed, albeit driven at first primarily by scientific curiosity. That avenue of exploration was later legitimised by the need for new features that GR, as formulated by Einstein, does not include. For example, alternatives to GR such as the loop quantum gravity (LQG) program [126-128] attempt to construct a quantum theory of gravity, or others like the Kaluza-Klein or string theory models that attempt to unify gravity with other fundamental forces.

Interestingly, around the same time when GR was first formulated, E. Cartan in the 1920s developed a very different type of differential geometry, based on differential forms and fiber bundles [129-131]. Actually, most of Cartan's important contributions were developed around that time. Pertaining to GR, he considered other bundles other than the tangent bundle and other connections other than the LeviCivita one. This was also unfruitfully pursued by H. Weyl [132] and others around the same time. Cartan's generalisation of Riemannian geometry and, in particular, the more general connections were discovered (or more appropriately reconsidered) by physicists much later, in the works of Yang and Mills (1954) [133]. Today, interactions in nature are described by a gauge field (or connection). Attempts to modify GR by generalising the connection, or more importantly the underlying geometry, are nowadays prominent even if they are rather divisive with respect to the metric and connection based formulations.

There are a plethora of reasons why one should consider GR as a theory of connections (much like Yang-Mills), but historically, and most appealing, is the attempt to also canonically quantise gravity. With the development of gauge theories it was understood that they are dependent on connection 1-
forms ${ }^{1}$ (taking values of the same gauge group) and alongside their conjugate momenta we attempt to analyse their Hamiltonian formulation. It turns out that applying the usual Hamiltonian analysis to GR leads to many problems, for example the fact that the Hamiltonian constraints are non-polynomial in the canonical variables, as well as ordering problems of their respective operators. However, in the 1980s Ashtekar showed $[126,135]$ by extending the (Palatini) action to complex values that the constraints were now closed and polynomial, with the caveat that one has to now impose reality conditions on the metric. ${ }^{2}$ More recently, developments regarding the Jackiw-Teitelboim (JT) gravity [136-138] - a starting point in discussing nonperturbative quantum aspects of (lower dimensional) gravity - were made using its firstorder formulation (e.g. see refs. [139, 140]). All of the above considerations concern quantum phenomena and owe to the fact that the first-order formulation involves momentum independent cubic interactions as opposed to the second-order (or metric) formulation that involves momentum dependent three-point and more vertices [141].

There is a recent effort in describing gravity in a connection-based language that can also be applied to lower energies. Typically, the two variational principles coincide (on-shell) for the Einstein-Hilbert action [45], but when one assumes extensions that include nonminimal couplings with the matter sector or the introduction of higher-order curvature invariants in the theory, the two formalisms lead to wildly different results, that can potentially differentiate between the two formalisms (see ref. [142] for a review). These types of modifications are especially popular in recent inflationary models and appear in a variety of cosmological studies, which are in principle classical but incorporate some quantum phenomena.

In this chapter, we begin by recalling some of the key features of the metric formulation of the EinsteinHilbert action, which are later related and compared to its Palatini formulation. Especially, the derivation of the Einstein field equations is described in great detail for the same reason. Following that, we discuss the Palatini variation and the concept of a metric-affine connection. First we parallelise the discussion of the first- and second-order formulation of gravity with the analogous first- and second-order formulation of Electromagnetism. After that we introduce the notion of a metric-affine space and its primary components, the torsion, metricity and curvature tensors. Then, we are ready to apply the Palatini variation to the Einstein-Hilbert action and derive the complete set of field equations for the dynamical variables in the theory. The point of classical equivalence of the Einstein-Hilbert action between the two formulations is further stressed and is followed by a brief discussion on their possible equivalence at the quantum level.

### 3.1 Metric formalism resivited

The most essential and revolutionary concept in GR, as opposed to Newtonian gravity, is the notion of spacetime. By incorporating the gravitational force into relativity we are led to a generalisation of the Minkowskian spacetime $\left(\mathbb{R}^{4}, \eta\right)$ to a four-dimensional Lorentzian manifold with a Lorentzian (nondegenerate and symmetric) metric, ( $\mathcal{M}, \mathrm{g}$ ), defined at each point $p \in \mathcal{M}$. The idea of a curved manifold is crucial to GR, since it can provide a local description of Euclidean space at each point $p \in \mathcal{M}$ (EEP). Additionally, another assumption is that any test-object with positive mass follows a timelike curve in $\mathcal{M}$, which in the case of free fall is a geodesic.

[^15]The metric tensor at some point can be considered as a matrix $g_{\mu \nu}(p)$ that is dependent on the choice of coordinates. However, due to its symmetry ${ }^{1}\left(g_{[\mu \nu]}=0\right)$ it can be diagonalised and its eigenvalues are coordinate independent. In fact, we can choose a base in which the eigenvalues are +1 and -1 and vary smoothly with $p$. The concept of distances in spacetime is encapsulated in the invariant line element

$$
\begin{equation*}
\mathrm{d} s^{2}=g_{\mu \nu} \mathrm{d} x^{\mu} \otimes \mathrm{d} x^{\nu}, \tag{3.1}
\end{equation*}
$$

with the help of the metric tensor.
Together with the metric tensor, the manifold is also endowed with a connection $\nabla$ that clarifies the idea of parallel transporting data in a curved spacetime. Specifically, it is in the form of a covariant derivative that measures the change of a vector field after being parallel transported in another direction. Think of a curve $\gamma: I \rightarrow \mathcal{M}$ with two vector fields, $u^{\mu}$ and $v^{\mu}$, along that curve. The inner product of $g_{\mu \nu} u^{\mu} v^{\nu}$ changes along the curve $\gamma$

$$
\begin{equation*}
\dot{\gamma}^{\rho} \nabla_{\rho}\left(g_{\mu \nu} u^{\mu} v^{\nu}\right)=\dot{\gamma}^{\rho} u^{\mu} v^{\nu} \nabla_{\rho} g_{\mu \nu}, \tag{3.2}
\end{equation*}
$$

unless $\nabla_{\rho} g_{\mu \nu}=0$. This is known as the metric-compatibility condition. Then, for a Lorentzian metric g there is only one connection that satisfies that condition, the Levi-Civita connection, characterised by its connection coefficients $\Gamma^{\rho}{ }_{\mu \nu}$, known as the Christoffel symbols and are given in terms of the metric tensor as

$$
\begin{equation*}
\Gamma^{\rho}{ }_{\mu \nu}=\frac{1}{2} g^{\rho \sigma}\left(\partial_{\mu} g_{\sigma \nu}+\partial_{\nu} g_{\mu \sigma}-\partial_{\sigma} g_{\mu \nu}\right) \equiv\left\{\mu^{\rho}{ }_{\nu}\right\} . \tag{3.3}
\end{equation*}
$$

Given now a covariant derivative one can define the curvature on the manifold

$$
\begin{equation*}
R_{\mu \nu \rho}{ }^{\sigma} b_{\sigma}=2 \nabla_{[\mu \nu]} b_{\rho}, \tag{3.4}
\end{equation*}
$$

where $b_{\mu}$ is a 1 -form. The rank $(1,3)$ tensor $R_{\mu \nu \rho}{ }^{\sigma}$ is known as the Riemann curvature tensor and has many properties; most important are the following: $R_{\mu \nu \rho}{ }^{\sigma}=-R_{\nu \mu \rho}{ }^{\sigma}, R_{[\mu \nu \rho]}{ }^{\sigma}=0$ and $\nabla_{[\lambda} R_{\mu \nu] \rho}{ }^{\sigma}$ (Bianchi identity). Due to its symmetries the Riemann tensor has $n^{2}\left(n^{2}-1\right) / 12$ independent components ( 20 in $n=4$ dimensions). We pay extra attention to the idea of these tensors on $\mathcal{M}$ in section 3.2 and refer the reader there (and the vast literature on the subject e.g. refs. [143-146]) for more details .

The actual dynamics of gravity are encoded in its Lagrangian that is a scalar function on $\mathcal{M}$. Besides that, we also demand that the Euler-Lagrange equations of the system are up to second order in derivatives of the metric tensor g. ${ }^{2}$ From contracting the Riemann tensor we are provided with a scalar quantity, the Ricci scalar (or scalar curvature)

$$
\begin{equation*}
R \equiv g^{\mu \nu} R_{\mu \nu} \tag{3.5}
\end{equation*}
$$

where $R_{\mu \nu}=g^{\rho \sigma} R_{\mu \rho \nu \sigma}$ is known as the Ricci tensor. Finally, we can consider the action ${ }^{3}$

$$
\begin{equation*}
\mathcal{S}_{E H}[\mathrm{~g} ; \mathcal{V}]=\frac{M_{P}^{2}}{2} \int_{\mathcal{V}} \mathrm{dvol} R[\mathrm{~g}] \tag{3.6}
\end{equation*}
$$

[^16]where $\mathcal{V}$ is a domain of $(\mathcal{M}, \mathrm{g})$ and dvol denotes the infinitesimal volume element generated by the metric field g , which in local coordinates reads dvol $=\sqrt{-g} \mathrm{~d}^{4} x$ (here $g$ denotes $\operatorname{det}\left(g_{\mu \nu}\right)$ ).

## Principle of least Action $\mathcal{E}$ Field equations

According to the Action Principle, also known as the Variational Principle, acceptable solutions of the physical system have to be stationary points of the Lagrangian density. In this way, we derive partial differential equations for the tensor fields, named the Euler-Lagrange equations. These then lead to the equations of motion for the system.

Before we derive the field equations for the Einstein-Hilbert action, let us consider first a compact variation of the metric tensor

$$
\begin{equation*}
\delta g_{\mu \nu}=\left.\frac{\mathrm{d} g_{\mu \nu}(\varepsilon)}{\mathrm{d} \varepsilon}\right|_{\varepsilon=0}, \tag{3.7}
\end{equation*}
$$

where $\varepsilon$ is a small parameter and

$$
\begin{equation*}
g_{\mu \nu}(\varepsilon)=g_{\mu \nu}+\varepsilon \delta g_{\mu \nu}+\mathcal{O}\left(\varepsilon^{2}\right) . \tag{3.8}
\end{equation*}
$$

Note also that, in order to retain $g_{\mu \rho} g^{\nu \rho}=\delta_{\mu}^{\nu}$ at first order in $\varepsilon$, it follows that $g^{\mu \nu}(\varepsilon)=g^{\mu \nu}-\varepsilon \delta g^{\mu \nu}+\mathcal{O}\left(\varepsilon^{2}\right)$. Then, for the field $g_{\mu \nu}$ to be stationary in $\mathcal{S}$ for any compact variation $g_{\mu \nu}(\varepsilon)$ it suffices that

$$
\begin{equation*}
\left.\frac{\mathrm{d} \mathcal{S}(\varepsilon)}{\mathrm{d} \varepsilon}\right|_{\varepsilon=0} \equiv \frac{\delta \mathcal{S}}{\delta g_{\mu \nu}}=0 \tag{3.9}
\end{equation*}
$$

where we adopted the shorthand notation $\mathcal{S}(\varepsilon) \equiv \mathcal{S}\left[g_{\mu \nu}(\varepsilon) ; \mathcal{V}\right]$.
Let us apply the above procedure in the case of the Einstein-Hilbert action, while also disregarding the proportionality constant $M_{P}^{2} / 2$ for the time being. For the volume element we trivially obtain

$$
\begin{equation*}
\delta(\mathrm{dvol})=\frac{1}{2} \mathrm{~d}^{4} x \sqrt{-g} g^{\mu \nu} \delta g_{\mu \nu}=-\frac{1}{2} \mathrm{~d}^{4} x \sqrt{-g} g_{\mu \nu} \delta g^{\mu \nu} . \tag{3.10}
\end{equation*}
$$

Therefore, by distributing the variation for the Ricci scalar as $\delta R=\delta g^{\mu \nu} R_{\mu \nu}+g^{\mu \nu} \delta R_{\mu \nu}$ we obtain:

$$
\begin{equation*}
\frac{\delta \mathcal{S}_{E H}}{\delta g^{\mu \nu}}=\int_{\mathcal{V}} \mathrm{d}^{4} x \sqrt{-g}\left\{R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R\right\} \delta g^{\mu \nu}+\int_{\mathcal{V}} \mathrm{d}^{4} x \sqrt{-g} g^{\mu \nu} \delta R_{\mu \nu} \tag{3.11}
\end{equation*}
$$

Let us ignore the second integral at this moment; we show later that it is a total derivative and does not contribute to the equations of motion of the system. If we also allow for the possibility of matter fields living on the gravitational background we can extend the total action describing the system by

$$
\begin{equation*}
\mathcal{S}_{\mathrm{tot}}=\mathcal{S}_{E H}+\mathcal{S}_{m}, \tag{3.12}
\end{equation*}
$$

phenomena, e.g. black holes, they can safely set $c=1=G$, incidentally equating mass with length dimension. However, by fixing $\hbar=1$ allows us to rewrite the dimensional factor as

$$
\frac{\hbar c}{8 \pi G} \equiv M_{P}^{2}
$$

known as the (reduced) Planck mass. It is then better to set $c=1=\hbar$. Lastly, the fixing of $c=\hbar=G=1$ seems nonsensical, seeing that all of the dimensionful parameters in the theory are now eliminated alongside with our ability to apply dimensional analysis.
where $\mathcal{S}_{m}[\phi, \mathrm{~g}]=\int \mathrm{d}^{4} x \sqrt{-g} \mathscr{L}_{m}[\phi, \mathrm{~g}]$ denotes the matter action over a configuration of fields denoted collectively by $\phi$. Likewise, we can write the variation of the matter action as

$$
\begin{equation*}
\frac{\delta \mathcal{S}_{m}}{\delta g^{\mu \nu}}=\int_{\mathcal{V}} \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{\partial \mathscr{L}_{m}}{\partial g^{\mu \nu}}-\frac{1}{2} g_{\mu \nu} \mathscr{L}_{m}\right\} \delta g^{\mu \nu} \tag{3.13}
\end{equation*}
$$

and define the energy-momentum tensor that describes the energy density and momentum distribution of the system as

$$
\begin{equation*}
T_{\mu \nu} \equiv \frac{2}{\sqrt{-g}} \frac{\delta \mathcal{S}_{m}}{\delta g^{\mu \nu}}=\frac{\partial \mathscr{L}_{m}}{\partial g^{\mu \nu}}-\frac{1}{2} g_{\mu \nu} \mathscr{L}_{m} . \tag{3.14}
\end{equation*}
$$

Note that the tensor is symmetric by construction - a fundamental feature of matter fields. Finally, we are led to the Einstein field equations, which read

$$
\begin{equation*}
G_{\mu \nu}(\{ \}) \equiv R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R=T_{\mu \nu} \tag{3.15}
\end{equation*}
$$

where we should point out that the Einstein tensor $G_{\mu \nu}$ is dependent entirely on the metric denoted by the short-hand notation $\}$ of the Christoffel symbols (3.3). Notice that by means of the Bianchi identity $\nabla^{\mu} G_{\mu \nu}=0$ the divergence of the energy-momentum tensor implicitly vanishes, $\nabla^{\mu} T_{\mu \nu}=0$.

Equation (3.15) is the central point in understanding the dynamics of different systems describing gravitational interactions. In order to do that we have to solve the system of differential equations, either by numerical methods or by imposing even more constraints on the allowed symmetry of the system at hand. Historically, by following the second way, cosmological solutions (FRW metric) were found that are capable of describing the dynamics of the cosmos and also black hole solutions (e.g. Schwarzschild metric). The case of cosmological solutions, specifically the FRW metric, plays a crucial role in understanding inflation and as such it is discussed in detail in a previous ch. 2.

## The York-Gibbons-Hawking term

Let us return to the second integral in the RHS of eq. (3.11). We need the variation of the Ricci tensor, which after using the Palatini identity yields

$$
\begin{equation*}
\delta R_{\mu \nu}=\nabla_{\rho}\left(\delta \Gamma^{\rho}{ }_{\mu \nu}\right)-\nabla_{\nu}\left(\delta \Gamma^{\rho}{ }_{\mu \rho}\right) . \tag{3.16}
\end{equation*}
$$

A way to see why this is the case is to think of a point $p \in \mathcal{M}$ where the Christoffel symbols vanish. The total variation of the connection coefficients reads

$$
\begin{equation*}
\delta \Gamma^{\rho}{ }_{\mu \nu}=\frac{1}{2} g^{\rho \sigma}\left(\nabla_{\mu} \delta g_{\sigma \nu}+\nabla_{\nu} \delta g_{\mu \sigma}-\nabla_{\sigma} \delta g_{\mu \nu}\right) . \tag{3.17}
\end{equation*}
$$

Then, after some manipulation of the indices and using the metric-compatibility condition it is straightforward to show that

$$
\begin{equation*}
\int_{\mathcal{M}} \mathrm{d}^{4} x \sqrt{-g} g^{\mu \nu} \delta R_{\mu \nu}=\int_{\mathcal{M}} \mathrm{d}^{4} x \sqrt{-g} \nabla_{\mu}\left(g^{\mu \nu} \delta \Gamma^{\rho}{ }_{\rho \nu}-g^{\nu \sigma} \delta \Gamma^{\mu}{ }_{\nu \sigma}\right) \equiv \int_{\mathcal{M}} \mathrm{d}^{4} x \sqrt{-g} \nabla_{\mu} V^{\mu}, \tag{3.18}
\end{equation*}
$$

where $V^{\mu}$ is a vector field in $\mathcal{M}$. By means of the Stokes theorem we can express the resulting integral as

$$
\begin{equation*}
\int_{\mathcal{M}} \mathrm{d}^{4} x \sqrt{-g} \nabla_{\mu} V^{\mu}=\oint_{\partial \mathcal{M}} \mathrm{d} \Sigma_{\mu} V^{\mu}=\oint_{\partial \mathcal{M}} \epsilon V^{\mu} n_{\mu} \sqrt{|\operatorname{det}(h)|} \mathrm{d}^{3} x^{\prime} \tag{3.19}
\end{equation*}
$$

We denote by $n_{\mu}$ the unit normal to $\partial \mathcal{M}$, and $g_{\mu \nu}=\epsilon n_{\mu} n_{\nu}+h_{\mu \nu}$ with $h_{\mu \nu}$ playing the role of the induced metric on the boundary. Here $\epsilon=n^{\mu} n_{\mu}$ is $+1(-1)$ if $\partial \mathcal{M}$ is timelike (spacelike).

Next, we assume that the variation of the metric field vanishes on the boundary, meaning $\left.\delta g^{\mu \nu}\right|_{\partial \mathcal{M}}=0$, and therefore its covariant derivatives become simple derivatives. After some tedious manipulation of the indices one can show that the integral becomes

$$
\begin{equation*}
\oint_{\partial \mathcal{M}} \epsilon V^{\mu} n_{\mu} \sqrt{|\operatorname{det}(h)|} \mathrm{d}^{3} x^{\prime}=-\oint_{\partial \mathcal{M}} \epsilon h^{\mu \nu}\left(\partial_{\rho} \delta g_{\mu \nu}\right) n^{\rho} \sqrt{|\operatorname{det}(h)|} \mathrm{d}^{3} x^{\prime} . \tag{3.20}
\end{equation*}
$$

Therefore, in order to properly define the compact variation of the Einstein-Hilbert action the boundary term, known as the YGH term [149, 150] has to be added, such that this contribution is exactly canceled. It is not difficult to see that the above term is the variation of $\delta\left(\nabla_{\mu} n^{\mu}\right)$, and thus the desired term reads

$$
\begin{equation*}
\mathcal{S}_{Y G H}=\oint_{\partial \mathcal{M}} \mathrm{d}^{3} x \sqrt{|\operatorname{det}(h)|} \epsilon K=\oint_{\partial \mathcal{M}} \mathrm{d}^{3} x \sqrt{|\operatorname{det}(h)|} \epsilon \nabla_{\mu} n^{\mu}, \tag{3.21}
\end{equation*}
$$

where $K$ is the trace of the intrinsic curvature.
Even though the addition of this term has incredible physical significance we are not interested in its application in this work. Furthermore, it will become apparent that in its first-order formulation the YGH term is redundant with respect to the completeness of the variational principle.

### 3.2 Palatini variation

In the first-order or Palatini formulation of gravity the metric and the connection do not have an a priori dependence on one another. In other words, the connection coefficients $\Gamma^{\rho}{ }_{\mu \nu}$ are not necessarily given by the Levi-Civita condition (3.3), but instead they are dynamically obtained at the level of the equations of motion, since now the action includes two dynamical degrees of freedom, namely the metric field and the connection. This particular idea falls under the class of metric-affine spaces, in which unlike other generalised connections, they allow for metric-compatibility and torsion.

## Analogy with tree-level Yang-Mills theory

Before discussing further the concept of metric-affine spaces, let us provide a brief comparison with the first-order formulation of a Yang-Mills (YM) theory. In its first-order formulation, the Lagrangian for a free $S U(2)$ Yang-Mills field reads

$$
\begin{equation*}
\mathscr{L}_{Y M}=\frac{1}{4} F^{a}{ }_{\mu \nu} F^{a \mu \nu}-\frac{1}{2} F^{a}{ }_{\mu \nu}\left(\partial^{\mu} A^{a \nu}-\partial^{\nu} A^{a \mu}+g f^{a b c} A^{b \mu} A^{c \nu}\right), \tag{3.22}
\end{equation*}
$$

where at this point the fields $A^{a}$ and $F^{a}$ are assumed to be completely independent and dynamical variables of the system. Here, $g$ is the coupling constant and $f^{a b c}$ are the structure constants. Then, variation of the Lagrangian gives rise to the following equations of motion

$$
\begin{gather*}
\partial_{\mu} F^{a \mu \nu}=0,  \tag{3.23}\\
F^{a}{ }_{\mu \nu}=\partial_{\mu} A^{a}{ }_{\nu}-\partial_{\nu} A^{a}{ }_{\mu}+g f^{a b c} A^{b}{ }_{\mu} A^{c}{ }_{\nu} . \tag{3.24}
\end{gather*}
$$

Combining the two equations we are led to the same equation that describes the same classical dynamics with its usual (second-order) formulation, on-shell. Also, both formulations are invariant under local gauge transformations of the form:

$$
\begin{equation*}
\delta F^{a}{ }_{\mu \nu}=g f^{a b c} F^{b}{ }_{\mu \nu} \theta^{c}, \quad \delta A^{a}{ }_{\mu}=\partial_{\mu} \theta^{a}+g f^{a b c} A^{b}{ }_{\mu} \theta^{c} . \tag{3.25}
\end{equation*}
$$

Notice the parallels between the YM theory and GR, in which the role of $A^{a}$ is played by the metric tensor $g$ and the one of the field-strength $F^{a}$ by the connection $\Gamma$. In the case of the interacting YM theory we have to make further assumptions, e.g. that the interacting Lagrangian is explicitly independent of $\partial A^{a}$ such that the Noether current is unaffected. Equivalently, by considering interactions between (Palatini) gravity and matter fields we are led to assumptions regarding the underlying geometry of that theory as well.

There is a point to be made regarding the path integral quantisation of these two formulations, specifically for the case of the Yang-Mills field. The form of the Lagrangian (3.22) suggests that we should expect two propagators $(A A)$ and $(F F)$, alongside a mixed propagator $(A F)$ and a vertex $\langle A A F\rangle$. However, if we perform a shift of

$$
\begin{equation*}
F_{\mu \nu}^{a} \longrightarrow F_{\mu \nu}^{a}+\left(\partial_{\mu} A_{\nu}^{a}-\partial_{\nu} A_{\mu}^{a}+g f^{a b c} A_{\mu}^{b} A_{\nu}^{c}\right), \tag{3.26}
\end{equation*}
$$

the path integral becomes, neglecting the ghost-fixing terms, [151-153]

$$
\begin{equation*}
\int\left[\mathcal{D} A^{a}{ }_{\mu}\right]\left[\mathcal{D} F^{a}{ }_{\mu \nu}\right] \exp \left(i \int \mathrm{~d}^{d} x\left(\frac{1}{4} F^{a}{ }_{\mu \nu} F^{a \mu \nu}+\mathscr{L}_{Y M}^{(\mathrm{II})}\left[A^{a}\right]\right)\right) \tag{3.27}
\end{equation*}
$$

where $\mathscr{L}_{Y M}^{(\mathrm{II})}$ denotes the second-order formulation implicitly dependent solely on $A^{a}$.
Then, the integral over $F^{2}$ decouples, recovering the known path integral for the Yang-Mills theory. In this case, we obtain two propagators of $(A A)$ and $(F F)$ alongside two vertices $\langle A A A\rangle$ and $\langle A F F\rangle$, but there is not a mixed propagator of the vector potential and the field strength. Thus, by performing a different kind of shift we can in principle exploit the fact that we can "change" the Feynman rules in YM, and apply it in GR. This subject is beyond the scope of this work, however some aspects of path integral quantisation will be raised in a following section.

## Metric-affine spaces

A metric-affine space is defined by $(\mathcal{M}, \mathrm{g}, \nabla)$, where $\mathcal{M}$ is a differentiable manifold with a metric $g$ and a linear connection $\nabla$ (e.g. see ref. [154]). ${ }^{1}$ Formally, the affine connection is defined as the map [155]

$$
\begin{equation*}
\nabla: \Gamma(T \mathcal{M}) \times \Gamma(T \mathcal{M}) \rightarrow \Gamma(T \mathcal{M}) \tag{3.28}
\end{equation*}
$$

where $\Gamma(T \mathcal{M})$ denotes the collection of vector fields on $\mathcal{M}$. The idea is to connect information about tensor fields evaluated at one point $p \in \mathcal{M}$ with their values at some other point, say $q \in \mathcal{M}$. At any point $p \in \mathcal{M}$ we can define the connection coefficients on the tangent bundle $T_{p} \mathcal{M}$ in a coordinate basis $e_{\mu}$ as follows

$$
\begin{equation*}
\nabla_{e_{\mu}} e_{\nu}=\Gamma_{\mu \nu}^{\rho} e_{\rho} \tag{3.29}
\end{equation*}
$$

where $\Gamma^{\rho}{ }_{\mu \nu}$ are the components of the connection or connection coefficients. To relieve some of the notation we adopt the usual notation of $\nabla_{\mu} \equiv \nabla_{\epsilon_{\mu}}$.

The connection satisfies the following conditions

$$
\begin{align*}
\nabla_{X}(Y+Z) & =\nabla_{X} Y+\nabla_{X} Z  \tag{3.30}\\
\nabla_{(f X+h Y)} Z & =f \nabla_{X} Z+h \nabla_{Y} Z  \tag{3.31}\\
\nabla_{X}(f Y) & =f \nabla_{X} Y+\left(\nabla_{X} f\right) Y \tag{3.32}
\end{align*}
$$

[^17]where $X, Y, Z$ are vectors on $\mathcal{M}$ and $f, h$ are smooth real-valued functions. To touch base with the usual definition of the connection in GR, we apply the covariant derivative as:
\[

$$
\begin{equation*}
\nabla_{X} Y=\nabla_{X}\left(Y^{\mu} \epsilon_{\mu}\right)=X^{\nu} \epsilon_{\nu} Y^{\mu} \epsilon_{\mu}+X^{\nu} Y^{\mu} \nabla_{\nu} \epsilon_{\mu}=X^{\nu}\left(\epsilon_{\nu} Y^{\mu}+\Gamma_{\rho \nu}^{\mu} Y^{\rho}\right) \epsilon_{\mu} \tag{3.33}
\end{equation*}
$$

\]

Since $X^{\nu}$ can be factored out we denote $\nabla_{X} Y=\nabla_{\nu} Y$. Finally, if we assume a coordinates basis with $\epsilon_{\mu}=\partial_{\mu}$ we can write it in components:

$$
\begin{equation*}
\nabla_{\nu} Y^{\mu}=\partial_{\nu} Y^{\mu}+\Gamma^{\mu}{ }_{\rho \nu} Y^{\rho} . \tag{3.34}
\end{equation*}
$$

The action of the covariant derivative can be unambiguously generalised to tensor fields of general rank $(p, q)$ in the following way

$$
\begin{gather*}
\nabla_{\rho} T^{\mu_{1} \mu_{2} \ldots \mu_{p}}{ }_{\nu_{1} \nu_{2} \ldots \nu_{q}}=\partial_{\rho} T^{\mu_{1} \mu_{2} \ldots \mu_{p}}{ }_{\nu_{1} \nu_{2} \ldots \nu_{q}}+\Gamma_{\rho \sigma}^{\mu_{1}} T^{\sigma \mu_{2} \ldots \mu_{p}}{ }_{\nu_{1} \nu_{2} \ldots \nu_{q}}+\ldots+\Gamma_{\rho \sigma}^{\mu_{\rho}} T^{\mu_{1} \mu_{2} \ldots \mu_{p-1} \sigma}{ }_{\nu_{1} \nu_{2} \ldots \nu_{q}}+ \\
-\Gamma_{\rho \nu_{1}}^{\sigma} T^{\mu_{1} \mu_{2} \ldots \mu_{p}}{ }_{\sigma \nu_{2} \ldots \nu_{q}}-\ldots-\Gamma_{\rho \nu_{q}}^{\sigma} T^{\mu_{1} \mu_{2} \ldots \mu_{p}}{ }_{\nu_{1} \nu_{2} \ldots \nu_{q-1} \nu_{q}} . \tag{3.35}
\end{gather*}
$$

For every upstairs index we get a contribution of $\Gamma T$, while for a downstairs one we obtain $-\Gamma T$, with the appropriate index contraction.

## Torsion

It is straightforward to show that the connection is not in fact a tensor itself. However, two other tensors can be defined from it. One of them is a rank $(1,2)$ tensor, the torsion tensor, defined through its action on $X, Y \in \Gamma(T \mathcal{M})$ and 1-form $\omega \in \Lambda^{1}(\mathcal{M})$ as [156]

$$
\begin{equation*}
T(\omega ; X, Y)=\omega\left(\nabla_{X} Y-\nabla_{Y} X-[X, Y]\right) . \tag{3.36}
\end{equation*}
$$

In coordinate basis $e_{\mu}=\partial_{\mu}$ and dual basis $a^{\mu}=\mathrm{d} x^{\mu}$ we can rewrite it as:

$$
\begin{equation*}
T^{\rho}{ }_{\mu \nu}=a^{\rho}\left(\nabla_{\mu} \epsilon_{\nu}-\nabla_{\nu} \epsilon_{\mu}-\left[\epsilon_{\mu}, \epsilon_{\nu}\right]\right)=\Gamma^{\rho}{ }_{\mu \nu}-\Gamma^{\rho}{ }_{\nu \mu}=2 \Gamma_{[\mu \nu]}^{\rho}, \tag{3.37}
\end{equation*}
$$

where we used $\left[\partial_{\mu}, \partial_{\nu}\right]=0$. The torsion tensor is manifestly antisymmetric in its lower indices and manifolds that are torsion-free, i.e. the torsion tensor vanishes, admit an additional symmetry of the connection, namely $\Gamma^{\rho}{ }_{[\mu \nu]}=0$. However, it should be stressed that this potential symmetry relies on the condition that the commutator of the basis vectors on $T_{p} \mathcal{M}$ vanishes.

There is a simple example that further illustrates the significance of torsion on the manifold. Suppose two vectors $X, Y \in T_{p} \mathcal{M}$ with coordinates $x^{\mu}$; then we can write $X=X^{\mu} \partial_{\mu}$ and $Y=Y^{\mu} \partial_{\mu}$. Starting from some point $p \in \mathcal{M}$ we can construct two other points very close to $p$, say $p_{1}$ and $p_{2}$, using the vectors $X, Y$; these are:

$$
\begin{equation*}
\left(p_{1}\right): x^{\mu}+X^{\mu} \varepsilon, \quad\left(p_{2}\right): x^{\mu}+Y^{\mu} \varepsilon \tag{3.38}
\end{equation*}
$$

where $\varepsilon$ is an infinitesimal parameter. Next, we parallel transport the vectors with respect to each other, forming new vectors with components

$$
\begin{equation*}
X^{\prime}=\left(X^{\mu}-\varepsilon \Gamma^{\mu}{ }_{\nu \rho} Y^{\nu} X^{\rho}\right) \partial_{\mu}, \quad Y^{\prime}=\left(Y^{\mu}-\varepsilon \Gamma^{\mu}{ }_{\mu \rho} X^{\nu} Y^{\rho}\right) \partial_{\mu} . \tag{3.39}
\end{equation*}
$$

These new vectors form two new points, $q_{1}$ and $q_{2}$ respectively; their coordinates are

$$
\begin{align*}
& \left(q_{1}\right): x^{\mu}+\left(X^{\mu}+Y^{\mu}\right) \varepsilon-\varepsilon^{2} \Gamma^{\mu}{ }_{\nu \rho} Y^{\nu} X^{\rho},  \tag{3.40}\\
& \left(q_{2}\right): x^{\mu}+\left(X^{\mu}+Y^{\mu}\right) \varepsilon-\varepsilon^{2} \Gamma^{\mu}{ }_{\nu \rho} X^{\nu} Y^{\rho} . \tag{3.41}
\end{align*}
$$

Then we can see that the difference of the two resulting vectors is

$$
\begin{equation*}
\propto\left(T^{\rho}{ }_{\mu \nu}\right) X^{\mu} Y^{\nu} . \tag{3.42}
\end{equation*}
$$

Therefore, we can think of the torsion tensor as a "measurement" of the (in)ability of the (infinitesimal) parallelogram to close. This point is further illustrated in fig. 3.1.


Figure 3.1: The infinitesimal parallelogram formed by parallel transporting vectors $X$ and $Y$ along each other, and its non-closure due to nonvanishing torsion.

Another subtle point is that if we include matter on the manifold, which is the main goal of this work, the covariant derivatives do not commute; especially for a scalar field

$$
\begin{equation*}
\nabla_{[\mu} \nabla_{\nu]} \phi \propto T^{\rho}{ }_{\mu \nu} \nabla_{\rho} \phi \tag{3.43}
\end{equation*}
$$

There has been a large amount of work on theories based on torsion. Historically, torsion was first considered to be directly sourced by spin. This was first seen in the works of Cartan and later by Kibble [157] and Sciamma [158]. The Einstein-Cartan-Kibble-Sciamma theory [159] is one of the most fundamentally sound attempt to include spin-matter fields. Since then, more works have been put forth starting as modifications to what is known as the teleparallel equivalent of $\mathrm{GR}^{1}$ [160], like the $f(T)$ gravity (see ref. [161] and references therein), in which $T$ is the trace of the torsion tensor assuming the role of the gravitational field. These works are primarily focused on cosmology and as such remain classical in nature, but provide a meaningful test of these theories against the best available cosmological data with the added possibility of falsifying them in the future. In these works (and others related also to nonmetricity) we frequently meet the torsion tensor in linear combinations, such as the contorsion tensor defined by

$$
\begin{equation*}
K_{\mu \nu}{ }^{\rho} \equiv T_{\mu}{ }^{\rho}{ }_{\nu}-T^{\rho}{ }_{\mu \nu}-T_{\mu \nu}{ }^{\rho}, \tag{3.44}
\end{equation*}
$$

or through some of its contractions or trace. The subject of torsion is impressively deep, along with its applications, however we refrain from discussing it further, after all in the next chapter (ch. 4) where we apply the same formalism to inflation, we manage to circumvent the issue of torsion altogether.

[^18]
## (Non)Metricity

Following what we have discussed in previous sections, one can impose another condition known as the metricity or metric-compatibility condition, requiring that the affine connection "covariantly preserves" the metric

$$
\begin{equation*}
\nabla_{X}(\mathrm{~g})=0 \quad \Longrightarrow \quad \partial_{\rho} g_{\mu \nu}-\Gamma^{\sigma}{ }_{\rho \mu} g_{\sigma \nu}-\Gamma^{\sigma}{ }_{\rho \nu} g_{\mu \sigma}=0 . \tag{3.45}
\end{equation*}
$$

That is the sole condition imposed on the affine connection in the original works of Cartan. It ensures that the inner product of two vectors is invariant under parallel transport over any curve, which is also a consequence of the EEP.

Since the connection is a tensor it must obey the Leibniz rule (linearity) and therefore it satisfies

$$
\begin{equation*}
\nabla(X \otimes Y)=(\nabla X) \otimes Y+X \otimes(\nabla Y) \tag{3.46}
\end{equation*}
$$

Then, we can also say $\nabla_{\mu} X^{\nu}=(\nabla X)_{\mu}{ }^{\nu}$ and consider $\nabla X$ as a rank $(1,1)$ tensor. Therefore we have,

$$
\begin{equation*}
g_{\rho \nu} \nabla_{\mu} X^{\nu}=g_{\rho \nu}(\nabla X)_{\mu}^{\rho}=(\nabla X)_{\mu \nu}=\nabla_{\mu} X_{\nu}, \tag{3.47}
\end{equation*}
$$

but also,

$$
\begin{equation*}
\nabla_{\mu} X_{\nu}=\nabla_{\mu}\left(g_{\rho \nu} X^{\rho}\right)=g_{\rho \nu} \nabla_{\mu} X^{\rho}+\left(\nabla_{\mu} g_{\rho \nu}\right) X^{\rho} . \tag{3.48}
\end{equation*}
$$

Clearly now for this to be consistent we must require that the nonmetricity tensor vanishes, namely $Q_{\rho \mu \nu} \equiv$ $\nabla_{\rho} g_{\mu \nu}=0$. In fact, this is another way of applying the metricity condition, since we assume that the metric is able to relate covectors and contravectors. Further than that, in a topological space we can have more than one connection but only one of them is going to be compatible with the metric if we also require $\Gamma^{\rho}{ }_{[\mu \nu]}=0$.


Figure 3.2: Variation of the length of a vector $X$ as is transported along a path, due to the nonvanishing of the nonmetricity tensor.

Similar to torsion, there are (classical) theories being developed that attempt to describe gravitational interactions using only the nonmetricity tensor. ${ }^{1}$ The studies are also focused mainly on cosmology and testing the theories against observational data [162]. A general class of them is dubbed $f(Q)$ gravity theories [163] and is described by a general function of the trace of the nonmetricity tensor $Q$, which is given by

$$
\begin{equation*}
Q=-g^{\mu \nu}\left(L^{\rho}{ }_{\sigma \mu} L^{\sigma}{ }_{\nu \rho}-L^{\rho}{ }_{\sigma \rho} L^{\sigma}{ }_{\mu \nu}\right), \tag{3.49}
\end{equation*}
$$

where

$$
\begin{equation*}
L^{\rho}{ }_{\mu \nu} \equiv \frac{1}{2} g^{\rho \sigma}\left(Q_{\sigma \mu \nu}-Q_{\mu \sigma \nu}-Q_{\nu \sigma \mu}\right) \tag{3.50}
\end{equation*}
$$

[^19]defines the disformation. In these theories the torsion tensor and the curvature are "turned off", which defines the covariant derivative on $\mathcal{M}$. This is usually done by implementing Lagrange multipliers in the theory.

## Curvature: Riemann tensor and its contractions

For the sake of completeness let us include the other tensor we can build out of the connection. That is a rank $(1,3)$ tensor that we have already briefly covered, the curvature tensor, known also as the Riemann tensor defined as the action on $X, Y, Z \in \Gamma(T \mathcal{M})$ and $\omega \in \Lambda^{1}(\mathcal{M})$

$$
\begin{equation*}
R(\omega ; X, Y, Z)=\omega\left(\nabla_{X} \nabla_{Y} Z-\nabla_{Y} \nabla_{X} Z-\nabla_{[X, Y]} Z\right) \tag{3.51}
\end{equation*}
$$

In components it reads $R^{\rho}{ }_{\sigma \mu \nu}=R\left[a^{\rho} ; \epsilon_{\sigma}, \epsilon_{\mu}, \epsilon_{\nu}\right]$, and with $\epsilon_{\mu}=\partial_{\mu}$ and $a^{\mu}=\mathrm{d} x^{\mu}$ it is expressed as

$$
\begin{equation*}
R^{\rho}{ }_{\sigma \mu \nu}=\partial_{\mu} \Gamma^{\rho}{ }_{\nu \sigma}-\partial_{\nu} \Gamma^{\rho}{ }_{\mu \sigma}+\Gamma^{\lambda}{ }_{\nu \sigma} \Gamma^{\rho}{ }_{\mu \lambda}-\Gamma^{\lambda}{ }_{\mu \sigma} \Gamma^{\rho}{ }_{\nu \lambda}, \tag{3.52}
\end{equation*}
$$

where once again $\left[\partial_{\mu}, \partial_{\nu}\right]=0$ was used. Notice that the Riemann tensor is antisymmetric in its last two indices $R^{\rho}{ }_{\sigma(\mu \nu)}=0$ if the torsion tensor vanishes.

From the Riemann tensor we can build the Ricci tensor by contraction, namely

$$
\begin{equation*}
R^{\rho}{ }_{\mu \rho \nu} \equiv R_{\mu \nu}, \tag{3.53}
\end{equation*}
$$

with $R_{[\mu \nu]}=0$ again attributed to the vanishing of the torsion tensor. Next, by contracting the last two indices with the metric tensor the scalar curvature on the manifold is formed, known also as the Ricci scalar - given by $R \equiv g^{\mu \nu} R_{\mu \nu}$ - which takes the spotlight in GR and has an essential role in the theories proposed to modify GR; discussed in detail in the next chapter.

If we allow for a general transformation of the form $\Gamma^{\rho}{ }_{\mu \nu} \mapsto \Gamma^{\rho}{ }_{\mu \nu}+\hat{\Gamma}_{\mu \nu}^{\rho}$ that relate two different (metric-affine) connections, the Riemann tensor transforms as

$$
\begin{equation*}
R^{\rho}{ }_{\sigma \mu \nu}(\Gamma) \longrightarrow R^{\rho}{ }_{\sigma \mu \nu}(\Gamma)+2 \hat{\Gamma}^{\rho}{ }_{[\mu \mid \lambda} \hat{\Gamma}^{\lambda}{ }_{\nu] \sigma}+2 \nabla_{[\mu} \hat{\Gamma}^{\rho}{ }_{\nu] \sigma}+T^{\lambda}{ }_{\mu \nu} \hat{\Gamma}^{\rho}{ }_{\lambda \sigma} . \tag{3.54}
\end{equation*}
$$

Likewise, the torsion and nonmetricity tensors become

$$
\begin{gather*}
T^{\rho}{ }_{\mu \nu}(\Gamma) \longrightarrow T^{\rho}{ }_{\mu \nu}(\Gamma)+2 \hat{\Gamma}^{\rho}{ }_{[\mu \nu]},  \tag{3.55}\\
Q_{\rho \mu \nu}(\mathrm{g}, \Gamma) \longrightarrow Q_{\rho \mu \nu}(\mathrm{g}, \Gamma)-2 \hat{\Gamma}_{(\mu|\rho| \nu)} . \tag{3.56}
\end{gather*}
$$

## A menagerie of geometrical spaces and theories

All of the above can muddle the perception of the underlying geometry of a gravitational theory. In fig. 3.3 we hope to address any misconceptions and illustrate how these spaces correspond to GR, at least diagrammatically. We start with the most general concept of a general metric-affine space $(\mathcal{M}, \mathrm{g}, \nabla)$ with a nonzero torsion and nonmetricity tensor, $T \neq 0 \neq Q$. Historically, by assuming the metric-compatibility condition, $Q=0$, we are led to the (Riemann-)Cartan spaces. Even further, by switching off the torsional contribution GR is recovered, or (pseudo-)Riemannian spaces in general. On the other hand, the condition that $R=0$, alongside the condition of metric-compatibility, produces the Weitzenböck spaces, in which the original notion of teleparallism was born by Einstein some years after his proposal of GR. A metricaffine space with vanishing torsion, $T=0$ is known as a Weyl space. Clearly, if we also impose that $Q=0$ we once more obtain a Riemann space. Finally, any Riemann space with zero curvature is a Euclidean or flat space.


Figure 3.3: A diagrammatic representation of the connection between the geometrical spaces discussed in this chapter and their relation to the general metric-affine space.

As far as GR is concerned there exist equivalent representations following the definitions given in fig. 3.3. The equivalence is based on classical phenomena (currently), and holds only in vacuum, meaning no interactions, minimal or nonminimal, with other matter fields. In fig. 3.4, the equivalence between the different formulations is depicted by the arrows. Incredibly, all of them allow for a massless spin-2 field (graviton) respecting the equivalence principle. This topic is beyond the scope of this work and as such we refer the reader for more details to ref. [164] and references therein. It suffices to say that there is an extensive literature on generalisations of each of these equivalent descriptions considering modifications and extensions to them, similar to modifications of GR.


Figure 3.4: The equivalent representations of GR expressed solely in terms of torsion or nonmetricity. The first-order formulation of $G R$ is not intrinsically an equivalent representation but a reparametrisation of the gravitational degrees of freedom. The above diagram holds only at tree-level.

## Variational Principle $\mathcal{E}$ dynamical generation of Levi-Civita connection

After being acquainted with the concept of a metric-affine connection, let us apply this idea to the Einstein-Hilbert action. In this case it reads as

$$
\begin{equation*}
\mathcal{S}_{E H}[\mathrm{~g}, \Gamma]=\frac{M_{P}^{2}}{2} \int \mathrm{~d}^{4} x \sqrt{-g} g^{\mu \nu} R_{\mu \nu}(\Gamma), \tag{3.57}
\end{equation*}
$$

where the scalar curvature is split into its metric-dependent part, $\sqrt{-g} g^{\mu \nu}$, and the one purely dependent on the connection (and its derivatives) $R_{\mu \nu}(\Gamma)$. The action contains two (potentially) dynamical degrees of freedom, the metric and the connection, and thus we have to consider variation of the action with respect to both.

Since the connection is not the Levi-Civita, the symmetries of the Riemann tensor do not hold in general. This means that there is actually multiple ways to construct the Ricci tensor. In fact, there are two ways to contract the indices of the Riemann tensor

$$
\begin{equation*}
R_{\mu \nu}=R^{\rho}{ }_{\mu \rho \nu} \quad \text { and } \quad \bar{R}_{\mu \nu} \equiv R_{\rho \mu \nu}^{\rho} . \tag{3.58}
\end{equation*}
$$

The first is the one used in conventional GR, defined as

$$
\begin{equation*}
R_{\mu \nu}=2 \partial_{[\rho} \Gamma^{\rho}{ }_{\mu \mid \nu]}+2 \Gamma^{\rho}{ }_{\sigma[\rho} \Gamma^{\sigma}{ }_{\mu \mid \nu]}, \tag{3.59}
\end{equation*}
$$

while the other one is given by

$$
\begin{equation*}
\bar{R}_{\mu \nu}=2 \partial_{[\mu} \Gamma^{\rho}{ }_{\rho \mid \nu]} . \tag{3.60}
\end{equation*}
$$

Since the metric tensor is symmetric $g_{[\mu \nu]}=0$, the second Ricci tensor vanishes by contracting with the metric, i.e. $\bar{R} \equiv 2 g^{(\mu \nu)} \bar{R}_{\mu \nu}=0$. Therefore, the Ricci scalar is uniquely constructed in this case as well, by $R=g^{\mu \nu} R_{\mu \nu}$. Obviously there are more contractions of the Riemann tensor, such as $R_{\mu}{ }^{\rho}{ }_{\rho \nu}$, but involve the metric tensor, and eventually lead to the same unique definition of the Ricci scalar [142].

## Field equations

Firstly, let us consider the variation of the action (3.57) with respect to the metric field. Since the Ricci tensor is independent of the metric we obtain:

$$
\begin{equation*}
\delta_{g}\left(\sqrt{-g} g^{\mu \nu} R_{\mu \nu}\right)=\left\{\left(\delta_{g} \sqrt{-g}\right) g^{\mu \nu}+\sqrt{-g} \delta_{g}\left(g^{\mu \nu}\right)\right\} R_{\mu \nu} \tag{3.61}
\end{equation*}
$$

where we used for brevity the shorthand notation $\delta_{g} \equiv \delta / \delta g^{\mu \nu}$. It is then straightforward to show that we obtain the field equations

$$
\begin{equation*}
G_{\mu \nu}(\mathrm{g}, \Gamma)=R_{\mu \nu}(\Gamma)-\frac{1}{2} g_{\mu \nu} R(\mathrm{~g}, \Gamma)=0 . \tag{3.62}
\end{equation*}
$$

At this point, the Einstein tensor is dependent on the metric tensor and the connection $\Gamma$. Suppose that we include matter fields living on the background that are also explicitly independent of the connection; we can use the usual definitions to write

$$
\begin{equation*}
G_{\mu \nu}(\mathrm{g}, \Gamma)=T_{\mu \nu} \tag{3.63}
\end{equation*}
$$

Crucially, these equations resemble the Einstein field equations, although they do not yet have the same description of gravity. The equations of motion for the connection are needed in order to derive the complete set of equations describing the physical system.

Next is the variation with respect to the connection. The only component in the action that depends on the connection is the Ricci tensor, so we have to evaluate $\delta_{\Gamma} R_{\mu \nu}(\Gamma)$. We drop the subscript $\Gamma$ in what follows to alleviate the notation, but we are only considering variation with respect to $\Gamma$. By definition $\delta \Gamma^{\rho}{ }_{\mu \nu}$ is a tensor since it is a difference of the connection coefficients, and therefore we can write down its covariant derivative as

$$
\begin{equation*}
\nabla_{\lambda} \delta \Gamma^{\rho}{ }_{\mu \nu}=\partial_{\lambda} \delta \Gamma^{\rho}{ }_{\mu \nu}+\Gamma^{\rho}{ }_{\lambda \sigma} \delta \Gamma^{\sigma}{ }_{\mu \nu}-\Gamma^{\sigma}{ }_{\lambda \mu} \delta \Gamma^{\rho}{ }_{\sigma \nu}-\Gamma^{\sigma}{ }_{\lambda \nu} \delta \Gamma^{\rho}{ }_{\mu \sigma} . \tag{3.64}
\end{equation*}
$$

Using this we can express the variation of the Ricci tensor as

$$
\begin{equation*}
\delta R_{\mu \nu}=\nabla_{\rho} \delta \Gamma^{\rho}{ }_{\nu \mu}-\nabla_{\nu} \delta \Gamma^{\rho}{ }_{\rho \mu}+T^{\lambda}{ }_{\rho \nu} \delta \Gamma^{\rho}{ }_{\lambda \mu}, \tag{3.65}
\end{equation*}
$$

known also as the (generalised) Palatini identity. Notice the contribution of the torsion tensor. After some algebraic manipulation we can expand the first term in the RHS of eq. (3.65) (analogously done for the second term) as

$$
\begin{equation*}
\int \mathrm{d}^{4} x \sqrt{-g} g^{\mu \nu} \nabla_{\rho} \delta \Gamma^{\rho}{ }_{\nu \mu}=\int \mathrm{d}^{4} x\left(\sqrt{-g} g^{\mu \nu} T^{\lambda}{ }_{\lambda \rho}-\nabla_{\rho}\left(\sqrt{-g} g^{\mu \nu}\right)\right) \delta \Gamma^{\rho}{ }_{\mu \nu} \tag{3.66}
\end{equation*}
$$

up to vanishing boundary terms. We already have hints that the connection is the Levi-Civita. Returning to the complete variation of the Ricci tensor we obtain the following equation

$$
\begin{equation*}
\nabla_{\lambda}\left(\sqrt{-g} g^{\nu \lambda}\right) \delta_{\rho}^{\mu}-\nabla_{\rho}\left(\sqrt{-g} g^{\mu \nu}\right)+\left(g^{\mu \nu} T_{\lambda \rho}^{\lambda}-g^{\nu \lambda} T_{\sigma \lambda}^{\sigma} \delta_{\rho}^{\mu}+g^{\nu \lambda} T_{\lambda \rho}^{\mu}\right) \sqrt{-g}=0 \tag{3.67}
\end{equation*}
$$

Next, by assuming a torsion-free manifold, in other words vanishing of the torsion tensor, and taking the trace of $\mu$ and $\rho$ in the equation we end up with

$$
\begin{equation*}
\nabla_{\rho}\left(\sqrt{-g} g^{\mu \nu}\right)=0 \tag{3.68}
\end{equation*}
$$

which is the metric-compatibility condition. This is expressed in terms of components, so let us generalise the notion of metricity by assuming two vector fields $X, Y \in \mathcal{M}$ and a vector $V \in T_{p} \mathcal{M}$. Then a connection is said to be metric-compatible if

$$
\begin{equation*}
V(g(X, Y))=g\left(\nabla_{V} X, Y\right)+g\left(X, \nabla_{V} Y\right) . \tag{3.69}
\end{equation*}
$$

The only connection that is metric-compatible as well as torsionless is the Levi-Civita connection with coefficients given by the Christoffel symbols. Its uniqueness is trivially proven if we write down the symmetry conditions for some vectors fields $X, Y, Z \in \mathcal{M}$

$$
\begin{align*}
\nabla_{X} Y-\nabla_{Y} X & =[X, Y], \\
\nabla_{Y} Z-\nabla_{Z} Y & =[Y, Z],  \tag{3.70}\\
\nabla_{Z} X-\nabla_{X} Z & =[Z, X],
\end{align*}
$$

where brackets here denote the Lie bracket. Also the compatibility conditions

$$
\begin{array}{r}
g\left(\nabla_{X} Y, Z\right)+g\left(Y, \nabla_{X} Z\right)=X g(Y, Z), \\
g\left(\nabla_{Y} Z, X\right)+g\left(Z, \nabla_{Y} X\right)=Y g(Z, X),  \tag{3.71}\\
g\left(\nabla_{Z} X, Y\right)+g\left(X, \nabla_{Z} Y\right)=Z g(X, Y) .
\end{array}
$$

Summing the first two, subtracting the last one and after using the symmetries above we obtain

$$
\begin{equation*}
2 g\left(\nabla_{X} Y, Z\right)=X g(Y, Z)+Y g(Z, X)-Z g(X, Y)+g(Z,[X, Y])+g(Y,[Z, X])+g(X,[Z, Y]) \tag{3.72}
\end{equation*}
$$

which in terms of components it leads to the Christoffel symbols given in eq. (3.3).
Another way to obtain the Levi-Civita dynamically is to start by assuming a deviation of the general connection ${ }^{1}$ from the Levi-Civita one [165]

$$
\begin{equation*}
\Gamma^{\rho}{ }_{\mu \nu}=\left\{\mu^{\rho}{ }_{\nu}\right\}+\bar{\Gamma}^{\rho}{ }_{\mu \nu} \tag{3.73}
\end{equation*}
$$

and vary the action with respect to $\bar{\Gamma}$. The field equations for the metric tensor remain unchanged, however the equation for the connection becomes

$$
\begin{equation*}
\bar{\Gamma}^{\nu \rho}{ }_{\rho} \delta_{\lambda}^{\mu}+\bar{\Gamma}_{\rho \lambda}^{\rho} g^{\mu \nu}-2 \bar{\Gamma}^{\nu} \lambda^{\mu}=0 . \tag{3.74}
\end{equation*}
$$

A (trivial) solution to the above equation is $\bar{\Gamma}=0$, meaning that $\Gamma=\{ \}$ on-shell.
In any case, after considering the complete variation of the Einstein-Hilbert action with respect to both the dynamical variables we obtain two sets of equations, which after combining the solution of the connection constraint equation with the field equations lead to the correct partial differential equations. It is important to note that we did not need any boundary term to complete the Palatini variation, unlike the metric formulation in which the YGH term was introduced.

In this way, the Levi-Civita connection on $\mathcal{M}$ is dynamically generated without making any assumptions at the level of the action [45]. In fact, if one is concerned particularly with gravitational dynamics the Levi-Civita condition is very crucial and is not at all incidental that it was initially considered as the connection. Even though the procedure of the general metric-affine connection seems attractive requiring less assumptions than its counterpart, it might as well be a mathematical framework under which we can deduce how to recover GR dynamics. In other words, the Levi-Civita condition is a sought-after outcome and if we do away with it there are serious ramifications. Some of them include the fact that the geodesic equation is not necessarily a resultant of the Euler-Lagrange equation, and the connection cannot be set locally to vanish ruining the equivalence principle [142, 165], which established our understanding of the gravitational interaction.

Even though the equivalence holds up to boundary terms for the Einstein-Hilbert action, the two approaches differ tremendously when one considers modified theories of gravity, specifically including higher-order curvature invariants and/or nonminimal couplings between gravity and the matter sector. Since the present work deals with inflation, the matter sector discussed here is constituted of a real scalar field and its self-interacting potential, in other words explicitly independent of the connection. However, even the simplest case is highly complicated, in which the Einstein-Hilbert term is coupled (minimally) to matter that is dependent on the connection. For example one has to define the tensor

$$
\begin{equation*}
\Delta_{\rho}{ }^{\mu \nu} \equiv-\frac{2}{\sqrt{-g}} \frac{\delta \mathcal{S}_{m}}{\delta \Gamma^{\rho}{ }_{\mu \nu}}, \tag{3.75}
\end{equation*}
$$

where $\mathcal{S}_{m}$ denotes the matter action. It turns out that the form of $\Delta_{\rho}{ }^{\mu \nu}$ is restricted at the level of the equations of motion, which in turn means that the matter Lagrangian has to be chosen such that it can satisfy these conditions [165], namely $\Delta_{\mu}{ }^{\mu \nu}=0$.

[^20]Suppose now that the matter action includes a (canonical) kinetic term for a scalar field and a potential term. Then we have $\nabla_{\mu} \phi=\partial_{\mu} \phi$ and thus the action is manifestly independent of the connection. Then, matter follows the geodesics predefined by a metric-compatible connection. Even more, the equation of the connection is "demoted" to a constraint, meaning that the connection is effectively an auxiliary field and does not carry any characteristics of the curvature. Therefore, the theory is relegated basically to a metric theory describing spacetime, just like GR. Let us clarify this point further by considering a simple example of a real scalar field $\phi(x)$ with a self-interacting potential $V(\phi)$ coupled minimally to gravity and described by the following Lagrangian

$$
\begin{equation*}
\mathscr{L}_{m}=-\frac{1}{2}(\nabla \phi)^{2}-V(\phi) . \tag{3.76}
\end{equation*}
$$

Then, variation of the action with respect to $\phi$ leads to

$$
\begin{equation*}
\frac{\delta \mathcal{S}}{\delta \phi}=\int_{\mathcal{M}} \mathrm{dvol}\left\{g^{\mu \nu} \nabla_{\mu} \nabla_{\nu} \phi-\frac{\partial V(\phi)}{\partial \phi}+\frac{1}{\sqrt{-g}} \nabla_{\mu}\left(\sqrt{-g} g^{\mu \nu}\right) \nabla_{\nu} \phi\right\} \delta \phi+\oint_{\partial \mathcal{M}} \mathrm{d} \Sigma n_{\mu}\left\{\sqrt{-g} g^{\mu \nu} \nabla_{\nu} \phi\right\} \delta \phi \tag{3.77}
\end{equation*}
$$

where $n_{\mu}$ denotes the outward pointing unit vector normal to $\partial \mathcal{M}$ and $\mathrm{d} \Sigma$ the invariant volume on the boundary. Assuming that $\delta \phi=0$ on the boundary $\partial \mathcal{M}$, then the second integral vanishes and we are left with a deformed Klein-Gordon equation including a term that it ends up vanishing via the LeviCivita condition on-shell. In what follows, these terms arising from the nonmetricity are assumed to be vanishing at the level of equations of motion (the connection is Levi-Civita at that point) and therefore are not included in the equations.

## Projective invariance

As we eluded to earlier, eq. (3.74) can have more general and involved solutions. It is straightforward to show that a general solution is

$$
\begin{equation*}
\bar{\Gamma}^{\rho}{ }_{\mu \nu}=\delta_{\nu}^{\rho} V_{\mu}, \tag{3.78}
\end{equation*}
$$

for an arbitrary vector field $V_{\mu}$. This is known in the literature as a projective transformation

$$
\begin{equation*}
\left\{\mu^{\rho}{ }_{\nu}\right\} \longrightarrow\left\{\mu^{\rho}{ }_{\nu}\right\}+\delta_{\nu}^{\rho} V_{\mu}, \tag{3.79}
\end{equation*}
$$

transforming the Ricci tensor as

$$
\begin{equation*}
R_{\mu \nu} \longrightarrow R_{\mu \nu}-2 \partial_{[\mu} V_{\nu]} \tag{3.80}
\end{equation*}
$$

Since the metric is symmetric the scalar curvature is invariant under the transformation. Moreover, one can show by using the definition of the torsion tensor that

$$
\begin{equation*}
T^{\nu}{ }_{\mu \nu}=3 V_{\mu}, \tag{3.81}
\end{equation*}
$$

which should vanish on-shell to define the Levi-Civita connection. Then one can enforce this condition by employing different techniques, such as the implementation of Lagrange multipliers. However, in a way similar to the case of eq. (3.75), by demanding the trace of the torsion tensor to vanish ${ }^{1}$ the type of connection allowed in the theory is restricted. The fact that the Einstein-Hilbert action is invariant under projective transformations but the matter action is not necessarily can lead to inconsistencies at the level of the equations of motion of the theory.

[^21]
## Beyond tree-level equivalence

As noted in earlier sections and throughout the literature, the equivalence between the two approaches holds at the classical level, as far as the Einstein-Hilbert action is concerned. It is possible then to think of $g$ and $\Gamma$ as independent quantities that in general propagate and are dynamical. At tree level we showed that the connection plays the role of an auxiliary field and as such is fixed by its constraint equation and does not propagate, however this does not hold necessarily at the quantum level. If the first-order formalism is to be considered something more than an academic game, the quantum nature of the connection has to be understood through its quantum effects, if any. In what follows, by recalling conventional approaches to analysing quantum (field) interactions, we attempt to outline the influence of the connection at the quantum level.

## Path integral formulation

Directly from the action given in eq. (3.57), there is an interaction between the dynamical quantities g and $\Gamma$ that result in a vertex of $\langle\mathrm{g} \Gamma \Gamma\rangle$ and a very complicated nondiagonal matrix propagator of $(\mathrm{gg})$, $(\Gamma \Gamma)$ and $(\mathrm{g} \Gamma)$, reminiscent of the first-order formulation of the Yang-Mills theory. It seems then that the familiar problem one runs into when attempting to quantise GR, namely the infinite series of momentumdependent vertices, has been traded away for a new headache of involved mixed propagators. However, it was shown [166] that by utilising a shift in the variables the contribution of the connection at one-loop is vanishing. In what follows, we sketch the results of refs. [151, 153, 166, 167] in order to gain a better understanding of the contribution of $\Gamma$ at the (one-loop) quantum level.

Let us start by rephrasing the dynamical variables as [166]

$$
\begin{equation*}
\phi^{\mu \nu} \equiv \sqrt{-g} g^{\mu \nu}, \quad G^{\rho}{ }_{\mu \nu} \equiv \Gamma^{\rho}{ }_{\mu \nu}-\delta^{\rho}{ }_{(\mu} \Gamma^{\lambda}{ }_{\nu) \lambda} . \tag{3.82}
\end{equation*}
$$

Then, the $d$-dimensional Lagrangian reads

$$
\begin{equation*}
\mathscr{L}_{E H}=-G^{\rho}{ }_{\mu \nu} \partial_{\rho} \phi^{\mu \nu}+\frac{1}{2} M^{\mu \nu}{ }_{\lambda}{ }^{\rho \sigma}{ }_{\tau} G^{\lambda}{ }_{\mu \nu} G^{\tau}{ }_{\rho \sigma}, \tag{3.83}
\end{equation*}
$$

where

$$
\begin{equation*}
M^{\mu \nu}{ }_{\lambda}{ }^{\rho \sigma}{ }_{\tau}(\phi) \equiv 2\left(\frac{1}{d-1} \delta^{(\rho \mid} \delta^{\prime} \delta^{(\mu}{ }_{\lambda} \phi^{\nu) \mid \sigma)}-\delta^{(\rho \mid}{ }_{\lambda} \delta^{(\mu}{ }_{\tau} \phi^{\nu) \mid \sigma)}\right) . \tag{3.84}
\end{equation*}
$$

After performing a shift of the form

$$
\begin{equation*}
G^{\lambda}{ }_{\mu \nu} \longrightarrow G^{\lambda}{ }_{\mu \nu}+\left(M^{-1}\right)^{\lambda}{ }_{\mu \nu}{ }^{\tau}{ }_{\rho \sigma} \partial_{\tau} \phi^{\rho \sigma} \tag{3.85}
\end{equation*}
$$

we may find that the path integral formulation of the action results in the following generating functional [151]

$$
\begin{equation*}
\mathcal{Z}=\int[\mathcal{D} \phi(x)][\mathcal{D} G(x)] \Delta_{F P}(\phi) \exp \left\{i \int \mathrm{~d}^{d} x\left(\frac{1}{2} G^{\rho}{ }_{\mu \nu} M^{\mu \nu}{ }_{\lambda}{ }^{\rho \sigma}{ }_{\tau} G^{\tau}{ }_{\rho \sigma}+\frac{1}{2} \partial_{\lambda} \phi^{\mu \nu} M^{\lambda}{ }_{\mu \nu}{ }^{\tau}{ }_{\rho \sigma} \partial_{\tau} \phi^{\rho \sigma}+\mathscr{L}_{\mathrm{gf}}\right)\right\} . \tag{3.86}
\end{equation*}
$$

Here $[\mathcal{D} \phi]$ and $[\mathcal{D} G]$ denote integration over all possible paths $\phi$ and $G$ respectively, and $\Delta_{F P}$ is the Faddeev-Popov determinant associated with the gauge fixing term $\mathscr{L}_{\text {gf }}$ [168]. Notice that we chose to ignore an overall normalisation factor $1 / N$. Let us assume that we can expand $\phi^{\mu \nu}(x)$ around a flat background of the form:

$$
\begin{equation*}
\phi^{\mu \nu}(x)=\eta^{\mu \nu}+h^{\mu \nu}(x) . \tag{3.87}
\end{equation*}
$$

Since the matrix $M^{\mu \nu} \lambda^{\rho \sigma}{ }_{\tau}$ is linear in $\phi$ we can expand it as $M(\phi)=M(\eta)+M(h)$ meaning that contributing diagrams to the Green's function have the field $G^{\rho}{ }_{\mu \nu}$ in closed loops with its momentum-independent propagator [151]. In turn, this means that the integral associated with loop contributions of $G^{\rho}{ }_{\mu \nu}$ has the form

$$
\begin{equation*}
\int \mathrm{d}^{d} k P\left(k^{\mu}\right) \tag{3.88}
\end{equation*}
$$

where $P\left(k^{\mu}\right)$ is a polynomial in $k^{\mu}$. Assuming dimensional regularisation these integrals vanish and therefore the only contribution with $h^{\mu \nu}$ on external legs comes from the second term, which is the same as if we considered the usual metric formulation of the Einstein-Hilbert action.

Quantum effects in gravity is a sensitive and heavily debatable subject and as such it is unsure if the above analysis describes exactly the quantum nature of the field $\Gamma$ and its interaction with other fields. It is however an indication of its effect, at least at one-loop level and in complete vacuum, meaning no interaction with matter fields. Results are also presented using the background field expansion method, however in principle one can perform the same analysis using the Heat Kernel method [169], which is more direct but more involved depending on the form of the action.

## Hamiltonian analysis

Since the discovery of the ADM variables the idea to canonically quantise GR seemed feasible, at least at initial stages. The program, arguably, has since failed but the ADM decomposition is used still, proving its capability and potential. However, attempts to canonically quantise the Palatini action (EinsteinHilbert action assuming the first-order formalism) has left the scientific community puzzled and is mainly attributed to the confusion around how to handle the arising second-class constraints. Different methods seem to focus on eliminating time-independent fields via equations of motion, although in the meantime a generator of the gauge transformations is lost [170, 171].

For transformations of $x^{\mu} \rightarrow x^{\mu}+\xi^{\mu}$ one can show that the metric transforms as

$$
\begin{equation*}
\delta g^{\mu \nu}=2 \nabla^{(\mu} \xi^{\nu)}, \tag{3.89}
\end{equation*}
$$

which is generally covariant since $\xi^{\mu}$ is a true vector. Similarly, for the Christoffel symbols we can directly show that

$$
\begin{equation*}
\delta \Gamma^{\rho}{ }_{\mu \nu}=\left(\partial_{\lambda} \xi^{\rho}\right) \Gamma^{\lambda}{ }_{\mu \nu}-\xi^{\lambda} \partial_{\lambda} \Gamma^{\rho}{ }_{\mu \nu}-2 \Gamma^{\rho}{ }_{(\mu \mid \lambda} \partial_{\nu)} \xi^{\lambda}-\partial_{\mu} \partial_{\nu} \xi^{\rho} . \tag{3.90}
\end{equation*}
$$

Since there are second derivatives of the parameter $\propto \partial^{2} \xi$ in the transformation it suggests that the generators must have the same order of derivatives, meaning that tertiary constraints should exist. In fact, this point breaks the analogy between the first-order formulation of Electromagnetism and GR, since in the first case the variation of the field strength is zero and as such there is no increase in order of the gauge parameter, as pointed out in refs. [171-173]. The subject of canonical quantisation of the Palatini action is still open with active research developing and using different methods. It seems however that the dynamical degrees of freedom in the theory are the same as in GR [174], although the exact approach is still questionable.

## Quadratic gravity coupled to matter

In the previous chapters specific ideas of inflation and the Palatini formalism were highlighted serving as the background to the main part of the thesis, presented in this chapter. The following sections include results from the merger of these two concepts.

When the first-order formalism was discussed in ch. 3, the larger part of the discussion was devoted to its equivalence with the conventional metric formalism and as such the subject of more complicated actions was avoided, even though it was claimed at that point that these action functionals can generally lead to different predictions. This fact now takes the spotlight in the following section by comparing the famous Starobinsky model (or $R+R^{2}$ ) of inflation [101] within its two formulations explicitly highlighting their inequivalence. It will become obvious that in the Palatini formalism the Starobinsky model does not include an additional scalar mode as in its metric counterpart [175-177] and therefore it is incapable of describing inflation in that formulation. It is then necessary to couple the $R+R^{2}$ term with a matter sector that manifestly includes the inflaton field and its self-interacting potential. In doing so we noticed that different models of inflation that were initially disfavoured by observations, such as the quadratic model (see fig. 2.4), now in their first-order formulation (coupled to the Starobinsky term) are capable of leading to an adequate inflationary era. However, it should be noted that the same form of the action in the metric formalism can possibly provide us with inflation that is also within the observational bounds, however the analysis of these theories is considerably harder than their Palatini formulation, since it involves a higherdimensional field space including fields that are able to contribute in "driving" inflation. In later sections we examine some prominent inflationary models that are also motivated by lower-energy particle physics and entertain various cases of minimal or nonminimal coupling with the gravitational sector. Primarily, our investigation is focused under which conditions, namely which region of the model parameter space, the observational bounds set by the Planck collaboration are satisfied suggesting that the model at hand is capable of providing a successful inflation in the Palatini formalism.

### 4.1 Metric \& Palatini formulation of the Starobinsky model

Most of our investigation revolves around the Starobinsky model, and as such it is necessary to cover some of its features in this section. In what follows, we provide some details that are identical in both formulations and later the analysis is divided in two sections discussing various effects in each of them. Let us first begin with the action describing the model, which reads as [101]

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{M_{P}^{2}}{2} R+\frac{M_{P}^{2}}{12 m^{2}} R^{2}\right\}, \tag{4.1}
\end{equation*}
$$

where $R$ is the Ricci scalar and $R^{2} \equiv R \cdot R=\left(g^{\mu \nu} R_{\mu \nu}\right)\left(g^{\rho \sigma} R_{\rho \sigma}\right)$. The parameter $m$ has mass-dimensions and can be identified with the inflaton mass (in the metric formulation). It will prove more convenient, especially when we examine the first-order formulation of the model, to define a new dimensionless parameter, referred to also as the Starobinsky parameter (or constant), as

$$
\begin{equation*}
\alpha \equiv \frac{M_{P}^{2}}{6 m^{2}} . \tag{4.2}
\end{equation*}
$$

Notice how in the IR limit, in which $R \ll m^{2}$, the model is reduced to GR with a small term that can in principle be identified with the cosmological constant (after an enormous fine-tuning). However, when $R \sim m^{2}$ the second term can have important contribution.

In its original proposal the model predicted (and since then readily supports) an inflationary de Sitter expansion of the early universe. It was motivated by the idea that gravitational quantum corrections should play a role in the stages of the early universe, where curvature was assumed to be strong (strong gravity limit) and therefore higher-order curvature invariants should be included in the total action. ${ }^{1}$ At one-loop order the quantum corrected action involves operators of the form [107]

$$
\begin{equation*}
\propto R^{2}, \quad R^{\mu \nu} R_{\mu \nu}, \quad R^{\mu \nu \rho \sigma} R_{\mu \nu \rho \sigma}, \tag{4.3}
\end{equation*}
$$

however, the last two include ghost fields ${ }^{2}$ that have negative Dirac norm or energies unbounded from below, violating either unitarity or causality of the theory. As far as inflation is concerned, in this thesis we include only the $R^{2}$ term in the action and model predictions of the inflationary observables are calculated from the $R+R^{2}$ action, also referred to as quadratic gravity.

At this point it is not obvious how the model described by the action (4.1) leads to the usual spin-2 graviton and an additional scalar mode. Let us then introduce an auxiliary scalar field $\chi$ and rephrase the original Lagrangian as follows

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{1}{2}\left(M_{P}^{2}+2 \alpha \chi^{2}\right) R-\frac{\alpha}{2} \chi^{4}\right\} . \tag{4.4}
\end{equation*}
$$

Then, variation of the action with respect to $\chi^{2}$ leads to its constraint equation $\chi^{2}=R$ and substitution of that back into the action reduces to the original action in eq. (4.1). One can in general introduce the field as $\bar{\chi} \equiv \chi^{2}$, however we found that it is more convenient to apply tools of dimensional analysis in the action as presented in eq. (4.4).

This is known as the scalar representation of the action (4.1) and can be generalised for any function $f(R)$ of the scalar curvature in the following way.

$$
\begin{equation*}
\int \mathrm{dvol} f(R) \longrightarrow \int \mathrm{dvol}\left\{f^{\prime}(\chi)(R-\chi)+f(\chi)\right\} \equiv \int \operatorname{dvol}\left\{\Omega^{2}(\chi) R-V(\chi)\right\} \tag{4.5}
\end{equation*}
$$

[^22]where it is assumed that $f^{\prime \prime}(R) \neq 0, \forall R$ and in the last equality we used the definition of $\Omega^{2}(\chi) \equiv f^{\prime}(\chi)$ and $V(\chi) \equiv f(\chi)-\chi f^{\prime}(\chi)$. In fact, the Starobinsky model can be thought of as a specific case of the general class of $f(R)$ theories with $f(R) \propto R+R^{2}$. Another example one can immediately think of is an expansion of $f(R)$ around the mass parameter $m^{2}$, then one obtains the following theory containing higher powers of the scalar curvature $R$
\[

$$
\begin{equation*}
f(R)=\frac{M_{P}^{2}}{2} R+M_{P}^{2} \sum_{n=2}^{\infty} a_{n} m^{2}\left(\frac{R}{m^{2}}\right)^{n} \tag{4.6}
\end{equation*}
$$

\]

where $a_{n}$ denote the coefficients in the expansion. Clearly, there exist more intricate cases of $f(R)$ theories, however they should be accompanied by studies of possible pathologies they might be contained in each case. It is not as trivial as it first seems to generalise GR in the context of $f(R)$ extended theories and there is obviously the issue of motivation behind each case. For the rest of this work we confine ourselves only in the Starobinsky model and avoid discussing further different cases of $f(R)$ theories.

## Metric formalism

Let us redirect our focus on the scalar representation of the Starobinsky model, given in eq. (4.4), and consider a Weyl rescaling of the metric as follows

$$
\begin{equation*}
\bar{g}_{\mu \nu}(x)=\Omega^{2}(\chi) g_{\mu \nu}(x), \tag{4.7}
\end{equation*}
$$

where now the conformal factor is defined as

$$
\begin{equation*}
\Omega^{2}(\chi) \equiv \frac{M_{P}^{2}+2 \alpha \chi}{M_{P}^{2}} \tag{4.8}
\end{equation*}
$$

It is straightforward to show that the Christoffel symbols, given in eq. (3.3), transform as

$$
\begin{equation*}
\overline{\left\{\mu^{\rho}{ }_{\nu}\right\}}=\left\{\mu^{\rho}{ }_{\nu}\right\}+\Omega^{-1}\left(2 \delta^{\rho}{ }_{(\mu} \nabla_{\nu)} \Omega-g_{\mu \nu} \nabla^{\rho} \Omega\right) \tag{4.9}
\end{equation*}
$$

After a lengthy calculation one can show that the Ricci scalar also transforms as

$$
\begin{equation*}
R=\Omega^{2} \bar{R}+6 \frac{\Omega^{2}}{\sqrt{-\bar{g}}} \bar{\nabla}_{\mu}\left(\sqrt{-\bar{g}} \bar{\nabla}^{\mu} \ln \Omega\right)-6 \bar{g}^{\mu \nu} \bar{\nabla}_{\mu} \Omega \bar{\nabla}_{\nu} \Omega \tag{4.10}
\end{equation*}
$$

where $\bar{\nabla}$ denotes the covariant derivative with respect to the metric $\bar{g}$. Finally, using all of the above for the 4 -dimensional Starobinsky model we can rephrase it as

$$
\begin{equation*}
\mathcal{S}[\chi, \overline{\mathrm{g}} ; \alpha]=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{R}-3 M_{P}^{2} \frac{\bar{\nabla}^{\mu} \Omega(\chi) \bar{\nabla}_{\mu} \Omega(\chi)}{\Omega^{2}(\chi)}-\frac{V(\chi)}{\Omega^{4}(\chi)}\right\}+\int \mathrm{d}^{4} x \bar{\nabla}_{\mu}\left(\sqrt{-\bar{g}} \bar{\nabla}^{\mu} \ln \Omega\right) \tag{4.11}
\end{equation*}
$$

where the last integral contributes a surface term ${ }^{1}$ that we ignore hereafter, and we reuse the definition of $V(\chi)=\alpha \chi^{2} / 2$. Let us substitute the form of the function $\Omega(\chi)$, given in eq. (4.8); the action functional becomes:

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{R}-\frac{3 M_{P}^{2} \alpha^{2}}{\left(M_{P}^{2}+2 \alpha \chi\right)^{2}} \bar{\nabla}^{\mu} \chi \bar{\nabla}_{\mu} \chi-\frac{\alpha M_{P}^{4} \chi^{2}}{2\left(M_{P}^{2}+2 \alpha \chi\right)^{2}}\right\} \tag{4.12}
\end{equation*}
$$

[^23]This is reminiscent of a scalar-tensor theory with a scalar field minimally coupled to gravity and a noncanonical kinetic term. In order to obtain a scalar field with a canonical kinetic term we apply a field redefinition of the form ${ }^{1}$

$$
\begin{gather*}
-\frac{3 M_{P}^{2} \alpha^{2}}{\left(M_{P}^{2}+2 \alpha \chi\right)^{2}} \bar{\nabla}^{\mu} \chi \bar{\nabla}_{\mu} \chi \longmapsto-\frac{1}{2}(\bar{\nabla} \varphi)^{2}  \tag{4.13}\\
\therefore \frac{\varphi}{M_{P}}= \pm \frac{\sqrt{3}}{2} \ln \frac{M_{P}^{2}+2 \alpha \chi}{M_{P}^{2}}, \quad \forall \chi>-\frac{M_{P}^{2}}{2 \alpha} . \tag{4.14}
\end{gather*}
$$

The action then becomes

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{R}-\frac{1}{2}(\partial \varphi)^{2}-U(\varphi)\right\} \tag{4.15}
\end{equation*}
$$

where the potential term reads as [181-183]

$$
\begin{equation*}
U(\varphi) \equiv \frac{M_{P}^{4}}{8 \alpha}\left(1-e^{-\frac{\varphi}{M_{P}} \frac{2}{\sqrt{3}}}\right)^{2} \tag{4.16}
\end{equation*}
$$

In order for the above scalar potential to behave asymptotically as the one expressed in terms of the original $\chi$ field we are forced to pick the positive sign in eq. (4.14). Furthermore, for large values of the canonical field $\varphi$ it is trivial now to see that the potential is dominated by a vacuum energy

$$
\begin{equation*}
U(\varphi \rightarrow \infty)=\frac{M_{P}^{2}}{8 \alpha} \tag{4.17}
\end{equation*}
$$

Notice that the potential has a global minimum at its origin, $\varphi=0$, that is a stable $U^{\prime \prime}(\varphi)>0$, and the field starting from large field values around the flat region of the potential is led to the origin naturally, as displayed in fig. 4.1.

In the action (4.15) the additional scalar mode coming from the $R^{2}$ term is perfectly manifested as a real scalar field $\varphi$ with a potential term $U(\varphi)$. As shown in figure 4.1 the potential is asymptotically flat for large (positive) values of the field, which as was discussed in ch. 2 it is crucial for the slow-roll inflation.

The equations of motion for the system described by the Lagrangian in eq. (4.15) are the Einstein field equations for the metric $\bar{g}$ and the Klein-Gordon equation for the scalar field; namely:

$$
\begin{equation*}
G_{\mu \nu}(\overline{\{ \}}) \equiv \bar{R}_{\mu \nu}-\frac{1}{2} \bar{g}_{\mu \nu} \bar{R}=\bar{\nabla}_{\mu} \varphi \bar{\nabla}_{\nu} \varphi-\bar{g}_{\mu \nu}\left(\bar{\nabla}^{\rho} \varphi \bar{\nabla}_{\rho} \varphi+V(\varphi)\right) \tag{4.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{g}^{\mu \nu} \bar{\nabla}_{\mu} \bar{\nabla}_{\nu} \varphi+\frac{\mathrm{d} V(\varphi)}{\mathrm{d} \varphi}=0 . \tag{4.19}
\end{equation*}
$$

Naturally then, one can readily apply the single-field inflation mechanism as is described in ch. 2.

## Application to slow-roll inflation

For the sake of completeness let us also include some brief remarks on the usual $R^{2}$ inflation model, as was first formulated in the metric formalism. Starting from the action (4.15) we can effortlessly apply the mechanism of the single-field slow-roll inflation that was described in sec. 2.3. First let us consider the number of $e$-folds; the integral is exactly solvable and results in

$$
\begin{equation*}
N(\varphi)=\frac{1}{4 M_{P}}\left(3 M_{P} e^{\frac{\varphi}{M_{P}} \frac{2}{\sqrt{3}}}-\sqrt{6} \varphi\right)+C_{0} \sim \frac{3}{4} e^{\frac{\varphi}{M_{P}} \frac{2}{\sqrt{3}}}, \tag{4.20}
\end{equation*}
$$

[^24]

Figure 4.1: The form of the famous Starobinsky potential in the Einstein frame given by eq. (4.16). The axes have been rescaled in order to properly describe the qualitative behaviour of the potential without necessarily assuming any values for the model parameters. At the start of inflation the field assumes values in the flat region of the potential and eventually runs to smaller values ending up at the minimum of the potential.
where $C_{0}$ is an integration constant. Since the value of the integral is dominated by the large values of the inflaton field, with $\varphi_{i} \gg \varphi_{f}$ (recall that $N=N\left(\varphi_{i}\right)-N\left(\varphi_{f}\right)$ ), we simply keep terms that are dominating at large field values $\varphi \rightarrow \infty$. It is straightforward to show that in the same field limit the spectral tilt and the tensor-to-scalar ratio are given by

$$
\begin{equation*}
n_{s} \approx 1-\frac{2}{N} \quad \& \quad r \approx \frac{12}{N^{2}}, \quad \text { as } \varphi \rightarrow \infty \tag{4.21}
\end{equation*}
$$

These are the celebrated results of the Starobinsky model that is in persistent contact with observations [38]. Other than the model being motivated by possible gravitational quantum corrections (albeit ad hoc from a theoretical point of view) and its ability to predict preferable values for the $n_{s}$ in a wide range of $N \in[50,60]$, the main advantage comes from its suppression of the tensor-to-scalar ratio, $r \sim 10^{-3}$. It is expected however that future experiments are able to probe the region of $r \sim 10^{-3}$ (and maybe even $10^{-4}$ ) [184-186], which will in principle be able to falsify some of the models lying in that region, the Starobinsky model (and some of its generalisations) being one of them. Additionally, an upper bound can be placed on the dimensionless parameter $\alpha$ from the power spectrum of scalar perturbations

$$
\begin{equation*}
\left.\mathcal{A}_{s} \stackrel{\mathrm{SR}}{\approx} \frac{U(\varphi)}{24 \pi^{2} M_{P}^{4} \epsilon_{V}(\varphi)}\right|_{\varphi=\varphi_{i}} \approx \mathcal{O}\left(\frac{10^{-3}}{\alpha}\right) . \tag{4.22}
\end{equation*}
$$

In order for the model to admit the observed amplitude of scalar perturbations the constant takes approximate values of $\alpha \sim \mathcal{O}\left(10^{6}\right)$, meaning that the mass parameter defined through $\alpha$ is $m \approx 10^{15} \mathrm{GeV}$.

A subtle point to be made regarding inflation is the scale of inflation, meaning at which energy scales are the predictions of the models sensible (cutoff scale) placing also constraints on the associated inflaton field excursion. Clearly, the discussion pertains to each inflationary model separately and was not addressed in an earlier chapter for that reason. To properly obtain the cutoff scale of each model, the models are understood as quantum field theories interacting with gravity in a weak field expansion of the form $g_{\mu \nu}=\eta_{\mu \nu}+h_{\mu \nu} / M_{P}$. Then, depending on model parameters (but not necessarily), the validity of the inflationary predictions is checked by calculating the quantum corrections and their contribution. For
example, it was shown that the cutoff energy scale of the $R^{2}$ inflation model is $\Lambda=M_{P}$ [187]. It should be noted that the nature of the issue is more complicated and in fact there are often disagreements regarding the results obtained in the way highlighted above, however it is a point to keep in mind regarding inflation and its (range of) validity.

## Coupling with matter

## Minimal coupling

A natural extension to the Starobinsky model is to attempt a coupling of it with a matter Lagrangian. Presently, we are interested only in the minimal coupling of quadratic gravity with a scalar field, that could also be fundamental. The action in the Jordan frame that describes such a system reads as

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{M_{P}^{2}}{2} R+\frac{\alpha}{2} R^{2}-\frac{1}{2}(\partial \phi)^{2}-V(\phi)\right\} . \tag{4.23}
\end{equation*}
$$

Notice that it is straightforward to generalise the above action in order to describe multiple scalar fields coupled minimally with gravity, where $\phi$ would then collectively denote all of the scalar fields. Following the same steps as we did to rephrase the pure $R^{2}$ model in eq. (4.12), we can express the above action functional as

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{R}-\frac{3 M_{P}^{2} \alpha^{2}}{\left(M_{P}^{2}+2 \alpha \chi\right)^{2}} \bar{g}^{\mu \nu} \bar{\nabla}_{\mu} \chi \bar{\nabla}_{\nu} \chi-\frac{M_{P}^{2}}{2\left(M_{P}^{2}+2 \alpha \chi\right)} \bar{g}^{\mu \nu} \bar{\nabla}_{\mu} \phi \bar{\nabla}_{\nu} \phi-U(\phi, \chi)\right\} \tag{4.24}
\end{equation*}
$$

where the potential term is given by

$$
\begin{equation*}
U(\phi, \chi) \equiv \frac{V(\phi)+V(\chi)}{\Omega^{4}(\chi)}=M_{P}^{4} \frac{\frac{\alpha}{2} \chi^{2}+V(\phi)}{\left(M_{P}^{2}+2 \alpha \chi\right)^{2}} \tag{4.25}
\end{equation*}
$$

Let us canonically normalise the kinetic terms of the scalar fields. Clearly, since the kinetic function of the $\phi$ field mixes with the field $\chi$, the kinetic term of $\phi$ has to be noncanonical (or generally one of the scalar fields would have a noncanonical kinetic term). Assuming a field redefinition of the form of eq. (4.14) we can express the total action as

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{R}-\frac{1}{2} \mathscr{G}^{I J}(\Phi) \bar{g}^{\mu \nu} \bar{\nabla}_{\mu} \Phi^{I} \bar{\nabla}_{\nu} \Phi^{J}-U(\Phi)\right\} \tag{4.26}
\end{equation*}
$$

where $\Phi=\{\varphi, \phi\}$ denotes collectively all the scalar fields, the metric $\mathscr{G}^{I J}(\Phi)$ is the metric on the fieldspace manifold indicating that the space spanned by these two fields is not flat anymore. Here the indices $I, J$ run over the different scalar fields $\{\varphi, \phi\}$. The functions are then defined as

$$
\mathscr{G}_{I J}=\left(\begin{array}{lc}
1 & 0  \tag{4.27}\\
0 & \exp \left(-\frac{\varphi}{M_{P}} \frac{2}{\sqrt{3}}\right.
\end{array}\right), \quad U(\varphi, \phi)=\frac{M_{P}^{4}}{8 \alpha}\left(1-e^{-\frac{\varphi}{M_{P}} \frac{2}{\sqrt{3}}}\right)^{2}+e^{-\frac{\varphi}{M_{P}} \frac{4}{\sqrt{3}}} V(\phi) .
$$

Ultimately the form of the two-dimensional potential $U(\Phi)$ depends on the potential $V(\phi)$. For the purposes of inflation the analysis is more complicated since it is multidimensional in the field space, however it is possible in principle that inflation happens in a flat direction of the potential $U$ (in $\phi$ in this specific case), and therefore only one of the scalar fields drives inflation (being $\chi \mapsto \varphi$ here). Interestingly enough, there is a possibility that depending on the potential both of the fields can contribute consecutively, however it cannot be realised in this particular example due to the form of the potential term induced by the $\chi$ field.

The equations of motion derived from the variation of the action (4.26) with respect to the $\Phi^{K}$ fields and the metric $\overline{\mathrm{g}}$ are given by

$$
\begin{gather*}
\mathscr{G}_{K J} \bar{g}^{\mu \nu} \bar{\nabla}_{\mu} \bar{\nabla}_{\nu} \Phi^{J}+\gamma_{I J K} \bar{g}^{\mu \nu} \bar{\nabla}_{\mu} \Phi^{I} \bar{\nabla}_{\nu} \Phi^{J}-\frac{\partial U(\Phi)}{\partial \Phi^{K}}=0,  \tag{4.28}\\
M_{P}^{2} G_{\mu \nu}=\mathscr{G}_{I J} \bar{\nabla}_{\mu} \Phi^{I} \bar{\nabla}_{\nu} \Phi^{J}-\bar{g}_{\mu \nu}\left(\frac{1}{2} \mathscr{G}_{I J} \bar{g}^{\rho \sigma} \bar{\nabla}_{\rho} \Phi^{I} \bar{\nabla}_{\sigma} \Phi^{J}-U(\Phi)\right), \tag{4.29}
\end{gather*}
$$

where we also defined the connection coefficients on the field space manifold $\mathcal{M}_{\Phi}$ as

$$
\begin{equation*}
\gamma_{I J K} \equiv \frac{1}{2}\left(\frac{\partial \mathscr{G}_{I K}}{\partial \Phi^{J}}+\frac{\partial \mathscr{G}_{K J}}{\partial \Phi^{I}}-\frac{\partial \mathscr{G}_{I J}}{\partial \Phi^{K}}\right) . \tag{4.30}
\end{equation*}
$$

These are the equations governing the evolution of the collection of scalar fields $\Phi$ in a curved spacetime.

## Nonminimal coupling

The model of eq. (4.23) can be further generalised by assuming a nonminimal coupling between the scalar field $\phi$ and the Einstein-Hilbert term; it reads as

$$
\begin{equation*}
S=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{1}{2}\left(M_{P}^{2}+\xi \phi^{2}\right) R+\frac{\alpha}{2} R^{2}-\frac{1}{2}(\partial \phi)^{2}-V(\phi)\right\} \tag{4.31}
\end{equation*}
$$

where $\xi$ is a dimensionless coupling constant. A coupling of the form of $\propto \phi^{2} R$ is expected to arise due to quantum corrections coming from a scalar field in the gravitational background and, other than that, it is generally considered in modified theories of gravity and models describing inflation. In the case that $\phi$ is identified as the dilaton field coming from the compactification of higher dimensions a nonminimal coupling with gravity is also expected to appear.

Regardless, after performing a Weyl rescaling of the metric as

$$
\begin{equation*}
\tilde{g}_{\mu \nu}(x)=\Lambda^{2}(\chi, \phi) g_{\mu \nu}(x), \quad \text { where } \quad \Lambda^{2} \equiv \frac{M_{P}^{2}+\xi \phi^{2}+2 \alpha \chi}{M_{P}^{2}} \tag{4.32}
\end{equation*}
$$

we can express the action in the Einstein frame as follows:

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\tilde{g}}\left\{\frac{M_{P}^{2}}{2} \tilde{R}-\frac{1}{2} \mathscr{Z}^{I J} \tilde{g}^{\mu \nu} \tilde{\nabla}_{\mu} \Psi^{I} \tilde{\nabla}_{\nu} \Psi^{J}-\mathcal{V}(\Psi)\right\} \tag{4.33}
\end{equation*}
$$

where we define as $\Psi=\{\chi, \phi\}$ and the metric on the curved field-space manifold is given by

$$
\mathscr{Z}^{I J} \equiv\left(\begin{array}{cc}
\frac{6 M_{P}^{2} \alpha^{2}}{\left(M_{P}^{2}+\xi \phi^{2}+2 \alpha \chi\right)^{2}} & \frac{3 M_{P}^{2} \alpha \xi}{2\left(M_{P}^{2}+\xi \phi^{2}+2 \alpha \chi\right)^{2}}  \tag{4.34}\\
\frac{3 M_{P}^{2} \alpha \xi}{2\left(M_{P}^{2}+\xi \phi^{2}+2 \alpha \chi\right)^{2}} & M_{P}^{2} \frac{6 \xi^{2}+M_{P}^{2}+\xi \phi^{2}+2 \alpha \chi}{\left(M_{P}^{2}+\xi \phi^{2}+2 \alpha \chi\right)^{2}}
\end{array}\right), \quad I, J, \ldots=\{\chi, \phi\}
$$

and the scalar potential reads

$$
\begin{equation*}
\mathcal{V}(\Psi) \equiv \frac{V(\chi)+V(\phi)}{\Lambda^{4}(\chi, \phi)}=M_{P}^{4} \frac{\frac{\alpha}{2} \chi^{2}+V(\phi)}{\left(M_{P}^{2}+\xi \phi^{2}+2 \alpha \chi\right)^{2}} \tag{4.35}
\end{equation*}
$$

One immediate consequence of the nonminimal interaction of the $\phi$ field is the appearance of a mixed kinetic term of the form $\propto(\tilde{\nabla} \chi)(\tilde{\nabla} \phi)$, evident also from the fact that $\left.\mathscr{Z}_{\chi \phi}\right|_{\xi \rightarrow 0} \rightarrow 0$ meaning that the terms decouple in that limit. The equations of motion derived in this case have the same form as the ones derived for the action (4.26), presented in eqs. (4.28)-(4.29), with the metric $\mathscr{Z}_{I J}$ now describing the field space $\mathcal{M}_{\Phi}$.

Clearly, due to the involved kinetic terms the analysis of the model is almost impossible without any assumptions that might decoupled them. One may think to introduce a new field in a linear combination of the old ones, $\chi$ and $\phi$. A trivial redefinition of that nature would be the following

$$
\begin{equation*}
(\sigma(x))^{2} \equiv 6\left[M_{P}^{2}+\xi(\phi(x))^{2}+2 \alpha \chi(x)\right] \tag{4.36}
\end{equation*}
$$

where the proportionality factor is included to canonically normalise (up to an overall factor) the kinetic terms of the two fields. In turn, the action becomes

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x, \sqrt{-\tilde{g}}\left\{\frac{M_{P}^{2}}{2} \tilde{R}-\frac{1}{2}\left(\frac{6 M_{P}^{2}}{\sigma^{2}}\right) \delta^{I J} \tilde{g}^{\mu \nu} \tilde{\nabla}_{\mu} \tilde{\Psi}^{I} \tilde{\nabla}_{\nu} \tilde{\Psi}^{J}-\tilde{\mathcal{V}}(\tilde{\Psi})\right\} \tag{4.37}
\end{equation*}
$$

where $\delta_{I J}$ denotes the Kronecker delta and $\tilde{\Psi}=\{\sigma, \phi\}$. It is straightforward to show that the potential now reads

$$
\begin{equation*}
\tilde{\mathcal{V}}=\frac{36 M_{P}^{4}}{\sigma^{4}} V(\phi)+\frac{1}{8 \alpha}\left(\frac{\sigma^{2}}{6}-M_{P}^{2}-\xi \phi^{2}\right)^{2} . \tag{4.38}
\end{equation*}
$$

There exist other field redefinitions one might try, e.g. extending the definition of the scalar degree of freedom as in refs. [182, 188, 189], that ultimately result in two scalar fields that have noncanonical kinetic terms but do not mix.

As a closing note, the coupling of the $R+R^{2}$ gravity to a matter sector, be that minimal or nonminimal, gives rise to a theory with some type of mixing between the matter fields and the scalar degree of freedom (scalaron field). Since for most inflationary models the matter sector contains a scalar field and its potential, the predictions regarding inflation are best approached in what is known as a multifield framework. In the next section considering the same class of models described by an action functional as in eq. (4.31) under the Palatini formalism we show that the scalaron field is nondynamical and can in fact be integrated out of the theory. Therefore the only dynamical scalar field capable of assuming the role of the inflaton is the original one, denoted by $\phi$ in the initial action.

## Digression on the Weyl vs. conformal transformations

The Weyl rescaling of the metric is often confused or referred to interchangeably in the literature with the conformal transformation of the metric. Actually, the Weyl transformation, or as is more formally known the scale transformations, is not a coordinate transformation at all and is not a symmetry that is respected by the laws of physics as we know them, e.g. the SM. ${ }^{1}$ Schematically, a Weyl rescaling reads

$$
\begin{equation*}
x \mapsto x, \quad g_{\mu \nu}(x) \mapsto \Omega(x) g_{\mu \nu}(x), \tag{4.39}
\end{equation*}
$$

which changes the physical distances at each point $p \in \mathcal{M}$ by a factor of $\mathrm{d} s^{\prime 2}=\Omega(x) \mathrm{d} s^{2}$ that may depend on the place, but it does not depend on the direction of the line we measure on.

Contrarily, conformal transformations are a subset of coordinate transformations, that, as will become obvious by their definition, include isometries as a subset. The conformal symmetry is an extension of

[^25]the Poincaré group that also includes five additional degrees of freedom for the four conformal transformations and one for the dilation; in $\mathbb{R}^{N, 1}$ the conformal group is $\cong S O(N+1,2)$, while on the other hand, the group associated with the Weyl transformations is infinite-dimensional [190]. The transformation is defined as follows
\[

$$
\begin{equation*}
x \rightarrow x^{\prime}, \quad g_{\mu \nu}^{\prime}\left(x^{\prime}\right)=\frac{\partial x^{\rho}}{\partial x^{\prime \mu}} \frac{\partial x^{\sigma}}{\partial x^{\prime \nu}} g_{\rho \sigma}(x)=\Lambda(x) g_{\mu \nu}(x) \tag{4.40}
\end{equation*}
$$

\]

Therefore, the conformal transformation is a diffeomorphism that also scales the metric by a conformal factor $\Lambda(x)$. In fact, since the metric is invariant up to that scaling factor, the angles are preserved and we can write that $\mathrm{d} s^{\prime 2}=\mathrm{d} s^{2}$ since we have simply relabeled the points. See ref. [191] for a more detailed discussion on the role of Weyl and conformal transformations (particularly invariance) in physics today.

## Palatini formalism

Let us consider the Starobinsky cosmological model in the Palatini formalism, where the connection and the metric have no a priori dependence on one another. The action resembles the original one but with key differences that are further highlighted below

$$
\begin{equation*}
\mathcal{S}[\mathrm{g}, \Gamma]=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{M_{P}^{2}}{2} g^{\mu \nu} R_{\mu \nu}(\Gamma)+\frac{\alpha}{4}\left(g^{\mu \nu} R_{\mu \nu}(\Gamma)\right)^{2}\right\} . \tag{4.41}
\end{equation*}
$$

The action is explicitly dependent on the two dynamical variables, namely the metric tensor $g$ and the connection $\Gamma$. Note that the Ricci tensor $R_{\mu \nu}$ is expressed purely in terms of the connection coefficients and their derivatives. Therefore, under a Weyl transformation of the form

$$
\begin{equation*}
g_{\mu \nu}(x) \longmapsto \Omega^{-2}(x) g_{\mu \nu}(x) \tag{4.42}
\end{equation*}
$$

the two terms appearing in the action transform as

$$
\begin{array}{rll}
\propto \sqrt{-g} g^{\mu \nu} R_{\mu \nu}(\Gamma) & \longmapsto & \Omega^{-2} \sqrt{-g} g^{\mu \nu} R_{\mu \nu}(\Gamma), \\
\propto \sqrt{-g} g^{\mu \nu} g^{\rho \sigma} R_{\mu \nu}(\Gamma) R_{\rho \sigma}(\Gamma) & \longmapsto & \sqrt{-g} g^{\mu \nu} g^{\rho \sigma} R_{\mu \nu}(\Gamma) R_{\rho \sigma}(\Gamma) . \tag{4.44}
\end{array}
$$

It may be worth noting that the $R^{2}$ term is manifestly Weyl invariant in the first-order formalism. ${ }^{1}$ Before we continue with the Weyl transformation, let us first consider the action in its scalar representation by introducing the auxiliary $\chi$ field, similarly to what we was done in the metric formulation of the theory. Then without loss of generality we can write ${ }^{2}$

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{1}{2}\left(M_{P}^{2}+\alpha \chi^{2}\right) g^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{\alpha}{4} \chi^{4}\right\} \tag{4.45}
\end{equation*}
$$

which after a Weyl rescaling of the metric we can absorb the factor of $R$ and obtain the action in the Einstein frame, reading

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)-V(\chi)\right\} \tag{4.46}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{g}_{\mu \nu}(x)=\Omega^{2}(\chi) g_{\mu \nu}(x) \equiv \frac{M_{P}^{2}+\alpha \chi^{2}}{M_{P}^{2}} g_{\mu \nu}(x), \tag{4.47}
\end{equation*}
$$

[^26]and the potential term is obtained as
\[

$$
\begin{equation*}
V(\chi)=\frac{\alpha M_{P}^{4}}{4} \frac{\chi^{4}}{\left(M_{P}^{2}+\alpha \chi^{2}\right)^{2}} \tag{4.48}
\end{equation*}
$$

\]

For large values of the auxiliary field the potential term also tends to a constant value of $\propto M_{P}^{4} / \alpha$.
The crucial difference between the metric and the Palatini formulations is that in the latter one there is no additional (dynamical) scalar mode present in the theory [175, 176], which is effectively described by the Einstein-Hilbert term with a potential term in the Einstein frame. Thus, it contains the usual spin-2 graviton together with a potential term that can play the role of a cosmological constant (after fine-tuning). This is based on the equivalent description of Einstein-Hilbert action in the two formulations, which was discussed in the previous chapter, ch. 3.

Obviously then the Starobinsky model in its first-order formulation is incapable of describing inflation and therefore it has to be coupled with another scalar field that would play the role of the inflaton field. With this in mind, the conventional idea of single-field inflation seems attractive and some of the inflationary models, that in their metric counterpart have already been ruled out by observational data, may in principle be "rescued". In order to do that let us include an exemplary scalar field, say $\phi$, with a most general nonminimal coupling with the Einstein-Hilbert term in the form of $f(\phi) R$ in the action functional:

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{1}{2} f(\phi) R+\frac{\alpha}{4} R^{2}-\frac{1}{2}(\partial \phi)^{2}-V(\phi)\right\}, \tag{4.49}
\end{equation*}
$$

where for ease of notation we reintroduced the Ricci scalar with the implicit dependence on the connection through the Ricci tensor, and $(\partial \phi)^{2} \equiv g^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi$. Expressed in its scalar representation it reads

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{1}{2}\left(f(\phi)+\alpha \chi^{2}\right) R-\frac{1}{2}(\partial \phi)^{2}-V(\phi)-\frac{\alpha}{4} \chi^{4}\right\} . \tag{4.50}
\end{equation*}
$$

Considering a Weyl rescaling of the metric as follows

$$
\begin{equation*}
\bar{g}_{\mu \nu}(x)=\Omega^{2}(\phi, \chi) g_{\mu \nu}(x) \equiv\left(\frac{f(\phi)+\alpha \chi^{2}}{M_{P}^{2}}\right) g_{\mu \nu}(x) \tag{4.51}
\end{equation*}
$$

we obtain the action in the Einstein frame as follows

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{1}{2} \Omega^{-2}(\phi, \chi) \bar{g}^{\mu \nu} \bar{\nabla}_{\mu} \phi \bar{\nabla}_{\nu} \phi-\bar{V}(\phi, \chi)\right\}, \tag{4.52}
\end{equation*}
$$

where the potential is simply

$$
\begin{equation*}
\bar{V}(\phi, \chi) \equiv \frac{V(\phi)+\frac{\alpha}{4} \chi^{4}}{\Omega^{4}(\phi, \chi)} \tag{4.53}
\end{equation*}
$$

As expected the $\phi$ field is still the unique propagating scalar degree of freedom in the theory. Since the $\chi$ field is auxiliary it can be integrated out via its equation of motion, which it is straightforward to show that it is simply a constraint. ${ }^{1}$ Computing the variation of the action functional with respect to $\chi$ we

[^27]obtain the equation of motion [175]
\[

$$
\begin{equation*}
\frac{\delta \mathcal{S}}{\delta \chi}=0 \Longrightarrow \alpha M_{P}^{2} \frac{\chi^{3}\left(\alpha(\bar{\nabla} \phi)^{2}-M_{P}^{2} f(\phi)\right)+\chi\left(f(\phi)(\bar{\nabla} \phi)^{2}+4 M_{P}^{2} V(\phi)\right)}{\left(f(\phi)+\alpha \chi^{2}\right)^{3}}=0 \tag{4.54}
\end{equation*}
$$

\]

which if $\chi \neq 0$ and $\chi \neq-\sqrt{f(\phi) / \alpha}$ holds $\forall \phi$, it leads to the following constraint

$$
\begin{equation*}
\chi^{2}=\frac{\frac{4 V(\phi)}{f(\phi)}+\frac{(\bar{\nabla} \phi)^{2}}{M_{P}^{2}}}{1-\alpha \frac{(\bar{\nabla} \phi)^{2}}{M_{P}^{2} f(\phi)}} \tag{4.55}
\end{equation*}
$$

In the case of auxiliary fields appearing in the Lagrangian in a bilinear form we can express them in terms of the other fields coupled to them, in this case the $\phi$ field. A direct substitution of the algebraic relation of $\chi$ in terms of $\phi$ in the action functional gives rise to the following [176]

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{1}{2} M_{P}^{2} K(\phi)(\bar{\nabla} \phi)^{2}+\frac{1}{4} \alpha \frac{K(\phi)}{f(\phi)}(\bar{\nabla} \phi)^{4}-M_{P}^{4} \frac{K(\phi)}{f(\phi)} V(\phi)\right\}, \tag{4.56}
\end{equation*}
$$

where we used the following definition of the noncanonical kinetic function

$$
\begin{equation*}
K(\phi) \equiv \frac{f(\phi)}{(f(\phi))^{2}+4 \alpha V(\phi)} \tag{4.57}
\end{equation*}
$$

Let us assume that the original potential is given by - or at least approximated by at large field values a polynomial function $V(\phi) \propto \phi^{n}$ with $n \in \mathbb{N}^{*}$, and the nonminimal coupling function has a scale-invariant form $f(\phi) \propto \phi^{2}$. Then, due to the auxiliary field the rescaled potential in the large field limit tends to

$$
U(\phi) \equiv M_{P}^{4} \frac{K(\phi)}{f(\phi)} V(\phi) \stackrel{\phi \rightarrow \infty}{\approx} \frac{M_{P}^{4}}{\phi^{4-n}+4 \alpha}=\left\{\begin{array}{cl}
\frac{M_{P}^{4}}{4 \alpha}, & \forall n \geq 4  \tag{4.58}\\
0, & \forall n<4
\end{array}\right.
$$

Even though the $R^{2}$ term ultimately does not lead to a dynamical degree of freedom it can contribute nontrivially in the inflationary potential by inducing a flat region at large values of the inflaton field [175]. In other words, it can help flatten a quite general class of inflationary potentials $V(\phi)$, thus allowing for the possibility of them supporting an inflationary epoch for some range of the parameter $\alpha$ (depending on the rest of the model parameters as well).

Comparing the form of the final actions between the two formulations, namely equations (4.56) and (4.33), it is evident that we have effectively traded the two-dimensional field space with a one-dimensional field space that includes higher-order kinetic terms, $\propto(\bar{\nabla} \phi)^{4}$. These nonstandard terms are not unusual, in fact if we think of $\phi$ as some moduli field (like the dilaton) in string theory, the $\alpha^{\prime}$ corrections predict a series of higher-derivative terms in the effective action.

In the case that eq. (4.56) describes an inflationary model the terms quadratic in kinetic energy are highly suppressed by the potential and, during that period, they are presumably negligible. However, there is a specific type of inflation, known as $k$-inflation (" $k$ " for kinetic) [194, 195], in which the model includes higher-derivative kinetic terms that drive inflation without the need of a potential term. Since then, generalisations of the theory were considered in which a potential term was also included, bringing the theory schematically similar to the action derived in eq. (4.56), i.e. $\mathscr{L} \sim A(\phi)(\nabla \phi)^{2}+B(\phi)(\nabla \phi)^{4}+V(\phi)$.

Let us relabel the function coefficients in the action eq. (4.56) as follows

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)+k_{0}(\phi) X(\phi)+k_{2}(\phi)(X(\phi))^{2}-U(\phi)\right\} \tag{4.59}
\end{equation*}
$$

where $X \equiv \frac{1}{2}(\bar{\nabla} \phi)^{2}$. Then, variation of the action with respect to the connection $\Gamma$, the metric $\overline{\mathrm{g}}$ and the field $\phi(x)$ leads to their respective equations of motion which read ${ }^{1}$ [196]

$$
\begin{align*}
& \Gamma^{\rho}{ }_{\mu \nu}=\overline{\left\{_{\mu}{ }^{\rho} \nu\right\}} \equiv \frac{1}{2} \bar{g}^{\rho \sigma}\left(\partial_{\mu} \bar{g}_{\sigma \nu}+\partial_{\nu} \bar{g}_{\mu \sigma}-\partial_{\sigma} \bar{g}_{\mu \nu}\right)  \tag{4.60}\\
& \bar{G}_{\mu \nu}(\overline{\mathrm{g}}, \Gamma) \equiv R_{\mu \nu}-\frac{1}{2} \bar{g}_{\mu \nu} \bar{R}=-\left(k_{0}+2 k_{2} X\right) \bar{\nabla}_{\mu} \phi \bar{\nabla}_{\nu} \phi+\bar{g}_{\mu \nu}\left(k_{0} X+k_{2} X^{2}-U\right)  \tag{4.61}\\
& \left(k_{0}+2 k_{2} X\right) \bar{g}^{\mu \nu} \bar{\nabla}_{\mu} \bar{\nabla}_{\nu} \phi+2 k_{2} \bar{g}^{\mu \nu} \partial_{\mu} X \partial_{\nu} \phi+k_{0}^{\prime} X+3 k_{2}^{\prime} X^{2}+U^{\prime}+\left(k_{0}+2 k_{2} X\right) \bar{\nabla}_{\mu}\left(\sqrt{-\bar{g}} \bar{g}^{\mu \nu}\right) \bar{\nabla}_{\nu} \phi=0 \tag{4.62}
\end{align*}
$$

where the Ricci scalar is defined as $\bar{R}=\bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma) \stackrel{!}{=} \bar{g}^{\mu \nu} R_{\mu \nu}(\overline{\mathrm{g}}, \partial \overline{\mathrm{g}})$ and the very last term in the last equation vanishes identically due to the Levi-Civita condition.

## Scalaron (non)propagation at the $1 \ell$ quantum level

Admittedly, since a full definition of quantum gravity does not exist at the moment, the claim that we obtain results at the quantum level is misleading. Specifically, if we consider a path integral for the usual Einstein gravity there are several problems connected with, but not limited to, the integration over metrics, $[\mathcal{D g}]$. Instead, results pertaining to gravity are obtained in a semi-classical way around the theory's saddle points and in this approach, even though not exhaustive, it has led in the past to many developments (e.g. see refs. [150, 197]).

In the path integral approach to quantisation usually one considers a generating functional of the form of

$$
\begin{equation*}
\mathcal{Z}=\int[\mathcal{D} \Phi] e^{\frac{i}{\hbar} \mathcal{S}[\Phi]}, \tag{4.63}
\end{equation*}
$$

where $\Phi(x)$ denotes collectively the set of all classical fields present in the theory described by the action $\mathcal{S}[\Phi]$. The measure of the path integral $[\mathcal{D} \Phi]$ denotes integration over all possible configurations (or "paths") of $\Phi$

$$
\begin{equation*}
\int[\mathcal{D} \Phi]=\prod_{n} \int \frac{\mathrm{~d} \Phi^{n}}{\sqrt{2 \pi i}} \tag{4.64}
\end{equation*}
$$

where $n$ is a DeWitt index denoting the different species of $\Phi^{n}(x)$ that are in principle dependent on $x$ and therefore implying that the product runs over points in spacetime.

[^28]In the case of the pure $R+R^{2}$ model (without matter fields) we showed that in the Palatini formalism it culminates to Einstein gravity with a potential term. In principle, quantum corrections of the field $\chi$ can generate a kinetic term effectively making it dynamical. Therefore, a starting point is the path integral

$$
\begin{equation*}
\mathcal{Z}=\int[\mathcal{D g}][\mathcal{D} \Gamma] \Delta_{F P} \exp \left\{i \int \mathrm{~d}^{4} x \sqrt{-g}\left(\frac{1}{2} R+\frac{\alpha}{4} R^{2}+\mathscr{L}_{\mathrm{gf}}+\mathscr{L}_{F P}\right)\right\} \tag{4.65}
\end{equation*}
$$

where we set $\hbar=1=M_{P}$ in order to alleviate some of the notation and $\Delta_{F P}$ denotes the Faddeev-Popov determinant. In what follows we are not concerned with the subtleties of the gauge fixing $\mathscr{L}_{\mathrm{gf}}$ and the ghost Lagrangian $\mathscr{L}_{F P}$ and thus are ignored at this point. Then, we can introduce a factor of unity in the form of a Gaussian path integral

$$
\begin{equation*}
\int[\mathcal{D} \chi] \exp \left\{ \pm i \frac{\alpha}{4} \int \mathrm{~d}^{4} x \sqrt{-g}(\chi-R)^{2}\right\}=(\operatorname{det}(\sqrt{-g}))^{\mp 1 / 2} \tag{4.66}
\end{equation*}
$$

integrating over a field $\chi(x)$. Thus, the total path integral becomes

$$
\begin{equation*}
\mathcal{Z}=\int[\mathcal{D g}][\mathcal{D} \Gamma][\mathcal{D} \chi](\operatorname{det}(\sqrt{-g}))^{-1 / 2} \exp \left\{i \int \mathrm{~d}^{4} x \sqrt{-g}\left(\frac{1}{2}(1+\alpha \chi) R-\frac{\alpha}{4} \chi^{2}\right)\right\} \tag{4.67}
\end{equation*}
$$

A factor of $\alpha^{2} / 4$ (or $(\alpha / 2)^{D / 2}$ in $D$ dimensions) is absorbed in the redefinition of the measurement of the path integral, which has to be reparametrisation invariant and as such contains a normalisation of its own [198]. Under a Weyl rescaling of the form $\bar{g}_{\mu \nu}(x)=(1+\alpha \chi) g_{\mu \nu}(x)$ we may rewrite it as

$$
\begin{equation*}
\mathcal{Z}=\int[\mathcal{D} \overline{\mathrm{g}}][\mathcal{D} \Gamma][\mathcal{D} \chi](\operatorname{det}(\sqrt{-\bar{g}}))^{-1 / 2}(\operatorname{det}(1+\alpha \chi))^{-1} \exp \left\{i \int \mathrm{~d}^{4} x \sqrt{-\bar{g}}\left(\frac{1}{2} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{\alpha}{4} \frac{\chi^{2}}{(1+\alpha \chi)^{2}}\right)\right\} \tag{4.68}
\end{equation*}
$$

Next, by allowing for a redefinition of $\chi$ in terms of

$$
\begin{equation*}
\bar{\chi} \equiv \frac{\chi}{1+\alpha \chi} \tag{4.69}
\end{equation*}
$$

and since $(\operatorname{det}(1+\alpha \chi))^{-1}=\mathcal{J}(\bar{\chi} ; \chi)$ is exactly the Jacobian of the transformation $\bar{\chi} \rightarrow \chi$, the path integral over the auxiliary field becomes

$$
\begin{equation*}
\int[\mathcal{D} \bar{\chi}] \exp \left\{-i \frac{\alpha}{4} \int \mathrm{~d}^{4} x \sqrt{-\bar{g}} \bar{\chi}^{2}\right\}=(\operatorname{det}(\sqrt{-\bar{g}}))^{1 / 2} \tag{4.70}
\end{equation*}
$$

Finally, we obtain

$$
\begin{equation*}
\mathcal{Z}=\int[\mathcal{D} \overline{\mathrm{g}}][\mathcal{D} \Gamma] \exp \left\{\frac{i}{2} \int \mathrm{~d}^{4} x \sqrt{-\bar{g}} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)\right\} \tag{4.71}
\end{equation*}
$$

Therefore, the pure Starobinsky model in its first-order formulation is equivalent at the quantum level to Einstein gravity in the Palatini formalism, which in turn is equivalent, at least at the classical level, to its conventional metric description. Actually, it is already known that at tree-level any Palatini $f(R)$ theory can be understood as a metric theory with an Einstein-Hilbert term and a potential (or constant) term. The above statement can be readily generalised to any $f(R)$ beyond the $R+R^{2}$, however the specifics of the (in)equivalence between the two formulations for the Einstein-Hilbert term is not considered here and we refer the reader to ch. 3 and references therein for a limited discussion on the subject.

A compelling idea would be to include matter fields in the theory in terms of a scalar field $\phi(x)$ coupled nonminimally to gravity through a term $\xi \phi^{2} R$, similar to our attempt at tree-level. In this way, a
kinetic term for the $\chi$ field can be generated at the quantum level through its interaction with the scalar field $\phi$. Then, the initial path integral reads as

$$
\begin{equation*}
\mathcal{Z}=\int[\mathcal{D g}][\mathcal{D} \Gamma][\mathcal{D} \phi] \exp \left\{i \int \mathrm{~d}^{4} x \sqrt{-g}\left(\frac{1}{2}\left(1+\xi \phi^{2}\right) R+\frac{\alpha}{4} R^{2}-\frac{1}{2}(\nabla \phi)^{2}-V(\phi)\right)\right\} \tag{4.72}
\end{equation*}
$$

which, after following the procedure of introducing the Gaussian path integral over $\chi$, becomes

$$
\begin{align*}
& \mathcal{Z}=\int[\mathcal{D g}][\mathcal{D} \Gamma][\mathcal{D} \phi][\mathcal{D} \chi](\operatorname{det}(\sqrt{-g}))^{-1 / 2} \times \\
& \times \exp \left\{i \int \mathrm{~d}^{4} x \sqrt{-g}\left(\frac{1}{2}\left(1+\xi \phi^{2}+\alpha \chi\right) R-\frac{1}{2}(\nabla \phi)^{2}-V(\phi)-\frac{\alpha}{4} \chi^{2}\right)\right\} . \tag{4.73}
\end{align*}
$$

Thus, after a metric rescaling $\tilde{g}_{\mu \nu}=\left(1+\xi \phi^{2}+\alpha \chi\right) g_{\mu \nu}$ we obtain

$$
\begin{align*}
& \mathcal{Z}=\int[\mathcal{D} \tilde{\mathrm{g}}][\mathcal{D} \Gamma][\mathcal{D} \phi][\mathcal{D} \chi](\operatorname{det}(\sqrt{-\tilde{g}}))^{-1 / 2} \operatorname{det}\left(\frac{1}{1+\xi \phi^{2}+\alpha \chi}\right) \times \\
& \times \exp \left\{i \int \mathrm{~d}^{4} x \sqrt{-\tilde{g}}\left(\frac{1}{2} \tilde{R}-\frac{1}{2\left(1+\alpha \chi+\xi \phi^{2}\right)}(\tilde{\nabla} \phi)^{2}-\frac{V(\phi)+\frac{\alpha}{4} \chi^{2}}{\left(1+\alpha \chi+\xi \phi^{2}\right)^{2}}\right)\right\} \tag{4.74}
\end{align*}
$$

Collectively, we can rewrite it as

$$
\begin{equation*}
\mathcal{Z}=\int[\mathcal{D} \tilde{g}][\mathcal{D} \Gamma][\mathcal{D} \phi][\mathcal{D} \chi](\operatorname{det}(\sqrt{-\tilde{g}}))^{-1 / 2} \exp \left\{i \mathcal{S}_{\mathrm{eff}}+\frac{i}{2} \int \mathrm{~d}^{4} x \sqrt{-\tilde{g}} \tilde{g}^{\mu \nu} R_{\mu \nu}(\Gamma)\right\} \tag{4.75}
\end{equation*}
$$

where we defined the effective action as

$$
\begin{equation*}
\mathcal{S}_{\text {eff }}[\chi, \phi, \tilde{g}] \equiv i \operatorname{Tr} \log \left(1+\alpha \chi+\xi \phi^{2}\right)+\int \mathrm{d}^{4} x \sqrt{-\tilde{g}}\left(-\frac{1}{2\left(1+\alpha \chi+\xi \phi^{2}\right)}(\tilde{\nabla} \phi)^{2}-\frac{V(\phi)+\frac{\alpha}{4} \chi^{2}}{\left(1+\alpha \chi+\xi \phi^{2}\right)^{2}}\right), \tag{4.76}
\end{equation*}
$$

where we applied the identity $\operatorname{det}(A)=\exp (\log (A))$ for a general matrix $A$.
Next we employ the semiclassical approximation, known also as the saddle point expansion ${ }^{1}$, in which we expand the action around its classical solution $\delta_{\chi} \mathcal{S}=0 \Longrightarrow \chi=\chi_{\mathrm{c}}$ as $^{2}$

$$
\begin{equation*}
\mathcal{S}_{\text {eff }}[\chi] \approx \mathcal{S}_{\text {eff }}\left[\chi_{c}\right]+\left.\int \mathrm{d}^{4} x^{\prime} \frac{\delta \mathcal{S}_{\text {eff }}}{\delta \chi^{\prime}}\right|_{\chi=\chi_{c}} \delta \chi^{\prime}+\left.\frac{1}{2!} \int \mathrm{d}^{4} x^{\prime} \int \mathrm{d}^{4} x^{\prime \prime} \frac{\delta^{2} \mathcal{S}_{\text {eff }}}{\delta \chi^{\prime} \delta \chi^{\prime \prime}}\right|_{\chi=\chi_{c}} \delta \chi^{\prime} \delta \chi^{\prime \prime}+\ldots \tag{4.77}
\end{equation*}
$$

where we denote $\chi\left(x^{\prime}\right) \equiv \chi^{\prime}, \chi\left(x^{\prime \prime}\right)=\chi^{\prime \prime}$, etc, and

$$
\begin{equation*}
\chi(x)=\chi_{c}(x)+\delta \chi(x) \tag{4.78}
\end{equation*}
$$

The path integral measure under such a shift trivially becomes $[\mathcal{D} \chi] \rightarrow[\mathcal{D} \delta \chi]$. Clearly, the second term in the expansion vanishes by definition, $\delta_{\chi}^{(1)} \mathcal{S}\left(\chi_{\mathrm{c}}\right)=0$, and the first contributing term involves the secondary functional variation $\delta_{\chi}^{(2)} \mathcal{S}_{\text {eff }}$ which reads:

$$
\begin{equation*}
\frac{1}{2} \int \mathrm{~d}^{4} x^{\prime} \int \mathrm{d}^{4} x^{\prime \prime} \frac{\delta^{2} \mathcal{S}_{\text {eff }}\left[\chi_{c}(x)\right]}{\delta \chi\left(x^{\prime}\right) \delta \chi\left(x^{\prime \prime}\right)} \delta \chi^{\prime} \delta \chi^{\prime \prime}=-\frac{i}{2} \operatorname{Tr}\left[\left(\alpha \frac{1+\xi \phi^{2}-\alpha(\tilde{\nabla} \phi)^{2}}{\left(1+\xi \phi^{2}\right)^{2}+4 \alpha V}\right)^{2}\right] \delta \chi^{2}+ \tag{4.79}
\end{equation*}
$$

[^29]$$
-\frac{1}{2} \int \mathrm{~d}^{4} x^{\prime} \delta \chi^{\prime} \bar{D}\left(x^{\prime}\right) \delta \chi^{\prime}
$$
where we made the definition of $\bar{D}(x) \equiv \sqrt{\tilde{g}} D(x)$ with
\[

$$
\begin{equation*}
D(x) \equiv \frac{\alpha}{2}\left[\left(1+\xi \phi^{2}\right)^{2}+4 \alpha V\right]^{-3} \sum_{n=0}^{4} c_{2 n}(\phi)(\tilde{\nabla} \phi)^{2 n} \tag{4.80}
\end{equation*}
$$

\]

Here the coefficients $c_{2 n}(\phi)$ are defined as

$$
\begin{align*}
& c_{0}(\phi)=1+4 \xi \phi^{2}+6 \xi^{2} \phi^{4}+4 \xi^{3} \phi^{6}+\xi^{4} \phi^{8}, \\
& c_{2}(\phi)=-4 \alpha\left(1+3 \xi \phi^{2}+3 \xi^{2} \phi^{4}+\xi^{3} \phi^{6}\right), \\
& c_{4}(\phi)=6 \alpha^{2}\left(1+2 \xi \phi^{2}+\xi^{2} \phi^{4}\right),  \tag{4.81}\\
& c_{6}(\phi)=-4 \alpha^{2}\left(1+\xi \phi^{2}\right), \\
& c_{8}(\phi)=\alpha^{4} .
\end{align*}
$$

Then, $\bar{D}(x)$ can be seen as a Strum-Liouville opeartor with, in principle, eigenvalues and eigenvectors given by

$$
\begin{equation*}
\bar{D}(x) \delta \chi_{i}(x)=\lambda_{i} \delta \chi_{i}(x), \quad \lambda_{i}<\lambda_{i+1} \forall i \in \mathbb{N}^{*} . \tag{4.82}
\end{equation*}
$$

Provided we can solve the eigenvalue problem, we can then reduce the calculation to simple Gaussian integrals, and thus obtain the following path integral

$$
\begin{align*}
\mathcal{Z}= & \int[\mathcal{D} \tilde{\mathrm{g}}][\mathcal{D} \Gamma][\mathcal{D} \phi][\operatorname{det}(\hat{D}(x))]^{1 / 2}\left[\operatorname{det}\left(\frac{4 \alpha V+\left(1+\xi \phi^{2}\right)^{2}}{1+\xi \phi^{2}-\alpha(\bar{\nabla} \phi)^{2}}\right)\right]^{-1}  \tag{4.83}\\
& \exp \left\{i \int \mathrm{~d}^{4} x \sqrt{-\tilde{g}}\left[\frac{1}{2} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)+\frac{1}{\left(1+\xi \phi^{2}\right)^{2}+4 \alpha V}\left[-\frac{1}{2}\left(1+\xi \phi^{2}\right)(\tilde{\nabla} \phi)^{2}+\frac{\alpha}{4}(\tilde{\nabla} \phi)^{4}-V(\phi)\right]\right]\right\}
\end{align*}
$$

where now $\hat{D}(x)$ is defined as

$$
\begin{equation*}
\hat{D}(x)=\bar{D}(x)-\frac{i}{\sqrt{-\tilde{g}}} \delta^{(4)}(x) \operatorname{Tr}\left[\left(\alpha \frac{1+\xi \phi^{2}-\alpha(\tilde{\nabla} \phi)^{2}}{\left(1+\xi \phi^{2}\right)^{2}+4 \alpha V}\right)^{2}\right] . \tag{4.84}
\end{equation*}
$$

Crucially, all of terms generated are local, in other words they are dependent on specific spacetime points $x$ and, most notably, on gradients of the field $\phi(x)$, thus we can ignore them and ultimately the effective action seemingly does not obtain any corrections due to $\chi$. Therefore, we claim that the action obtained at the classical level is robust to quantum corrections of the $\chi$ field, which at $1 \ell$ remains nondynamical.

## Digression on pure $R^{2}$ gravity

Let us pay closer attention to the Weyl-invariant $R^{2}$ term in the Palatini formalism (see also ref. [199]). In fact any term built from the metric tensor schematically as $\propto \sqrt{-\operatorname{det}(\mathrm{g})} R^{2}$ is invariant under a Weyl transformation of the metric and can be generalised in $D$ spacetime dimensions to $\propto \sqrt{-\operatorname{det}(\mathrm{g})} R^{(D / 2)}$. The action functional in the usual four dimensions is expressed as

$$
\begin{equation*}
\mathcal{S}[\mathrm{g}, \Gamma]=\frac{\alpha}{2} \int \mathrm{~d}^{4} x \sqrt{-g} R^{2} \tag{4.85}
\end{equation*}
$$

where $\alpha$ is now some dimensionless constant. Similarly to what was done before we can obtain the action in its scalar representation by introducing an auxiliary field as follows

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\chi^{2} g^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{\chi^{4}}{\alpha}\right\} \tag{4.86}
\end{equation*}
$$

It might be worth noting that the above action has the same form in both the metric and the Palatini formalism. After a Weyl rescaling of the metric as $\hat{g}_{\mu \nu}=\left(2 \chi^{2} / M_{P}^{2}\right) g_{\mu \nu}$ we obtain the action in the Einstein frame as

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\hat{g}}\left\{\frac{M_{P}^{2}}{2} \hat{g}^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{M_{P}^{4}}{4 \alpha}\right\} . \tag{4.87}
\end{equation*}
$$

Note that the constant term in the action is also obtained in the large field limit of the pure Starobinsky model, $R+R^{2}$, which is also equivalent to the strong gravity limit of $R+R^{2} \sim R^{2}$. In any case, the constant term can be identified with the cosmological constant after a substantial fine-tuning of the $\alpha$ parameter.

The equations of motion of the theory as was initially formulated in the Jordan frame ${ }^{1}$ are

$$
\begin{equation*}
R R_{\mu \nu}-\frac{1}{4} g_{\mu \nu} R^{2}=0 \tag{4.88}
\end{equation*}
$$

and for the connection

$$
\begin{equation*}
\alpha\left(g_{\mu \nu} \nabla^{\rho}-\delta_{\nu}^{\rho} \nabla_{\mu}\right) R+\mathcal{O}\left(\nabla^{\rho} g_{\mu \nu}\right)+\mathcal{O}\left(T^{\rho}{ }_{\mu \nu}\right)=0, \tag{4.89}
\end{equation*}
$$

where the terms proportional to the nonmetricity and torsion tensors are grouped. A trivial solution for the connection coefficients is given by $\Gamma^{\rho}{ }_{\mu \nu}=\left\{{ }_{\mu}{ }^{\rho}{ }_{\nu}\right\}$, namely the Christoffel symbols for the metric $\hat{\mathrm{g}}$ with $\chi^{2}=\alpha R / 2$. Note that in the equations of motion for the metric a factor of $R$ is kept since the Weyl transformation $\mathrm{g} \rightarrow \hat{\mathrm{g}}$ becomes singular if $R=0$. This point is crucial when one discusses the expansion of the metric around a background, usually taken to be Minkowski. Then, similar to the metric case [200203], an expansion is made around a de Sitter background (also can be taken to be anti-de Sitter) in order to show that indeed the theory includes a spin-2 massless graviton and no other propagating degrees of freedom. The analysis trails closely to the metric one and we refrain from discussing further details. Interactions of the pure $R^{2}$ action and matter in the Palatini formalism are discussed in further detail in ref. [199].

## Digression on all-inclusive quadratic gravity $\mathcal{E}$ amalgamations of the Riemann tensor

The most general Lagrangian including curvature terms quadratic in contractions of the Riemann tensor in the metric formulation is given by

$$
\begin{equation*}
\mathcal{S}^{(2)}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\alpha R^{2}+4 \beta R_{\mu \nu} R^{\mu \nu}+\gamma R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}\right\} . \tag{4.90}
\end{equation*}
$$

In the special case where $\alpha=-\beta=\gamma$ then the combination of these curvature terms is known as the Gauss-Bonnet term and is a topological invariant of the theory, specifically known as the Euler characteristic of the manifold. That means that it vanishes at the level of equations of motion, however, in general $D \neq 4$ dimensions it is dynamical and generally contributes. Obviously, it might be the case that the Gauss-Bonnet term is coupled nonminimally with another field, say for example in a term schematically reading as $\propto f(\phi) \mathcal{E}_{\mathrm{GB}}$.

[^30]In contrast, in the Palatini formalism the Gauss-Bonnet term is not necessarily a topological invariant and should in principle include dynamical degrees of freedom that can also be ghosts. In fact, the most general action quadratic in curvature terms contains additional contractions of the Riemann tensor due to the loss of the symmetries as a result of the Levi-Civita connection. As we discussed in ch. 3 it is possible to contract the Riemann tensor in different ways as follows

$$
\begin{equation*}
R_{\mu \nu}=R^{\rho}{ }_{\mu \rho \nu}, \quad \bar{R}_{\mu \nu}=R_{\rho \mu \nu}^{\rho}, \quad \hat{R}_{\nu}^{\mu}=g^{\rho \sigma} R^{\mu}{ }_{\sigma \nu \rho} . \tag{4.91}
\end{equation*}
$$

Then the action containing all the possible contractions reads as [204]

$$
\begin{gather*}
\mathcal{S}^{(2)}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\alpha R^{2}+\beta_{1} R_{\mu \nu} R^{\mu \nu}+\beta_{2} R_{\mu \nu} R^{\nu \mu}+\beta_{3} \hat{R}_{\mu \nu} \bar{R}^{\mu \nu}+\beta_{4} R_{\mu \nu} \bar{R}^{\mu \nu}+\beta_{5} \bar{R}_{\mu \nu} \bar{R}^{\mu \nu}+\right. \\
+\beta_{6} R_{\mu \nu} \hat{R}^{\nu \mu}+\beta_{7} R_{\mu \nu} \hat{R}^{\mu \nu}+\beta_{8} \hat{R}_{\mu \nu} \hat{R}^{\mu \nu}+\beta_{9} \hat{R}_{\mu \nu} \hat{R}^{\nu \mu}+  \tag{4.92}\\
+\gamma_{1} R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}+\gamma_{2} R_{\mu \nu \rho \sigma} R^{\nu \mu \rho \sigma}+\gamma_{3} R_{\mu \nu \rho \sigma} R^{\mu \rho \nu \sigma}+ \\
\left.+\gamma_{4} R_{\mu \nu \rho \sigma} R^{\nu \rho \mu \sigma}+\gamma_{5} R_{\mu \nu \rho \sigma} R^{\rho \nu \mu \sigma}+\gamma_{6} R_{\mu \nu \rho \sigma} R^{\rho \sigma \mu \nu}\right\} .
\end{gather*}
$$

Notice that there are no terms involving $\bar{R}^{(\mu \nu)}$ since it is antisymmetric and it vanishes identically. We can further group the terms illustrating the possible symmetries; for a specific set of constants $\beta_{i}$ and $\gamma_{i}$ we can rewrite the action as

$$
\begin{gather*}
\mathscr{L}^{(2)} \supset \alpha R^{2}+\beta_{1}^{\prime} R_{\mu \nu} R^{(\mu \nu)}+\beta_{2}^{\prime} R_{\mu \nu} \hat{R}^{(\mu \nu)}+\beta_{3}^{\prime} \hat{R}_{\mu \nu} \hat{R}^{(\mu \nu)}+\left(\beta_{4}^{\prime} R_{\mu \nu}+\beta_{5}^{\prime} \bar{R}_{\mu \nu}+\beta_{6}^{\prime} \hat{R}_{\mu \nu}\right) \bar{R}^{\mu \nu}+  \tag{4.93}\\
+\gamma_{1}^{\prime} R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}+\gamma_{2}^{\prime} R_{\mu \nu \rho \sigma} R^{\mu[\nu \rho \sigma]}+\gamma_{3}^{\prime} R_{\mu \nu \rho \sigma} R^{[\{\mu \nu\}\{\rho \sigma\}]} \tag{4.94}
\end{gather*}
$$

where we abused the notation slightly by defining $[\{a b\}\{c d\}]=a b c d-c d a b$ to mean antisymmetrisation of the set of indices appearing in the brackets. It is now straightforward to show that the Levi-Civita condition trivially reproduces the action in the metric formalism by using the Riemann tensor symmetries, for specific values of the constants $\beta_{i}$ and $\gamma_{i}$. Regardless, if the connection is metric-affine, calculations involving the complete quadratic action are complicated and beyond the scope of this work.

As an aside, it is trivial to realise that the conventional conformal gravity in the metric formulation (known also as Weyl gravity), comprised from the squared of the Weyl tensor, is not actually invariant under Weyl transformations in its first-order formulation. The Lagrangian in general $D$ spacetime dimensions reads

$$
\begin{equation*}
\mathscr{L}=C_{\mu \nu \rho \sigma} C^{\mu \nu \rho \sigma} \equiv C^{2}=R_{\mu \nu \rho \sigma} R^{\mu \nu \rho \sigma}-\frac{4}{D-2} R_{\mu \nu} R^{\mu \nu}+\frac{2}{(D-1)(D-2)} R^{2}, \tag{4.95}
\end{equation*}
$$

where the Weyl tensor is defined as

$$
\begin{equation*}
C_{\mu \nu \rho \sigma} \equiv R_{\mu \nu \rho \sigma}-\frac{4}{D-2} g_{\mu \lambda} g_{\nu \kappa} g_{[\rho}^{[\lambda} R_{\sigma]}{ }^{\kappa]}+\frac{2}{(D-1)(D-2)} R g_{\mu[\rho} g_{\sigma] \nu} \tag{4.96}
\end{equation*}
$$

The tensor has many important properties; one of them is that in the case that it vanishes the metric is locally conformally flat. Especially, in dimensions $D=2$ the tensor vanishes identically meaning that any 2-dimensional (smooth) Riemannian manifold is conformally flat, and in $D=3$ dimensions the condition of a vanishing Cotton tensor - built from contractions of the metric and the Weyl tensor - is necessary and sufficient for the metric to be conformally flat. In the general case of $D \geq 4$ the condition of a vanishing Weyl tensor is simply sufficient.

Evidently, the term $C^{2}(\Gamma)$ is not invariant under a rescaling of the metric since it manifestly includes terms of the Riemann tensor. It was shown in ref. [205] that in the Palatini formalism a generalisation of the action $\int C^{2}$ dvol that still respects the Weyl invariance and in which the Weyl tensor has the same symmetries as in the metric formulation does not exist.

## Frames of action

In what was presented until this very point we avoided discussing the issue of the Jordan and Einstein frame and in many cases their equivalence is implicit. In fact, this is largely the stance we adopt in this work, meaning that as far as classical (or semiclassical for that matter) theories are concerned the two frames are mathematically equivalent and observationally indistinguishable.

Let us begin by formally defining what these frames are. In the Jordan frame, denoted hereafter by $\mathscr{J}$, gravity is nonminimally coupled with matter field(s) in the form of $f(\Phi) R(\mathrm{~g})$, in which if we restrict ourselves to scalar fields the function of the matter field(s) $\Phi$ is quadratic in them. Lagrangians that include these kinds of couplings were first considered in the $60^{\prime}$ s, e.g. in the bosonic string theory the action given in the formally known as string frame ${ }^{1}$ [206]

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{n} x \sqrt{-g} \frac{e^{-2 \phi}}{2 \kappa_{n}^{2}}\left\{R-4 g^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi-\frac{1}{12} H_{\mu \nu \rho} H^{\mu \nu \rho}-\frac{n-26}{3 \ell_{s}^{2}}\right\} . \tag{4.97}
\end{equation*}
$$

Also significant impact had the Brans-Dicke (BD) theory given as [207]

$$
\begin{equation*}
\mathcal{S}=\frac{1}{16 \pi} \int \mathrm{~d}^{4} x \sqrt{-g}\left\{\phi R-\frac{\omega}{\phi} g^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi\right\}+\int \mathrm{d}^{4} x \sqrt{-g} \mathscr{L}_{m} \tag{4.98}
\end{equation*}
$$

where $\mathscr{L}_{m}$ denotes the matter Lagrangian that is coupled universally with gravity via the $\sqrt{-g}$ term. The BD theory, and other descendant modern scalar-tensor theories, are inspired by the original paper of Jordan [208]. Many of these theories, like the ones considered here, are motivated by results obtained at the quantum level, in which a coupling of the scalar field to the Einstein-Hilbert term arises due to quantum corrections of the field (at the one-loop level). In this way the Jordan frame is intrinsically connected with high energy physics, or at least its origins were, and as such any questions regarding its nature are actually better posed in the context of our lackluster understanding of high energy physics phenomena, specifically the inexact methods used in obtaining these effective actions.

The Einstein frame, denoted hereafter by $\mathscr{E}$, is defined in a straightforward way as the frame in which the gravitational part is simply the Einstein-Hilbert term and matter fields are coupled to gravity minimally (through the universal term $\sqrt{-g}$ ). Another point is that the kinetic terms of the matter fields are canonical, however here we extend slightly the definition of $\mathscr{E}$ to include noncanonical kinetic terms, only for the sake of not introducing more terminology to refer to an action functional in an "intermediate frame". For example the bosonic string theory can be rewritten in the Einstein frame as

$$
\begin{equation*}
\mathcal{S}=\frac{1}{2 \kappa_{n}^{2}} \int \mathrm{~d}^{n} x \sqrt{-\bar{g}}\left\{\bar{R}-\frac{4}{n-2} \bar{g}^{\mu \nu} \bar{\nabla}_{\mu} \bar{\phi} \bar{\nabla}_{\nu} \bar{\phi}-\frac{e^{-8 \bar{\phi} /(n-2)}}{12} H_{\mu \nu \rho} H^{\mu \nu \rho}-e^{4 \bar{\phi} /(n-2)} \frac{n-26}{3 \ell_{s}^{2}}\right\} \tag{4.99}
\end{equation*}
$$

after a Weyl rescaling of the metric as

$$
\begin{equation*}
\bar{g}_{\mu \nu}(x)=e^{-2 \phi(x)} g_{\mu \nu}(x) . \tag{4.100}
\end{equation*}
$$

In fact, the existence of the Weyl rescaling is at the heart of the transformation from the Jordan to the Einstein frame, used for the first time in ref. [209]. Moreover, usually the Einstein frame is discussed in context of passing from

$$
\begin{equation*}
\{\mathrm{g}, \Phi\} \in \mathscr{J} \longmapsto\{\overline{\mathrm{g}}, \bar{\Phi}\} \in \mathscr{E} \tag{4.101}
\end{equation*}
$$

[^31]and rarely referred to as a standalone frame. ${ }^{1}$ Note that the matter Lagrangian is rescaled by the transformation and thus conventional wisdom from $\mathscr{J}$ is not transferred trivially to $\mathscr{E}$ but rather obtains a spacetime dependence.

While the two frames are mathematically equivalent that does not necessarily imply physical equivalence and, in general, there are three standpoints regarding to which frame is the "correct" one, ${ }^{2}$ in terms of truly describing physics [210]; (i) $\mathscr{J}$ is physical and $\mathscr{E}$ is not, (ii) $\mathscr{E}$ is physical while $\mathscr{J}$ is not, (iii) both frames give an equivalent description of physics. The question can be extended to if other (infinite in principle) frames that are conformally related to the initial Jordan frame, via a metric rescaling of $\mathrm{g} \mapsto \hat{\mathrm{g}}$, are also physical. Usually the first viewpoint originates from particle physics intuition, since in $\mathscr{J}$ the interactions between matter fields and, more generally, nongravitational physics is well understood, as opposed to the gravitational action which in this case is complicated. In contrast, the second viewpoint is adopted mainly by cosmologists, since in the $\mathscr{E}$ frame gravity is described by the well-known EinsteinHilbert term and hence GR is inferred, with the "sacrifice" that the matter sector has now an involved expression or is subject to field redefinitions in order to obtain a canonical kinetic term (with a nonpolynomial potential). These comments mostly concern how close is one frame to conventional wisdom and as such cannot be taken into full consideration if we are to ultimately label a conformal frame as "physical".

It is usually cited that an issue with $\mathscr{E}$ is that the Weak Equivalence Principle (WEP) is violated, unless matter is conformally coupled with gravity such that its stress-energy tensor is covariantly conserved in $\mathscr{E}$. However, the WEP can very well be violated in nature, and is in fact an avenue of on-going research together with possible detectable violations of EEP and the Strong Equivalence Principle (SEP), for example in a quantum system with a gravitational potential the WEP is respected locally and only for specific forms of the potential. Another point is that in $\mathscr{J}$ the Weak Energy Condition (WEC) is possibly violated, while in $\mathscr{E}$ the energy density is positive definite [210,211]. However, the inconsistency is not measurable observationally since there does not exist a physical observable that for timelike vectors $u^{\mu}$ has a predicted value of $T_{\mu \nu} u^{\mu} u^{\nu}$ that is conformally invariant [212]. Moreover, violation of the energy conditions is not uncommon and historically some of them have been abandoned, like the Trace Enegy Condition (TEC), while the Strong Energy Condition (SEC) being on the fence as of now. Accepted wisdom suggests that at least the Null Energy Condition (NEC) should be satisfied, however there are indications that it too can be violated by quantum corrections [213].

It seems that most of the arguments arise from quantum effects violating commonplace classical intuition in, at least, one of the frames and possibly in others conformally related to them. After all, the quantum behaviour of most of these systems is not completely understood and therefore this approach can be misleading. A point of caution would be the interpretation of scales from frame to frame (e.g. see ref. [214]), since they differ between them, but local or nongravitational physics remain the same. ${ }^{3}$ Thus, since the discrepancies between $\mathscr{J}$ and $\mathscr{E}$ cannot be measured observationally ${ }^{4}$ (at the moment)

[^32]it hints at a more conservative point of view, somewhere in between mathematical and physical equivalence, starting from the energy scale of classical physics to possibly high-energy physics. An alternative avenue of addressing the issue is to reformulate any theory in terms of quantities that transform covariantly [216, 217] or are invariant under conformal transformations [218-223], however either the theories cannot be conventionally interpreted (and/)or they are assumed ad hoc with uncertain origins.

### 4.2 Minimally coupled matter fields

In this and following sections we shift our focus to understanding the inflationary predictions and the high energy behaviour of specific (inflationary) models coupled minimally (and in next section nonminimally) to gravity including higher-order curvature invariants under the assumption of the first-order formalism. Specifically, we attempt to merge the Starobinsky model of inflation, which as was illustrated in previous sections does not provide a dynamical degree of freedom in the Palatini formulation, with other prominent inflationary models.

## Natural inflation

One interesting model capable of describing inflation is the one dubbed the natural inflation model. When it was first introduced [224, 225] it had the attractive feature that the potential has a flat enough plateau capable of generating an ample amount of (slow-roll) inflation. Since then, the feature of a flat potential is not so hard to come by, especially when the identification of the proposed inflationary model with low-energy physical models is lost. In fact, following our previous discussion (in sec. 4.1), in the Palatini- $R^{2}$ models the potential in the Einstein frame is able to generate a flat region that in principle can provide a successful inflation.

In natural inflation the inflaton is an axionic field in the sense that its potential is shift-symmetric protecting it from quantum corrections, which in general can ruin the flat slope of any potential, thus elevating the form of the potential to "natural". Then, during the early universe an explicit breaking of the shift symmetry results to slow-roll expansion realising the inflaton as a pseudo-Nambu-Goldstone boson.

In order to highlight exactly that, let us consider a complex field $\Phi$ with two degrees of freedom in the following representation

$$
\begin{equation*}
\Phi=-\vartheta e^{i \phi} \tag{4.102}
\end{equation*}
$$

where $\vartheta$ and $\phi$ are real fields. Notice that the complex field $\Phi$ is exactly invariant under the shift transformation of $\phi \mapsto \phi+2 \pi$. There are many ways to introduce such a field (even without considering string theory) into the theory, one of them originally proposed a coupling to the SM as a second Higgs doublet known as the Peccei-Quinn-Weinberg-Wilczek (PQWW) axion with the primary objective to solve the strong CP problem [226-229], however it has since been excluded by experiment but other forms of axions still survive. A kinetic term for $\Phi$ can be expressed as

$$
\begin{equation*}
|\partial \Phi|^{2}=(\partial \vartheta)^{2}+\vartheta^{2}(\partial \phi)^{2} . \tag{4.103}
\end{equation*}
$$

Assuming a large VEV for $\vartheta \approx v$ we can canonically normalise $\phi$ as $\bar{\phi}=\phi / v$ and decouple the radial from the angular component. It was proposed that since $\vartheta \approx$ const. it can be identified with Dark Energy and $\phi$ with Dark Matter (e.g. see refs. [230,231] and references therein).
is $\bar{E}_{n}=E_{n} /(1+z)$, where $E_{n}$ is the energy level in $\mathscr{J}$, and therefore in a level transition $n \rightarrow n^{\prime}$ the frequency of photons is $\bar{E}_{n n^{\prime}}=E_{n n^{\prime}} /(1+z)$. Exactly what is predicted by Hubble's law in $\mathscr{J}$. See ref. [215] for a more details regarding the subject.

Next, let us generalise this idea to a charged scalar field $\Phi$ under a continuous global $U(1)$ symmetry. The most general renormalisable potential reads

$$
\begin{equation*}
V(\Phi)=-m_{\Phi}^{2}|\Phi|^{2}+\lambda_{\Phi}|\Phi|^{4}, \tag{4.104}
\end{equation*}
$$

where it is assumed that $\lambda_{\Phi}>0$. Then a spontaneous symmetry breaking can occur when $\vartheta \rightarrow \lambda_{\Phi} m_{\Phi}^{2}$ and the potential can be written as [224]

$$
\begin{equation*}
V(\phi)=\Lambda^{4}\left(1 \pm \cos \frac{\phi}{v}\right) \tag{4.105}
\end{equation*}
$$

where $\Lambda$ would be the scale of nonperturbative physics at which the shift symmetry is broken. It is straightforward to see that the potential is periodic, therefore it has at least one maximum and one minimum in an interval of $\phi / v \in[-\pi, \pi]$, and still respects the residual shift symmetry $\phi \mapsto \phi+2 n \pi v$ meaning that only a subgroup of the original minima survive.

In what follows, we consider only the positive root of the potential, which has been shown to drive inflation in terms of appropriate scales $\Lambda \approx M_{\text {GUT }}$ and $v \approx M_{P}$, however its predictions lie on the unfavourable region of observations (see fig. 2.4).

It is interesting then to see how predictions of the natural inflation model change in the framework of the Palatini- $R^{2}$; the total Lagrangian at the scale of inflation reads

$$
\begin{equation*}
\mathscr{L}=\frac{M_{P}^{2}}{2} R+\frac{\alpha}{4} R^{2}-\frac{1}{2}(\partial \phi)^{2}-V(\phi), \tag{4.106}
\end{equation*}
$$

where $M_{P}$ is the reduced Planck mass and the scalar potential is of the form

$$
\begin{equation*}
V(\phi)=\Lambda^{4}\left(1+\cos \frac{\phi}{f}\right) \tag{4.107}
\end{equation*}
$$

where $f$ is some scale that the global shift symmetry of the inflaton was spontaneously broken and $\Lambda$ is the soft explicit symmetry breaking scale giving the boson its mass. Then after we express the total action functional in its scalar representation by introducing an auxiliary field $\chi$ to assume the role of the $R^{2}$ term, as was done in previous section, and performing a Weyl rescaling

$$
\begin{equation*}
\bar{g}_{\mu \nu}(x)=\left(1+\frac{\alpha \chi^{2}}{M_{P}^{2}}\right) g_{\mu \nu}(x), \tag{4.108}
\end{equation*}
$$

we obtain the action in the Einstein frame [232]:

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{1}{2} \frac{(\bar{\nabla} \phi)^{2}}{\left(1+\frac{4 \alpha}{M_{P}^{4}} V(\phi)\right)}-\frac{V(\phi)}{1+\frac{4 \alpha}{M_{P}^{4}} V(\phi)}+\mathcal{O}\left((\bar{\nabla} \phi)^{4}\right)\right\} \tag{4.109}
\end{equation*}
$$

where higher-order kinetic terms $\mathcal{O}\left((\bar{\nabla} \phi)^{4}\right)$ are neglected considering slow-roll inflation.
The equations of motion derived from the above action are a special case of the ones given in eq. (4.61). The generalised Einstein field equations read as

$$
\begin{equation*}
M_{P}^{2}\left(\bar{R}_{\mu \nu}-\frac{1}{2} \bar{g}_{\mu \nu} \bar{R}\right)=\frac{1}{(1+4 \tilde{\alpha} V(\phi))}\left\{\bar{\nabla}_{\mu} \phi \bar{\nabla}_{\nu} \phi-\bar{g}_{\mu \nu}\left(\frac{1}{2}(\bar{\nabla} \phi)^{2}+V(\phi)\right)\right\} \tag{4.110}
\end{equation*}
$$

while the generalised Klein-Gordon equation, after assuming a spatially homogeneous field $\phi(x)=\phi(\mathbf{x})$ in a flat FRW background with a metric $\mathrm{d} s^{2}=-\mathrm{d} t^{2}+a^{2}(t) \mathrm{d} x^{2}$, becomes

$$
\begin{equation*}
3 M_{P}^{2} H^{2}=\frac{1}{(1+4 \tilde{\alpha} V(\phi))}\left(\frac{1}{2} \dot{\phi}^{2}+V(\phi)\right), \tag{4.111}
\end{equation*}
$$

where we defined $\tilde{\alpha} \equiv \alpha / M_{P}^{4}$.
Next, we can canonically normalise the scalar field by

$$
\begin{align*}
\varphi=\int_{0}^{\phi} \frac{\mathrm{d} \phi^{\prime}}{\sqrt{1+\frac{4 \alpha}{M_{P}^{4}} V\left(\phi^{\prime}\right)}} & =\int_{0}^{\phi} \frac{\mathrm{d} \phi^{\prime}}{\sqrt{1+\frac{4 \alpha \Lambda^{4}}{M_{P}^{4}}\left(1+\cos \frac{\phi^{\prime}}{f}\right)}} \\
& =\int_{0}^{\phi} \frac{\mathrm{d} \phi^{\prime}}{\sqrt{1+\frac{8 \alpha \Lambda^{4}}{M_{P}^{4}}\left(1-\sin ^{2} \frac{\phi^{\prime}}{2 f}\right)}} \\
& =\frac{2 f M_{P}^{2}}{\sqrt{M_{P}^{4}+8 \alpha \Lambda^{4}}} \int_{0}^{\frac{\phi}{2 f}} \frac{\mathrm{~d}\left(\phi^{\prime} / 2 f\right)}{\sqrt{1-\frac{8 \alpha \Lambda^{4}}{M_{P}^{4}+8 \alpha \Lambda^{4}} \sin ^{2} \frac{\phi^{\prime}}{2 f}}} . \tag{4.112}
\end{align*}
$$

Then the integral can be represented using the incomplete elliptic integral of the first kind $\mathcal{F}$ defined as

$$
\begin{equation*}
\mathcal{F}\left(\vartheta \mid k^{2}\right)=\int_{0}^{\vartheta} \frac{\mathrm{d} x}{\sqrt{1-k^{2} \sin ^{2} x}} \tag{4.113}
\end{equation*}
$$

Then we obtain

$$
\begin{equation*}
\varphi=\frac{2 f M_{P}^{2}}{\sqrt{8 \alpha \Lambda^{4}+M_{P}^{4}}} \mathcal{F}\left(\frac{\phi}{2 f} \left\lvert\, \frac{1}{1+\frac{M_{P}^{4}}{8 \alpha \Lambda^{4}}}\right.\right) . \tag{4.114}
\end{equation*}
$$

Now, the inflaton potential in terms of the canonically normalised field $\varphi$ reads

$$
\begin{equation*}
U(\varphi) \equiv \frac{V(\varphi)}{1+\frac{4 \alpha}{M_{P}^{4}} V(\varphi)}=\frac{\mathrm{cn}^{2}\left(\left.\frac{\varphi}{2 f M_{P}^{2}} \sqrt{M_{P}^{4}+8 \alpha \Lambda^{4}} \right\rvert\, \frac{8 \alpha \Lambda^{4}}{8 \alpha \Lambda^{4}+M_{P}^{4}}\right)}{1+\frac{8 \alpha \Lambda^{4}}{M_{P}^{4}} \mathrm{cn}^{2}\left(\left.\frac{\varphi}{2 f M_{P}^{2}} \sqrt{M_{P}^{4}+8 \alpha \Lambda^{4}} \right\rvert\, \frac{8 \alpha \Lambda^{4}}{8 \alpha \Lambda^{4}+M_{P}^{4}}\right)}, \tag{4.115}
\end{equation*}
$$

where $\mathrm{cn}\left(\varphi \mid k^{2}\right)$ is the Jacobi elliptic function. In fig. 4.2 we show that the potential in the Einstein frame is flattened compared to the one in the Jordan frame. The matter Lagrangian can be expressed in terms of the field $\varphi$ reading

$$
\begin{equation*}
\mathscr{L} \supset-\frac{1}{2}(\bar{\nabla} \varphi)^{2}-U(\varphi), \tag{4.116}
\end{equation*}
$$

meaning that we can employ the usual first-order expressions for the inflationary observables $n_{s}$ and $r$ in terms of the first and second slow-roll parameters $\epsilon_{V}$ and $\eta_{V}$, with respect to the canonically normalised field $\varphi$.

Since the expressions are rather involved for both the normalised field $\varphi$ as well as the initial field $\phi$, the calculations are done numerically and the results are presented below. Importantly, the power


Figure 4.2: Plot of the original potential in the Jordan frame (blue solid line) against the scalar potential in the Einstein frame after it is flattened by the $R^{2}$ term (red dashed line). The chosen values of the parameters are $\Lambda=0.4, \alpha=10, f=10$ and $M_{P}=1$.
spectrum of scalar perturbations ${ }^{1}$ reads

$$
\begin{equation*}
\mathcal{A}_{s}=\left.\frac{f^{2} \Lambda^{4}}{6 \pi^{2} M_{P}^{2}} \frac{\mathrm{cn}^{2}\left(\left.\frac{\varphi}{2 f M_{P}^{2}} \sqrt{M_{P}^{4}+8 \alpha \Lambda^{4}} \right\rvert\, \frac{8 \alpha \Lambda^{4}}{8 \alpha \Lambda^{4}+M_{P}^{4}}\right)}{\operatorname{sn}^{2}\left(\left.\frac{\varphi}{2 f M_{P}^{2}} \sqrt{M_{P}^{4}+8 \alpha \Lambda^{4}} \right\rvert\, \frac{8 \alpha \Lambda^{4}}{8 \alpha \Lambda^{4}+M_{P}^{4}}\right)}\right|_{\varphi=\varphi_{i}} \sim 2 \times 10^{-9}, \tag{4.117}
\end{equation*}
$$

where $\operatorname{sn}\left(\varphi \mid k^{2}\right)$ is again a Jacobi elliptic function. It is important to note that in the Einstein frame the Levi-Civita condition is a solution to the equation of motion for $\Gamma$, thus it is possible to employ the conventional methods used in the metric single-field inflation.

In fig. 4.3 we plot the values of the predicted tensor-to-scalar ratio against the spectral index $n_{s}$, after numerically solving the equation of $\epsilon_{V}\left(\varphi_{i}\right) \equiv 1$ in order to obtain the field value at the end of inflation $\varphi=\varphi_{i}$ and using that to compute $\varphi_{f}$ for various number of $e$-foldings $N \in[50,60]$. The values of the free parameters are $\Lambda=8 \times 10^{-3}, f=10$ and $\alpha \in\left[10^{8}, 10^{9}\right]$ with $M_{P}$ fixed to unity. Values of $f \lesssim 7$ (in natural units) are excluded by the recent Planck collaboration, fact which we abide by in this study. Note that for values of $\alpha \lesssim 10^{7}$ (for the specific values of the other parameters) are also excluded since the tensor-to-scalar ratio escapes the preferred region. By increasing the value of $\alpha$ we obtain lower values of $r$, however $n_{s}$ remains unchanged. This is in fact a general feature of the Palatini- $R^{2}$ models, which is also discussed in ref. [176] in a model independent way. All of the parameter values presented here lead to the correct value for the scalar power spectrum $\mathcal{A}_{s} \sim 10^{-9}$.

In the next figure, fig. 4.4, we obtain a similar graph to the one in fig. 4.3, by varying the parameter $f$ and keep $\alpha$ constant instead. The values of the parameters are $\Lambda=8 \times 10^{-3}, \alpha=10^{9}$ and $f \in[5,10]$, while once again fixing $M_{P}=1$. The plot is reminiscent of the one given by the Planck collaboration for the natural inflation, however in the case of Palatini- $R^{2}$ values of $f \gtrsim 6$ are allowed leading to acceptable values of $r$. This is in contrast with the conventional metric case in which the model lies outside even the $2 \sigma$ region of observations.
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Figure 4.3: A plot of the $r-n_{s}$ region for various values of $\alpha \in\left[10^{8}, 10^{9}\right]$ and $\Lambda=0.008, f=10$ and $M_{P}=1$.
The light and dark blue region denote the $2 \sigma$ and $1 \sigma$ allowed region from the Planck2018 collaboration. The values of $\alpha$ are specifically chosen such that the plot is within the bounds of $r \lesssim 0.056$. Each dot is a solution for a specific value of $N$, which from left to right is increasing up to a maximum value of $N=60$ and each "line" is formed for a specific value of $\alpha$, as displayed in the colour coding of the legend.


Figure 4.4: A plot of the $r-n_{s}$ region for various values of $f \in[5,10]$ and $\Lambda=0.008, \alpha=10^{9}$ and $M_{P}=1$. The light and dark blue region denote the $2 \sigma$ and $1 \sigma$ allowed region from the Planck2018 collaboration. Each dot is a solution for a specific value of $N$, which from left to right is increasing up to a maximum value of $N=60$ and each "line" is formed for a specific value of $f$ based on the colour coding of the legend.


Figure 4.5: A plot of the phase-space trajectories $\dot{\phi}-\phi$ highlighting the attractive behaviour of the scalar potential $U(\phi)$ for a specific set of the parameters $\alpha=10^{9}, f=10, \Lambda=0.008$ and $M_{P}=1$. In the bottom left there is superimposed a magnified plot of the attractor point of the potential. The solid black curve corresponds to the potential of the canonically normalised field $\varphi$.

Finally, we present a study of the phase-space flow diagram in terms of the numerical solutions of the generalised Klein-Gordon equation. For different initial conditions of the inflaton field and its velocity, the trajectories of $\dot{\phi}-\phi$ settle on the slow-roll trajectory and are led to the minimum of the potential. Then, from fig. 4.5 it is clear that the potential has indeed an attractor behaviour.

## Massive scalar

One of the simplest models realising inflation is the one described by a free massive scalar field with a potential

$$
\begin{equation*}
V(\phi)=\frac{m^{2}}{2} \phi^{2} . \tag{4.118}
\end{equation*}
$$

The metric formulation of this model coupled minimally to gravity has been excluded by observations (see fig. 2.4), so let us consider here its Palatini counterpart but with a minimal coupling to an extended gravitational sector of $R+R^{2}$ [175]. The total final action is of the same form as the one for the previous model of natural inflation, given in eq. (4.109); only the scalar potential has a different form. Then the canonically normalised scalar field $\varphi$ in this case reads

$$
\begin{equation*}
\varphi=\int \frac{\mathrm{d} \phi}{\sqrt{1+\frac{2 \alpha m^{2}}{M_{P}^{4}} \phi^{2}}}=\frac{M_{P}^{2}}{m \sqrt{2 \alpha}} \sinh ^{-1}\left(m \sqrt{2 \alpha} \phi / M_{P}^{2}\right) \tag{4.119}
\end{equation*}
$$

which in terms of the original field can be also inverted as

$$
\begin{equation*}
\phi=\frac{M_{P}^{2}}{m \sqrt{2 \alpha}} \sinh \left(m \sqrt{2 \alpha} \varphi / M_{P}^{2}\right) \tag{4.120}
\end{equation*}
$$

where $m>0$ and $\alpha>0$ is assumed throughout. Next, substituting the above relation of $\phi=f(\varphi)$ in the expression of the scalar potential we obtain [175]

$$
\begin{equation*}
U(\varphi)=\frac{M_{P}^{2}}{4 \alpha} \tanh ^{2}\left(m \sqrt{2 \alpha} \varphi / M_{P}^{2}\right) \tag{4.121}
\end{equation*}
$$

This is a well-known potential, usually referred to under the general class of the T-models, in which the potential term of the canonically normalised field is given by $V(\varphi) \propto \bar{\alpha} \tanh ^{2 n}(\varphi / \sqrt{6 \bar{\alpha}})$, where now $\bar{\alpha}$ is another constant not to confused with the one coming from the $R+\alpha R^{2}$ term. These models gathered considerable attention after it was shown that they arise in supergravity models [234-237]. In cosmology they can be realised more generally in the context of a scalar field with a pole in the kinetic term. In fact, these models fall under the same universality class, known as the attractor models ${ }^{1}$, because their predictions are insensitive to the features of the potential $V(\phi)$ for small values of the parameter $\bar{\alpha}$ and are largely dependent on the order and residue of the pole [234].

The slow-roll parameters in terms of the canonically normalised field $\varphi$ are found to be [175]

$$
\begin{align*}
& \epsilon_{V}=\frac{m^{2}}{M_{P}^{2}} \frac{16 \alpha}{\sinh ^{2}\left(2 m \sqrt{2 \alpha} \varphi / M_{P}^{2}\right)},  \tag{4.122}\\
& \eta_{V}=16 \alpha \frac{m^{2}}{M_{P}^{2}}\left(\frac{2-\cosh ^{2}\left(2 m \sqrt{2 \alpha} \varphi / M_{P}^{2}\right)}{\sinh ^{2}\left(2 m \sqrt{2 \alpha} \varphi / M_{P}^{2}\right)}\right) \tag{4.123}
\end{align*}
$$

Then the end of inflation can be analytically obtained by solving $\epsilon_{V}\left(\varphi=\varphi_{f}\right) \equiv 1$, yielding

$$
\begin{equation*}
\varphi_{f} \approx \frac{M_{P}^{2}}{2 m \sqrt{2 \alpha}} \sinh ^{-1}\left(2 m \sqrt{2 \alpha} / M_{P}^{2}\right) \tag{4.124}
\end{equation*}
$$

The scalar power spectrum is similarly given by

$$
\begin{equation*}
\mathcal{A}_{s}=\frac{M_{P}^{4}}{1536 \alpha^{2} \pi^{2} m^{2}} \sinh ^{2}\left(2 m \sqrt{2 \alpha} \varphi / M_{P}^{2}\right) \tanh ^{2}\left(2 m \sqrt{2 \alpha} \varphi / M_{P}^{2}\right), \tag{4.125}
\end{equation*}
$$

which, once again, evaluated at horizon exit $\varphi=\varphi_{i}$ should yield its observed value of $\mathcal{A}_{s} \approx 2.1 \times 10^{-9}$. Finally, the integral for the number of $e$-folds in terms of the canonical field is

$$
\begin{equation*}
N=\frac{M_{P}^{2}}{16 \alpha m^{2}} \int_{2 m \varphi_{i} \sqrt{2 \alpha} / M_{P}}^{2 m \varphi_{f} \sqrt{2 \alpha} / M_{P}} \frac{\mathrm{~d} x}{x} \sqrt{\sinh x} . \tag{4.126}
\end{equation*}
$$

Unfortunately the expressions become complicated to sort out analytically and we resort to numerical methods to solve the system. In fig. 4.6 the values of the tensor-to-scalar ratio $r$ are plotted against the spectral index $n_{s}$ for various values of the parameter $\alpha$ in a range of $N \in[50,60] e$-foldings. We observe that for increasing values of $\alpha$ the tensor-to-scalar ratio is decreasing while $n_{s}$ remains largely unaffected. In fact $\alpha$ can assume values larger than what is presented in the figure suppressing further the predicted value of $r$. It is also evident that as $\alpha$ increases the predictions of the observables asymptote to those
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Figure 4.6: A plot of the $r-n_{s}$ region for various values of $\alpha \in\left[10^{7}, 10^{8}\right], m=10^{-5}$ (which is $10^{13} \mathrm{GeV}$ ) and $M_{P}=1$. The light and dark blue region denote the $2 \sigma$ and $1 \sigma$ allowed region from the Planck 2018 collaboration, while the red dashed line denotes the bound on $r \lesssim 0.056$. Each dot is a solution for a specific value of $N$, which from left to right is increasing up to a maximum value of $N=60$ and each "line" is formed for a specific value of $\alpha$ based on the colour coding of the legend.
produced by the simple (without the $R^{2}$ term) quadratic model, presented also in fig. 2.4. The value of the mass parameter in the figure is $m=10^{-5}\left(10^{-13} \mathrm{GeV}\right)$ in terms of the fixed Planck mass $M_{P}=1$, and altogether the parameters manage to produce the appropriate value of the power spectrum $\mathcal{A}_{s}$. The scale of inflation is preferably described by the field values of the inflaton field during inflation, which in principle varies with the different values of the model parameters and the number of $e$-foldings. However, a general statement of their values includes

$$
\begin{equation*}
\varphi_{i} \approx 10 M_{P}, \quad \& \quad \varphi_{f} \approx M_{P} \tag{4.127}
\end{equation*}
$$

In terms of the initial field $\phi$ the field values of $\phi_{f}$ and $\phi_{i}$ are very similar to the ones produced for the canonical field $\varphi$. Therefore, inflation in this case happens above the Planck scale, also referred to as transPlanckian.

## Digression on attractor models

Let us illustate the above point by considering a toy model with a Lagrangian reading

$$
\begin{equation*}
\mathscr{L}=\frac{M_{P}^{2}}{2} R-\frac{\omega(\Phi)}{2}(\nabla \Phi)^{2}-V(\Phi), \tag{4.128}
\end{equation*}
$$

where $\Phi$ is a scalar field with a general potential $V(\Phi)$. The following discussion is universal in the metric and Palatini formulations so we ignore the subject at the moment. The noncanonical kinetic function has
a general form of

$$
\begin{equation*}
\omega(\Phi) \equiv \frac{\alpha_{p}}{\left|\phi-\phi_{0}\right|^{p}}, \tag{4.129}
\end{equation*}
$$

with $\alpha_{p}$ a positive constant in order to avoid ghost instabilities. Near the pole of the inflaton field $\Phi=\Phi_{0}$ the potential can be expanded as $V(\Phi) \approx V\left(\Phi_{0}\right)+\Phi V^{\prime}\left(\Phi_{0}\right)$ suggesting that the potential should be at least well-behaved near the pole.

Let us define the canonically normalised field through

$$
\begin{equation*}
\frac{\mathrm{d} \Psi}{\mathrm{~d} \Phi}=\frac{1}{\sqrt{\omega(\Phi)}} \tag{4.130}
\end{equation*}
$$

and by expressing the slow-roll parameters in terms of it we obtain

$$
\begin{equation*}
\epsilon=\frac{M_{P}^{2}}{2}\left(\frac{V^{\prime}(\Psi)}{V(\Psi)}\right)^{2}=\frac{M_{P}^{2}}{2} \frac{1}{\omega(\Phi)}\left(\frac{V^{\prime}(\Phi)}{V(\Phi)}\right)^{2} \tag{4.131}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta=M_{P}^{2} \frac{V^{\prime \prime}(\Psi)}{V(\Psi)}=M_{P}^{2} \frac{1}{\omega(\Phi)} \frac{V^{\prime \prime}(\Phi)}{V(\Phi)}\left(1-\frac{1}{2} \frac{\omega^{\prime}(\Phi)}{\omega(\Phi)} \frac{V^{\prime}(\Phi)}{V^{\prime \prime}(\Phi)}\right) . \tag{4.132}
\end{equation*}
$$

The number of $e$-foldings can also be expressed in terms of the original field as

$$
\begin{equation*}
N(\Phi)=\int_{\Psi_{i}}^{\Psi_{f}} \frac{1}{M_{P}} \frac{\mathrm{~d} \Psi}{\sqrt{2 \epsilon}}=\frac{1}{M_{P}^{2}} \int_{\Phi_{i}}^{\Phi_{f}} \omega(\Phi) \frac{V(\Phi)}{V^{\prime}(\Phi)} \mathrm{d} \Phi . \tag{4.133}
\end{equation*}
$$

It is straightforward then to show that the observable quantities read

$$
\begin{equation*}
n_{s}=1-6 \epsilon-2 \eta=\frac{M_{P}^{2}}{\omega(\Phi)}\left(2 \frac{V^{\prime \prime}(\Phi)}{V(\Phi)}-3\left(\frac{V^{\prime}(\Phi)}{V(\Phi)}\right)^{2}-\frac{\omega^{\prime}(\Phi)}{\omega(\Phi)} \frac{V^{\prime}(\Phi)}{V(\Phi)}\right) \tag{4.134}
\end{equation*}
$$

and

$$
\begin{equation*}
r=16 \epsilon=8 \frac{M_{P}^{2}}{\omega(\Phi)}\left(\frac{V^{\prime}(\Phi)}{V(\Phi)}\right)^{2} \tag{4.135}
\end{equation*}
$$

If we expand around the inevitable point of the pole at $\Phi=\Phi_{0}$ we obtain

$$
\begin{align*}
& \epsilon_{0} \approx \frac{M_{P}^{2}}{2 \alpha_{p}}\left|\Phi-\Phi_{0}\right|^{p}\left(\frac{V_{0}^{\prime}}{V_{0}}\right)^{2}\left(1+2\left(\Phi-\Phi_{0}\right)\left(\frac{V_{0}^{\prime \prime}}{V_{0}^{\prime}}-\frac{V_{0}^{\prime}}{V_{0}}\right)\right),  \tag{4.136}\\
& \eta_{0} \approx \frac{M_{P}^{2}}{\alpha_{p}}\left|\Phi_{0}-\Phi\right|^{p}\left\{\frac{p}{2} \frac{\operatorname{sgn}\left(\Phi-\Phi_{0}\right)}{\left|\Phi-\Phi_{0}\right|} \frac{V_{0}^{\prime}}{V_{0}}+\frac{V_{0}^{\prime \prime}}{V_{0}}+\frac{p}{2}\left[\frac{V_{0}^{\prime \prime}}{V_{0}}-\left(\frac{V_{0}^{\prime}}{V_{0}}\right)^{2}\right]+\ldots\right\}, \tag{4.137}
\end{align*}
$$

where $\operatorname{sgn}(x)$ is the sign function. It is straightforward to show that the tensor-to-scalar ratio and the spectral index are given by

$$
\begin{equation*}
n_{s}-1 \approx \frac{M_{P}^{2}}{\alpha_{p}}\left|\Phi-\Phi_{0}\right|^{p}\left\{p \frac{\operatorname{sgn}\left(\Phi-\Phi_{0}\right)}{\left|\Phi-\Phi_{0}\right|} \frac{V_{0}^{\prime}}{V_{0}}+(p+2) \frac{V_{0}^{\prime \prime}}{V_{0}}-(p+3)\left(\frac{V_{0}^{\prime}}{V_{0}}\right)^{2}+\ldots\right\}, \quad \forall p \in \mathbb{Z}^{+} \tag{4.138}
\end{equation*}
$$

and

$$
\begin{equation*}
r \approx \frac{8 M_{P}^{2}}{\alpha_{p}}\left|\Phi-\Phi_{0}\right|^{p}\left(\frac{V_{0}^{\prime}}{V_{0}}\right)^{2}\left(1+2\left(\Phi-\Phi_{0}\right)\left(\frac{V_{0}^{\prime \prime}}{V_{0}^{\prime}}-\frac{V_{0}^{\prime}}{V_{0}}\right)+\ldots\right), \quad \forall p \in \mathbb{Z}^{+} \tag{4.139}
\end{equation*}
$$

In order to proceed we have to identify two cases of the order of the pole $p=1$ and $p \neq 1$. Then, the number of $e$-foldings can be approximated as

$$
\begin{array}{ll}
N \approx \frac{\alpha_{p}}{M_{P}^{2}} \frac{V_{0}}{V_{0}^{\prime}} \ln \left|\Phi-\Phi_{0}\right|-\left\{\Phi \rightarrow \Phi_{f}\right\}, & (p=1) . \\
N \approx \frac{\alpha_{p}}{M_{P}^{2}} \frac{V_{0}}{V_{0}^{\prime}} \frac{\left|\Phi-\Phi_{0}\right|^{1-p}}{p-1}-\underbrace{\left\{\Phi \rightarrow \Phi_{f}\right\}}_{\equiv \mathcal{C}} & (p \neq 1), \tag{4.141}
\end{array}
$$

where the last term in both equations is simply the first term with $\Phi=\Phi_{f}$.
Interestingly, in the case of $p \neq 1$, which is also the more common, the leading term of the spectral index becomes

$$
\begin{equation*}
n_{s}-1 \approx \operatorname{sgn}\left(\Phi-\Phi_{0}\right) \frac{p}{p-1} \frac{1}{N+\mathcal{C}}, \quad(p \neq 1) \tag{4.142}
\end{equation*}
$$

Notice that the spectral index is completely independent of the inflaton potential and solely determined by the order of the pole. Let us return to the case of T-models and take a look at a limiting case of large $\bar{\alpha}$. Then, the spectral index and the tensor-to-scalar ratio are [234]

$$
\begin{equation*}
n_{s} \approx 1-\frac{2}{N}-\frac{n-1}{8 n} r, \quad r \approx \frac{24 n \bar{\alpha}}{N(3 \bar{\alpha}+2 n N)} \stackrel{N \gg 1}{\approx} \frac{12}{N^{2}} \bar{\alpha} . \tag{4.143}
\end{equation*}
$$

Then, only $r$ of the two has a multiplicative dependence on $\bar{\alpha}$ that can lead to suppressed values of $r<10^{-3}$. This is completely model independent and hinges only on the fact that the kinetic term of the inflaton field has a pole at some field value $\Phi_{0}$ of order $p$.

## Higgs field

In an attempt to connect low energy particle physics with high energy phenomena it is tempting to identify the inflaton field with the sole observed scalar field, the Higgs boson. This is not only a scenario appealing to theoretical physics, but also very predictive in the sense that we can in principle "match" observational data from cosmology and particle physics. The total action in question then reads

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{M_{P}^{2}}{2} R+\frac{\alpha}{4} R^{2}+\mathscr{L}_{\mathrm{SM}}\right\} \tag{4.144}
\end{equation*}
$$

where $\mathscr{L}_{\text {SM }}$ denotes SM Lagrangian. This is the most straightforward way to construct such a model of inflation, with the exception of $\alpha=0$ being the true minimal construction.

## Revisiting the SM Higgs

Assuming that the Higgs field plays the role of the inflaton we can safely ignore the interactions with other fields and in this case obtain

$$
\begin{equation*}
\mathscr{L}_{\mathrm{SM}} \supset-\left(D^{\mu} H\right)^{\dagger}\left(D_{\mu} H\right)-V(|H|) \tag{4.145}
\end{equation*}
$$

where $H$ is the Higgs field and $V(|H|)$ its self-interacting potential given by

$$
\begin{equation*}
V(|H|)=-\mu^{2} H^{\dagger} H+\lambda\left(H^{\dagger} H\right)^{2} \tag{4.146}
\end{equation*}
$$

where $\mu^{2}>0$ is the Higgs mass term and $\lambda>0$ is its self-coupling. For the SM to maintain the $S U(2)_{L} \otimes$ $U(1)_{Y}$ invariance the covariant derivative is introduced as

$$
\begin{equation*}
D_{\mu}=\nabla_{\mu}-i g_{2} t^{a} W_{\mu}^{a}-i g_{Y} Y B_{\mu} \tag{4.147}
\end{equation*}
$$

where $g_{2}$ and $g_{Y}$ are the $S U(2)$ and $U(1)_{Y}$ gauge coupling constants and $W^{a}$ and $B$ are the gauge fields corresponding to their generators, i.e. $S U(2)_{L} \rightarrow\left\{W_{\mu}^{1}, W_{\mu}^{2}, W_{\mu}^{3}\right\}$ and $U(1)_{Y} \rightarrow\left\{B_{\mu}\right\}$. Notice that the notion of the flat spacetime partial derivative is preemptively generalised to curved spacetime by $\partial_{\mu} \rightarrow \nabla_{\mu}$.

Let us introduce the Higgs doublet in the spinor representation

$$
\begin{equation*}
H \equiv\binom{\phi^{+}}{\phi^{0}} . \tag{4.148}
\end{equation*}
$$

It is straightforward to show that due to the symmetry of the potential $V(|H|)$ there exist an infinite number of states satisfying $H^{\dagger} H=v^{2} / 2$, where

$$
\begin{equation*}
v^{2}=\frac{\mu^{2}}{\lambda} \tag{4.149}
\end{equation*}
$$

is the minimum of the potential, also identified with the EW scale and its observed value is $v=246 \mathrm{GeV}$. Then we can choose in complete generality its VEV to be

$$
\begin{equation*}
\langle H\rangle=\frac{1}{\sqrt{2}}\binom{0}{v} . \tag{4.150}
\end{equation*}
$$

In this specific choice the component $\phi^{0}$ is identified with the neutral component. This is associated with the famous breaking of the symmetry $S U(2)_{L} \otimes U(1)_{L} \rightarrow U(1)_{e m}$. It is easy to see that the vacuum is invariant under $U(1)_{e m}$; a sketch of that is as follows

$$
\begin{align*}
e^{i \alpha Q}\langle H\rangle & \approx(1+i \alpha Q)\langle H\rangle  \tag{4.151}\\
& =\langle H\rangle+i \alpha\left(T_{3}+\frac{1}{2} Y\right)\langle H\rangle  \tag{4.152}\\
& =\langle H\rangle+i \frac{\alpha}{2}\left[\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)+\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right)\right]\binom{0}{\frac{v}{\sqrt{2}}}  \tag{4.153}\\
& =\langle H\rangle, \tag{4.154}
\end{align*}
$$

where for the electric charge we used the Gell-Mann-Nishijima relation $Q=T_{3}+\frac{1}{2} Y$, with $T_{3}$ being a generator of the $S U(2)$ group. Therefore, the photon remains massless. The rest of the gauge fields that correspond to the broken generators $T_{1}$ and $T_{2}$ acquire a mass; this mechanism is known as the Higgs mechanism.

Leaving the low energy physics and returning to the inflationary regime we obtain the Higgs sector with its self-interactions only. Considering the Higgs in the unitary gauge

$$
\begin{equation*}
H \equiv \frac{1}{\sqrt{2}}\binom{0}{h} \tag{4.155}
\end{equation*}
$$

the total action becomes

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{M_{P}^{2}}{2} R+\frac{\alpha}{4} R^{2}-\frac{1}{2}(\partial h)^{2}-V(h)\right\} \tag{4.156}
\end{equation*}
$$

with the potential term given by

$$
\begin{equation*}
V(h)=\frac{\lambda}{4}\left(h^{2}-v^{2}\right)^{2} . \tag{4.157}
\end{equation*}
$$

Then we can employ the mechanism highlighted in previous sections, namely express the action in its scalar representation and transform it from the Jordan to the Einstein frame. The resulting action has the same form as the one given in eq. (4.109); restated here in this case as [232]

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{1}{2} \frac{(\bar{\nabla} h)^{2}}{\left(1+\frac{4 \alpha}{M_{P}^{4}} V(h)\right)}-\frac{V(h)}{1+\frac{4 \alpha}{M_{P}^{4}} V(h)}+\mathcal{O}\left((\bar{\nabla} h)^{4}\right)\right\} \tag{4.158}
\end{equation*}
$$

In what follows we assume that it is safe to approximate the Higgs potential as

$$
\begin{equation*}
V(h) \approx \frac{\lambda}{4} h^{4}, \quad h \gg v, \tag{4.159}
\end{equation*}
$$

since we expect the field to assume values far away from its VEV during inflation. It is however unfortunate that the Higgs self-coupling is open to interpretation at these energy scales. Meaning that the running of the coupling following the conventional SM renormalisation group equations suggests that it decreases with energy to values of $\lambda \sim 10^{-13}$ (see ref. [81]). All of that depends on the exact interplay between the Higgs mass and the top quark coupling and, as expected, is very sensitive to BSM degrees of freedom. Unfortunately, the self-coupling can even assume negative values close to the Planck scale, $\mu_{\mathrm{c}} \sim M_{P}$, leading to the issue known as the metastability of the Higgs vacuum [238-243]. In order to avoid the issue we assume tiny positive values of the coupling $0<\left.\lambda\right|_{\Lambda=M_{P}} \ll 1$ close to the Planck scale, and if that it is not the case we assume that other degrees of freedom can stabilise the potential.

Regarding the prediction of inflationary observables the analysis follows closely those presented for the two previous models. At the level of equations of motion the connection satisfies the Levi-Civita condition and assuming that a field redefinition exists such that the kinetic term can be canonical the conventional machinery of slow-roll inflation can be applied directly. In order to do that let us begin by canonically redefining the inflaton as follows

$$
\begin{equation*}
\varphi=\int \frac{\mathrm{d} h}{\sqrt{1+\frac{4 \alpha}{M_{P}^{4}} V(h)}}=\frac{M_{P}}{(\alpha \lambda)^{1 / 4}} \int \frac{\mathrm{~d} x}{\sqrt{1+x^{4}}}=\frac{M_{P}}{(\alpha \lambda)^{1 / 4}}\left(\frac{4}{\sqrt{\pi}}(\Gamma(5 / 4))^{2}-\frac{1}{2} \mathcal{F}(y, 1 / \sqrt{2})\right), \tag{4.160}
\end{equation*}
$$

where $\mathcal{F}$ is the elliptic integral of the first kind defined previously in eq. (4.113) and we also made the following definitions

$$
\begin{equation*}
x \equiv \frac{\alpha \lambda}{M_{P}} h, \quad \cos y \equiv \frac{x^{2}-1}{x^{2}+1} \tag{4.161}
\end{equation*}
$$

We can in fact invert the expression of $\varphi(h)$ to obtain $h(\varphi)$ in terms of one of Jacobi's elliptic functions, similarly to what was done right after eq. (4.113). In fig. 4.7 we present a plot of the field $x$ in terms of $\bar{\varphi}=(\alpha \lambda)^{1 / 4} \varphi / M_{P}$, where it is noticeable that the expression saturates at some value of $\bar{\varphi}_{0}$ that is connected with the value of $\frac{4}{\sqrt{\pi}}(\Gamma(5 / 4))^{2} \approx 1.85407$. This can be also verified analytically by assuming a large field expansion of $\mathcal{F}$ in terms of $x$.

The total scalar potential in the Einstein frame is given in terms of $x(\varphi)$ by

$$
\begin{equation*}
U(x)=\frac{M_{P}^{4}}{4 \alpha} \frac{x^{4}(\varphi)}{1+x^{4}(\varphi)} . \tag{4.162}
\end{equation*}
$$



Figure 4.7: A plot of relation between the field $x=f(\varphi)$.

Using this expression we can directly compute the slow-roll parameters as follows

$$
\begin{equation*}
\epsilon_{V}=\frac{8 \sqrt{\alpha \lambda}}{x^{2}\left(1+x^{4}\right)}, \quad \quad \eta_{V}=\frac{12\left(1-x^{4}\right) \sqrt{\alpha \lambda}}{x^{2}\left(1+x^{4}\right)} \tag{4.163}
\end{equation*}
$$

and the number of $e$-foldings is given by

$$
\begin{equation*}
N=-\frac{1}{M_{P}} \int_{\varphi_{i}}^{\varphi_{f}} \frac{\mathrm{~d} \varphi}{\sqrt{2 \epsilon_{V}(\varphi)}}=\frac{1}{M_{P}} \int_{x_{i}}^{x_{f}} \frac{\mathrm{~d} x}{\sqrt{2 \epsilon_{V}(x)} \sqrt{1+x^{4}}}=\frac{1}{8 \sqrt{\alpha \lambda}}\left(x_{i}^{2}-x_{f}^{2}\right), \tag{4.164}
\end{equation*}
$$

where $x_{i}, \varphi_{i}$ and $x_{f}, \varphi_{f}$ are the field values at the start and end of inflation of the $x$ and $\varphi$ fields respectively. We can obtain the field value at the end of inflation via [232]

$$
\begin{equation*}
\epsilon_{V}\left(x_{f}\right) \simeq 1 \quad \Longrightarrow \quad x_{f}^{2} \approx 8 \sqrt{\alpha \lambda}, \quad \text { iff } \sqrt{\alpha \lambda}<10^{-2} \tag{4.165}
\end{equation*}
$$

Therefore, we may obtain an approximate expression for $N$ in terms of $x_{i},(N+1)=x_{i}^{2} /(8 \sqrt{\alpha \lambda})$. The power spectrum of scalar perturbations becomes

$$
\begin{equation*}
\mathcal{A}_{s}=\frac{x_{i}^{6}}{768 \pi^{2} \alpha \sqrt{\alpha \lambda}} \approx \frac{2 \lambda}{3 \pi^{2}}(N+1)^{3} . \tag{4.166}
\end{equation*}
$$

This in turn leads to values of the self-coupling $\lambda \sim 10^{-13}$ in order to satisfy the observed value of $\mathcal{A}_{s} \approx 10^{-9}$.

Let us consider the other observable quantities; starting from the spectral index we may substitute the value of $x_{i}$ in terms of $N$ to obtain:

$$
\begin{equation*}
n_{s}=1-6 \epsilon_{V}\left(x_{i}\right)+2 \eta_{V}\left(x_{i}\right)=1-\frac{24 \sqrt{\alpha \lambda}}{x_{i}^{2}} \approx \frac{N-2}{N+1} \stackrel{N \not{ }^{2}}{ } 1-\frac{3}{N}+\mathcal{O}\left(1 / N^{2}\right) . \tag{4.167}
\end{equation*}
$$

Notice that it is manifestly independent of the parameter $\alpha$ and its approximate expression suggests a larger than usual amount of $e$-foldings is required in order to satisfy the bounds of $n_{s}$. The tensor-toscalar ratio reads

$$
\begin{equation*}
r=16 \epsilon_{V}\left(x_{i}\right)=\frac{128 \sqrt{\alpha \lambda}}{x_{i}^{2}\left(1+x_{i}^{4}\right)} \approx \frac{16}{(N+1)\left(1+8 \alpha \lambda(N+1)^{2}\right)} \stackrel{N \nless 1}{\approx} \frac{2}{\alpha \lambda}\left(\frac{1}{N^{3}}-\frac{3}{N^{4}}+\mathcal{O}\left(1 / N^{5}\right)\right) . \tag{4.168}
\end{equation*}
$$



Figure 4.8: A plot of the relation between $n_{s}=f(N)$. The blue shaded region represents the $2 \sigma$ allowed region of $n_{s}$ and the dashed lines the conventional range of e-foldings $N \in[50,60]$.

Then, in contrast to $n_{s}$, large values of the parameter $\alpha$ can in principle suppress $r$. It is possible to derive a lower bound on the product of $\alpha \lambda$ by demanding that

$$
\begin{equation*}
r \lesssim 0.056 \quad \Longrightarrow \quad \alpha \lambda \gtrsim \mathcal{O}\left(10^{-5}\right), \quad \text { for } N \approx 75 e \text {-folds }, \tag{4.169}
\end{equation*}
$$

where we allowed for larger values of $N$ in order to satisfy the bounds on $n_{s}$. Then, in order for the discussion above to make sense the product of these parameters is bounded as follows

$$
\begin{equation*}
\mathcal{O}\left(10^{-5}\right) \lesssim \alpha \lambda<10^{-4}, \tag{4.170}
\end{equation*}
$$

where the last inequality stems from the condition that $x_{f}$ is a solution to $\epsilon_{V}\left(x_{f}\right)=1$. Since the power spectrum demands values of the self-coupling close to $\lambda \sim 10^{-13}$ we can derive a bound on $\alpha$ reading

$$
\begin{equation*}
10^{8} \lesssim \alpha<10^{9} \tag{4.171}
\end{equation*}
$$

where once again the upper bound is limited to the approximation used here and is not a physical limitation of the model. In fact, in fig. 4.9 it is clear that arbitrarily large values of $\alpha$ are also acceptable, with the "disadvantage" that $r$ is highly suppressed.

In fig. 4.8 we present in a more comprehensive way the fact that in order for the predictions to reside in the allowed region of observations for $n_{s}$ (displayed by the light blue shaded region) a large amount of $N \gtrsim 70 e$-foldings is required. This is made blatantly clear in the next figure, fig. 4.9, in which we plot the numerical results for the predicted values of $n_{s}$ and $r$ for various values of $\alpha \in\left[10^{7}, 10^{8}\right]$ and a fixed value of $\lambda=10^{-13}$ and $M_{P}=1$. As expected, a large number of $N \in(70,80)$ is required which is not necessarily out of line with high-scale inflation and suggests a period of slower expansion compared to the standard radiation domination.

The initial and final values of the inflaton field, for a characteristic set of the parameters $\lambda=10^{-13}$, $\alpha=10^{8}$ and $N \approx 75$, are approximately given by

$$
\begin{equation*}
\varphi_{f} \approx 3 M_{P}, \quad \& \quad \varphi_{i} \approx 20 M_{P} \tag{4.172}
\end{equation*}
$$

which also confirm that the field excursion is inside the well-defined range of $\left[-\bar{\varphi}_{0}, \bar{\varphi}_{0}\right]$, after all we have $\bar{\varphi}_{i} \approx 1.1 M_{P}$. In terms of the initial field $h$ we also obtain similar values of $h_{f} \approx 3 M_{P}$ and $h_{i} \approx 25 M_{P}$.


Figure 4.9: A plot of the $r-n_{s}$ region for various values of $\alpha \in\left[10^{7}, 10^{8}\right], \lambda=10^{-13}$ and $M_{P}=1$. The light and dark blue region denote the $2 \sigma$ and $1 \sigma$ allowed region from the Planck2018 collaboration, while the red dashed line denotes the bound on $r \lesssim 0.056$. Each dot is a solution for a specific value of $N$, which from left to right is increasing from a starting value of $N=65$ to $N=85$ e-foldings, and each "line" is formed for a specific value of $\alpha$ based on the colour coding of the legend.

In fig. 4.10 we solve numerically the generalised Klein-Gordon equation for the field $x \equiv(\alpha \lambda) h / M_{P}$ for various initial conditions of the inflaton field and a specific set of parameters $\alpha=10^{8}$ and $\lambda=10^{-13}$. The trajectories $\dot{x}-x$ are then presented, which regardless of the initial conditions converge to minimum of the potential. Therefore, it is clear that it exhibits an attractive behaviour. A similar figure can be produced for the canonically normalised field $\varphi$.

## A general class of monomial potential terms

The last two inflationary models, namely the free massive scalar field and the Higgs inflation model, fall under the general class of monomial potentials, of which an example would be

$$
\begin{equation*}
V(\phi)=\frac{\lambda}{4} \frac{\phi^{2 n}}{M_{P}^{2(n-2)}}, \tag{4.173}
\end{equation*}
$$

where $\phi$ plays the role of the inflaton field, $n \in \mathbb{Z}^{+}$and $\lambda$ is the self-coupling constant. Then, the discussion follows similarly to what was done previously, meaning that the canonically normalised field


Figure 4.10: A plot of the phase-space trajectories $\dot{x}-x$ highlighting the attractive behaviour of the scalar potential $U(x(\varphi))$ for a specific set of the parameters $\alpha=10^{8}, \lambda=10^{-13}$ and a fixed value of $M_{P}=1$. The solid blue curve corresponds to the potential of the inflaton field $x$, namely $U(x)$.
can be approximated by [232]

$$
\begin{equation*}
\varphi=\int \frac{\mathrm{d} \phi}{\sqrt{1+\frac{\alpha \lambda}{M_{P}^{2 n}} \phi^{2 n}}} \sim c_{0}-c_{1} / x^{n-1} \tag{4.174}
\end{equation*}
$$

where $c_{0}$ and $c_{1}$ are integration constants and the field $x \equiv(\alpha \lambda)^{1 / 2 n} \phi / M_{P}$ is the generalised case of the previously defined $x$. Then the Einstein-frame total scalar potential becomes

$$
\begin{equation*}
U(x)=\frac{M_{P}^{4}}{4 \alpha} \frac{x^{2 n}}{1+x^{2 n}}, \tag{4.175}
\end{equation*}
$$

and follows a similar behaviour to $\varphi$, reaching a plateau in the large field limit. It is straightforward to show that the slow-roll parameters are

$$
\begin{equation*}
\epsilon_{V}=\frac{2 n^{2}(\alpha \lambda)^{1 / n}}{x^{2}\left(1+x^{2 n}\right)} \quad \eta_{V}=2 n(\alpha \lambda)^{1 / n} \frac{2 n-1-(n+1) x^{2 n}}{x^{2}\left(1+x^{2 n}\right)} \tag{4.176}
\end{equation*}
$$

Then the field value at the end of inflation is obtained by demanding $\epsilon_{V}\left(x=x_{f}\right)=1$ implying that $x_{f}^{2} \approx 2 n^{2}(\alpha \lambda)^{1 / n}$ for small $(\alpha \lambda)^{1 / n} \ll 1$. Next, the number of $e$-foldings are given by

$$
\begin{equation*}
N=\frac{1}{4 n(\alpha \lambda)^{1 / n}}\left(x_{i}^{2}-x_{f}^{2}\right), \tag{4.177}
\end{equation*}
$$

which can be expressed in terms of $x_{i}$ only, yielding $x_{i}^{2}=4 n(\alpha \lambda)^{1 / n}(N+n / 2)$. Thus, from all of the above we are able to approximate the value of the spectral index in terms of the number of $e$-foldings and the


Figure 4.11: A plot of the relation between $n_{s}=f(N)$. The blue shaded region represents the $2 \sigma$ allowed region of $n_{s}$ and the dashed vertical lines the conventional range of e-foldings $N \in[50,60]$. Each curve represents different values of the power of the monomial potential $n \in\{1 / 3,2 / 3,1,3 / 2,2,3\}$
power $n$ of the monomial; reading

$$
\begin{equation*}
n_{s}\left(x_{i}\right)=\frac{2 N-n-2}{2 N+n} \stackrel{N \gg 1}{\sim} 1-\frac{n+1}{N} . \tag{4.178}
\end{equation*}
$$

Therefore the best fit of $n_{s}$ corresponds to values of $n$ close to unity, meaning the quadratic potential, and values of $n>1$ that require larger amount of inflation. Especially values of $n \geq 3$ are excluded since they tend to unusually large values of $N$. However, there are rational values of $1<n=q / p<2$ that can provide satisfactory values for $n_{s}$. A plot of $n_{s}$ in terms of the number of $e$-foldings $N$ for different values of $n$ is presented in fig. 4.11, in which that exact relation can be better understood visually by its "limiting" cases of $n \approx 1 / 3$ and $n \approx 2$.

A similar discussion follows for the tensor-to-scalar $r$ which can be rephrased as

$$
\begin{equation*}
r\left(x_{i} ; n, N\right)=16 \epsilon_{V} \approx \frac{2^{3-2 n} n^{1-n}}{\alpha \lambda} \frac{1}{\left(N+\frac{n}{2}\right)^{n+1}} \stackrel{N \gg 1}{\sim} \frac{\mathcal{O}(1)}{\alpha \lambda N^{n+1}}, \quad \forall n \in \mathbb{Z}^{*}, \tag{4.179}
\end{equation*}
$$

where $\lambda$ is in general the self-coupling of the $\phi^{2 n}$ term; not to be confused with the Higgs self-coupling discussed previously. Then, the power spectrum of scalar perturbations leads to

$$
\begin{equation*}
\mathcal{A}_{s}=\frac{4^{n-2} n^{n-1}}{3 \pi^{2}} \lambda\left(N+\frac{n}{2}\right)^{n+1} . \tag{4.180}
\end{equation*}
$$

Therefore, we may invert $\lambda$ in terms of $\mathcal{A}_{s}$ and substitute into the expression of $r$ amounting to

$$
\begin{equation*}
r=\frac{1}{6 \pi^{2} \mathcal{A}_{s} \alpha} \quad \Longrightarrow \quad \alpha=\frac{1}{6 \pi^{2} r \mathcal{A}_{s}} \gtrsim 10^{8} \quad \forall n . \tag{4.181}
\end{equation*}
$$

Importantly, the value of the constant of the $R^{2}$ term does not depend on the form of the potential $(\lambda, n)$ and is simply chosen such that the predicted observable quantities are within the allowed region of
observations. This result is in agreement with previous sections where the cases of $n=1$ and $n=2$ were discussed.

The argument can be generalised for the values of $\lambda$ for each power $n$. Starting from the requirement that $r \lesssim 0.056$ we obtain

$$
\begin{equation*}
\alpha \lambda N^{n+1} \gtrsim \mathcal{O}(10) \quad \Longrightarrow \quad \alpha \lambda \gtrsim \mathcal{O}\left(10^{-2 n-1}\right) \tag{4.182}
\end{equation*}
$$

Therefore, by using the result that $\alpha$ assumes the same values for each $n$ it is straightforward to show that $\lambda$ must satisfy

$$
\begin{equation*}
\lambda \gtrsim \mathcal{O}\left(10^{-2 n-9}\right) \quad \forall n . \tag{4.183}
\end{equation*}
$$

This is also in agreement with results of previous sections, where for example in the Higgs field model (approximately a quartic monomial potential) we obtain $\lambda \approx 10^{-13}$ and for the free massive scalar field (quadratic potential) we obtain $\lambda=2 m^{2} \approx 2 \times 10^{-10}$.

Obviously the approximations cannot describe completely the dynamics of each model, but they do however paint an intuitive picture of the predicted results of a general class of these models, that is, for slow-roll inflation to take place the constant $\alpha$ has to assume large values and the self-coupling constant $\lambda$ of the potential $V(\phi) \propto \lambda \phi^{2 n}$ takes up tiny values. Clearly, there are intricate points in each particular model, such as in the case of $n=2$ in which the amount of $e$-foldings required is larger than usual.

### 4.3 Nonminimally coupled matter fields

In this section we allow for the possibility of extended interactions of the inflaton field $\phi$ with the gravitational sector $R+\alpha R^{2}$ through a scale-invariant coupling of the form $\propto \xi \phi^{2} R$. As was stated in a previous chapter these types of couplings arise at the quantum level due to quantum corrections of $\phi$ in the presence of a curved gravitational background and as such they play a vital role to the renormalisability of the scalar field theory in a curved background. General cases of the nonminimal coupling $f(\phi) R$ can also be considered and they are especially interesting in studies pertaining to cosmology and inflation. The total Lagrangian relative to the inflationary epoch is given by

$$
\begin{equation*}
\mathscr{L} \supset \frac{1}{2}\left(M^{2}+\xi \phi^{2}\right) R+\alpha R^{2}-\frac{1}{2}(\partial \phi)^{2}-V(\phi), \tag{4.184}
\end{equation*}
$$

where $\alpha$ and $\xi$ are dimensionless constants and $M$ is the bare Planck mass later to be identified with the Planck scale. An analysis of the above action was presented in a completely model independent way in a previous section, sec. 4.1, and therefore some of the calculations are retraced here.

## Coleman-Weinberg model

During inflation the higher-order curvature invariants tend to dominate over the linear EinsteinHilbert term suggesting that gravity at high energies might be scale-invariant. This means that there are no mass scales present in the theory at that energy scale and the theory is said to be (classically) scale-invariant. Let us first introduce the concept of scale-invariance and then present an application to the particular inflationary program described in the previous section.

## Classical Scale Invariance

In the EFT approach the Lagrangian is written as an expansion in operators [244, 245]

$$
\begin{equation*}
\mathscr{L}=\sum_{i} c_{i} \frac{O_{i}}{\Lambda_{i}^{4-d_{i}}}=\mathscr{L}_{d \leq 4}+\frac{\mathscr{L}_{5}}{\Lambda}+\frac{\mathscr{L}_{6}}{\Lambda^{2}}+\ldots \tag{4.185}
\end{equation*}
$$

where $\Lambda$ is some high-energy scale that in principle suppresses the higher-dimensional operators $O_{i}$. In $D$ spacetime dimensions, operators of dimension $d$ belong to one of three groups: the relevant operators with $d<D$, the marginal operators with $d=D$ and the irrelevant operators with $d>D$. The SM has only one relevant operator (all the others are renormalisable) the Higgs mass parameter. If we assume that the cut-off scale $\Lambda$ is very large compared to the EW scale then the absence of operators $d>5$ can be explained, however a fine-tuning of the Higgs mass term is needed in order to explain its size, leading to the issues of naturalness. ${ }^{1}$

This infinite set of higher-dimensional operators is not generated if the theory is (classically) scaleinvariant, and can be thought of as a special case of an EFT when $\Lambda \rightarrow \infty$. In other words, in $D=4$ dimensions only operators with mass-dimensions of $d=4$ are expected to appear at least at the classical level of the theory. Operators of $d \neq D$ then break explicitly the scale invariance by setting some unique scale and thus are not allowed, meaning that for example in the SM the Higgs mass term is not considered fundamental and a mechanism must be introduced in order to dynamically generate that term.

Before we move on to describing how one can generate a scale dynamically in a theory without any scales, let us first begin by considering a simple toy model of a free scalar field

$$
\begin{equation*}
\mathcal{S}[\phi]=\int \mathrm{d}^{D} x\left(-\frac{1}{2} \partial^{\mu} \phi \partial_{\mu} \phi-\frac{m^{2}}{2} \phi^{2}-\frac{g}{4!} \phi^{4}\right), \tag{4.186}
\end{equation*}
$$

under a scale transformation of

$$
\begin{equation*}
x \rightarrow x^{\prime}=\lambda x \quad \& \quad \phi(x) \rightarrow \phi^{\prime}(x)=\lambda^{-\Delta} \phi\left(\lambda^{-1} x\right), \tag{4.187}
\end{equation*}
$$

where $\Delta$ here is the scaling dimension (also known as canonical dimension) of the scalar field, which in the case of a free scalar is obtained to be $\Delta=(D-2) / 2$, where $D$ are the spacetime dimensions. The total action functional $\mathcal{S}[\phi]$ transforms to $\mathcal{S}^{\prime}\left[\phi^{\prime}\right]$ where the kinetic term becomes

$$
\begin{equation*}
\mathscr{L} \supset-\frac{1}{2}\left(\frac{\partial x^{\prime \mu}}{\partial x^{\nu}} \frac{\partial \phi^{\prime}(x)}{\partial x^{\prime \mu}}\right)^{2}=-\frac{1}{2}\left(\lambda^{-(1+\Delta)} \frac{\partial \phi\left(\lambda^{-1} x\right)}{\partial x^{\prime \mu}}\right)^{2}=-\frac{\lambda^{-2(1+\Delta)}}{2}\left(\frac{\partial \phi\left(\lambda^{-1} x\right)}{\partial\left(\lambda^{-1} x^{\mu}\right)}\right)^{2} . \tag{4.188}
\end{equation*}
$$

Then it is straightforward to show after a redefinition of $y^{\mu} \equiv \lambda^{-1} x^{\mu}$ that the transformed action reads

$$
\begin{equation*}
\mathcal{S}^{\prime}\left[\phi^{\prime}\right]=\int \mathrm{d}^{D} y\left\{-\lambda^{D-2(1+\Delta)} \frac{1}{2}\left(\frac{\partial \phi(y)}{\partial y^{\mu}}\right)^{2}-\lambda^{D-2 \Delta} \frac{m^{2}}{2} \phi^{2}(y)-\lambda^{D-4 \Delta} \frac{g}{4!} \phi^{4}(y)\right\} \tag{4.189}
\end{equation*}
$$

which after substituting $\Delta=(D-2) / 2$ we obtain

$$
\begin{equation*}
\mathcal{S}^{\prime}\left[\phi^{\prime}\right]=\int \mathrm{d}^{D} y\left\{-\frac{1}{2}\left(\frac{\partial \phi(y)}{\partial y^{\mu}}\right)^{2}-\lambda^{2} \frac{m^{2}}{2} \phi^{2}(y)-\lambda^{4-D} \frac{g}{4!} \phi^{4}(y)\right\} \tag{4.190}
\end{equation*}
$$

This means that in $D=4$ dimensions the only term that violates the (would-be) scale-invariance of $\mathcal{S}[\phi] \rightarrow \mathcal{S}^{\prime}\left[\phi^{\prime}\right]$ is the mass term, and as such we demand that these terms vanish. For a general monomial term we obtain

$$
\begin{equation*}
\propto \phi^{n}(x) \rightarrow \lambda^{D-n \Delta} \phi(y)=\lambda \frac{(2-n) D}{2}+n \phi(y) \stackrel{D \equiv 4}{=} \lambda^{4-n} \phi(y) . \tag{4.191}
\end{equation*}
$$

As expected only terms of $\propto \phi^{4}$ are scale-invariant in $D=4$ dimensions.

[^35]Next, we can calculate the (non)conserved Noether current which after some manipulations of the transformations $\delta x^{\mu}=-\lambda x^{\mu}, \delta \phi(x)=\lambda\left(\Delta+x^{\mu} \partial_{\mu}\right) \phi(x)$ we obtain

$$
\begin{equation*}
\delta \mathscr{L}=\partial_{\mu}\left(x^{\mu} \mathscr{L}\right)+m^{2} \phi^{2} \quad \Longrightarrow \quad \partial_{\mu} J^{\mu}=m^{2} \phi^{2} . \tag{4.192}
\end{equation*}
$$

In general we can construct it as usual through the energy-momentum tensor

$$
\begin{equation*}
T^{\mu \nu}=2 \frac{\delta}{\delta g_{\mu \nu}} \int \mathrm{d}^{4} x \mathscr{L} \quad \Longrightarrow \quad J^{\mu}=T^{\mu \nu} x_{\nu} \tag{4.193}
\end{equation*}
$$

Then, conservation of the scale current means that the energy-momentum tensor has to be traceless (similar to theories that are conformally invariant)

$$
\begin{equation*}
\partial_{\mu} J^{\mu}=T^{\mu}{ }_{\mu} . \tag{4.194}
\end{equation*}
$$

Even if the theory is scale-invariant at the classical level, quantum corrections can break the symmetry logarithmically via the RG running of the couplings, which in that case the classical scale invariance (CSI) is referred to as anomalous ${ }^{1}$ (similar to conformal anomaly). However, there are theories ${ }^{2}$ that are exactly (quantum) scale-invariant (e.g. see refs. [247-250]), meaning that the $\beta$ functions of the couplings vanish at all orders of perturbation theory; e.g. $\mathcal{N}=4$ super-Yang-Mills theory and in principle Conformal Field Theories (CFTs) [190]. It is however desirable that the scale invariance is softly broken [251-253] at some point since we already know that it is at best an approximate symmetry - after all physical phenomena are different at different scales. Then one can imagine for example the SM as a theory embedded in a UV-complete theory with scale symmetry restored at the UV limit of that theory (see refs. [254-260]).

## The Coleman-Weinberg mechanism

The concept of generating a scale (nonzero VEV) through radiative corrections in a theory without any energy scales is based on the pioneer work of S. Coleman and E. Weinberg [261], based also on an earlier work of G. Jona-Lasinio [262]. In this section we briefly highlight the Coleman-Weinberg (CW) mechanism with the main goal to extract the 1-loop corrected potential, after which will be considered as an inflationary model.

Let us first consider a (classically) massless complex scalar field charged under a local $U(1)$ symmetry described by the following Lagrangian

$$
\begin{equation*}
\mathscr{L}=\left(D_{\mu} \Phi\right)^{\dagger}\left(D^{\mu} \Phi\right)+\frac{1}{4} F^{\mu \nu} F_{\mu \nu}-\frac{\lambda}{4!}|\Phi|^{4}, \tag{4.195}
\end{equation*}
$$

where $\Phi$ is the complex scalar field $\Phi=\left(\phi_{1}+i \phi_{2}\right) / \sqrt{2}$. The covariant derivative is $D_{\mu}=\partial_{\mu}-i g A_{\mu}$ with $g$ denoting the gauge coupling and $F_{\mu \nu}$ the field strength. Since the Lagrangian is gauge invariant the effective potential depends only on $\phi^{2}=\phi_{1}{ }^{2}+\phi_{2}{ }^{2}$. In what follows we calculate the one-loop corrected potential via cut-off regularisation of the integrals at some cut-off energy scale $\Lambda$. It seems counter-intuitive to introduce explicitly a scale $\Lambda$ in the theory since it manifestly breaks the scale-invariance, however the

[^36]same results are obtained by using other schemes such the $\overline{\mathrm{MS}}$ subtraction scheme and the dimensional regularisation.

It will prove beneficial if we expand the Lagrangian in terms of its field components and obtain

$$
\begin{equation*}
\mathscr{L}=\frac{1}{2}\left(\partial \phi_{1}\right)^{2}+\frac{1}{2}\left(\partial \phi_{2}\right)^{2}-\frac{g}{\sqrt{2}} A_{\mu}\left(\phi_{1} \overleftrightarrow{\partial^{\mu}} \phi_{2}\right)-\frac{1}{4}\left(F_{\mu \nu}\right)^{2}+2 g^{2} A_{\mu}^{2} \phi^{2}-\frac{\lambda}{4!} \phi^{4} \tag{4.196}
\end{equation*}
$$

Next, we employ an expansion around the scalar field's classical solution defined here are as

$$
\begin{equation*}
\phi(x)=\phi_{c}(x)+\hat{\phi}(x) \tag{4.197}
\end{equation*}
$$

where $\hat{\phi}$ is assumed to be a perturbation. The action is expanded as:

$$
\begin{equation*}
\mathcal{S}_{\text {eff }}[\phi] \approx \mathcal{S}_{\text {eff }}\left[\phi_{c}\right]+\left.\int \mathrm{d}^{4} x^{\prime} \frac{\delta \mathcal{S}_{\text {eff }}}{\delta \phi^{\prime}}\right|_{\phi=\phi_{c}} \delta \phi^{\prime}+\left.\frac{1}{2!} \int \mathrm{d}^{4} x^{\prime} \int \mathrm{d}^{4} x^{\prime \prime} \frac{\delta^{2} \mathcal{S}_{\text {eff }}}{\delta \phi^{\prime} \delta \phi^{\prime \prime}}\right|_{\phi=\phi_{c}} \delta \phi^{\prime} \delta \phi^{\prime \prime}+\ldots \tag{4.198}
\end{equation*}
$$

The equation of motion, or $\delta_{\phi} \mathcal{S}=0$, is simply the familiar Klein-Gordon one

$$
\begin{equation*}
\partial_{\mu} \partial^{\mu} \phi=V^{\prime}(\phi) \tag{4.199}
\end{equation*}
$$

Therefore, trivially the second variation of the action gives rise to the following integral

$$
\begin{equation*}
\delta_{\phi}^{(2)} \mathcal{S}=\int \mathrm{d}^{4} x \hat{\phi}^{T}\left(\partial^{2}-V^{\prime \prime}(\phi)\right) \hat{\phi} \tag{4.200}
\end{equation*}
$$

Then $\hat{\phi}$ can be integrated out and the final path integral reads as follows:

$$
\begin{equation*}
\mathcal{Z} \propto \int(\operatorname{det} D(x))^{-1 / 2} e^{i \mathcal{S}\left[\phi_{c}\right]} \tag{4.201}
\end{equation*}
$$

where

$$
\begin{equation*}
D(x) \equiv \partial_{\mu} \partial^{\mu}-V^{\prime \prime}(\phi) \tag{4.202}
\end{equation*}
$$

Finally we can include in the effective action the correction coming from the determinant and obtain the following expression

$$
\begin{equation*}
\Gamma[\phi]=S[\phi]+\frac{i \hbar}{2} \operatorname{Tr} \log D(x) \tag{4.203}
\end{equation*}
$$

Now, the functional trace is a trace over the space which the operator $D$ acts, i.e.

$$
\begin{equation*}
(D \hat{\phi})_{x}=\sum_{y} D_{x y} \hat{\phi}_{y}=\left(\partial_{x}^{2}-V^{\prime \prime}\right) \hat{\phi} \tag{4.204}
\end{equation*}
$$

and matrix elements $\left(\partial^{2}-V^{\prime \prime}\right)_{x y}=\delta^{(4)}(x-y)\left(\partial_{x}^{2}-V^{\prime \prime}\right)$. Here we assumed that the background field $\phi$ is constant and not the same as the fluctuation $\hat{\phi}$. We can represent the trace-log as a position integral

$$
\begin{align*}
\operatorname{Tr} \log \left(\partial^{2}-V^{\prime \prime}\right) & =\int \mathrm{d}^{4} x\langle x| \log \left(\partial^{2}-V^{\prime \prime}\right)|x\rangle \\
& =\iiint \mathrm{d}^{4} x \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \frac{\mathrm{~d}^{4} k^{\prime}}{(2 \pi)^{4}}\left\langle x \mid k^{\prime}\right\rangle\left\langle k^{\prime}\right| \log \left(k^{2}-V^{\prime \prime}\right)|k\rangle\langle k \mid x\rangle \\
& =\iint \mathrm{d}^{4} x \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \log \left(k^{2}-V^{\prime \prime}\right), \tag{4.205}
\end{align*}
$$

where we used $\mathbb{1}=\int \mathrm{d}^{4} k|k\rangle\langle k|$ and $\|\langle x \mid k\rangle\|^{2}=1$. Since the logarithm of a dimensionful quantity is ill-defined we have to regulate it by choosing the additive constant (regulating tadpole diagrams). Then all the terms are added to the effective potential which reads

$$
\begin{equation*}
U(\phi)=V(\phi)-\frac{i \hbar}{2} \int \frac{\mathrm{~d}^{4} k}{(2 \pi)^{4}} \log \left(\frac{k^{2}-V^{\prime \prime}}{k^{2}}\right)+\mathcal{O}\left(\hbar^{2}\right) \tag{4.206}
\end{equation*}
$$

Finally we can calculate the integral up to a cut-off scale $k^{2}=\Lambda^{2}$ after a Wick rotation $k \rightarrow k_{E}$ to limit the integration contour $\left\{k_{E} \mid k_{E}^{2} \leq \Lambda^{2}\right\}$ and obtain the following effective potential

$$
\begin{equation*}
U(\phi)=V(\phi)+\frac{\Lambda^{2}}{32 \pi^{2}} V^{\prime \prime}(\phi)-\frac{\left(V^{\prime \prime}(\phi)\right)^{2}}{64 \pi^{2}} \ln \left(\frac{\sqrt{e} \Lambda^{2}}{V^{\prime \prime}(\phi)}\right) \tag{4.207}
\end{equation*}
$$

There is still a contribution left coming from the path integral over the gauge field $A^{\mu}$, which in the Landau gauge $\partial_{\mu} A^{\mu}=i k_{\mu} A^{\mu}=0$ is equivalent to

$$
\begin{equation*}
\int\left[\mathcal{D} A_{\mu}\right] \exp \left\{\frac{i}{\hbar} \int \mathrm{~d}^{4} x\left(-\frac{1}{4}\left(F_{\mu \nu}\right)^{2}+g^{2} \phi^{2} A_{\mu}^{2}\right)\right\}=\left(\operatorname{det}\left(\partial^{2}+2 g^{2} \phi^{2}\right)\right)^{-3 / 2} \tag{4.208}
\end{equation*}
$$

After following the same process described earlier it brings the one-loop corrected potential to its final form of

$$
\begin{equation*}
V_{1 \ell}(\phi)=\frac{1}{4!} \lambda \phi^{2}+\frac{1}{2} Z_{m} \phi^{2}+\frac{1}{4!} Z_{\lambda} \phi^{4}+\frac{\Lambda^{2} \phi^{2}}{64 \pi^{2}}\left(\lambda+6 g^{2}\right)+\frac{\lambda^{2} \phi^{4}}{256 \pi^{2}}\left(\ln \frac{\lambda \phi^{2}}{2 \Lambda^{2}}-\frac{1}{2}\right)+\frac{3 \lambda^{2} \phi^{4}}{64 \pi^{2}}\left(\ln \frac{g^{2} \phi^{2}}{\Lambda^{2}}-\frac{1}{2}\right) \tag{4.209}
\end{equation*}
$$

where we included the counterterms $Z_{m}$ and $Z_{\lambda}$ required to absorb the divergences from the loop diagrams. ${ }^{1}$ We may impose the following renormalisation conditions

$$
\begin{equation*}
\frac{\mathrm{d}^{2} V_{1 \ell}(\phi)}{\mathrm{d} \phi^{2}}=0,\left.\quad \& \quad \frac{\mathrm{~d}^{4} V_{1 \ell}(\phi)}{\mathrm{d} \phi}\right|_{\Lambda=\mu}=\lambda \tag{4.210}
\end{equation*}
$$

where the first one imposes the massless condition and the second one defines the quartic coupling $\lambda$ at some renormalisation scale $\mu$. It is then straightforward to show after some algebra that the effective potential reads

$$
\begin{equation*}
V_{1 \ell}(\phi)=\frac{\lambda}{4!} \phi^{4}+\left(\frac{\lambda^{2}}{256 \pi^{2}}+\frac{3 g^{4}}{64 \pi^{2}}\right) \phi^{4}\left(\ln \frac{\phi^{2}}{\mu^{2}}-\frac{25}{6}\right) . \tag{4.211}
\end{equation*}
$$

The interactions of the gauge bosons and the scalar field dynamically break the symmetry at perturbative couplings, and since $\lambda \sim g^{4}$ we can drop the quadratic term $\lambda^{2}$ and express the potential as

$$
\begin{equation*}
V_{1 \ell}(\phi)=\frac{\lambda}{4!} \phi^{4}+\frac{3 g^{4}}{64 \pi^{2}} \phi^{4}\left(\ln \frac{\phi^{2}}{\mu^{2}}-\frac{25}{6}\right) . \tag{4.212}
\end{equation*}
$$

Next, if we choose the renormalisation scale at the VEV of $\phi$, say $\mu=\langle\phi\rangle$, there is a nontrivial minimum of the effective potential at

$$
\begin{equation*}
\lambda=\frac{33}{8 \pi^{2}} g^{4} . \tag{4.213}
\end{equation*}
$$

${ }^{1}$ Note that this result is the same as if we blindly used the general formula for the one-loop effective potential

$$
\Delta V_{\mathrm{eff}}(\phi)=\sum_{\mathrm{dof}} \frac{(-1)^{f}}{2^{8} \pi^{2}}\left(V^{\prime \prime}\right)^{2}\left(\ln \frac{V^{\prime \prime}(\phi)}{2 \Lambda^{2}}-\frac{3}{2}\right)
$$

where the sum is over all the degrees of freedom and $(-1)^{f}$ is -1 for fermions and +1 for bosons.

Notice that in this case we can balance the quartic coupling $\lambda$ against the gauge coupling $g$. After substituting all of the above we obtain the final form of the effective potential

$$
\begin{equation*}
V_{1 \ell}(\phi)=\frac{3 g^{4}}{64 \pi^{2}} \phi^{4}\left(\ln \frac{\phi^{2}}{\langle\phi\rangle^{2}}-\frac{1}{2}\right) . \tag{4.214}
\end{equation*}
$$

This is the CW mechanism in a nutshell, in which the scale $\langle\phi\rangle$ is generated dynamically and exchanged for the dimensionless coupling $\lambda$, in a process formally known as dimensional transmutation. The masses of the particles in this particular theory are calculated directly - recall that eq. (4.196) - as

$$
\begin{equation*}
m_{A}^{2}=g^{2}\langle\phi\rangle^{2}, \quad \& \quad m_{\phi}^{2}=\frac{3 g^{4}}{8 \pi^{2}}\langle\phi\rangle^{2}=\frac{3 g^{2}}{8 \pi^{2}} m_{A}^{2} \tag{4.215}
\end{equation*}
$$

for the vector boson and the scalar boson respectively. The $\beta$ functions of the couplings have the following form [261]

$$
\begin{align*}
& \beta_{g}=\frac{g^{3}}{48 \pi^{2}},  \tag{4.216}\\
& \beta_{\lambda}=\frac{1}{4 \pi^{2}}\left(\frac{5}{6} \lambda^{2}-3 \lambda g^{2}+9 g^{4}\right) . \tag{4.217}
\end{align*}
$$

Notice that the $\beta$ function of $\lambda$ is positive suggesting that the value of $\lambda$ decreases with energy. There exists then one energy scale, say $\mu_{c}$, where the value of the coupling is $\lambda\left(\mu_{c}\right)=33 g^{4}\left(\mu_{c}\right) /(8 \pi)$, denoting exactly the energy scale of symmetry breaking. Therefore, we can understand the relation between couplings as a general result triggered by their RG running and not some sort of fine-tuning.

## Return to slow-roll inflation

Motivated by the possible scale-invariance at high energy scales we are interested in studying a theory of a classically (quasi-)scale-invariant spectrum described by a Lagrangian such as [175]

$$
\begin{equation*}
\mathscr{L}=\frac{1}{2} \xi \phi^{2} g^{\mu \nu} R_{\mu \nu}(\Gamma)+\frac{\alpha}{4} R^{2}(g, \Gamma)-\frac{1}{2}(\nabla \phi)^{2}-\frac{\lambda}{4} \phi^{4}-\Lambda^{4}, \tag{4.218}
\end{equation*}
$$

where $\Lambda$ plays the role of a cosmological constant and is the only dimensionful parameter in the theory. We show later that during inflation close to the Planck scale $\Lambda \ll M_{P}$, meaning that scale-invariance is only softly broken. The coupling $\xi$ quantifies the nonminimal coupling of the scalar field $\phi(x)$ with gravity. In the absence of the $R^{2}$ term it was shown [263] that for $\xi \gtrsim 0.1$ the above action leads to linear inflation [264].

To this Lagrangian we should add in principle the Lagrangian $\mathscr{L}\left(\Phi, \psi, A_{\mu}\right)$ that contains the possible scale-invariant interactions of $\phi$ with all matter fields. As discussed previously these interactions at the quantum level will generate radiative corrections, which calculated in the (flat space) Jordan frame we group them in a general potential $V_{1 \ell}(\phi)$. Assuming that the field content is such that the CW mechanism can be implemented the one-loop effective potential reads [175, 263, 264]

$$
\begin{equation*}
V_{1 \ell}(\phi)=\Lambda^{4}\left[1+\frac{\phi^{4}}{\langle\phi\rangle^{4}}\left(2 \ln \frac{\phi^{2}}{\langle\phi\rangle^{2}}-1\right)\right] . \tag{4.219}
\end{equation*}
$$

An important note is that the Lagrangian as presented in eq. (4.218) lacks the scale of gravity, in other words the Planck mass is explicitly absent. We can circumvent that by demanding that the nonzero VEV of the scalar field obeys

$$
\begin{equation*}
\langle\phi\rangle^{2}=\frac{M_{P}^{2}}{\xi} . \tag{4.220}
\end{equation*}
$$

Then the constant term $\Lambda$ ensures that the potential vanishes at the minimum in order to avoid issues related to the possibility of eternal inflation. Alternatively, it is possible to replace that condition by assuming the vanishing of the overall scalar potential $\bar{V} \propto V_{1 \ell}(\phi)+\alpha \chi^{4}$ with the effective potential then given by $V_{1 \ell}=M^{4} \phi^{4}\left(2 \ln \frac{\phi^{2}}{\langle\phi\rangle^{4}}-1\right)$, where the coefficient $M$ depends on the characteristics of the matter field content. Otherwise, the potential can be brought to its final form given by [175, 263]

$$
\begin{equation*}
V_{1 \ell}(\phi)=\Lambda^{4}\left[1+\frac{\xi^{2} \phi^{4}}{M_{P}^{4}}\left(2 \ln \frac{\xi \phi^{2}}{M_{P}^{2}}-1\right)\right] \tag{4.221}
\end{equation*}
$$

Next, we can follow the same steps as in the previous section of minimally coupled fields, i.e. express the total action in its scalar representation

$$
\begin{equation*}
\mathcal{S}[\mathrm{g}, \Gamma, \phi, \chi]=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{1}{2}\left(\xi \phi^{2}+\alpha \chi^{2}\right) g^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{1}{2}(\nabla \phi)^{2}-\frac{\alpha}{4} \chi^{4}-V_{1 \ell}(\phi)\right\}, \tag{4.222}
\end{equation*}
$$

perform a Weyl rescaling of the metric

$$
\begin{equation*}
\bar{g}_{\mu \nu}(x)=\frac{\xi \phi^{2}+\alpha \chi^{2}}{M_{P}^{2}} g_{\mu \nu}(x), \tag{4.223}
\end{equation*}
$$

to obtain the action in the Einstein frame

$$
\begin{equation*}
\mathcal{S}[\overline{\mathrm{g}}, \Gamma, \phi, \chi]=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{1}{2}(\bar{\nabla} \phi)^{2}-\bar{V}(\phi, \chi)\right\} \tag{4.224}
\end{equation*}
$$

where we defined

$$
\begin{equation*}
\bar{V}=M_{P}^{2} \frac{V_{1 \ell}+\frac{\alpha \chi^{4}}{4}}{\xi \phi^{2}+\alpha \chi^{4}} . \tag{4.225}
\end{equation*}
$$

Variation of the action with respect to the connection results to the usual Levi-Civita condition

$$
\begin{equation*}
\frac{\delta \mathcal{S}}{\delta \Gamma}=0 \quad \Longrightarrow \quad \Gamma^{\rho}{ }_{\mu \nu} \stackrel{!}{=} \overline{\left\{_{\mu}{ }_{\nu}\right\rangle} \tag{4.226}
\end{equation*}
$$

The equation of motion for the auxiliary field $\chi$ is [175]

$$
\begin{equation*}
\chi^{2}=\frac{4 V_{1 \ell}(\phi)+\frac{\xi \phi^{2}(\bar{\nabla} \phi)^{2}}{M_{P}^{2}}}{\xi \phi^{2}-\alpha \frac{(\bar{\nabla} \phi)^{2}}{M_{P}^{2}}} \tag{4.227}
\end{equation*}
$$

which after its substitution to the starting action functional we obtain

$$
\begin{equation*}
\mathcal{S}[\overline{\mathbf{g}}, \phi]=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{R}-\frac{1}{2}\left(\frac{\xi \phi^{2} M_{P}^{2}}{\xi^{2} \phi^{4}+4 \alpha V_{1 \ell}(\phi)}\right)(\bar{\nabla} \phi)^{2}-\left(\frac{M_{P}^{4}}{\xi^{2} \phi^{4}+4 \alpha V_{1 \ell}(\phi)}\right) V_{1 \ell}(\phi)+\mathcal{O}\left((\bar{\nabla} \phi)^{4}\right)\right\} . \tag{4.228}
\end{equation*}
$$

We can introduce the canonically normalised scalar field $\varphi$ through

$$
\begin{equation*}
\varphi=\int \mathrm{d} \phi \sqrt{\frac{\xi \phi^{2}}{\xi^{2} \phi^{4}+4 \alpha V_{1 \ell}(\phi)}} \stackrel{\Lambda \ll M_{P}}{\approx} \frac{M_{P}}{2 \sqrt{\xi}} \ln \frac{\xi \phi^{2}}{M_{P}^{2}}, \tag{4.229}
\end{equation*}
$$

which then brings the Lagrangian to its canonical form of

$$
\begin{equation*}
\mathscr{L} \supset-\frac{1}{2}(\bar{\nabla} \varphi)-V(\varphi), \tag{4.230}
\end{equation*}
$$

where the scalar potential is now given by [175]

$$
\begin{equation*}
V(\varphi)=\frac{M_{P}^{4} \Lambda^{4}\left(4 \sqrt{\xi} \frac{\varphi}{M_{P}}-1+\exp \left(-4 \sqrt{\xi} \frac{\varphi}{M_{P}}\right)\right)}{M_{P}^{4}+4 \alpha \Lambda^{4}\left(4 \sqrt{\xi} \frac{\varphi}{M_{P}}-1+\exp \left(-4 \sqrt{\xi} \frac{\varphi}{M_{P}}\right)\right)} \tag{4.231}
\end{equation*}
$$

which for large values of the normalised field $\varphi$ tends to $U(\varphi \rightarrow \infty) \rightarrow M_{P}^{4} / 4 \alpha$, while giving rise to a minimum at field values of $\varphi=0$. The asymptotic flatness of the inflationary potential is not at all accidental, it is generated due to the $R^{2}$ term similar to the case of minimally coupled models studied in the previous section. It is straightforward to show that the potential includes other inflationary models as limiting cases, e.g. as $\sqrt{\xi} \ll 1$ (or equivalently $\langle\phi\rangle \ll 1$ ) the potential is approximated by

$$
\begin{equation*}
V(\varphi) \stackrel{\sqrt{\xi} \lll 1}{\approx} 8 \xi \frac{\Lambda^{4}}{M_{P}^{2}} \varphi^{2}+\mathcal{O}\left(\varphi^{3}\right) \tag{4.232}
\end{equation*}
$$

which is a quadratic monomial and at first order expansion it is independent of $\alpha$.
Since the action functional is given in terms of a canonically normalised scalar $\varphi$ with its self-interacting potential $V(\varphi)$ coupled minimally to the Einstein-Hilbert term we can obtain the canonical Friedmann equations by assuming a time-dependent homogeneous field $\varphi\left(x^{\mu}\right)=\varphi(t)$ and an FRW metric $\mathrm{d} s^{2}=$ $-\mathrm{d} t^{2}+a^{2}(t) \mathrm{d} x^{2}$

$$
\begin{equation*}
3 M_{P}^{2} H^{2}=\frac{1}{2} \dot{\varphi}^{2}+V(\varphi) \tag{4.233}
\end{equation*}
$$

Then, we can safely employ the slow-roll approximation and obtain the first order slow-roll parameters as [175]

$$
\begin{align*}
\epsilon_{V} & =\frac{M_{P}^{2}}{2\left(\varphi-\frac{M_{P}}{4 \sqrt{\xi}}\right)^{2}\left[1+16 \alpha \sqrt{\xi} \frac{\Lambda^{4}}{M_{P}^{5}}\left(\varphi-\frac{M_{P}}{4 \sqrt{\xi}}\right)\right]^{2}}  \tag{4.234}\\
\eta_{V} & =-\frac{32 \alpha \sqrt{\xi} \frac{\Lambda^{4}}{M_{P}^{4}}}{\left(\varphi-\frac{M_{P}}{4 \sqrt{\xi}}\right)^{2}\left[1+16 \alpha \sqrt{\xi} \frac{\Lambda^{4}}{M_{P}^{4}}\left(\varphi-\frac{M_{P}}{4 \sqrt{\xi}}\right)\right]^{2}} \tag{4.235}
\end{align*}
$$

The field value at the end of inflation can be determined via the condition of its termination $\epsilon_{V}\left(\varphi_{f}\right) \simeq 1$, leading to

$$
\begin{align*}
\varphi_{f} & =\frac{M_{P}^{4}}{32 \Lambda^{4} \alpha \sqrt{\xi}}\left(\sqrt{1+\frac{\sqrt{2} M_{P}^{4}}{16 \alpha \Lambda^{4} \sqrt{\xi}}}-1\right)+4 M_{P}^{4} \sqrt{\xi}  \tag{4.236}\\
& \approx 4 M_{P}^{4} \sqrt{\xi}+\frac{M_{P}}{2 \sqrt{2}}-2 \alpha \sqrt{\xi} \frac{\Lambda^{4}}{M_{P}^{3}}
\end{align*}
$$



Figure 4.12: A plot of the $r-n_{s}$ region for various values of $\alpha \in\left[10^{7}, 10^{9}\right], \xi=10^{-3}, \Lambda=10^{-2}$ and $M_{P}=1$. The light and dark blue region denote the $2 \sigma$ and $1 \sigma$ allowed region from the Planck2018 collaboration, while the red dashed line denotes the bound on $r \lesssim 0.056$. Each dot is a solution for a specific value of $N$, which from left to right is increasing from a starting value of $N=50$ to $N=60$ e-foldings, and each "line" is formed for a specific value of $\alpha$ based on the colour coding of the legend.
which after inserting it to the definition of the number of $e$-foldings it gives rise to the following expression

$$
\begin{equation*}
N \approx \ln \frac{\left(\frac{\varphi_{i}}{M_{P}}-4 \sqrt{\xi}\right)}{\left(\frac{\varphi_{f}}{M_{P}}-4 \sqrt{\xi}\right)}+16 \alpha \sqrt{\xi} \frac{\Lambda^{4}}{M_{P}^{5}}\left(\varphi_{i}-\varphi_{f}\right) \tag{4.237}
\end{equation*}
$$

In fig. 4.12 we present the numerical analysis of the model and its predictions regarding the inflationary observables $r$ and $n_{s}$ for various values of the parameter $\alpha$. Specifically, we considered different cases of $\alpha \in\left[10^{7}, 10^{9}\right]$ with fixed values of the nonminimal coupling $\xi=10^{-3}$ and the scale $\Lambda=10^{-2}$, satisfying the initial assumption of $\Lambda \ll M_{P}=1$. This particular parameter space is capable of reproducing the correct values of the power spectrum $\mathcal{A}_{s} \propto 10^{-9}$. It is noticeable that for smaller values of $\alpha<10^{7}$ the predictions lie outside the allowed region with the limiting case of $\alpha=0$ leading to values of $r \sim 10^{-1}$. The effect of the parameter $\alpha$ is effectively to reduce the tensor-to-scalar ratio and in turn lead the model back into the $2 \sigma$ (if not the $1 \sigma$ ) of observations. This behaviour was first highlighted in ref. [175, 263] and subsequent studies included different features $[265,266]$ such as the reheating phase of the present model [267].

If we assume varying values of $\Lambda$ the observables quickly saturate at values close to $r \approx 10^{-1}$ and $n_{s} \sim 0.965$ when $\Lambda \sim 10^{-3}$. In contrast, increasing values of $\xi$ tend to decrease the tensor-to-scalar ratio but increase the scalar spectral index to the point where it is outside the $2 \sigma$ region at $\xi \sim 0.02$, with larger values of $\xi \gtrsim 0.02$ being excluded. In the limit of $\sqrt{\xi} \ll 1$ the values of the observables tend to the those predicted by a quadratic monomial. All of these are illustrated in the next figure, fig. 4.13, where the same plot is reproduced but now for varying values of $\xi \in\left[10^{-4}, 10^{-2}\right]$ and fixed values of $\alpha=10^{8}, \Lambda=10^{-2}$.


Figure 4.13: A plot of the predicted values of $r-n_{s}$ for varying values of $\xi \in\left[10^{-4}, 10^{-2}\right]$ and fixed values of $\alpha=10^{8}, \Lambda=10^{-2}$ and $M_{P}=1$. The values of the power spectrum are not entirely respected and the plot it mostly to illustrate the behaviour of the observables with respect to varying values of $\xi$. In fact, increasing values of $\xi$ suggest decreasing values of $\Lambda$, and vice versa, in order to obtain the observed value $\mathcal{A}_{s}$. The figure follows the "notation" of the previous figure, fig. 4.12.

## Induced gravity model

Another way of spontaneous symmetry breaking (SSB) that can also dynamically generate the Planck scale can be achieved by assuming a scalar field with a Higgs-like potential

$$
\begin{equation*}
V(\phi)=\frac{\lambda}{4}\left(\phi^{2}-v^{2}\right)^{2}, \tag{4.238}
\end{equation*}
$$

where $v=\langle\phi\rangle$ is the VEV of the field. In this case the breaking occurs due to a condensate of the Ginzburg-Landau type. Then, a nonminimal coupling of the scalar $\phi$ to the Einstein-Hilbert term through

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{1}{2} \xi \phi^{2} R+\frac{\alpha}{4} R^{2}-\frac{1}{2}(\nabla \phi)^{2}-\frac{\lambda}{4}\left(\phi^{2}-v^{2}\right)^{2}\right\}, \tag{4.239}
\end{equation*}
$$

is able to generate dynamically the Planck scale when the field acquires its VEV

$$
\begin{equation*}
\phi \longrightarrow\langle\phi\rangle=\frac{M_{P}}{\sqrt{\xi}} . \tag{4.240}
\end{equation*}
$$

These models originate from early attempts to reconcile the dynamics of SSB and gravity [268, 269]. They were celebrated for their ability to "induce gravity" through the VEV of scalar field, however since their initial formulation many more have been proposed and what was once their main attraction has now been largely forgotten. Nowadays, most of them are considered as inflationary models [270, 271] and as such, in this section, we study the behaviour of this particular model when coupled also with an $R^{2}$ term under the Palatini formalism.

Following what we did in the previous section we obtain a similar effective action in the Einstein frame [175]

$$
\begin{equation*}
\mathcal{S}[\overline{\mathrm{g}}, \phi]=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{R}-\frac{1}{2}\left(\frac{\xi \phi^{2} M_{P}^{2}}{\xi^{2} \phi^{4}+4 \alpha V(\phi)}\right)(\bar{\nabla} \phi)^{2}-\left(\frac{M_{P}^{4}}{\xi^{2} \phi^{4}+4 \alpha V(\phi)}\right) V(\phi)+\mathcal{O}\left((\bar{\nabla} \phi)^{4}\right)\right\} \tag{4.241}
\end{equation*}
$$

where the potential $V(\phi)$ is given in eq. (4.238). The action is produced after the substitution of the solution to the constraint equation $\delta_{\chi} \mathcal{S}=0$ and the Levi-Civita condition with respect to the metric $\overline{\mathrm{g}}$.

We may introduce the canonical scalar via the redefinition

$$
\begin{equation*}
\varphi=\frac{M_{P}^{2}}{2} \sqrt{\frac{\xi}{\xi^{2}+\alpha \lambda}} \ln \left(\phi^{2}\left(\alpha \lambda+\xi^{2}\right)-\alpha \lambda v^{2}+\sqrt{\alpha \lambda+\xi^{2}} \sqrt{\xi^{2} \phi^{4}+\alpha \lambda\left(\phi^{2}-v^{2}\right)^{2}}\right), \tag{4.242}
\end{equation*}
$$

thus the inflaton potential expressed in terms of $\varphi$ becomes [175]

$$
\begin{equation*}
\bar{V}(\varphi) \equiv \frac{M_{P}^{4}}{\xi^{2} \phi^{4}+4 \alpha V(\phi)} V(\phi)=\frac{\lambda M_{P}^{4}}{4\left(\xi^{2}+\alpha \lambda\right)}\left(\frac{\exp \left(\frac{4 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{M_{P} \sqrt{\xi}}\right)-2 \exp \left(\frac{2 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{M_{P} \sqrt{\xi}}\right)-\alpha \lambda M_{P}^{4}}{\alpha \lambda M_{P}^{4}+\exp \left(\frac{4 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{M_{P} \sqrt{\xi}}\right)}\right)^{2}, \tag{4.243}
\end{equation*}
$$

where we identified the VEV of the scalar field with $v^{2}=M_{P}^{2} / \xi$.
Then the matter Lagrangian is given in terms of scalar field with a canonical kinetic term and a selfinteracting scalar potential, schematically of the form of $\mathscr{L} \supset-\frac{1}{2}(\bar{\nabla} \varphi)^{2}-\bar{V}(\varphi)$. Applying the usual slow-roll approximation $\dot{\varphi}^{2} \ll V(\varphi)$ the first-order slow-roll parameters have the following form [175]

$$
\begin{equation*}
\epsilon_{V}(\varphi)=\frac{32 M_{P}^{4}\left(\alpha \lambda+\xi^{2}\right) \exp \left(\frac{4 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{M_{P} \sqrt{\xi}}\right)}{\xi\left(\exp \left(\frac{4 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{M_{P} \sqrt{\xi}}\right)+\alpha \lambda M_{P}^{4}\right)^{2}}\left(\frac{\xi \exp \left(\frac{4 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{M_{P} \sqrt{\xi}}\right)+2 \alpha \lambda M_{P}^{2} \exp \left(\frac{2 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{M_{P} \sqrt{\xi}}\right)-\alpha \lambda \xi M_{P}^{4}}{\exp \left(\frac{4 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{M_{P} \sqrt{\xi}}\right)-2 \xi M_{P}^{2} \exp \left(\frac{2 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{M_{P} \sqrt{\xi}}\right)-\alpha \lambda M_{P}^{4}}\right)^{2}, \tag{4.244}
\end{equation*}
$$

and

$$
\begin{align*}
\eta_{V}(\varphi)=\frac{16 M_{P}^{2}\left(\alpha \lambda+\xi^{2}\right)}{\xi}( & \frac{6 \alpha^{2} \lambda^{2} M_{P}^{6}}{\left(e^{\frac{4 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{\sqrt{\xi} M_{P}}}+\alpha \lambda M_{P}^{4}\right)^{2}}+\frac{2 M_{P}^{4}\left(\alpha \lambda+\xi^{2}\right)\left(2 \xi e^{\frac{2 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{\sqrt{\xi M_{P}}}}+\alpha \lambda M_{P}^{2}\right)}{\left(-2 \xi M_{P}^{2} e^{\frac{2 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{\sqrt{\xi} M_{P}}}+e^{\frac{4 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{\sqrt{\xi} M_{P}}}-\alpha \lambda M_{P}^{4}\right)^{2}} \\
& \left.-\frac{6 \alpha \lambda M_{P}^{2}}{} \begin{array}{l}
e^{\frac{4 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{\sqrt{\xi} M_{P}}}+\alpha \lambda M_{P}^{4}
\end{array} \frac{2 M_{P}^{2}\left(\alpha \lambda+\xi^{2}\right)-\xi e^{\frac{2 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{\sqrt{\xi} M_{P}}}}{-2 \xi M_{P}^{2} e^{\frac{2 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{\sqrt{\xi} M_{P}}}+e^{\frac{4 \varphi \sqrt{\alpha \lambda+\xi^{2}}}{\sqrt{\xi} M_{P}}}-\alpha \lambda M_{P}^{4}}\right) \tag{4.245}
\end{align*}
$$

Due to the complexity of the multi-dimensional parameter space we resort to numerical methods to study the model. The condition for the inflation to end at some field value $\epsilon_{V}\left(\varphi_{f}\right)=1$ is solved numerically for a specific set of the parameters $\{\alpha, \lambda, \xi\}$. Then, by requiring inflation to last at least $N \in\{50,60\} e$-foldings we obtain the field value at the start of inflation, $\varphi_{i}$. In fig. 4.14 we present the results for the inflationary observables $r-n_{s}$. The dashed and solid lines (or equivalently the shaded dark blue and light blue regions) represent the $1 \sigma$ and $2 \sigma$ range of $n_{s}$ set by the Planck 2018 collaboration. The


Figure 4.14: A plot of the $r-n_{s}$ region for various values of $\alpha \in\left[10^{7}, 10^{9}\right], \xi=1, \lambda=10^{-10}, v=M_{P} / \sqrt{\xi}=M_{P}$ and $M_{P}=1$. The light and dark blue region denote the $2 \sigma$ and $1 \sigma$ allowed region from the Planck2018 collaboration. Each dot is a solution for a specific value of $N$, which from left to right is increasing from a starting value of $N=50$ to $N=60$ e-foldings, and each "line" is formed for a specific value of $\alpha$ based on the colour coding of the legend.
bound on the power spectrum, $\mathcal{A}_{s} \approx 10^{-9}$, is also satisfied approximately by parameters chosen in that figure and is largely independent of (large) values of $\alpha$. We notice that for increasing values of the $R^{2}$ parameter $\alpha$ the $n_{s}$ remains the same at each $e$-fold $N$ while $r$ is suppressed further to values $r \sim 10^{-4}$. Further investigation reveals that ratio of the parameters has to be of the order of $\lambda / \xi \sim 10^{-10}$ in order that the power spectrum $\mathcal{A}_{s} \approx 10^{-9}$. This leads us to produce another figure, fig. 4.15, in which we plot the values of $r-n_{s}$ for $\alpha=10^{8}$ but varying values of $\lambda \in\left[10^{-10}, 10^{-9}\right]$ and $\xi \in[1,10]$, such that their ratio is always approximately $10^{-10}$, while setting $v=M_{P} / \sqrt{\xi}$ at each value of $\xi$. The behaviour recognised in that figure is similar to the one for varying $\alpha$, i.e. the values of $n_{s}$ do not change for varying $\xi$ and $\lambda$, but are dependent on the ratio $\lambda / \xi$ (similar to $\mathcal{A}_{s}$ ). However, increasing values of $\lambda$ and $\xi$ tend to decrease the already small values of $r$ [175].

## Higgs field

In a previous section we addressed the possibility that the Higgs boson playing the role of the inflaton coupled minimally to the $R+R^{2}$ model. In the conventional metric formulation in order for the Higgs to successfully drive inflation a nonminimal coupling with the Einstein-Hilbert term has to be introduced [40-42, 81, 272]. Initial interest of nonminimal Higgs inflation was targeted in the differences between the two formulations and it is then important to first review the simpler scenario, in which the $R^{2}$ term is absent.


Figure 4.15: A plot of the $r-n_{s}$ region for various values of $\xi \in[1,10], \lambda \in\left[10^{-10}, 10^{-9}\right]$ and $v=M_{P} / \sqrt{\xi}$, while keeping fixed the values of $\alpha=10^{8}$ and $M_{P}=1$. The light and dark blue region denote the $2 \sigma$ and $1 \sigma$ allowed region from the Planck2018 collaboration. Each dot is a solution for a specific value of $N$, which from left to right is increasing from a starting value of $N=50$ to $N=60$ e-foldings.

## Absence of the $R^{2}$ term - an overview

Let us introduce once again the Higgs field coupled nonminimally with gravity; in the unitary gauge we obtain the following Lagrangian [273]

$$
\begin{equation*}
\mathscr{L}=\frac{1}{2}\left(M^{2}+\xi h^{2}\right) g^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{1}{2}(\nabla h)^{2}-V(h), \tag{4.246}
\end{equation*}
$$

where $h(x)$ denotes the Higgs scalar and $M^{2}$ is an energy scale that together with the nonminimal coupling $\xi \phi^{2}$ identify the Planck scale. Next, we can eliminate the nonminimal coupling via a Weyl rescaling

$$
\begin{equation*}
\bar{g}_{\mu \nu}(x)=\frac{M^{2}+\xi h^{2}}{M_{P}^{2}} g_{\mu \nu}(x) \tag{4.247}
\end{equation*}
$$

to obtain the action in the Einstein frame

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{M_{P}^{2}}{2\left(M^{2}+\xi h^{2}\right)}(\bar{\nabla} h)^{2}-\frac{\lambda h^{4}}{4\left(M^{2}+\xi h^{2}\right)^{2}}\right\}, \tag{4.248}
\end{equation*}
$$

where we ignored the Higgs VEV in the potential as we expect the field to assume values close to the Planck scale.

Let us normalise the kinetic term of the inflaton via a field redefinition of the form

$$
\begin{equation*}
\frac{\mathrm{d} \varphi}{\mathrm{~d} h}=\frac{1}{\sqrt{M^{2}+\xi h^{2}}} \quad \Longrightarrow \quad \varphi=\frac{1}{\sqrt{\xi}} \sinh ^{-1}(\sqrt{\xi} h) \tag{4.249}
\end{equation*}
$$

where we identified the scale $M \equiv 1$. Under this field redefinition the potential becomes

$$
\begin{equation*}
\bar{V}(\varphi)=\frac{\lambda}{4 \xi^{2}} \tanh ^{2}(\sqrt{\xi} \varphi) \tag{4.250}
\end{equation*}
$$

At this point the theory is reminiscent of the free massive scalar field that is coupled minimally to the $R+R^{2}$ term, discussed in a previous section. Applying then the slow-roll approximation we can obtain the duration of inflation encoded in the formula

$$
\begin{equation*}
N=\int_{\varphi_{f}}^{\varphi_{i}} \frac{\bar{V}(\varphi)}{\bar{V}^{\prime}(\varphi)} \mathrm{d} \varphi \approx \frac{1}{16 \xi} \cosh \left(2 \sqrt{\xi} \varphi_{i}\right) \approx \frac{h_{i}^{2}}{8} \tag{4.251}
\end{equation*}
$$

where we assumed that $\varphi_{i} \gg \varphi_{f}$, or at least it dominates in the expression of $N=f(\varphi)$. Therefore, we can express the slow-roll parameters in terms of the approximate formula for the $e$-foldings $N$ as follows

$$
\begin{equation*}
\epsilon_{V} \approx \frac{1}{8 \xi N^{2}} \quad \eta_{V} \approx-\frac{1}{N} \tag{4.252}
\end{equation*}
$$

Assuming then an expansion of the inflationary observables around large numbers of $N$ we obtain the following approximate expressions [273]

$$
\begin{equation*}
n_{s} \approx 1-\frac{2}{N}, \quad r \approx \frac{2}{\xi N^{2}} \quad \mathcal{A}_{s} \approx \frac{\lambda N^{2}}{12 \pi^{2} \xi} \tag{4.253}
\end{equation*}
$$

Clearly, since the value of the power spectrum depends on the ratio of the two free parameters $\lambda / \xi$ we can interchange one for the other using its observed value [274, 275]

$$
\begin{equation*}
\xi \approx 4 \times 10^{6} N^{2} \lambda \tag{4.254}
\end{equation*}
$$

Thus, we are left effectively with only one free parameter, $\xi$ or $\lambda$. Then, in order for the observables eq. (4.253) to reside within the allowed region of observations for $N \sim 55 e$-folds, the model parameters assume values in the range

$$
\begin{equation*}
\xi \in\left[10^{5}, 10^{9}\right] \Longrightarrow \lambda \in\left[10^{-5}, 10^{-1}\right] \tag{4.255}
\end{equation*}
$$

and vice verca.
Even the most conservative values of $\xi$ lead to highly suppressed values of $r \sim 10^{-12}$, contrary to the usual metric formulation in which $r \sim 10^{-3}$. Other than that the predicted values of $\xi$ in the Palatini formalism seem to be close to five magnitudes larger than those in the metric formalism, in which $\xi \sim$ $\left(10^{2}-10^{5}\right)$.

This encapsulates what is currently cited in the literature, however it does not constitute an appropriate comparison of the two formulations. A common link between the two can be found by invoking arguments based on the phenomenology of the proposed model, for example it is currently assumed that $\lambda \sim 10^{-12}$ at energy scales close to the Planck scale [81] and without any other BSM degrees of freedom present to stabilise the potential we are led to take it at face value, or at least assume some kind of tiny value of $\lambda$. Following the same procedure one can derive a similar relation between $\xi$ and $\lambda$ in the metric formulation of the model, reading [40]

$$
\begin{equation*}
\xi_{(2)} \approx 4 \times 10^{4} \sqrt{\lambda_{(2)}} \tag{4.256}
\end{equation*}
$$

where the subscript (2) here denotes the metric (second-order) formalism. It is trivial then to show that in the case that $\lambda \sim 10^{-12}$ both formulations demand values of $\xi \sim 10^{-2}$, which in fact is in agreement
with QFT wisdom that dimensionless couplings coming from perturbation theory (which is the main motivation of the nonminimal coupling) should be $\ll 1$. If that is the case then the predicted value of the tensor-to-scalar ratio in the Palatini formalism is close to the current $2 \sigma$ cut-off value of $r \sim 0.05$, while the conventional metric formulation leads to $r_{(2)} \sim 10^{-3}$ that depends only on the value of $N$ and not on the model parameters. This is an advantage of the Palatini-Higgs model; since $r$ is dependent on $\xi$ any possible disagreement with future experiments can be remedied by placing stricter constraints on the allowed values of $\xi$, constraining in turn the values of $\lambda$ through $\mathcal{A}_{s}$.

## Return of the $R^{2}$ term

Let us include the $R^{2}$ term in the gravitational sector, and while still under the assumption of the Palatini formalism, examine how the inflationary predictions of the model change. We noticed from earlier investigations that the $R^{2}$ term induces an asymptotic flatness to the inflaton potential in the Einstein frame. The total action functional is [175]

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{1}{2}\left(M^{2}+2 \xi|H|^{2}\right) R(g, \Gamma)+\frac{\alpha}{4} R^{2}(g, \Gamma)-|D H|^{2}-V(|H|)\right\} \tag{4.257}
\end{equation*}
$$

where $H$ would be the Higgs field. Next, we may introduce the auxiliary field $\chi$ as we did before in order to eliminate the $R^{2}$; we obtain the following action in the scalar representation

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{1}{2}\left(M^{2}+2 \xi|H|^{2}+\alpha \chi^{2}\right) R(g, \Gamma)-|D H|^{2}-V(|H|)-\frac{\alpha}{4} \chi^{4}\right\} \tag{4.258}
\end{equation*}
$$

Then after a Weyl rescaling of the metric with the assumption that $M^{2} \approx M_{P}^{2}$

$$
\begin{equation*}
\bar{g}_{\mu \nu}(x)=\left(1+\frac{\alpha \chi^{2}}{M_{P}^{2}}+2 \xi \frac{|H|^{2}}{M_{P}^{2}}\right) g_{\mu \nu}(x) \tag{4.259}
\end{equation*}
$$

we obtain the action in the Einstein frame

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{|\bar{D} H|^{2}}{\left(1+\frac{\alpha \chi^{2}}{M_{P}^{2}}+2 \xi \frac{|H|^{2}}{M_{P}^{2}}\right)}-\frac{V(|H|)+\frac{\alpha}{4} \chi^{4}}{\left(1+\frac{\alpha \chi^{2}}{M_{P}^{2}}+2 \xi \frac{|H|^{2}}{M_{P}^{2}}\right)^{2}}\right\} \tag{4.260}
\end{equation*}
$$

Variation of the action with respect to the auxiliary field $\chi$ leads to the following constraint equation [175]

$$
\begin{equation*}
\delta_{\chi} \mathcal{S}=0 \Longrightarrow \chi^{2}=\frac{\frac{4 V(H)}{M^{2}+2 \xi|H|^{2}}+\frac{2|\bar{\nabla} H|^{2}}{M_{P}^{2}}}{1-\frac{2 \alpha|\bar{\nabla} H|^{2}}{M_{P}^{2}\left(M^{2}+2 \xi|\bar{\nabla} H|^{2}\right)}} \tag{4.261}
\end{equation*}
$$

If we adopt the unitary gauge $H=\frac{1}{\sqrt{2}}(0 h)^{\mathrm{T}}$ the Higgs potential reads

$$
\begin{equation*}
V(H)=\lambda\left(|H|^{2}-\frac{v^{2}}{2}\right)^{2}=\frac{\lambda}{4}\left(h^{2}-v^{2}\right)^{2} \approx \frac{\lambda}{4} h^{4} \tag{4.262}
\end{equation*}
$$

where in the last equality we assumed that in order for the Higgs field to play the role of the inflaton it has to be far away from the EW scale. Then we can substitute the expression of $\chi^{2}$ back into the action to obtain

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{M_{P}^{2}}{2} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{1}{2}(\bar{\nabla} h)^{2}\left(\frac{M_{P}^{2} \xi h^{2}}{\xi^{2} h^{4}+4 \alpha V(h)}\right)-V(h) \frac{M_{P}^{4}}{\xi^{2} h^{4}+4 \alpha V(h)}+\mathcal{O}\left((\bar{\nabla} h)^{4}\right)\right\} \tag{4.263}
\end{equation*}
$$

It is possible to reformulate the action functional in terms of a canonically normalised scalar field under the assumption that the Higgs field with its coupling satisfy the condition $\xi h^{2} \gg M_{P}^{2}$, at least during the first stages of inflation. Then we obtain

$$
\begin{equation*}
\varphi=M_{P} \sqrt{\frac{\xi}{\xi^{2}+\alpha \lambda}} \sinh ^{-1}\left(\frac{h}{M_{P}} \sqrt{\xi \frac{\xi^{2}+\alpha \lambda}{\xi^{2}-\alpha \lambda}}\right), \quad \text { iff } \xi h^{2} \gg M_{P}^{2} . \tag{4.264}
\end{equation*}
$$

Therefore the Lagrangian can be brought to its canonical form of

$$
\begin{equation*}
\mathscr{L} \supset-\frac{1}{2}(\bar{\nabla} \varphi)^{2}-\bar{V}(\varphi), \tag{4.265}
\end{equation*}
$$

where the scalar potential reads

$$
\begin{equation*}
\bar{V}(\varphi)=\frac{\lambda}{4} \frac{M_{P}^{4}}{\xi^{2}+\alpha \lambda} \frac{\sinh ^{2}\left(\frac{\varphi}{M_{P}} \sqrt{\frac{\xi^{2}+\alpha \lambda}{\xi}}\right)}{\frac{2 \xi^{2}}{\xi^{2}-\alpha \lambda}+\sinh ^{2}\left(\frac{\varphi}{M_{P}} \sqrt{\frac{\xi^{2}+\alpha \lambda}{\xi}}\right)} . \tag{4.266}
\end{equation*}
$$

Notice that at the limit of $\xi^{2} \gg \alpha \lambda$ we recover the potential eq. (4.250) derived in the case that the $R^{2}$ term is absent, i.e. $\alpha=0$. Clearly this is not a surprising result, in fact it is expected that if the nonminimal coupling dominates the $R^{2}$ effectively does not contribute. On the other hand, if $\xi^{2} \ll \alpha \lambda$, or simply $\xi \ll 1$, the potential takes the form of eq. (4.175) for $n=2$ and $x=\sqrt{\xi} \varphi / M_{P}$. This is once again expected since in the limit of $\xi \rightarrow 0$ we obtain the simple quartic potential minimally coupled $R+R^{2}$ term. In that case a larger amount of inflation is required as was noted in that section.

As we discussed earlier at the level of equations of motion the Levi-Civita condition is satisfied meaning that the connection coefficients are the Christoffel symbols with respect to the metric $\overline{\mathrm{g}}$. Therefore, by assuming a flat FRW background and spatially homogeneous field $\varphi(\mathbf{x}, t)=\varphi(t)$ the equations of motion of the system read

$$
\begin{equation*}
\ddot{\varphi}+3 H \dot{\varphi}+\bar{V}^{\prime}(\varphi)=0, \quad 3 H^{2}=\frac{1}{2} \dot{\varphi}^{2}+\bar{V}(\varphi), \tag{4.267}
\end{equation*}
$$

where we set $M_{P} \equiv 1$. Using the slow-roll approximation we can rewrite the system of equations as

$$
\begin{equation*}
3 H \dot{\varphi}+\bar{V}^{\prime}(\varphi) \approx 0, \quad 3 H^{2} \approx \bar{V}(\varphi) \tag{4.268}
\end{equation*}
$$

Then, we can directly apply the mechanism of single-field slow-roll inflation via the slow-roll parameters, which in this case are given by [175]

$$
\begin{equation*}
\epsilon_{V}(\varphi)=8 \xi^{3}\left(\alpha \lambda+\xi^{2}\right) \frac{\operatorname{coth}^{2}\left(\frac{\varphi}{M_{P}} \sqrt{\frac{\alpha \lambda+\xi^{2}}{\xi}}\right) \operatorname{csch}^{4}\left(\frac{\varphi}{M_{P}} \sqrt{\frac{\alpha \lambda+\xi^{2}}{\xi}}\right)}{\left(M_{P}^{2}\left(\xi^{2}-\alpha \lambda\right)+2 \xi^{2} \operatorname{csch}^{2}\left(\frac{\varphi}{M_{P}} \sqrt{\frac{\alpha \lambda+\xi^{2}}{\xi}}\right)\right)^{2}}, \tag{4.269}
\end{equation*}
$$

where $\operatorname{csch}(z)=1 / \sinh (z)$ is the hyperbolic cosecant and $\operatorname{coth}(z)$ is the hyperbolic cotangent. The second slow-roll parameter reads [175]

$$
\begin{equation*}
\eta_{V}(\varphi)=\frac{4 \xi\left(\alpha \lambda+\xi^{2}\right) \operatorname{csch}^{4}\left(\frac{\varphi}{M_{P}} \sqrt{\frac{\alpha \lambda+\xi^{2}}{\xi}}\right)}{\left(2 \xi^{2} \operatorname{csch}^{2}\left(\frac{\varphi}{M_{P}} \sqrt{\frac{\alpha \lambda+\xi^{2}}{\xi}}\right)+M_{P}^{2}\left(\xi^{2}-\alpha \lambda\right)\right)^{2}} \times \tag{4.270}
\end{equation*}
$$



Figure 4.16: A plot of the $r-n_{s}$ region for various values of $\xi \in\left[10^{-2}, 10^{-1}\right], \alpha=10^{8}, \lambda=10^{-12}$ and $M_{P}=1$. The light and dark blue region denote the $2 \sigma$ and $1 \sigma$ allowed region from the Planck2018 collaboration, while the red dashed line denotes the bound on $r \lesssim 0.056$; following the notation of previous figures.

$$
\times\left[M_{P}^{2}\left(\alpha \lambda-\xi^{2}\right)\left(\cosh \left(\frac{\varphi}{M_{P}} \sqrt{\frac{\alpha \lambda+\xi^{2}}{\xi}}\right)+2\right)+2 \xi^{2}\left(\operatorname{coth}^{2}\left(\frac{\varphi}{M_{P}} \sqrt{\frac{\alpha \lambda+\xi^{2}}{\xi}}\right)+1\right)\right] .
$$

Likewise, we obtain an expression for the scalar power spectrum given below

$$
\begin{gather*}
\mathcal{A}_{s}(\varphi)=\frac{\lambda\left(\xi^{2}-\alpha \lambda\right)^{2}}{768 M_{P}^{6} \pi^{2} \xi^{3}\left(\xi^{2}+\alpha \lambda\right)^{5}} \sinh ^{4}\left(\frac{\varphi}{M_{P}} \sqrt{\frac{\xi^{2}+\alpha \lambda}{\xi}}\right) \tanh ^{2}\left(\frac{\varphi}{M_{P}} \sqrt{\frac{\xi^{2}+\alpha \lambda}{\xi}}\right) \times \\
\times\left[M_{P}^{4}\left(\xi^{3}+\alpha \lambda \xi\right)^{3}+\alpha \lambda\left(\xi^{2}-\alpha \lambda\right)^{2} \sinh ^{4}\left(\frac{\varphi}{M_{P}} \sqrt{\frac{\xi^{2}+\alpha \lambda}{\xi}}\right)\right] \tag{4.271}
\end{gather*}
$$

In fig. 4.16 we employ numerical methods in order to calculate the predictions concerning the inflationary observables $r$ and $n_{s}$. Similarly to what was done in previous models, we obtain the field value at the end of inflation via the condition $\epsilon_{V}\left(\varphi_{f}\right)=1$ and for $N$ in the conventional range of $N \in[50,60]$ $e$-foldings we derive the field value at the start of inflation, $\varphi_{i}$. Then, in the figure we plot the values obtained for different values of the $\xi$ parameter and fixed values of $\alpha=10^{8}$ and $\lambda=10^{-12}$. Predictions close to values of $\xi \sim 10^{-2}$ also break our initial condition that $\xi h^{2} \gg M_{P}^{2}$ and are not to be trusted entirely [175], they reside anyway outside the $2 \sigma$ range of $r$. It is evident that values $\xi \gtrsim 10^{-1}$ can result in successful inflation, with an ample amount of $N$ and observables in the $1 \sigma$ range.

It might prove useful to approach it also in a semi-analytic way, which is more conveniently presented if we reintroduce the original scalar field $h(t)$. For starters, the slow-roll parameters become

$$
\begin{equation*}
\epsilon_{V}(h)=\frac{8 M_{P}^{6}\left(M_{P}^{2}+\xi h^{2}\right)}{h^{2}\left(\alpha \lambda h^{4}+\left(M_{P}^{2}+\xi h^{2}\right)^{2}\right)}, \tag{4.272}
\end{equation*}
$$

$$
\begin{equation*}
\eta_{V}(h)=\frac{24 M_{P}^{6}\left(M_{P}^{2}+\xi h^{2}\right)}{h^{2}\left(\alpha \lambda h^{4}+\left(M_{P}^{2}+\xi h^{2}\right)^{2}\right)}-\frac{4 M_{P}^{6}}{h^{2}\left(M_{P}^{2}+\xi h^{2}\right)}-\frac{8 M_{P}^{4}}{h^{2}} . \tag{4.273}
\end{equation*}
$$

Next, we may solve for the number of $e$-folds $N$ to obtain

$$
\begin{equation*}
N=\left.\frac{h^{2}}{8 M_{P}^{4}}\right|_{h_{f}} ^{h_{i}} \approx \frac{h_{i}^{2}}{8 M_{P}^{4}} . \tag{4.274}
\end{equation*}
$$

The field value at the start of inflation, used in the expression of the observables, can be approximately expressed as $h_{i}^{2} \approx 8 M_{P}^{2} N$. Therefore, the expressions of the spectral index and the tensor-to-scalar ratio become

$$
\begin{align*}
n_{s} & =1-\frac{16 M_{P}^{4}}{h^{2}}-\frac{8 M_{P}^{6}}{h^{2}\left(M_{P}^{2}+\xi h^{2}\right)} \approx 1-\frac{2}{N}-\frac{1}{N\left(1+8 \xi N M_{P}^{2}\right)} \stackrel{N \gtrsim}{\approx} 1-\frac{2}{N}-\frac{1}{8 M_{P}^{2} \xi N^{2}}+\mathcal{O}\left(N^{-3}\right), \\
r & =\frac{128 M_{P}^{6}\left(M_{P}^{2}+\xi h^{2}\right)}{h^{2}\left(\alpha \lambda h^{4}+\left(M_{P}^{2}+\xi h^{2}\right)^{2}\right)} \approx \frac{16}{N}\left(\frac{1+8 \xi N M_{P}^{2}}{8 \alpha \lambda N+\left(1+8 \xi N M_{P}^{2}\right)^{2}}\right) \tag{4.275}
\end{align*}{\stackrel{N \gtrsim}{\approx} \frac{2 \xi}{M_{P}^{2}\left(\alpha \lambda+\xi^{2}\right) N^{2}}+\mathcal{O}\left(N^{-3}\right) .}^{2} .
$$

Depending on its magnitude, the parameter $\alpha$ can play a role in suppressing the values of $r$, however it does not affect the $n_{s}$ as noted by the numerical results. Likewise, the power spectrum of scalar perturbations can be expressed as

$$
\begin{equation*}
\mathcal{A}_{s}=\frac{\lambda h^{6}}{768 M_{P}^{4} \pi^{2}\left(M_{P}^{2}+\xi h^{2}\right)} \approx \frac{2 \lambda M_{P}^{6} N^{3}}{3 \pi^{2}\left(1+8 \xi N M_{P}^{2}\right)} \stackrel{N \gg 1}{\approx} \frac{\lambda N^{2} M_{P}^{4}}{12 \pi^{2} \xi}-\frac{\lambda M_{P}^{2} N}{96 \pi^{2} \xi^{2}}+\mathcal{O}\left(N^{-1}\right) \tag{4.277}
\end{equation*}
$$

Since the power spectrum is independent from $\alpha$ (at all orders [176, 276]), it is possible to place the same condition on the ratio of $\lambda / \xi$ as we did before, meaning that $\lambda / \xi \sim 10^{-10}$ in order for $\mathcal{A}_{s} \approx 10^{-9}$. The approximate formula derived for $r$ then leads to a bound on $\alpha$ depending on $\xi$, for example if $\xi \ll 1$ then $\alpha \gtrsim 10^{8}$, however if $\xi \gg 1$ we are led to $\alpha<10^{12}$ and $\xi \gtrsim 10^{8}$. The discussion agrees with our numerical results [175] and with results presented in similar studies in refs. [274, 276-278].

### 4.4 Extended interactions of gravity and matter

During inflation it is expected that quantum effects can play a significant role. In previous sections we analysed certain ramifications of that statement, initially with the inclusion of the $R^{2}$ term and the nonminimal coupling of the inflaton field to the Einstein-Hilbert term, and in section 4.3 by considering the one-loop effective potential. In this section we are particularly interested in the type of coupling between the inflaton field and the gravitational sector. Currently, as we discussed previously in this work, our description of a quantum theory of gravity is lackluster at best and as such comments regarding what it entails should be treated with suspicion. Following the line of thought presented in this work it is interesting to consider the case in which the $\alpha$ parameter of the $\alpha R^{2}$ term is also dependent on the inflaton field, i.e. $\alpha \rightarrow \alpha(\phi)$. This type of coupling, alongside the $\xi \phi^{2} R$, are expected to be generated by quantum corrections of the $\phi$ field in a curved background, even if they are absent in the bare (tree-level) Lagrangian, ${ }^{1}$ see for example ref. [105].

[^37]Let us consider a fundamental scalar field $\phi(x)$ that is nonminimally coupled to gravity in the way described above, then a general action describing its interactions would be [196]

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{1}{2}(1+f(\phi)) g^{\mu \nu} R_{\mu \nu}(\Gamma)+\frac{\alpha(\phi)}{4} R^{2}(\Gamma)-\frac{1}{2}(\nabla \phi)^{2}-V(\phi)\right\}, \tag{4.278}
\end{equation*}
$$

where we fixed $M_{P} \equiv 1$. Equivalently the action can be brought to its scalar representation via the introduction of an auxiliary field $\chi$ as follows

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{1}{2}(1+f(\phi)+\alpha(\phi) \chi) R-\frac{1}{2}(\nabla \phi)^{2}-V(\phi)-\frac{1}{4} \alpha(\phi) \chi^{2}\right\} \tag{4.279}
\end{equation*}
$$

In a way similar to what was done in previous sections we can rescale the metric as

$$
\begin{equation*}
\bar{g}_{\mu \nu}(x)=(1+f(\phi)+\alpha(\phi) \chi) g_{\mu \nu}(x) \tag{4.280}
\end{equation*}
$$

to obtain the action in the Einstein frame

$$
\begin{equation*}
\mathcal{S}[\overline{\mathrm{g}}, \Gamma, \phi, \chi]=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{1}{2} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)-\frac{1}{2} \frac{(\bar{\nabla} \phi)^{2}}{(1+f(\phi)+\alpha(\phi) \chi)}-\frac{\left(V(\phi)+\frac{1}{4} \alpha(\phi) \chi^{2}\right)}{(1+f(\phi)+\alpha(\phi) \chi)^{2}}\right\} . \tag{4.281}
\end{equation*}
$$

In contrast to the metric formalism, terms involving derivatives of the $\phi$ and $\chi$ field are not generated through the Weyl rescaling of the metric and the action is schematically similar to the one of constant $\alpha$.

## Field equations $\mathcal{E}$ Equations of motion

The action (4.281) serves as the starting point in our analysis. In that case, variation of eq. (4.281) with respect to the $\Gamma^{\rho}{ }_{\mu \nu}$ leads to the standard Levi-Civita condition, following exactly what was presented in previous sections and discussed in detail in ch. 3; that is

$$
\begin{equation*}
\frac{\delta \mathcal{S}}{\delta \Gamma^{\rho}{ }_{\mu \nu}}=0 \quad \Longrightarrow \quad \Gamma^{\rho}{ }_{\mu \nu}=\frac{1}{2} \bar{g}^{\rho \lambda}\left(\partial_{\mu} \bar{g}_{\lambda \nu}+\partial_{\nu} \bar{g}_{\mu \lambda}-\partial_{\lambda} \bar{g}_{\mu \nu}\right) \tag{4.282}
\end{equation*}
$$

Next, variation with respect to the auxiliary field $\chi$ leads to the constraint

$$
\begin{equation*}
\frac{\delta \mathcal{S}}{\delta \chi}=0 \quad \Longrightarrow \quad \chi=\frac{4 V(\phi)+(1+f(\phi))(\bar{\nabla} \phi)^{2}}{(1+f(\phi))-\alpha(\phi)(\bar{\nabla} \phi)^{2}} \tag{4.283}
\end{equation*}
$$

Substitution of the above equations back to the level of the action (4.281) leads to the final form of the action functional reading

$$
\begin{equation*}
\mathcal{S}[\overline{\mathrm{g}}, \phi]=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{1}{2} \bar{R}-\frac{1}{2} K_{0}(\phi)(\bar{\nabla} \phi)^{2}+\frac{1}{4} K_{2}(\phi)(\bar{\nabla} \phi)^{4}-U(\phi)\right\} \tag{4.284}
\end{equation*}
$$

where the functions encoding the noncanonical nature of the kinetic terms $K_{0}(\phi)$ and $K_{2}(\phi)$, alongside the scalar potential in the Einstein frame, are defined as follows

$$
\begin{equation*}
K_{0}(\phi) \equiv \frac{1+f(\phi)}{\left[(1+f(\phi))^{2}+4 \alpha(\phi) V(\phi)\right]} \tag{4.285}
\end{equation*}
$$

$$
\begin{align*}
K_{2}(\phi) & \equiv \frac{\alpha(\phi)}{\left[(1+f(\phi))^{2}+4 \alpha(\phi) V(\phi)\right]},  \tag{4.286}\\
U(\phi) & \equiv \frac{V(\phi)}{\left[(1+f(\phi))^{2}+4 \alpha(\phi) V(\phi)\right]} \tag{4.287}
\end{align*}
$$

Notice that the action (4.281) is exact, meaning that all terms of $\nabla \phi$ are present at this stage.
It is then straightforward to show that variation of the action (4.284) with respect to the rescaled metric $\overline{\mathrm{g}}$ leads to the following generalised Einstein field equations [196]

$$
\begin{equation*}
\bar{G}_{\mu \nu} \equiv \bar{R}_{\mu \nu}-\frac{1}{2} \bar{g}_{\mu \nu} \bar{R}=\left(K_{0}(\phi)-K_{2}(\phi)(\bar{\nabla} \phi)^{2}\right) \partial_{\mu} \phi \partial_{\nu} \phi-\bar{g}_{\mu \nu}\left(\frac{1}{2} K_{0}(\phi)(\bar{\nabla} \phi)^{2}-\frac{1}{4} K_{2}(\phi)(\bar{\nabla} \phi)^{4}+U(\phi)\right), \tag{4.288}
\end{equation*}
$$

and variation with respect to the scalar field $\phi(x)$ gives rise to a generalised Klein-Gordon equation of the following form

$$
\begin{equation*}
\left(K_{0}(\phi)-K_{2}(\phi)(\bar{\nabla} \phi)^{2}\right) \bar{\square} \phi-K_{2}(\phi)\left(\partial_{\mu}(\bar{\nabla} \phi)^{2}\right) \bar{g}^{\mu \nu} \partial_{\nu} \phi+\frac{1}{2} K_{0}^{\prime}(\phi)(\bar{\nabla} \phi)^{2}-\frac{3}{4} K_{2}^{\prime}(\phi)(\bar{\nabla} \phi)^{4}-U^{\prime}(\phi)=0 \tag{4.289}
\end{equation*}
$$

where the $\mathrm{d}^{\prime}$ Alembertian operator is defined here as $\bar{\square} \phi=\frac{1}{\sqrt{-\bar{g}}} \partial_{\mu}\left(\sqrt{-\bar{g}} \bar{g}^{\mu \nu} \partial_{\nu} \phi\right)$. The pair of these two field equations govern, in essence, the dynamics of the model.

Since we are interested primarily in understanding the predictions concerning the inflationary observables we assume a spatially homogeneous scalar field $\phi(x)=\phi(t)$ in a curved spacetime endowed with a flat FRW metric $\mathrm{d} s^{2}=-\mathrm{d} t^{2}+a^{2}(t) \delta_{i j} \mathrm{~d} x^{i} \mathrm{~d} x^{j}$. The equations of motion are then reduced to the generalised Friedmann equation

$$
\begin{equation*}
3\left(\frac{\dot{a}}{a}\right)^{2}=3 H^{2}=\frac{1}{2} K_{0}(\phi) \dot{\phi}^{2}+\frac{3}{4} K_{2}(\phi) \dot{\phi}^{4}+U(\phi)=\rho, \tag{4.290}
\end{equation*}
$$

and the generalised Klein-Gordon equation becomes

$$
\begin{equation*}
\left(K_{0}(\phi)+3 K_{2}(\phi) \dot{\phi}^{2}\right) \ddot{\phi}+3 H\left(K_{0}(\phi)+K_{2}(\phi) \dot{\phi}^{2}\right) \dot{\phi}+\frac{1}{2} K_{0}^{\prime}(\phi) \dot{\phi}^{2}+\frac{3}{4} K_{2}^{\prime}(\phi) \dot{\phi}^{4}+U^{\prime}(\phi)=0 . \tag{4.291}
\end{equation*}
$$

As far as slow-roll inflation is concerned it is safe to assume that the kinetic terms obey

$$
\begin{equation*}
\frac{3}{4} K_{2}(\phi) \dot{\phi}^{4} \ll \frac{1}{2} K_{0}(\phi) \dot{\phi}^{2} \ll U(\phi), \tag{4.292}
\end{equation*}
$$

at least during the initial stages of inflation, with the possibility that the condition is violated towards the end of inflation, in line with single-field slow-roll. Generally, corrections to the energy density due to the higher-order kinetic term $K_{2}(\phi) \dot{\phi}^{4}$ are encoded in deviations of the effective sound speed from unity. ${ }^{1}$ We also assume that

$$
\begin{equation*}
|\ddot{\phi}| \ll|3 H \dot{\phi}| . \tag{4.293}
\end{equation*}
$$

[^38]Therefore, at inflationary scales the action effectively reduces to

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left\{\frac{1}{2} \bar{R}-\frac{1}{2} K(\phi)(\bar{\nabla} \phi)^{2}-U(\phi)\right\}, \tag{4.294}
\end{equation*}
$$

which after a redefinition of the scalar field

$$
\begin{equation*}
\Phi= \pm \int \mathrm{d} \phi \sqrt{K_{0}(\phi)} \tag{4.295}
\end{equation*}
$$

can be brought into its canonical form yielding

$$
\begin{equation*}
\mathscr{L} \supset-\frac{1}{2}(\bar{\nabla} \Phi)^{2}-U(\phi(\Phi)) . \tag{4.296}
\end{equation*}
$$

The first-order slow-roll parameters containing the information of slow-roll inflation can be expressed in terms of the original field $\phi$ as follows

$$
\begin{align*}
& \epsilon_{V}=\frac{1}{2}\left(\frac{U^{\prime}(\Phi)}{U(\Phi)}\right)^{2}=\frac{1}{2 K_{0}(\phi)}\left(\frac{U^{\prime}(\phi)}{U(\phi)}\right)^{2}  \tag{4.297}\\
& \eta_{V}=\frac{U^{\prime \prime}(\Phi)}{U(\Phi)}=\frac{1}{K_{0}(\phi)}\left(\frac{U^{\prime \prime}(\phi)}{U(\phi)}\right)-\frac{1}{2} \frac{K_{0}{ }^{\prime}(\phi)}{K_{0}^{2}(\phi)}\left(\frac{U^{\prime}(\phi)}{U(\phi)}\right), \tag{4.298}
\end{align*}
$$

and similarly the duration of inflation is given by

$$
\begin{equation*}
N=\int_{\Phi_{i}}^{\Phi_{f}} \mathrm{~d} \Phi\left(\frac{U(\Phi)}{U^{\prime}(\Phi)}\right)=\int_{\phi_{*}}^{\phi_{f}} \mathrm{~d} \phi K_{0}(\phi)\left(\frac{U(\phi)}{U^{\prime}(\phi)}\right) \tag{4.299}
\end{equation*}
$$

where, following the notation of previous sections, the field values at end and start of inflation are denoted by $\Phi_{i}$ (or $\phi_{i}$ ) and $\Phi_{f}$ ( or $\phi_{f}$ ), respectively. All of the above are related to observable quantities through their usual approximate expressions.

## Specifying the nonminimal couplings

The setup described up to this point has been purposefully quite general and involved the inflaton potential $V(\phi)$ and the two nonminimal coupling functions $f(\phi)$ and $\alpha(\phi)$ between the scalar field and the $R+R^{2}$ term. In general, since $R$ is dimensionful it suggests that the function $f(\phi)$ is a monomial in $\phi$, which, in the case that it also respects an internal $\mathbb{Z}_{2}$ symmetry it can be generally expressed as

$$
\begin{equation*}
f(\phi)=\xi \phi^{2}, \tag{4.300}
\end{equation*}
$$

where the constant parameter $\xi$ is dimensionless. This was actually the type of coupling considered prior to this discussion.

In the case of the inflaton potential we suppose that only the renormalisable self-interaction terms of the inflaton would contribute and as such we assume that the potential is given by a quartic monomial in $\phi$, reading:

$$
\begin{equation*}
V(\phi)=\frac{\lambda}{4!} \phi^{4} . \tag{4.301}
\end{equation*}
$$

As we discussed in the section 4.3, the potential can be possibly enhanced by radiative corrections and obtain a logarithmic dependence on $\phi$ in the form of $\phi^{4} \ln \left(\phi^{2} / \mu^{2}\right)$, where $\mu$ denotes the would-be renormalisation scale. At this point we can parallelise the potential with the Higgs potential far away from
the EW scale and identify the $\lambda$ parameter with the Higgs self-coupling. In what follows, values of the free parameters of the model are chosen such that they are phenomenologically consistent, at least approximately.

The other parametric function $\alpha(\phi)$ corresponds to a generalisation of the Starobinsky constant ${ }^{1}$ (or the mass term $\left.\propto M_{P}^{2} R^{2} / M^{2}(\phi)\right)$ that includes a dimensionless dependence on the inflaton field $\phi$. Since the $R^{2}$ term is invariant under a Weyl rescaling (in the Palatini formalism) a direct relation between these two nonminimal couplings $f(\phi)$ and $\alpha(\phi)$ cannot be assumed ad hoc. ${ }^{2}$ If we were to assume a UV completion of the theory the coupling $\alpha(\phi)$ would obtain a logarithmic correction from its running which could be represented here as

$$
\begin{equation*}
\alpha(\phi)=\alpha_{0}+\beta_{0} \ln \left(\frac{\phi^{2}}{\mu^{2}}\right), \tag{4.302}
\end{equation*}
$$

where $\alpha_{0}$ and $\beta_{0}$ are constant dimensionless parameters. In the following analysis we accompany the values of $\alpha_{0}$ and $\beta_{0}$ with a factor of at least $\alpha_{0} / \beta_{0} \gtrsim \mathcal{O}(10)$ to account for the perturbative nature of $\alpha(\phi)$, as well as maintain the overall positivity of the $R^{2}$ term. Since $\alpha(\phi)$ depends on the field values $\phi$ we expect the model to differ substantially compared to the usual Palatini- $R^{2}$ models analysed earlier, in which the constant parameter $\alpha$ does not even affect the observables $n_{s}$ and $\mathcal{A}_{s}[175,176]$, and it should contribute drastically to the tensor-to-scalar ratio $r$ and the total number of $e$-folds $N$ since both depend manifestly on $\alpha$. Naturally, this depends on the magnitude of the value of $\alpha$ compared to the rest of the model parameters, as demonstrated in what follows. Notice that at field values close to the wouldbe renormalisation scale $\phi \rightarrow \mu$ the model is asymptotically scale-invariant resembling the undeformed Starobinsky model, which is recovered with corrections $\delta \phi$ around $\mu$ given by $\propto R+\left(\alpha_{0}+\beta_{0}(\delta \phi / \mu)^{2}\right) R^{2}$.

Considering that specific form of the parametric functions they give rise to the following expressions for the functions $K_{0}(\phi), K_{2}(\phi)$ and $U(\phi)$ appearing in the final action [196]

$$
\begin{align*}
K_{0}(\phi) & =\frac{1+\xi \phi^{2}}{\left(1+\xi \phi^{2}\right)^{2}+\frac{\lambda}{6} \phi^{4}\left(\alpha_{0}+\beta_{0} \ln \left(\phi^{2} / \mu^{2}\right)\right)},  \tag{4.303}\\
K_{2}(\phi) & =\frac{\alpha_{0}+\beta_{0} \ln \left(\phi^{2} / \mu^{2}\right)}{\left(1+\xi \phi^{2}\right)^{2}+\frac{\lambda}{6} \phi^{4}\left(\alpha_{0}+\beta_{0} \ln \left(\phi^{2} / \mu^{2}\right)\right)},  \tag{4.304}\\
U(\phi) & =\frac{\frac{\lambda}{4!} \phi^{4}}{\left(1+\xi \phi^{2}\right)^{2}+\frac{\lambda}{6} \phi^{4}\left(\alpha_{0}+\beta_{0} \ln \left(\phi^{2} / \mu^{2}\right)\right)} \tag{4.305}
\end{align*}
$$

Instinctively, a logarithmic correction to the scalar self-coupling can be added and actually, following the reasoning for the logarithmic form of $\alpha(\phi)$, it should. For this particular model such corrections would in principle affect the denominator of the above functions, however they can be absorbed in the definition of $\alpha_{0}$ and $\beta_{0}$ schematically as $\lambda(\phi) \alpha(\phi) \propto \lambda_{0} \alpha_{0}+\left(\lambda_{1} \alpha_{0}+\lambda_{0} \beta_{1}\right) \ln \left(\phi^{2} / \mu^{2}\right)$. As such, only the numerator of the Einstein-frame scalar potential would obtain a contribution, which could further improve the inflationary plateau even though it is subleading due to the smallness of the self-coupling $\lambda$. Specifically for inflation, the potential enters in the formulae of the slow-roll parameters in the form of $U^{\prime} / U,\left(U^{\prime} / U\right)^{\prime}$, meaning that derivatives of the logarithmic corrections amount to inverse powers of the inflaton that are subleading in the large field limit [196]. The perturbative nature of the term $\beta_{0} \ln \left(\phi^{2} / \mu^{2}\right)$ ensures also

[^39]

Figure 4.17: Plot of the scalar potential $U(\phi)$ in terms of the original field $\phi$, as given in eq. (4.305). In the main part of the figure the values of the free parameters are $\left\{\xi=10^{5}, \lambda=10^{-4}, \mu=20, \alpha_{0}=10^{8}, \beta_{0}=10^{7}\right\}$. In the secondary figure presented in the bottom right corner, we showcase the asymptotic behaviour of the potential in the large field limit for varying values of $\beta_{0}$, from $\beta_{0} \approx 10^{7}$ to $\beta_{0}=0$. The local maximum of the potential is not relevant to inflation, since, as we show later on, inflation occurs for field values way before the maximum. It is also important to note that for values above the scale $\mu$, which is always assumed to be $\simeq \phi_{*}$, the form of the potential cannot be trusted.
that the plateau of the potential $U(\phi)$ would remain unaffected, violated only logarithmically at Planckian scales $\phi \gtrsim \mu \sim \mathcal{O}(1)$ as

$$
\begin{equation*}
U(\phi) \approx \frac{\lambda}{4!\xi^{2}+4 \lambda\left(\alpha_{0}+\beta_{0} \ln \left(\phi^{2} / \mu^{2}\right)\right)} . \tag{4.306}
\end{equation*}
$$

In terms of the canonically normalised scalar field $\Phi$ given by

$$
\begin{equation*}
\Phi=\int \mathrm{d} \phi \sqrt{K(\phi)} \stackrel{\xi \sqrt{\phi} \gg M_{P}}{\approx} \frac{\mathrm{~d} \ln (\phi / \mu)}{\sqrt{\xi+\frac{\lambda}{6 \xi}\left(\alpha_{0}+2 \beta_{0} \ln (\phi / \mu)\right)}}=\frac{6 \xi}{\lambda \beta_{0}} \sqrt{\xi+\frac{\lambda}{6 \xi}\left(\alpha_{0}+2 \beta_{0} \ln (\phi / \mu)\right)}, \tag{4.307}
\end{equation*}
$$

we obtain the following expression for the Einstein-frame potential

$$
\begin{equation*}
U(\Phi) \approx \frac{3 \xi}{2 \lambda \beta_{0}^{2}}\left(\frac{1}{\Phi^{2}+\ldots}\right) \tag{4.308}
\end{equation*}
$$

where the dots denote exponentially small corrections of $\mathcal{O}\left(e^{-\left(\lambda \beta_{0} / 6 \xi\right) \Phi^{2}}\right)$.
Let us proceed directly to the calculation of the SRPs in terms of the parametric functions assumed in the previous section. Without any additional assumptions the first and second SRPs are given as follows

$$
\begin{align*}
\epsilon_{V}(\phi) & =\frac{1}{2 \phi^{2}\left(1+\xi \phi^{2}\right)} \frac{\left(4\left(1+\xi \phi^{2}\right)-\frac{\lambda \beta_{0}}{3} \phi^{4}\right)^{2}}{\left(\left(1+\xi \phi^{2}\right)^{2}+\frac{\lambda}{6} \phi^{4}\left(\alpha_{0}+\beta_{0} \ln \left(\phi^{2} / \mu^{2}\right)\right)\right)}  \tag{4.309}\\
\eta_{V}(\phi) & =3 \epsilon_{V}(\phi)-\left(\frac{8}{\phi^{2}}+\frac{4}{\phi^{2}\left(1+\xi \phi^{2}\right)}+\frac{\lambda \beta_{0}}{3} \frac{\phi^{2}}{\left(1+\xi \phi^{2}\right)^{2}}\right) \tag{4.310}
\end{align*}
$$

Then, in the slow-roll approximation the usual expressions for the inflationary observables lead to the following formulae

$$
\begin{align*}
\mathcal{A}_{s} & \approx \frac{U(\phi)}{24 \pi^{2} \epsilon_{V}}=\frac{1}{12 \pi^{2}} \frac{\frac{\lambda}{4!} \phi^{6}\left(1+\xi \phi^{2}\right)}{\left(4\left(1+\xi \phi^{2}\right)-\frac{\lambda \beta_{0}}{3} \phi^{4}\right)^{2}}  \tag{4.311}\\
n_{s} & =1-\left(\frac{16}{\phi^{2}}+\frac{8}{\phi^{2}\left(1+\xi \phi^{2}\right)}+\frac{2 \lambda \beta_{0}}{3} \frac{\phi^{2}}{\left(1+\xi \phi^{2}\right)^{2}}\right)  \tag{4.312}\\
r & \approx 16 \epsilon_{V}=\frac{8}{\phi^{2}\left(1+\xi \phi^{2}\right)} \frac{\left(4\left(1+\xi \phi^{2}\right)-\frac{\lambda \beta_{0}}{3} \phi^{4}\right)^{2}}{\left[\left(1+\xi \phi^{2}\right)^{2}+\frac{\lambda}{6} \phi^{4}\left(\alpha_{0}+\beta_{0} \ln \left(\phi^{2} / \mu^{2}\right)\right)\right]} . \tag{4.313}
\end{align*}
$$

The integral of the number of $e$-folds $N$ is exactly integrable after direct substitution of the kinetic function $K_{0}(\phi)$ and the potential $U(\phi)$ in its integrand, leading to the expression

$$
\begin{equation*}
N=\left.\frac{b}{8 \sqrt{4 b+(\xi b)^{2}}}\left\{\left(1+\frac{1}{2} \xi^{2} b\right) \ln \left|\frac{\phi^{2}-\frac{1}{2} \xi b-\frac{1}{2} \sqrt{4 b+(\xi b)^{2}}}{\phi^{2}-\frac{1}{2} \xi b+\frac{1}{2} \sqrt{4 b+(\xi b)^{2}}}\right|+\frac{1}{2} \xi \sqrt{4 b+(\xi b)^{2}} \ln \left|\phi^{4}-\xi b \phi^{2}-b\right|\right\}\right|_{\phi_{f}} ^{\phi_{*}} \tag{4.314}
\end{equation*}
$$

where we made the definition of $b \equiv 12 /\left(\lambda \beta_{0}\right)$ for the sake of brevity.

## Semi-analytic approach and numerical results

Before we move on with the predictions for the observables, let us entertain the possibility of $\xi=0$, namely the original minimally coupled model. ${ }^{1}$ The order of magnitude of $\mathcal{A}_{s}$ requires a specific powerplay of $\lambda \beta_{0}{ }^{2} \phi^{2} \sim \mathcal{O}\left(10^{6}\right)$ between the coupling constants, which in turn implies a very large value of the $\beta_{0}$ parameter. In what was considered the minimal case, implying $\xi=0=\beta_{0}$ in this particular case, it can successfully describe the inflationary era with appropriate inflationary observables, however it requires unusually large number of $e$-foldings $N \approx 75 e$-folds, as was demonstrated in section 4.2 (also see refs. [232,282]). Thus, if $\beta_{0} \neq 0$ it is natural to expect large values of the parameter $\beta_{0}$ (not unlike the ones cited for $\alpha_{0}$ in the previous case [232,274, 276,282]), since the self-coupling is approximately $\lambda_{\max } \sim \mathcal{O}\left(10^{-4}\right)$ when the inflaton $\phi$ assumes values around the Planck scale. However, large values of the parameter $\beta_{0}$ can lead to inconsistencies primarily conserning possible violation of the subleading nature of the kinetic terms, specifically their noncanonical functions $K_{0}(\phi)$ and $K_{2}(\phi)$. Pathologies of that nature can be detected in the values of the effective sound speed $c_{s}^{2}=\left(K_{0}(\phi)+K_{2}(\phi) \dot{\phi}^{2}\right) /\left(K_{0}(\phi)+3 K_{2}(\phi) \dot{\phi}^{2}\right)$, namely in possible deviations from unity, which are especially alarming at field values close to the start of inflation. Additionally it can assume negative values hinting at instabilities or unphysical states.

A simple calculation via power counting shows that values of the parameters [196]

$$
\begin{equation*}
\phi_{i} \sim 20 \quad \text { and } \quad \lambda \beta_{0} / \xi \sim \mathcal{O}\left(10^{-9}\right) \tag{4.315}
\end{equation*}
$$

can indeed satisfy the observable quantities. The specific values presented above are of no particular interest, even though they can possibly reflect the high-energy phenomenology of the model and they are chosen primarily in order to satisfy the observation bounds. Although the value of $\alpha_{0}$ is accompanied by a factor of $\alpha_{0} / \beta_{0} \propto \mathcal{O}(10)$ based on perturbativity grounds, as shown later its specific value does not affect the predictions of the observables, which is in line with previous results of the Palatini- $R^{2}$ models.

[^40]|  |  | $r$ |  |  | $n_{s}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\xi$ | $\lambda$ | $N=50$ | $N=60$ |  | $N=50$ | $N=60$ |
| $10^{5}$ | $10^{-4}$ | $8 \times 10^{-9}$ | $5.5 \times 10^{-9}$ |  | 0.9600 | 0.9667 |
| $10^{3}$ | $10^{-6}$ | $8 \times 10^{-8}$ | $5.5 \times 10^{-8}$ |  | 0.9600 | 0.9667 |
| $10^{3}$ | $10^{-5}$ | $8 \times 10^{-7}$ | $5.5 \times 10^{-7}$ |  | 0.9600 | 0.9667 |
| $10^{2}$ | $10^{-7}$ | $8 \times 10^{-6}$ | $5.5 \times 10^{-6}$ |  | 0.9600 | 0.9667 |

Table 4.1: Table including results of the numerical study of the exact expressions regarding inflationary observables. Assumed constant values of $\alpha_{0}=10, \beta_{0}=1$ and $\mu=20 M_{P} \sim \phi_{*}$ that, together with $\xi$ and $\lambda$, we are able to reproduce the appropriate value of the scalar amplitude $\mathcal{A}_{s}$ within a field excursion $\Delta \phi \equiv \phi_{i}-\phi_{f}$ of $\phi_{f} \approx 10^{-1} M_{P}$ and $\phi_{*} \sim 20 M_{P}$.

The expression of the spectral index $n_{s}$ in eq. (4.312) shows that the field values $\phi_{i}$ are dominating at first order with contributions of $\phi_{i}^{-2}$ and ensuing corrections of $\propto\left(\lambda \beta_{0} / \xi\right) \phi_{i}^{-4}$, meaning that due to the smallness of the couplings we can approximately chose $\phi_{i} \sim 20$ in order to satisfy the $1 \sigma$ bound on $n_{s}$. Finally, the predictions are collectively presented below

$$
\begin{equation*}
n_{s} \approx 0.960, \quad \mathcal{A}_{s} \sim 3.5 \times 10^{-9}, \quad r \approx \frac{10^{-4}}{2 \xi}, \tag{4.316}
\end{equation*}
$$

where the factor of $\mathcal{A}_{s}$ is not important at this point and can in principle be absorbed in the values of the parameters. The amount of inflation is encoded in $N$ which is approximately given by

$$
\begin{equation*}
N \approx \frac{3 \xi}{2 \lambda \beta_{0}} \ln \left|\frac{1-\frac{\lambda \beta_{0}}{12 \xi} \phi_{i}^{2}}{1-\frac{\lambda \beta_{0}}{12 \xi} \phi_{f}^{2}}\right| \tag{4.317}
\end{equation*}
$$

It is straightforward to show that assuming a conservative value of $N \sim 50 e$-folds the field value at the end of inflation is $\phi_{f}^{2} \approx \mathcal{O}(\sqrt{8 / \xi})$.

In order to obtain the complete behaviour of the model concerning the inflationary period it is useful to employ numerical methods similar to the ones used in previous sections. In doing so we are able to produce the following table (table 4.1) including some characteristic values of the parameter space and the predictions regarding the inflationary observables. All of the entries are generated through numerical solution of the exact formulae in combination with the known conditions for inflation, for example $\epsilon_{V}\left(\phi_{f}\right) \equiv 1$ being the condition for inflation to end. It is important to note that the parameters in table 4.1 also lead to the desired value of the power spectrum $\mathcal{A}_{s}$, even if it is not presented.

As expected from eq. (4.312) different values of $\left\{\xi, \lambda, \alpha_{0}, \beta_{0}\right\}$ presented in table 4.1 lead to absolutely identical values of $n_{s}$ [196]. This is a known feature of the Palatini- $R^{2}$ models (e.g. see refs. [175, 232, 275]) accompanied also by highly suppressed values of the tensor-to-scalar ratio $r$, which is effectively undetectable. In fig. 4.18 the values of $r$ are presented in terms of varying values of $\lambda$ and $\xi$ in a more comprehensive manner.

In previously considered models where $\beta_{0}=0$ larger values of $\alpha_{0}$ are assumed, namely $\alpha_{0} \sim 10^{8}$, in order to satisfy the observational bounds. Similar values of $\alpha_{0}$ were also reported in ref. [283] capable of retaining the canonically normalised field $\Phi$ at sub-Planckian values during inflation. Therefore, in order to make contact with previous results we assume larger values of $\beta_{0}$ leading to larger values of $\alpha_{0}$ due to our condition $\alpha_{0} / \beta_{0} \sim \mathcal{O}(10)$. Then, from eqs. (4.311)-(4.313) it is immediately noticeable that large values


Figure 4.18: Plot of $\lambda=f(\xi)$ and the associated values of $r$ corresponding to the color grading displayed in the bar of the figure. These values are calculated at exactly $N=50$ e-folds and $\mathcal{A}_{s} \approx 2.1 \times 10^{-9}$ is maintained throughout the displayed curve. In fact the figure is part of a larger contour plot, but only a small part of it leads to the appropriate value of the scalar power spectrum $\mathcal{A}_{s}$.

|  |  | $r$ |  |  | $n_{s}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha_{0}$ | $\beta_{0}$ | $N=50$ | $N=60$ |  | $N=50$ | $N=60$ |
| $\left(10 \sim 10^{4}\right)$ | $\left(1 \sim 10^{3}\right)$ | $8 \times 10^{-9}$ | $5.5 \times 10^{-9}$ |  | 0.9600 | 0.9667 |
| $10^{5}$ | $10^{4}$ | $7.7 \times 10^{-9}$ | $5.3 \times 10^{-9}$ |  | 0.9600 | 0.9666 |
| $10^{8}$ | $10^{7}$ | $5.7 \times 10^{-9}$ | $3.7 \times 10^{-9}$ |  | 0.9530 | 0.9596 |

Table 4.2: Similar to table 4.1 we present the numerical study of the exact expressions of the inflationary observables under the assumption of $\xi=10^{5}, \lambda=10^{-4}$ and $\mu=20 M_{P} \sim \phi_{*}$. Together with the values of $\alpha_{0}$ and $\beta_{0}$ displayed in the table they are able to correctly reproduce the appropriate value of the scalar amplitude $\mathcal{A}_{s}$. The field excursion $\Delta \phi$ associated with the values in the table is approximated by $\phi_{f} \approx 10^{-2} M_{P}$ and $\phi_{i} \lesssim 20 M_{P}$.
of $\beta_{0}$ can impact negatively the prediction of the observables. In table 4.2 , following the same numerical algorithm employed in table 4.1, we present the predictions of the inflationary observables in the limit of large $\beta_{0}$ values.

In fig. 4.19 larger values of the total coupling $\alpha(\phi)$ leads to larger values of the tensor-to-scalar ratio $r$ and surprisingly some of the predicted values for large $\alpha_{0}$ and $\beta_{0}$ reside in the projected accuracy of future experiments $r \sim 10^{-4}$ [184-186], meaning that they can possibly be differentiated. The two distinct curves that can reproduce the desired value of $\mathcal{A}_{s}$ are attributed to the power interplay between the parameters $\beta_{0} \lambda$ and $\xi^{2}$. Depending on their values one of the terms in the expression of the tensor-toscalar ratio $r$ (4.313), can dominate over the other, which in turn leads to large(r) values of $r$ [196], contrary to fig. 4.18.

As seen from the entries in table 4.2 large values of $\beta_{0}$ tend to decrease the predicted values of $n_{s}$, discernible also from its formula (4.312). It seems that values of $\beta_{0} \lesssim 10^{-5}$ suggest that the value of the spectral index $n_{s}$ is determined primarily through the field value $\phi_{i}$. This behaviour is examined in fig. 4.20, in which we plot the $r-n_{s}$ for varying values of the parameter $\beta_{0}$ and a representative value of $\alpha_{0}$


Figure 4.19: Plot of $\lambda=f(\xi)$ in terms of their predicted value of the tensor-to-scalar ratio $r$ following the colour grading of the legend in the figure. Similarly to the previous figure, fig. 4.18, the values are presented at the point of $N=50$ e-folds and $\mathcal{A}_{s} \approx 2.1 \times 10^{-9}$ is maintained throughout the curve(s).
since it affects only the values of $r$ which are already tiny.
As we alluded to earlier large values of $\beta_{0}$ can destabilise the inflaton field out of its slow-roll inflation trajectory. In fig. 4.21 we present a numerical study of the phase-space flow of numerical solutions of the equation of motion eq. (4.291). For a plethora of initial conditions the trajectories $\dot{\phi}-\phi$ of the inflaton field fall into the slow-roll trajectory concluding at the potential minimum and oscillate around it [196]. Then, the attractive behaviour of the potential is retained even at large values of $\beta_{0}$. Note that only fine-tuned trajectories end up directly to the oscillatory phase without any prior amount of inflation. It should be mentioned that smaller values of $\beta_{0}$, as considered earlier in table 4.1, do not spoil the attractor behaviour of the model and also reproduce the results of refs. [232, 278]. The same is true in the case of $K_{2}(\phi)=0$, in which the higher-order kinetic term $\propto \dot{\phi}^{4}$ is completely disregarded.

## Reheating

In this section we examine if the proposed model is consistent with a period of reheating ensuing the inflationary era. As discussed in section 2.4 of chapter 2 following the results of refs. [65-70] the quantities parametrising reheating, such as its number of $e$-foldings $N_{\mathrm{R}}$ and the equation of state parameter $w_{\mathrm{R}}$, in terms of parameters of inflation. This is done without discussing a particular reheating mechanism and in principle can restrict the allowed parameter space of an inflationary model or at least demonstrate if the model is consistent with a reheating era.

Without loss of generality we assume that the transition between the different eras, for example from inflation to reheating, is abrupt, in other words there is an instantaneous transition from $w=-1 / 3$ at the end of inflation to $w \rightarrow w_{\mathrm{R}}$ at the start of reheating and so on. Additionally, we consider values of $w_{\mathrm{R}}$ constant for the entirety of the reheating era. Therefore, following section 2.4 one can derive expressions of the reheating temperature $T_{\mathrm{R}}$ and the $e$-foldings $N_{\mathrm{R}}$ in terms of inflationary parameters of a canonically


Figure 4.20: The predictions of the inflationary observables $r$ and $n_{s}$. Following the notation of previous figure, the dotted and solid grid lines denote the $1 \sigma$ and $2 \sigma$ allowed range of $n_{s}$. The parameter values assumed in the numerical analysis are $\alpha_{0}=10^{8}, \xi=2 \times 10^{5}, \lambda=10^{-4}$ and varying values of $\beta_{0} \in\left[10^{5}, 10^{7}\right]$, as presented in the colour grading in the bar of the figure. The system is solved in the usual range of $N \in[50,60]$ values of which increase along the arrow displayed in the figure.


Figure 4.21: Plot of the phase-space trajectories $\dot{\phi}$ - $\phi$ illustrating the attractor point of the potential for a particular part of the parameter space $\left\{\alpha_{0}=10^{8}, \beta_{0}=10^{7}, \xi=2 \times 10^{5}, \lambda=10^{-4}\right\}$. The bolder line corresponds to the slow-roll trajectory resulting to the minimum of the potential at the center of the figure.
normalised inflaton $\Phi$ with its potential $U(\Phi)$ as follows:

$$
\begin{gather*}
T_{\mathrm{R}}=\left(\frac{T_{\gamma} a_{0}}{k}\right)\left(\frac{43}{11 g_{\mathrm{R}}}\right)^{1 / 3} H_{*} e^{-N} e^{-N_{\mathrm{R}}}  \tag{4.318}\\
N_{\mathrm{R}}=\frac{4}{3\left(1+w_{\mathrm{R}}\right)}\left\{N+N_{\mathrm{R}}+\ln \frac{k}{a_{0} T_{\gamma}}+\ln \frac{U_{f}^{1 / 4}}{H_{*}}+\ln \left[\left(\frac{45}{\pi^{2}}\right)^{1 / 4}\left(\frac{11}{3}\right)^{1 / 3} g_{\mathrm{R}}^{1 / 12}\right]\right\}, \tag{4.319}
\end{gather*}
$$

with the identification of $U_{f} \equiv U\left(\Phi_{f}\right)$ and $g_{\mathrm{R}}$ denoting the relativistic degrees of freedom at the point of reheating.

As discussed it is possible to directly solve for the number of $e$-foldings $N_{\mathrm{R}}$ in case of instantaneous reheating $w_{\mathrm{R}}=1 / 3$ leading to the following constraint of the number of $e$-folding $N$ during inflation

$$
\begin{equation*}
N=61.6-\ln \frac{U_{f}^{1 / 4}}{H_{*}} \tag{4.320}
\end{equation*}
$$

Specifically for the model at hand a direct substitution of the parameters $\alpha_{0}=10, \beta_{0}=1, \lambda=10^{-4}$, $\xi=10^{5}$ and $\mu \sim 20 M_{P}$ leads to the maximum allowed value of $N$ [196]

$$
\begin{equation*}
N_{\max }^{\mathrm{inst}} \approx 52 e \text {-folds } \tag{4.321}
\end{equation*}
$$

such that the model is consistent with the case of instantaneous reheating. The prediction is relatively robust to variations of the free parameters, tending to $N \approx 51 e$-folds at very large values of the parameters $\alpha_{0}$ and $\beta_{0}$.

Different values of $w_{\mathrm{R}}$ with $w_{\mathrm{R}} \neq 1 / 3$ lead to a varying reheating temperature best described by the following formula

$$
\begin{equation*}
T_{\mathrm{R}}=\left\{\rho_{f}\left(\frac{30}{\pi^{2} g_{R}}\right)\right\}^{1 / 4} e^{-\frac{3}{4}\left(1+w_{R}\right) N_{R}} \equiv T_{\mathrm{R}, \max } e^{-\frac{3}{4}\left(1+w_{R}\right) N_{R}} \tag{4.322}
\end{equation*}
$$

manifestly dependent on value of the state parameter $w_{R}$ and the number of $e$-foldings $N_{R}$. Then, we are able to present the values of $T_{\mathrm{R}}$ in terms of the amount of inflation $N$ for different values of the parameter $w_{\mathrm{R}}$, as shown in fig. 4.22. All the values of $w_{\mathrm{R}}$ are consistent with reheating leading to a characteristic value of the temperature $T_{\mathrm{R}}$, always in terms of $N$ [196]. All the curves converge, as expected, to the point of instantaneous reheating ( $w_{\mathrm{R}}=1 / 3$ ) at a temperature of $T_{\mathrm{R}} \approx 10^{15} \mathrm{GeV}$.

## Prospects of different coupling functions

It is worth mentioning some other forms of the coupling $\alpha(\phi)$. A general feature of the Palatini- $R^{2}$ models is that it provides the Einstein-frame rescaled inflaton potential a flat-enough region in the large field limit. For a general function $\alpha(\phi)$ this still holds, meaning that in the case of quartic potential $V(\phi)$ with a nonminimal coupling $\xi \phi^{2} R$ we obtain

$$
\begin{equation*}
U(\varphi) \stackrel{\varphi \rightarrow \infty}{\approx} \frac{\lambda}{4!} \frac{1}{\xi^{2}+\frac{\lambda}{6} \alpha(\phi)+\frac{2 \xi}{\phi^{2}}+\frac{1}{\phi^{4}}+\ldots} \tag{4.323}
\end{equation*}
$$

where we assumed for ease of notation that $M_{P} \equiv 1$. Therefore, it is possible to obtain a plateau for any function $\alpha(\phi)$ that is well-behaved at large field values or at least within the field excursion required for inflation. Notice that in a previous section the parametric function had the form $\alpha(\phi) \propto$ const. $+\ln (\phi / \mu)$


Figure 4.22: A plot of the reheating temperature $T_{R}$ in terms of the number of e-foldings assumed during the inflationary era, $N$. The coloured area represent the amount of e-foldings usually assumed in order to address the issues of early universe cosmology. The blue, dashing-orange, dotted green and black lines represent different values of $w_{R} \in\{-1 / 3,0,2 / 3,1\}$ respectively.
which "blows up" at large field values, however the field space in that theory is truncated, namely field values of the potential with $\phi \gg \mu$ are not to considered valid.

A similar behaviour is obtained if one assumes a string-inspired parametric function reading

$$
\begin{equation*}
\alpha(\phi)=\alpha_{0} e^{\beta_{0} \phi^{2} / \mu^{2}}, \tag{4.324}
\end{equation*}
$$

where $\alpha_{0}$ and $\beta_{0}$ are constant free parameters and $\mu$ is once again some mass scale. Depending on the value of $\beta_{0}$ the scalar potential $U(\varphi)$ behaves at large field values as

$$
\left.U(\varphi)\right|_{\varphi \rightarrow \infty} \simeq\left\{\begin{array}{cc}
0, & \beta_{0}>0  \tag{4.325}\\
\frac{\lambda}{24 \xi^{2}}, & \beta_{0}<0
\end{array}\right.
$$

In the case of positive $\beta_{0}>0$, the predicted values of the inflationary observables do not change much compared to what was discussed earlier, for example for a specific set of the parameters $\beta_{0}=\lambda=$ $\alpha_{0}=10^{-5}$ and $\xi \sim 2 \cdot 10^{4}$, at $N=55 e$-foldings we obtain the following expressions for the inflationary observables

$$
\begin{equation*}
n_{s}(N=55) \simeq 0.9637, \quad \& \quad r(N=55) \simeq 3.4 \times 10^{-8} . \tag{4.326}
\end{equation*}
$$

Note that the parameters are capable of reproducing the appropriate value for the power spectrum of scalar perturbations $\mathcal{A}_{s} \approx 10^{-9}$.

If the condition of instant reheating is to be satisfied the maximum number of $e$-folds allowed during inflation is given by $N \approx 52 e$-folds for $\xi \sim 1.9 \cdot 10^{4}$ and $\alpha_{0}=\beta_{0}=\lambda=10^{-5}$. In fig. 4.23 we present also case studies of the reheating temperature $T_{\mathrm{R}}$ in terms of $N$ for varying values of the state parameter $w_{\mathrm{R}}$. Similarly to the previous figure, fig. 4.22, the curves converge to the point of instantaneous reheating at $N \approx 52 e$-foldings with a temperature of $T_{\mathrm{R}} \sim 10^{15} \mathrm{GeV}$.


Figure 4.23: Plot of the reheating temperature as a function of the e-foldings $N$. The lines converge at the point of instant reheating at $N \approx 52$ e-folds. The colour coding of the curves follows the one presented in previous figures.

Let us consider the following dimensionless function of the $\alpha(\phi) R^{2}$ term, given by

$$
\begin{equation*}
\alpha(\phi)=\alpha_{0} \tanh \left(\frac{\phi^{2}}{\mu^{2}}\right) \tag{4.327}
\end{equation*}
$$

motivated primarily from mathematical amusement, however it is capable of reproducing some intuitive results. In the far UV region we obtain

$$
\begin{equation*}
\left(\frac{\phi}{\mu}\right) \rightarrow \infty \quad \Longrightarrow \quad \alpha(\phi) \rightarrow \alpha_{0} \tag{4.328}
\end{equation*}
$$

meaning that the Starobinsky model is recovered alongside an asymptotic scale invariance. On the other hand at the small field limit we obtain

$$
\begin{equation*}
\left(\frac{\phi}{\mu}\right) \rightarrow 0 \quad \Longrightarrow \quad \alpha(\phi) \sim \alpha_{0} \frac{\phi^{2}}{\mu^{2}}+\mathcal{O}\left(\varphi^{6}\right), \tag{4.329}
\end{equation*}
$$

which dynamically turns off the contribution of the $R^{2}$ term as the inflaton field approaches the minimum of the potential at $\phi \rightarrow 0$, and after doing so its condensate starts to dissipate.

The scalar potential $U(\varphi)$ in the Einstein frame obtains the desired plateau at large field values

$$
\begin{equation*}
\lim _{\phi \rightarrow \infty} U(\varphi)=\frac{\lambda}{4 \alpha \lambda+24 \xi^{2}} . \tag{4.330}
\end{equation*}
$$

Let us include also a note on the numerical results obtained following the same procedure as in previous sections. Results show that the free parameters are once again close to irrelevant as far as values of $n_{s}$ go. For example, if $\alpha_{0}=1, \xi=10^{2}, \lambda=10^{-7}$ we obtain, at $N=55 e$-foldings,

$$
\begin{equation*}
n_{s}(N=55) \simeq 0.9637, \quad r(N=55) \simeq 10^{-5}, \tag{4.331}
\end{equation*}
$$



Figure 4.24: Plot of the reheating temperature in terms of the e-foldings $N$. The lines converge at the point of instant reheating at $N \approx 54$ e-folds. The colour coding of the curves follows the one presented in previous figures.
where the tensor-to-scalar ratio chiefly depends on values of $\xi$. An important feature of the model is that relatively small values of the parameter space are able to generate the desired values for the inflationary observables. More importantly, the tensor-to-scalar ratio $r$ can assume large-enough values close to $r \sim$ $10^{-4}$ with the possibility of detection by future missions.

The model is also consistent with a reheating phase succeeding inflation. For example for the particular values of the free parameters $\xi=1.8 \times 10^{2}, \lambda \approx 10^{-7}$ and $\alpha_{0}=10$, under the assumption of instant reheating an upper bound of $N \approx 54 e$-folds is obtained. Then in fig. 4.24 the relation of the reheating temperature $T_{\mathrm{R}}$ with $N$ is plotted for varying values of the state parameter $w_{\mathrm{R}}$. As expected, the curves converge at the point of instantaneous reheating with a higher than usual reheating temperature of $T_{\mathrm{R}} \lesssim$ $10^{16} \mathrm{GeV}$.

### 4.5 Constant-roll application

The previous sections were devoted to understanding the inflationary models under the assumption of the slow-roll approximation, however we met in sec. 2.3 a different type of approximation that is capable of describing inflation, namely the constant-roll approximation. In the present section we are interested in examining the Palatini- $R^{2}$ models under the assumption of constant-roll.

## Preliminary considerations

Before we delve into more details of the approximation it is useful to cast the previous Palatini- $R^{2}$ models under a different light. We showed that if one considers as a starting point an action functional of the form

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-g}\left\{\frac{1}{2}\left(M_{P}^{2}+\xi \phi^{2}\right) g^{\mu \nu} R_{\mu \nu}(\Gamma)+\frac{\alpha}{4}\left(g^{\mu \nu} R_{\mu \nu}(\Gamma)\right)^{2}-\frac{1}{2}(\nabla \phi)^{2}-V(\phi)\right\}, \tag{4.332}
\end{equation*}
$$

it can be equivalently represented in terms of a rescaled metric $\overline{\mathrm{g}}$ in the Einstein frame where the scalar field $\phi$ obtains a noncanonical kinetic factor as well as a higher-order kinetic term $\propto(\nabla \phi)^{4}$. All of the above can be grouped schematically in the following way ( $M_{P} \equiv 1$ henceforth)

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \sqrt{-\bar{g}}\left(\frac{1}{2} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)+\mathscr{L}(\phi, X)\right), \tag{4.333}
\end{equation*}
$$

expressed in terms of an effective Lagrangian

$$
\begin{equation*}
\mathscr{L}(\phi, X) \equiv A(\phi) X+B(\phi) X^{2}-U(\phi), \tag{4.334}
\end{equation*}
$$

where we defined $X \equiv \frac{1}{2}(\bar{\nabla} \phi)^{2}$ and the model functions

$$
\begin{align*}
A(\phi) & \equiv-\left(1+\xi \phi^{2}+4 \alpha \frac{V(\phi)}{\left(1+\xi \phi^{2}\right)}\right)^{-1}  \tag{4.335}\\
B(\phi) & \equiv \alpha\left(\left(1+\xi \phi^{2}\right)^{2}+4 \alpha V(\phi)\right)^{-1}=-\frac{\alpha A(\phi)}{\left(1+\xi \phi^{2}\right)}  \tag{4.336}\\
U(\phi) & \equiv \frac{V(\phi)}{\left(1+\xi \phi^{2}\right)^{2}+4 \alpha V(\phi)}=-\frac{A(\phi) V(\phi)}{1+\xi \phi^{2}} \tag{4.337}
\end{align*}
$$

Note that the Lagrangian belongs to a generalised class of the so-called $k$-inflation models and, as previously stated, in their original formulation the models assumed a vanishing potential, however, since then generalisations of them were proposed that included a scalar potential, similar to the model at hand.

The energy-momentum tensor governing the dynamics of the source field $\phi$ is given by

$$
\begin{equation*}
T_{\mu \nu} \equiv \frac{2}{\sqrt{-\bar{g}}} \frac{\delta \mathcal{S}}{\delta \bar{g}^{\mu \nu}}=-\frac{\partial \mathscr{L}}{\partial X}\left(\bar{\nabla}_{\mu} \phi\right)\left(\bar{\nabla}_{\nu} \phi\right)+\bar{g}_{\mu \nu} \mathscr{L} \tag{4.338}
\end{equation*}
$$

or, expressed in terms of the model functions

$$
\begin{equation*}
T_{\mu \nu}=-(A(\phi)+2 B(\phi) X)\left(\bar{\nabla}_{\mu} \phi\right)\left(\bar{\nabla}_{\nu} \phi\right)+\bar{g}_{\mu \nu}\left(A(\phi) X+B(\phi) X^{2}-U(\phi)\right) . \tag{4.339}
\end{equation*}
$$

Therefore, assuming that the inflaton field is spatially homogeneous, dependent only on time, the energy density $\rho=T_{00}$ and the pressure $T_{i j}=p \bar{g}_{i j}=\mathscr{L} \bar{g}_{i j}$ are obtained as

$$
\begin{align*}
& \rho=A(\phi) X+3 B(\phi) X^{2}+U(\phi)  \tag{4.340}\\
& p=A(\phi) X+B(\phi) X^{2}-U(\phi) \tag{4.341}
\end{align*}
$$

In order to describe inflation we assume a flat FRW metric $\overline{\mathrm{g}}$ that gives rise to the following equations of motion

$$
\begin{align*}
& 3 H^{2}=\rho  \tag{4.342}\\
& \dot{\rho}+3 H(\rho+p)=0 \tag{4.343}
\end{align*}
$$

which can be combined into

$$
\begin{equation*}
2 \dot{H}+3 H^{2}=-p \tag{4.344}
\end{equation*}
$$

Likewise, the equation of motion for the scalar field, obtained by variation of the action $\delta_{\phi} \mathcal{S}=0$, is given by

$$
\begin{equation*}
\ddot{\phi}(A(\phi)+6 B(\phi) X)+3 H \dot{\phi}(A(\phi)+2 B(\phi) X)-A^{\prime}(\phi) X-3 B^{\prime}(\phi) X^{2}=U^{\prime}(\phi) . \tag{4.345}
\end{equation*}
$$

Note that in our conventions the kinetic term $X=-(1 / 2) \dot{\phi}^{2}$ is negative.

## Digression on energy conditions

The state parameter $w=p / \rho$ during inflation must satisfy

$$
\begin{equation*}
w=\frac{p}{\rho}<-\frac{1}{3} \tag{4.346}
\end{equation*}
$$

leading to the following inequality

$$
\begin{align*}
3 B(\phi) X^{2}+2 A(\phi) X-U(\phi)<0 & \Longrightarrow  \tag{4.347}\\
-A(\phi)\left(3 \alpha X^{2}-2\left(1+\xi \phi^{2}\right) X-V(\phi)\right)<0 & \Longrightarrow \\
\frac{3 \alpha}{4} \dot{\phi}^{4}+\left(1+\xi \phi^{2}\right) \dot{\phi}^{2}<V(\phi) & \tag{4.348}
\end{align*}
$$

which in the slow-roll regime is trivially satisfied for any potential bounded from below $V(\phi)>0$ (at least locally). Notice that in order to obtain the last inequality we assumed that $A(\phi)<0$ which is exactly the condition such that $A X$ is a ghost-free term and is trivially satisfied $\forall \alpha>0$. As expected, eq. (4.348) is also obtained if we start from the equivalent condition that $\epsilon_{H}<1$.

Since the formulation of Einstein's field equations $G_{\mu \nu} \propto T_{\mu \nu}$ the fact that $T_{\mu \nu}$ is not a universal function similar to $G_{\mu \nu}$, but is instead dependent on the type of matter and its interaction, has led the scientific community to come up with general rules, known as the "energy conditions" (of GR) [284], that express in a mathematical way the notion of locally positive energy densities. The conditions seem to be violated one after the other by quantum effects and some of them are even abandoned altogether [213]. Those that are still relevant in the literature are the null, weak, dominant and the strong conditions, with the null energy condition being the weakest of them and as such it is expected that any reasonable theory should satisfy that one at least. In what follows we discuss possible implications arising from the energy conditions in terms of the stress-energy tensor provided in eq. (4.339).

So the null energy condition (NEC) is the statement that for any future-pointing null vector $\vec{k}$ it should hold that $T_{\mu \nu} k_{\mu} k_{\nu} \geq 0$, which leads to

$$
\begin{equation*}
\rho+p \geq 0 . \tag{4.349}
\end{equation*}
$$

Therefore in terms of the energy density and pressure derived earlier in eq. (4.340) and eq. (4.341) respectively, it becomes

$$
\begin{equation*}
2 X(A(\phi)+2 B(\phi) X) \geq 0 \Longrightarrow 1+\xi \phi^{2}+\alpha \dot{\phi}^{2} \geq 0 \tag{4.350}
\end{equation*}
$$

satisfied for $\xi>0$ and $\alpha>0$, as per standard wisdom. In fact, at the slow-roll regime it tends to $1+\xi \phi^{2}>0$ which is simply the condition that gravity remains attractive for all $\phi$.

The weak energy condition (WEC) states that for every timelike vector $\vec{Y}$ the matter density has to be nonnegative, meaning that $T_{\mu \nu} Y^{\mu} Y^{\nu} \geq 0$. The condition then has an overlap with the NEC since it demands that $\rho \geq 0$ as well as $\rho+p \geq 0$. Assuming that the latter is covered by the NEC let us focus on the first part amounting to

$$
\begin{equation*}
A(\phi) X+3 B(\phi) X^{2}+U(\phi) \geq 0 \Longrightarrow \frac{1}{2} \dot{\phi}^{2}+\frac{3}{4} \alpha \dot{\phi}^{4}+V \geq 0 \tag{4.351}
\end{equation*}
$$

which is similar to the condition for inflation (4.348) and as such is trivially satisfied.
The dominant energy condition (DEC) says that additionally to the WEC for every future-pointing null or timelike vector $\vec{W}$ the vector field $T^{\mu}{ }_{\nu} W^{\nu}$ should also be future-pointing and causal. For a perfect fluid the condition simply reads $\rho \geq|p|$; in the case that $p<0$, which also makes sense for inflation (see eq. (4.348)) the condition collapses to the NEC. So for $p>0$ we obtain

$$
\begin{equation*}
B(\phi) X^{2}+U(\phi) \geq 0 \Longrightarrow \frac{\alpha}{4} \dot{\phi}^{4}+V(\phi) \geq 0 \tag{4.352}
\end{equation*}
$$

which is also satisfied for any $\alpha>0$ and especially at the slow-roll limit for any potential $V(\phi)>0 \forall \phi$. The DEC then encapsulates the condition that the original metric $g$ is rescaled into $\overline{\mathrm{g}}$ by a positive factor. Let us remind the reader that the Weyl rescaling is done through

$$
\begin{equation*}
\bar{g}_{\mu \nu}=\left(1+\xi \phi^{2}+\alpha \chi^{2}\right) g_{\mu \nu} \stackrel{!}{=}\left(\frac{4 \alpha V(\phi)+\left(1+\xi \phi^{2}\right)^{2}}{1+\xi \phi^{2}+\alpha \dot{\phi}^{2}}\right) g_{\mu \nu} \tag{4.353}
\end{equation*}
$$

where the last equality is obtained by substituting the on-shell relation of the auxiliary field $\chi^{2}$ in terms of $\phi$. Assuming that the overall factor is positive, it leads to the condition best summarised by DEC.

The strong energy condition (SEC) demands that for any timelike vector $\vec{Y}$ the trace of the tidal tensor measured by observers is always nonnegative, meaning $\left(T_{\mu \nu}-\frac{1}{2} T g_{\mu \nu}\right) Y^{\mu} Y^{\nu} \geq 0$, where $T \equiv T^{\mu}{ }_{\mu}$, leading to the following conditions in the case of a perfect fluid

$$
\begin{equation*}
\rho+p \geq 0, \quad \rho+3 p \geq 0 . \tag{4.354}
\end{equation*}
$$

The first part is simply the NEC while the second part directly violates our assumption for inflation (4.348). Nevertheless, it leads to the following inequality

$$
\begin{equation*}
2 A(\phi) X+3 B(\phi) X^{2}-U(\phi) \geq 0 \Longrightarrow \dot{\phi}^{2}\left(1+\xi \phi^{2}\right)+\frac{3}{4} \alpha \dot{\phi}^{4}-V(\phi) \geq 0 \tag{4.355}
\end{equation*}
$$

which is violated in the slow-roll regime.
We avoided discussing the energy conditions of GR up to this point, however the addition of higherorder terms lead to nontrivial contributions to the energies densities, especially close to and after the end of inflation. Notice that some parts if not all of the energy conditions can also be derived from different considerations, such as the no-ghost condition $A(\phi)<0$ and others, as stated above.

## Parameters $\mathcal{E}$ observables

With the $\phi$ field being the sole scalar degree of freedom capable of driving inflation we assume that it satisfies the constant-roll condition

$$
\begin{equation*}
\ddot{\phi}=\beta H \dot{\phi}, \tag{4.356}
\end{equation*}
$$

where $\beta$ is some undetermined constant dimensionless parameter. As we discussed in sec. 2.3 the condition approaches the slow-roll approximation in the limit of $\beta \ll 1$ in which $\ddot{\phi} \approx 0$. Let us introduce the following slow-roll parameters encoding inflation [285]

$$
\begin{equation*}
\epsilon_{1}=-\frac{\dot{H}}{H^{2}}, \quad \epsilon_{2}=-\frac{\ddot{\phi}}{H \dot{\phi}}, \quad \epsilon_{3}=\frac{\dot{F}}{2 H F}, \quad \epsilon_{4}=\frac{\dot{E}}{2 H E}, \tag{4.357}
\end{equation*}
$$

in terms of the quantities $F$ and $E$ defined by

$$
\begin{equation*}
F=\frac{\partial \mathscr{L}}{\partial R}, \quad E=-\frac{F}{2 X}\left(X \frac{\partial \mathscr{L}}{\partial X}+2 X^{2} \frac{\partial^{2} \mathscr{L}}{\partial X^{2}}\right) . \tag{4.358}
\end{equation*}
$$

In order for the SRPs $\epsilon_{i}$ to make sense we shall also assume that $(1 / 2) \dot{\phi}^{2} \ll U(\phi)$ at least at the very initial stages of inflation. The magnitude of the SRPs is checked numerically later on for each particular part of the parameter space that is able to provide us with a successful inflation. Under the constant-roll condition (4.356) the second SRP becomes $\epsilon_{2}=-\beta$ and since we are in the Einstein frame with $F=1 / 2$ we
obtain $\epsilon_{3}=0$. Nevertheless, we can express the inflationary observables $n_{s}$ and $r$ in terms of the SRPs $\epsilon_{i}$ as follows [285]

$$
\begin{align*}
n_{s} & =1-2 \frac{2 \epsilon_{1}-\epsilon_{2}-\epsilon_{3}+\epsilon_{4}}{1-\epsilon_{1}}  \tag{4.359}\\
r & =4\left|\epsilon_{1}\right| c_{s} \tag{4.360}
\end{align*}
$$

where $c_{s}$ represents the effective sound speed of propagation of primordial perturbations given by

$$
\begin{equation*}
c_{s}^{2}=\frac{\mathscr{L}_{X}}{\mathscr{L}_{X}+2 X \mathscr{L}_{X X}}=\frac{A(\phi)-B(\phi) \dot{\phi}^{2}}{A(\phi)-3 B(\phi) \dot{\phi}^{2}}=\frac{1+\xi \phi^{2}+\alpha \dot{\phi}^{2}}{1+\xi \phi^{2}+3 \alpha \dot{\phi}^{2}} \tag{4.361}
\end{equation*}
$$

Notice that in the present case the sound speed is bounded by $0<c_{s}{ }^{2}<1$ as it should. Then, the corresponding power spectrum of scalar perturbations is

$$
\begin{equation*}
\mathcal{A}_{s} \approx \frac{H^{2}}{8 \pi^{2} \epsilon_{1}(\phi)}=\frac{1}{72 \pi^{2}} \frac{\left(A(\phi) X+3 B(\phi) X^{2}+U(\phi)\right)^{2}}{\left(A(\phi) X+2 B(\phi) X^{2}\right)} \tag{4.362}
\end{equation*}
$$

Evaluated at the horizon crossing $\phi=\phi_{i}$ has to yield the observed value of $\mathcal{A}_{s} \sim 10^{-9}$.
One of the advantages of the constant-roll approximation is that the generalised Klein-Gordon equation of motion for the inflaton can be solved analytically, which is not the case in general for such complicated systems, as was demonstrated in previous sections in which we studied the same models in the slow-roll regime. Supposing then that such a solution exists we substitute the constant-roll condition (4.356) into the equation of motion (4.345) yielding [286]

$$
\begin{equation*}
\dot{\phi} H[(\beta+3) A(\phi)+6(\beta+1) B(\phi) X]-A^{\prime}(\phi) X-3 B^{\prime}(\phi) X^{2}=U^{\prime}(\phi) . \tag{4.363}
\end{equation*}
$$

Next we can solve the above equation for the Hubble parameter $H$ to obtain the expression

$$
\begin{equation*}
H=\sqrt{\frac{U}{3}\left(1-A\left(\frac{\dot{\phi}^{2}}{2 U}\right)+3 B\left(\frac{\dot{\phi}^{2}}{2 U}\right)^{2}\right)} \approx \sqrt{\frac{U}{3}}\left(1-\frac{A}{4 U} \dot{\phi}^{2}+\frac{1}{8}\left(\frac{3 B}{U}-\frac{A^{2}}{4 U^{2}}\right) \dot{\phi}^{4}\right) \tag{4.364}
\end{equation*}
$$

where the approximate formula is derived by expanding around powers of $\dot{\phi}^{2} / U(\phi)$ and keeping terms up to $\mathcal{O}\left(\left(\dot{\phi}^{2} / 2 U\right)^{2}\right)$. Substitution of the last expression back into the initial equation leads to a cubic polynomial in terms of $\dot{\phi}$ reading

$$
\begin{equation*}
\sqrt{\frac{U}{3}}\left(3 B(\beta+1)+\frac{A^{2}}{4 U}(\beta+3)\right) \dot{\phi}^{3}-\frac{1}{2} A^{\prime} \dot{\phi}^{2}-A \sqrt{\frac{U}{3}}(\beta+3) \dot{\phi}+U^{\prime}=0 \tag{4.365}
\end{equation*}
$$

where terms $\mathcal{O}\left(\dot{\phi}^{4}\right)$ are neglected. In principle even if these terms are present the resulting quartic equation is solvable, however due to the assumed tiny values of $\dot{\phi}$ leading to insignificant effects the added complications are not justified. It is known that a cubic equation can be rewritten as the depressed cubic in the form of

$$
\begin{equation*}
x^{3}+\nu_{1} x+\nu_{0}=0, \quad \text { with } \quad x \equiv \dot{\phi}-\frac{A^{\prime}}{6 \gamma} \tag{4.366}
\end{equation*}
$$

where the coefficients are defined as [286]

$$
\begin{equation*}
\gamma=\sqrt{\frac{U}{3}}\left(3 B(\beta+1)+\frac{A^{2}}{4 U}(\beta+3)\right) \tag{4.367}
\end{equation*}
$$

$$
\begin{align*}
& \nu_{1}=-\frac{1}{\gamma}\left[(\beta+3) A \sqrt{\frac{U}{3}}+\frac{\left(A^{\prime}\right)^{2}}{12 \gamma}\right]  \tag{4.368}\\
& \nu_{0}=\frac{1}{\gamma}\left[U^{\prime}-A(\beta+3) \frac{A^{\prime}}{6 \gamma} \sqrt{\frac{U}{3}}-\frac{\left(A^{\prime}\right)^{3}}{108 \gamma^{2}}\right] \tag{4.369}
\end{align*}
$$

Then a real solution to the depressed cubic equation reads

$$
\begin{equation*}
x=\frac{\left(-9 \nu_{0}+\sqrt{3} \sqrt{4 \nu_{1}^{2}+27 \nu_{0}^{2}}\right)^{1 / 3}}{2^{1 / 3} 3^{2 / 3}}-\frac{\left(\frac{2}{3}\right)^{1 / 3} \nu_{1}}{\left(-9 \nu_{0}+\sqrt{3} \sqrt{4 \nu_{1}^{2}+27 \nu_{0}^{2}}\right)^{1 / 3}}, \tag{4.370}
\end{equation*}
$$

at which point we say that we have a solution of $\dot{\phi}$ in terms of $\phi$. Therefore, all of the expressions of the SRPs and subsequently the ones for the observables can be rephrased purely in terms of the inflaton field $\phi$, which is also the case for the number of $e$-folds defined as

$$
\begin{equation*}
N=\int_{\phi_{i}}^{\phi_{f}} \frac{d \phi}{\dot{\phi}} H=\frac{1}{\sqrt{3}} \int_{\phi_{i}}^{\phi_{f}} \frac{d \phi}{\dot{\phi}} \sqrt{A(\phi) X+3 B(\phi) X^{2}+U(\phi)} . \tag{4.371}
\end{equation*}
$$

## Higgs field

Under the assumption that the inflaton field $\phi$ is a fundamental scalar that interacts with the rest of the matter fields, interactions which may prove important at the stage of reheating, the self-interacting potential $V(\phi)$ can be restricted to a renormalisable form of $V(\phi)=m^{2} \phi^{2} / 2+\lambda \phi^{4} / 4$, which in the large field limit is best approximated by a quartic monomial

$$
\begin{equation*}
V(\phi)=\frac{\lambda}{4} \phi^{4} \tag{4.372}
\end{equation*}
$$

even though in principle the higher-order terms cannot be ruled out completely. A quartic potential is appealing in particular since it can be identified with the Higgs potential far away from the EW scale, namely $V(H)=\lambda\left(|H|^{2}-v^{2} / 2\right)^{2}$ for $|H| \gg v$, driven also by a nonminimal coupling to the EinsteinHilbert term in the form of $\xi|H|^{2}$. As noted ealier in the thesis, the subject of Higgs inflation is studied extensively especially in the metric formalism with limited studies spent on the Higgs- $R^{2}$ models due to their complexity (2-dimensional field space; see however refs. [189, 287, 288]). It is then interesting to compare results obtained in the slow-roll regime from our previous studies of the Palatini- $R^{2}$ Higgs models with ones in the constant-roll approximation.

## Minimally coupled Higgs field

Let us consider first a simpler model in which the Higgs field is coupled minimally to gravity, corresponding to $\xi=0$. Then, the model functions become

$$
\begin{equation*}
A=-(1+4 \alpha V)^{-1}, \quad B=-\alpha A, \quad U=-V A \tag{4.373}
\end{equation*}
$$

and their derivatives with respect to the inflaton read

$$
\begin{equation*}
A^{\prime}=4 \alpha A^{2} V^{\prime}, \quad B^{\prime}=-4 \alpha^{2} A^{2} V^{\prime}, \quad U^{\prime}=-V^{\prime} A^{2} \tag{4.374}
\end{equation*}
$$

where the initial Jordan-frame potential is the quartic potential. By substituting the above relations we can simplify the expressions of the SRPs [286]

$$
\begin{align*}
& \epsilon_{1}=3 \frac{A X+2 B X^{2}}{A X+3 B X^{2}+U}=3 \frac{\dot{\phi}^{2}+\alpha \dot{\phi}^{4}}{\dot{\phi}^{2}+\frac{3}{2} \alpha \dot{\phi}^{4}+2 V}  \tag{4.375}\\
& \epsilon_{2}=-\beta  \tag{4.376}\\
& \epsilon_{3}=0  \tag{4.377}\\
& \epsilon_{4}=\frac{\sqrt{3}}{2} \frac{\dot{\phi}\left(A^{\prime}+6 B^{\prime} X\right)+12 \beta B H X}{(A+6 B X) \sqrt{A X+3 B X^{2}+U}}=\left(\frac{3 \alpha \beta \dot{\phi}^{2}}{1+3 \alpha \dot{\phi}^{2}}-\frac{2 \sqrt{3} \alpha}{\sqrt{1+4 \alpha V}} \frac{V^{\prime} \dot{\phi}}{\sqrt{\frac{1}{2} \dot{\phi}^{2}+\frac{3}{4} \alpha \dot{\phi}^{4}+V}}\right) . \tag{4.378}
\end{align*}
$$

Therefore the power spectrum $\mathcal{A}_{s}$ is given by

$$
\begin{equation*}
\mathcal{A}_{s}=\frac{1}{72 \pi^{2}} \frac{\left(A X+3 B X^{2}+U\right)^{2}}{X(A+2 B X)}=\frac{1}{36 \pi^{2}} \frac{\left(\frac{1}{2} \dot{\phi}^{2}+\frac{3}{4} \alpha \dot{\phi}^{4}+V\right)^{2}}{\dot{\phi}^{2}\left(1+\alpha \dot{\phi}^{2}\right)(1+4 \alpha V)}, \tag{4.379}
\end{equation*}
$$

and a similar albeit more involved expression can be reached for the tensor-to-scalar ratio $r$ and the spectral index $n_{s}$.

In what follows we study the system numerically by first substituting the real solution of $\phi(\dot{\phi})$ into the expressions of the SRPs. Then, by demanding that inflation ends at some point defined by $\epsilon_{1}\left(\phi_{f}\right) \equiv 1$ we obtain the field value $\phi_{f}$ at the end of inflation. Allowing for a conservative range of $e$-folds between $N \in[50,60] e$-folds we are able to obtain the value at horizon crossing $\phi_{i}$. In table 4.3 we present our findings for specific values of $\alpha=10^{7}$ and $\lambda=10^{-13}$, while varying small values of $\beta$.

| $\beta$ | $n_{s}(N=55)$ |
| :---: | :---: |
| 0.019 | 0.9761 |
| 0.020 | 0.9721 |
| 0.021 | 0.9681 |
| 0.022 | 0.9641 |
| 0.023 | 0.9601 |
| 0.024 | 0.9561 |

Table 4.3: Values of the spectral tilt $n_{s}$ for $\alpha=10^{7}, \lambda=10^{-13}$ and varying values of $\beta$. Note that as $\beta$ increases the spectral tilt $n_{s}$ decreases rapidly, while the tensor-to-scalar ratio $r$ is largely unaffected, being $r_{N=55} \sim 5 \times 10^{-3}$.

The values of $\alpha=10^{7}$ and $\lambda=10^{-13}$ are directly linked to the power spectrum and as such they are chosen so that the correct value $\mathcal{A}_{s} \approx 2.1 \times 10^{-9}$ is reproduced. Interestingly, if we allow for various values of $\alpha$ and keep the other parameters $\beta$ and $\lambda$ constant we obtain the following table 4.4 using the same procedure as with table 4.3.

| $\alpha$ | $n_{s}(N=55)$ | $r(N=55)$ |
| :---: | :---: | :---: |
| $5 \times 10^{6}$ | 0.9589 | $9.7 \times 10^{-3}$ |
| $7 \times 10^{6}$ | 0.9639 | $7.4 \times 10^{-3}$ |
| $9 \times 10^{6}$ | 0.9670 | $5.9 \times 10^{-3}$ |
| $10^{7}$ | 0.9681 | $5 \times 10^{-3}$ |
| $2 \times 10^{7}$ | 0.9739 | $3 \times 10^{-3}$ |
| $3 \times 10^{7}$ | 0.9763 | $2.1 \times 10^{-3}$ |

Table 4.4: Values of the spectral tilt $n_{s}$ and the tensor-to-scalar ratio $r$ for $\beta=0.021, \lambda=10^{-13}$ and varying values of $\alpha \in\{5,30\} \times 10^{6}$.

Then it is noticeable that increasing values of $\alpha$ lead to an increase of $n_{s}$ as well as a decrease in $r$. It was demonstrated earlier that in the slow-roll approximation, namely the limit of $\beta \rightarrow 0$, the spectral index is manifestly independent of $\alpha$, however in the present case of the constant-roll the parameter $\alpha$ and therefore the $R^{2}$ term plays an important role in determining the value of $n_{s}$, even if $\beta$ takes up small values [286]. On the other hand, the dependence of $r$ on the parameter $\alpha$ is already known, however, the actual values of $r$ are, in this case, possibly detectable by future missions contrary to the case of the slow-roll regime, in which they are effectively undetectable, $r \lesssim 10^{-10}[175,232]$.

The predictions for the inflationary observables are within the $1 \sigma$ of the allowed region of observations. Nevertheless, we noticed in a previous section that the minimal Higgs model in the Palatini- $R^{2}$ requires an unusually large amount of inflation of $N \sim 75 e$-folds [232] when considered in the slow-roll regime. However, in the present case we notice that a conservative amount of $N \sim 55 e$-folds suffices [286] in order to obtain the desired values of $n_{s}$ and $r$.

The hierarchy of the kinetic terms $A X / B X^{2} \sim 1$ at $N=60 e$-folds for $\alpha=10^{7}, \lambda=10^{-13}$ and $\beta=2.1 \times 10^{-2}$ suggests that the higher-order kinetic term can have a considerable contribution to the inflaton field dynamics in the constant-roll regime. Therefore, it is important to ensure that the SRPs remain small, $\epsilon_{i} \ll 1$, for the duration of inflation so that the assumed approximations remain valid. For example, assuming the same values for the parameters we obtain $\epsilon_{1} \approx 10^{-3},\left|\epsilon_{4}\right| \sim 10^{-2}$ and obviously $\left|\epsilon_{2}\right| \approx 10^{-2}$. It should be noted that it was also checked numerically that the solution of $\phi(\dot{\phi})$ does indeed satisfy the equation of motion, where small deviations were found at field values well after the end of inflation, $\phi<\phi_{f}$, which is to be expected since violations of the approximation tend to appear at field values approaching $\phi_{f}$.

Inflation takes place in the large field domain with the exact scale of inflation determined in terms of the canonically normalised scalar field $\Phi$ defined through

$$
\begin{equation*}
-\frac{1}{2}(\bar{\nabla} \Phi)^{2}=\frac{1}{2} A(\phi)(\bar{\nabla} \phi)^{2}+\frac{1}{4} B(\phi)(\bar{\nabla} \phi)^{4} \tag{4.380}
\end{equation*}
$$

which in this particular case of the minimally coupled Higgs it becomes

$$
\begin{equation*}
\left(\frac{\mathrm{d} \Phi}{\mathrm{~d} \phi}\right)^{2}=-A(\phi)\left(1+\frac{\alpha}{2} \dot{\phi}^{2}\right)=\frac{1}{1+\alpha \lambda \phi^{4}}\left(1+\frac{\alpha}{2} \dot{\phi}^{2}\right) . \tag{4.381}
\end{equation*}
$$

Then we can substitute the solution of $\phi(\dot{\phi})$ into the above formula and expand the overall expression for large field values $\dot{\phi} \simeq \vartheta_{0}+\vartheta_{1} / \phi$, where the constants $\vartheta_{i}(\alpha, \lambda, \beta)$ are depending solely on the values of the model parameters [286]. This remains consistent with our results that the inflaton field $\phi$ resides in the transPlanckian region throughout inflation. Finally, the relation of the two fields can be approximated in
the large field limit by

$$
\begin{equation*}
\Phi \approx \mathcal{C} \mp\left(\sqrt{\frac{1+\frac{\alpha}{2} \vartheta_{0}^{2}}{\alpha \lambda}}\right) \frac{1}{\phi} \mp\left(\frac{\alpha \vartheta_{0} \vartheta_{1}}{4 \sqrt{\alpha \lambda} \sqrt{1+\frac{\alpha}{2} \vartheta_{0}^{2}}}\right) \frac{1}{\phi^{2}}, \tag{4.382}
\end{equation*}
$$

where $\mathcal{C}$ is an integration constant. Independently of $\mathcal{C}$ the exact excursion of the field $\Phi$ can be calculated directly from the formula above, yielding $\Delta \Phi \equiv \Phi_{f}-\Phi_{i}=14 M_{P}$ if we assume that $\alpha=10^{7}, \lambda=10^{-13}$ and $\beta=0.021$. Note that it was verified once again that the equation of motion expressed in terms of the normalised field $\Phi$ is satisfied, where similar deviations were found in the region of $\Phi<\Phi_{f}$ [286]. Therefore, under the assumption of constant-roll we are able to approximately rewrite the higher-order and noncanonical kinetic terms in terms of a canonically normalised field $\Phi$ with a complicated selfinteracting potential $U(\Phi)$.


Figure 4.25: A plot of the $r-n_{s}$ plane for $\alpha=10^{7}, \lambda=10^{-13}, \xi=10^{-6}$ and varying values of $\beta \in\{0.018,0.022\}$. The dashed and solid lines represent the $1 \sigma$ and $2 \sigma$ allowed range of the $n_{s}$, respectively. All of the values of the tensor-to-scalar ratio $r$ are within the allowed region of observations $r<0.06$. Once again, as $|\beta|$ increases, the spectral tilt $n_{s}$ decreases, while the effect on the tensor-to-scalar ratio $r$ is minimal, $r_{N=50}=0.03$ and $r_{N=60}=0.02$.

## Nonminimally coupled Higgs field

Let us now assume a nonminimal coupling between the inflaton and gravity in the form of $\xi \phi^{2} R$, which is known that in the slow-roll framework the interplay of this coupling and the $R^{2}$ term yields appropriate values of the inflationary observables.

It is then straightforward to follow the same procedure with the assumption that $\xi \neq 0$. In fig. 4.25 we present the results coming from that exact numerical analysis, meaning that the field excursion is obtained by the condition that inflation ends at $\epsilon_{1}\left(\phi_{f}\right) \equiv 1$ and lasts some amount $N \in[50,60] e$-folds. The figure
is obtained for characteristic values of the parameters, $\alpha=10^{7}, \lambda=10^{-13}, \xi=10^{-6}$ and varying values of $\beta \in\{0.018,0.022\}$. It is immediately noticeable that larger values of $\beta$ tend to decrease the values of $n_{s}$ and minimally affect $r$, as expected from the results we obtained in the minimal case. The parameters are chosen such that the power spectrum of scalar primordial perturbations takes up its observed value of $\mathcal{A}_{s} \approx 2.1 \times 10^{-9}$. The model is able to provide a successful inflation with appropriate values for the observables, similarly to its slow-roll counterpart, however it requires smaller values of $\xi$ compared to the slow-roll paradigm. Another thing to note is that the SRPs remain small during inflation reporting values at $\epsilon_{1} \lesssim 10^{-2}$ and $\left|\epsilon_{4}\right| \sim 10^{-2}$, as well as $\left|\epsilon_{2}\right| \approx 10^{-2}$ by definition.

The numerical values of the parameter $c_{s}{ }^{2}$ both in the minimal and the nonminimal scenario are approximately $c_{s}{ }^{2} \sim 0.4$ and close to the start of inflation are approximately unity as $\phi$ tends to $M_{P}$. As it should, the values are $c_{s}{ }^{2}<1$ and possible instabilities due to negative values $c_{s}<0$ are avoided.

## Summary \& Conclusions

The theory of cosmic inflation is currently the best candidate that provides a natural solution to puzzles from the Big Bang singularity and, most importantly, the seeds for large structure formation in our universe, with the latter being a prediction of the theory. There exist numerous models that can describe inflation, meaning that they can reproduce the correct values of the inflationary observable quantities, with varying success. Advances in inflation are connected with developments in (future) experiments and our ability to probe the region of observables with higher precision. A large part of the simplest models has already been ruled out or they are at marginal contact with observational data (e.g. see fig. 2.4), however the Starobinsky model $\left(R+R^{2}\right)$ resides persistently within the $1 \sigma$ allowed region of observations since its inception. The continued success of the model has led to a plethora of other models that attempt to modify or extend the initial model, while also retaining some of its attractive features.

Predictions of the theory of inflation rely on the interplay of gravity and matter, and our understanding of it. Therefore, it is naturally connected with the parametrisation of the gravitational degrees of freedom. The so-called Palatini or first-order formulation of gravity offers a different way to parametrise the gravitational DOFs, by generalising the connection on the manifold to a metric-affine one assuming no a priori dependence on the metric. As far as GR is concerned, it was shown that it is equivalent to the conventional metric or second-order formulation (at least at the classical level) [45], and the Palatini formalism was lost to obscurity for the most part. However, recent developments in modified theories of gravity and a rising interest in non-Riemannian geometries elevated the Palatini formalism to a fundamental question on the gravitational degrees of freedom. Since extended theories of gravity are prevalent in the inflationary paradigm it was promptly shown that they tend to have different descriptions between the two formalisms [273], even leading to contrasting results in some cases. This observation is the stepping-stone of the main part of the thesis as we explain later on.

Based on the previous discussion it seemed important to review some aspects of single-field inflation, which was done in chapter 2. Starting with a brief overview of modern cosmology we are led to the puzzles of Big Bang, which in turn lead us straight to the central idea of inflation. Most importantly, we review the simplest mechanism of single-field slow-roll inflation and obtain the (approximate) expressions of the observable quantities in terms of the slow-roll parameters. In the same direction, we study the constant-roll approximation noting some of its features and differences with the slow-roll one. Towards the end of the chapter we offer a discussion on reheating, i.e. the era right after the end of inflation. First, we begin by briefly analysing some of the proposed mechanisms of reheating, such as the well-known perturbative reheating and preheating. Then, trailing the results of refs. [65-70], we review a different way to parametrise the reheating parameters in terms of the inflationary ones that allows us to possibly place stricter constraints on the model parameters.

In the following chapter, ch. 3, we comment on different features of the first-order formalism, paying close attention to the ones that are further highlighted in inflationary models. After a short historical review we revisit the conventional metric formalism and derive the Einstein field equations of GR. In the following section we introduce the notion of the Palatini variation, starting with an example of the first-order and second-order of Electromagnetism. Then, a detailed summary of metric-affine spaces is needed in order to properly introduce the metric-affine connection (especially the nonmetricity and torsion) in GR. After that, the on-shell equivalence between the metric and the Palatini formulations of GR is directly derived, concluding the chapter with a discussion on their possible equivalence at the quantum level.

In the last chapter, ch. 4, we present the main results of the thesis, in which the Starobinsky inflationary model is the focal point. As such, we begin by first reviewing the model in the metric formalism highlighting how the scalar degree of freedom (the scalaron field) sourced by the $R^{2}$ term arises in the scalar representation of the theory. Then, it is straightforward to derive the Starobinsky potential in the Einstein frame, following a Weyl rescaling of the metric and a field redefinition, and apply the mechanism of single-field slow-roll inflation, as described in ch. 2, in order to obtain the famous predictions of the model. We continue by considering a coupling of the Starobinsky model with a real scalar field and its self-interacting potential, first in a minimal way (the global term $\sqrt{-g}$ ) and later in a nonminimal via a coupling to the EH term of the form of $\xi \phi^{2} R$. It is evident that in both cases the theory effectively contains two scalar degrees of freedom, the scalaron $\chi$ and the original scalar field $\phi$. There we notice that an application of the models to inflation is highly complicated since both fields can in principle contribute in driving inflation, and especially in the case of the nonminimal coupling, the kinetic terms of the scalar fields in the Einstein frame mix nontrivially further complicating the analysis.

Considering the Starobinsky model in the Palatini formalism we show that the $R^{2}$ does not actually lead to a dynamical scalaron, $\chi$. Since in the first-order formulation the connection and the metric do not dependent on each other a priori, a Weyl rescaling of the metric leaves the Ricci tensor invariant being purely a function of the connection, i.e. $R_{\mu \nu}(\Gamma)$. Therefore, there is no way for the scalaron to obtain a kinetic term in the Einstein frame. Then, higher-order curvature invariants are unable to contribute a scalar DOF, so in order for the model to describe inflation the inflaton field has to be manifestly included into the action in the form of a fundamental scalar field $\phi$. Our starting point is then an action of that form. In the Einstein frame we show that the scalaron $\chi$ is included in multiplicative factors of the kinetic term of $\phi$ and its potential $V(\phi)$. Then, after a variation of the final action with respect to $\chi$ we obtain its constraint equation, which we then substitute back into the action. There we find that the action obtains higher-order kinetic terms of the original scalar field, $\propto(\nabla \phi)^{4}$, as well as complicated expressions for the noncanonical kinetic function and scalar potential. Next, we are able to obtain the generalised Einstein field equations for the system after variation with respect to the metric and the scalar field and show that the equation of motion of the connection leads to the Levi-Civita condition with respect to the Weyl rescaled metric $\overline{\mathrm{g}}$. By considering the path integral formulation of the same theory it is evident (even though not conclusive) that the nondynamical nature of the scalaron is not a figment of the classical action, but it remains at the quantum level even when other matter fields are included in the background of the action, leading to local terms that we can safely ignore. In closing of that section, we offer a brief discussion on the issue of frames, namely the Einstein and Jordan, since the transition from the Jordan frame to the Einstein frame is at the heart of our analysis.

In the next section we focus in a number of inflationary models that are already ruled out from observations in their metric version, and assume a minimal coupling with the $R+R^{2}$ gravitational sector. First, we consider the so-called natural inflation model, where we showed that the $R^{2}$ term has a considerable contribution to the inflaton potential by inducing a flat region in the large field limit of the inflaton $\phi$. In fact, the result generally holds for any sensible form of an inflaton potential $V(\phi)$, leading to a plateau for quite general conditions. In the particular case of natural inflation the flattening of the potential is evident
in fig. 4.2. Since we are interested in slow-roll inflation we neglect the contribution of the higher-order kinetic terms $\propto \dot{\phi}^{4}$ and apply the conventional mechanism of single-field inflation. There we find that when the natural inflation model is minimally coupled to the Starobinsky model in the Palatini formalism we are able to obtain acceptable predictions for the inflationary observable quantities, therefore allowing for the possibility for the model to describe inflation, contrary to their metric formulation in which they fall short.

The simplest scenario of a free massive scalar field also shares the same fate as the natural inflation, however considered here in the Palatini formalism coupled minimally to the Starobinsky model we obtain values of the inflationary observables within the allowed $1 \sigma$ region for values of the mass term around $m \sim 10^{13} \mathrm{GeV}$. The scale of inflation, defined as the field values of the canonically normalised inflaton field, is slightly above the Planck scale.

Following the success of the previous models we are interested in realising the Higgs inflation scenario with a minimal coupling to gravity. It is known that in the metric formalism a nonminimal coupling is required, however, considered in this specific context we show that the effect of the $R^{2}$ term allows for a successful inflation with the caveat that the number of $e$-folds required is larger than usual, close to $N \sim 75$ $e$-foldings.

Having analysed the spectrum of minimally coupled models, the wildly popular models that are nonminimally coupled to the EH term are also discussed. The general feature of the flattening of the Einstein-frame scalar potential still remains. Implementing this program to the CW and the induced gravity model we obtain acceptable inflationary observables for both models for a large part of the model parameter space. Of particular importance is the scenario of nonminimal Higgs inflation, in which we show that the nonminimal coupling $\xi$ between Higgs and the EH term can assume small values compared to the ones obtained in absence of the $R^{2}$ term. Contrary to its minimal formulation the model leads to appropriate inflationary observables for values of $N \in[50,60] e$-folds.

Motivated from the success of the previous models we investigated the scenario in which the Starobinsky is nonminimally coupled to a quartic potential, and promoted the Starobinsky constant $\alpha$ to include logarithmic corrections $\propto \log \left(\phi^{2} / \mu^{2}\right)$ of the fundamental scalar field, $\alpha \mapsto \alpha(\phi)$. The resulting action in the Einstein frame has a similar form to the previously considered Palatini- $R^{2}$ models, however the plateau of the Einstein-frame inflaton potential is violated logarithmically at field values $\phi>\mu$. We find that prediction of the model regarding the inflationary observables are in good agreement with recent observational data, notably a large coupling $\alpha(\phi)$ can actually influence the values of the observables (see fig. 4.20), contrary to the previous model in which only the tensor-to-scalar ratio $r$ was dependent on $\alpha$. This suggests that other models that reside outside the $(+) 2 \sigma$ allowed region can in principle be in agreement with observational bounds by introducing a field dependent constant $\alpha(\phi)$. In addition the values of $r$ can range from tiny, which is a general feature of the Palatini- $R^{2}$ models, to rather large approaching the bound on $r$, meaning that they can be in contact with future experiments of expected precision $10^{-3}$ or even $10^{-4}$. After the end of inflation the model undergoes a process of reheating. Through the mechanism highlighted in section 2.4 it is possible to parametrise the reheating parameters in terms of the inflation ones, which for different values of the reheating state parameter $w_{R}$ we showed that the model is indeed capable of supporting a reheating era for the specific values of the model parameters assumed during inflation with maximum reheating temperature $T_{\mathrm{R}} \sim 10^{15} \mathrm{GeV}$, fig. 4.22. Under the assumption of instantaneous reheating we obtained an upper bound on $N \approx 52 e$-folds. Concluding this section, other forms of field dependence of $\alpha(\phi)$ were considered that also retain the desired plateau of the inflaton potential. For a specific part of the model parameter space we were able to find agreement with observational bounds even in these cases.

In the last section we shift our focus and analyse the inflationary phenomenology of the Higgs field coupled to the quadratic gravity under the assumption of the constant-roll approximation. Similarly to
previous models the resulting Einstein-frame action is of the form of a generalised $k$-inflation type and we analyse the cases of minimal and nonminimal coupling of the Higgs with gravity, by assuming that the constant-roll condition $\ddot{\phi} \sim \beta H \dot{\phi}$ holds, where $\beta$ is a constant parameter. In both cases the predictions of the inflationary observables show a significant dependence on the higher-order kinetic terms, contrary to their slow-roll counterparts. Particularly for the minimal scenario we found that in the constant-roll regime acceptable values for the observables are obtained for $N \in[50,60] e$-folds, which is in contrast with the slow-roll case where it was shown that large values of $N \gtrsim 70 e$-folds are required in order for $n_{s}$ to reside within the $2 \sigma$ allowed region.
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[^0]:    ${ }^{2}$ The notion of disagreement of an experiment with the SM is measured in $\sigma$, meaning that after some observation is above some $\sigma$ ( $5 \sigma$ is believed to be the threshold) of the SM prediction it is labeled as "new physics". Actually, this would be an encouraging result hinting towards a possible avenue of research, much awaited by the theoretical physics community. Currently, under serious consideration are the measured value of the anomalous dipole moment of the muon (preliminary results point at deviation of $4.2 \sigma$ [11]; see also ref. [12] for a review on the subject) and the $B$ meson decay (BaBar reports a 3.4 $\sigma$ [13]; LHCb $2.1 \sigma$ [14]).
    ${ }^{3}$ Even though different approaches to quantising gravity have been proposed with various levels of success, the overall statement still holds at present time.
    ${ }^{4}$ As is known a black hole has already been observed and we even managed to capture an image of it and its shadow [27]! There is however a justified concern regarding predictions made by the theory due to its breakdown at the point of the singularity.

[^1]:    ${ }^{2}$ The exponential expansion of the early universe proposed by inflation, would dilute the energy densities of these particles. So, these types of couplings proposed between the fields can indeed exist during inflation, even though they do not play a role

[^2]:    ${ }^{1}$ Obviously if we used the proper time $t$ the light cone would be curved.

[^3]:    ${ }^{1}$ The cosmological constant $\Lambda$ is often included in the starting Lagrangian, but in principle can be absorbed in the energymomentum tensor as a fluid. Pertaining to the discussion at hand the interpretation is equivalent and as such we limit ourselves to the idea of a fluid rather than a free constant of the theory. For the sake of completeness let us also include the definition of the Ricci and Einstein tensors

    $$
    R_{\mu \nu}=\partial_{\rho} \Gamma_{\mu \nu}^{\rho}-\partial_{\nu} \Gamma_{\mu \rho}^{\rho}+\Gamma_{\mu \nu}^{\lambda} \Gamma_{\rho \lambda}^{\rho}-\Gamma_{\mu \rho}^{\lambda} \Gamma_{\nu \lambda}^{\rho},
    $$

    and

    $$
    G_{\mu \nu} \equiv R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R=\left(\delta_{\mu}^{\rho} \delta_{\nu}^{\lambda}-\frac{1}{2} g_{\mu \nu} g^{\rho \lambda}\right)\left(\partial_{\sigma} \Gamma_{\rho \lambda}^{\sigma}-\partial_{\lambda} \Gamma_{\rho \sigma}^{\sigma}+\Gamma_{\rho \lambda}^{\kappa} \Gamma_{\sigma \kappa}^{\sigma}-\Gamma_{\lambda \kappa}^{\sigma} \Gamma_{\sigma \rho}^{\kappa}\right) .
    $$

    ${ }^{2}$ In the case of FRW symmetric metric given by $g_{00}=-1$ and $g_{i j}=a^{2}(t) \gamma_{i j}$, the Christoffel symbols read

    $$
    \begin{aligned}
    \Gamma_{00}^{\mu} & =0=\Gamma_{0 \mu}^{0}, \\
    \Gamma_{i j}^{0} & =\dot{a} a \gamma_{i j}, \\
    \Gamma_{0 j}^{i} & =H \delta_{j}^{i}, \\
    \Gamma_{j k}^{i} & =\frac{1}{2} \gamma^{i \ell}\left(\partial_{j} \gamma_{k \ell}+\partial_{k} \gamma_{j \ell}-\partial_{\ell} \gamma_{j k}\right),
    \end{aligned}
    $$

    where the last one is $\Gamma_{j k}^{i}=0$ in the case of $\mathbb{E}^{3}$. More on the connection coefficients in chapter 3.

[^4]:    ${ }^{1}$ Note that a scalar field can approximate a vacuum-like state, after all it has the same quantum number as the vacuum and can assume nonzero vacuum expectation value (VEV) and nontrivial configuration without breaking Lorentz invariance.

[^5]:    ${ }^{1}$ A nontrivial assumption of the inflationary paradigm is the introduction of an additional scalar degree of freedom to the SM. The only known fundamental scalar field of the SM, that can assume the role of the inflaton, is the Higgs field, but even in that case, an extension of the interaction between the gravitational sector and the Higgs field is required (e.g. see ref. [81]).
    ${ }^{2}$ We could allow for the possibility of a nonminimal interaction between the inflaton and the graviton or introduce higherorder curvature invariants that admit a propagating scalar mode. In principle, most of these models can be brought into the form of eq. (2.27) via a field redefinition and/or a Weyl rescaling of the metric.

[^6]:    ${ }^{1}$ The exact relation of the potential and Hubble SRPs is given, up to first order in the SRPs, by:

    $$
    \begin{aligned}
    \epsilon_{V} & =\epsilon_{H}\left(\frac{3-\eta_{H}}{3-\epsilon_{H}}\right)^{2}, \\
    \eta_{V} & =\left(\epsilon_{H}+\eta_{H}\right)\left(\frac{3-\eta_{H}}{3-\epsilon_{H}}\right)+\sqrt{2 \epsilon_{H}} \frac{\eta_{H}^{\prime}}{3-\epsilon_{H}} .
    \end{aligned}
    $$

[^7]:    ${ }^{1}$ The definition of the perturbation $\delta \phi$ is not to be confused with the usual definitions of the value variation $\delta \phi=\bar{\phi}(\bar{x})-\phi(x)$ and the form variation $\delta_{0} \phi(x)=\bar{\phi}(x)-\phi(x)$.

[^8]:    ${ }^{1}$ Note that we have

[^9]:    ${ }^{1}$ Here we consider a case in which the manifold $\mathcal{M}$ is diffeomorphic to $\Sigma \times \mathbb{R}$, where space is denoted by $\Sigma$ and time by $t \in \mathbb{R}$. In fact, there are different ways to split spacetime by picking a diffeomorphism $f: \mathcal{M} \rightarrow \Sigma \times \mathbb{R}$, but we focus on a particular slice of $\tau=0$, where $\tau=f^{*} t$ is the time coordinate, and assume that is also spacelike. These foliations are allowed based in a theorem stating that in a globally hyperbolic spacetime $(\mathcal{M}, \mathrm{g})$ there exists a global time function such that each constant "surface" is a Cauchy surface. The subject of the ADM decomposition of GR is beyond the scope of this work and we avoid getting into detailed calculations. Although, it is completely analogous to the textbook canonical quantisation of a classical particle in a configuration space $\mathbb{R}^{n}$, but in this case the configuration space is the superspace defined by the Riemannian metrics on $\Sigma,^{(3)} g_{i j}$.
    ${ }^{2}$ It is derived by relating the 3 - and 4-dimensional Riemann tensors on $(\Sigma, h)$ and $\left(\mathcal{M}_{4}, \mathrm{~g}\right)$ by means of the extrinsic curvature.

[^10]:    ${ }^{1}$ In second order in the slow-roll approximation the field excursion is also related to the scalar perturbations through [98]

    $$
    \Delta \phi^{(2)}=\frac{M_{P}}{2 \sqrt{\pi}} \sqrt{\epsilon}|\Delta N|[1+(\eta-\epsilon) \Delta N] .
    $$

[^11]:    ${ }^{1}$ See for example ref. [105] for more details. In the case of the Starobinsky model the higher-order curvature terms are also expected to appear at the quantum level of the theory [106, 107]. However, current results pertaining to the quantisation of gravity are always met with skepticism and at this point we should not make bold claims regarding what a quantum theory of gravity will look like.
    ${ }^{2}$ For example, a simple model in which a 5 -dimensional Kaluza-Klein theory with a compactified dimension leads to a 4-dimensional dilaton model (also referred to as the radion field).
    ${ }^{3}$ Vector perturbations, that decay with the expansion of the universe, are not considered here but they do create $B$-modes as well.

[^12]:    ${ }^{1}$ They are usually encountered in gauge theories with sponstaneously broken symmetries.

[^13]:    ${ }^{1}$ A particle species with $g$ degrees of freedom and $\mu$ chemical potential, has an equilibrium energy density

    $$
    \begin{equation*}
    \rho=g \int \frac{\mathrm{~d}^{3} p}{(2 \pi)^{3}} E(\mathbf{p}) f(\mathbf{p}) \tag{2.128}
    \end{equation*}
    $$

    where $f(\mathbf{p})=1 /[\exp ((E(\mathbf{p})-\mu) / T) \pm 1]$ is the phase space distribution in momentum space with plus (minus) for FermiDirac (Bose-Einstein) statistics, and $E(\mathbf{p})=\sqrt{|\mathbf{p}|^{2}+m^{2}}$. In the case that $T \gg m, \mu$ the integral is exactly solvable and it leads to eq. (2.129). Interestingly, for nonrelativistic species, where $T \ll m$, the energy density is exponentially vanishing $\rho \propto T^{3 / 2} e^{-(m-\mu) / T}$. Note also that at early times the chemical potential $\mu$ of all particles was tiny, such that we can safely neglect it at this point.

[^14]:    ${ }^{1}$ The proposed number of $g_{\mathrm{R}}$ conservatively only includes the SM degrees of freedom. It is natural to expect beyond the Standard Model (BSM) degrees of freedom coming from the sought-after UV completeness of the theory to increase the value of $g_{\mathrm{R}}$, but even if one assumes $g_{\mathrm{R}} \approx \mathcal{O}\left(10^{3}\right)$ the number of $e$-folds $N_{\mathrm{R}}$ and the reheating temperature $T_{\mathrm{R}}$ are largely unaffected, attributed to the small dependence on the actual value of $g_{\mathrm{R}}$.

[^15]:    ${ }^{1}$ In fact, fiber bundles have allowed us to understand the global (or nonperturbative) aspect of these theories. For example the gauge field $A_{\mu}^{a}$ in Yang-Mills theory are connections on principal bundles and not just local 1-forms. Also, the Yang-Mills instanton is actually the nontrivial class of the principal bundle underlying the gauge field [134]. In similar fashion fiber bundles govern other topologically nontrivial dynamics, for example quantum anomalies (not globally well-defined action functionals) are understood as statements of nontrivialisability of bundles.
    ${ }^{2}$ Later development along those lines led to LQG with many interesting and promising results (see ref. [128] for a review), further solidifying the search for a connection-oriented gravity.

[^16]:    ${ }^{1}$ The symmetry stems from the definition/creation of the metric tensor through its definition of the spacetime interval equation, or the invariant line element. Since we have $\left[\mathrm{d} x^{\mu}, \mathrm{d} x^{\nu}\right]=0$ only the symmetric part of $g_{\mu \nu}$ contributes and we may as well assume that it is symmetric. In turn it ensures that the norm of vectors $\in \Gamma(T \mathcal{M})$ is nonnegative and the angle between them does not depend on the order chosen.
    ${ }^{2}$ Usually, that point becomes nontrivial when one considers generalisations of GR. It is not obvious how in GR a Lagrangian containing nondegenerate second-order derivatives $\partial^{2} \mathrm{~g}$ does not lead to Ostrogradski instabilities [147], that essentially state that if that is the case the Hamiltonian of the system has at least one linear instability. In fact, GR falls under the "blanket" theory of Lovelock gravity [148], in which conserved second-order equations of motion can be produced in arbitrary spacetime dimensions.
    ${ }^{3}$ Suppose we ignore the reduced Planck mass for a moment. Then, in order for the action to have the right dimensions, i.e. time $\times$ energy (like $\hbar$ ), a factor of $c^{3} /(16 \pi G)$ has to be included [146]. Here, $c$ is the speed of light and $G$ is Newton's constant and plays the role of the coupling constant of gravitational interactions. If one is interested mainly in studying gravitational

[^17]:    ${ }^{1}$ The notation can be potentially confusing; in fiber bundle theory $\nabla$ represents the covariant derivative while $\Gamma$ denotes the connection 1-form. Keeping with relativistic physics notation, we regularly refer to the connection coefficients $\Gamma^{\rho}{ }_{\mu \nu}$ as the connection, and not its map $\nabla$. We rely to context in order to resolve any further misunderstanding caused by this abuse of notation.

[^18]:    ${ }^{1}$ This is an equivalent description of GR formulated solely by the trace of the torsion tensor, $\int_{\mathcal{M}} T$ dvol.

[^19]:    ${ }^{1}$ Once again, in complete analogy with the case of the torsional description of GR, there exists an equivalent description of GR utilising (contractions of) the nonmetricity tensor, $\int_{\mathcal{M}} Q$ dvol.

[^20]:    ${ }^{1}$ In a general sense the connection coefficients can be decomposed in terms of the distortion and contorsion tensors as
    $\Gamma^{\rho}{ }_{\mu \nu}=\left\{{ }_{\mu}{ }^{\rho}{ }_{\nu}\right\}+K^{\rho}{ }_{\mu \nu}+L^{\rho}{ }_{\mu \nu}$.

[^21]:    ${ }^{1}$ Notice that only the trace of the tensor vanishes and not necessarily the torsion itself.

[^22]:    ${ }^{1}$ Since it was shown that the Einstein-Hilbert action was nonrenormalisable [25, 26], higher-derivative (of the metric) theories became alluring. After all, the Einstein gravity produces a graviton propagator that is nonrenormalisable $\propto k^{-2}$ at large $k^{2}$ and a Ricci scalar squared results in a renormalisable propagator $\propto k^{-4}$ at large $k^{2}$. However, it seems that even if we obtain a gravitational theory that is (even perturbatively) renormalisable, other fundamental properties of a quantum field theory might be sacrificed $[107,178,179]$, such as unitarity of the theory - linked to the ability of understanding the theory in a probabilistic way - or relativistic invariance, as e.g. in Hořava gravity [180] in which Lorentz invariance emerges as an approximate symmetry at low energies and is violated at high energies. The issue of renormalisability is brought forward for its significance; in the present work we do not attempt to study features of what would be a quantum gravity, but mainly draw inspiration from relevant works.
    ${ }^{2}$ The notion of a ghost field was encountered in ch. 3 where the Faddeev-Popov ghosts [168] were briefly mentioned. These are usually referred to as "good" ghosts since they are included in a gauge theory to keep its gauge invariance, in contrast to the "bad" ghosts inducing unphysical states in a theory.

[^23]:    ${ }^{1}$ Notice that the metricity condition, namely $\nabla_{\rho} g_{\mu \nu}=0$, has already been used at this point.

[^24]:    ${ }^{1}$ Note that in eq. (4.14) we assumed the form of the integration constants in terms of the reduced Planck mass, such that the canonical field has the correct dimensions.

[^25]:    ${ }^{1}$ An exception to that can be models that are specifically build to be (classically) scale invariant. We discuss these models in further detail in a later section, sec. 4.3.

[^26]:    ${ }^{1}$ A straightforward generalisation of the statement to $D$ dimensions suggests that the term $\sqrt{-g} R^{D / 2}$ is Weyl invariant in that context.
    ${ }^{2}$ Notice that the auxiliary field is redefined in order to have the appropriate dimensions, meaning that at the level of equations of motion it satisfies $\chi^{2}=R$, unlike the previous section where $[\chi]_{\mathrm{m}}=2,(\chi=R)$.

[^27]:    ${ }^{1}$ The process of "integrating out" the auxiliary field is rather misleading at this point, since it is usually associated with the path integral formulation of a theory. The effect of an auxiliary field in a quantum or classical theory is the same as a result of their nonpropagating nature and they have been used throughout physics to help simplify the calculations. Some of the most notable examples are the complex scalar field $F$ and the real scalar field $D$ appearing in the $F$ - and $D$-terms, respectively, in supersymmetric theories that are used to close the supersymmetric algebra (e.g. see ref. [192]). Others include those used in string theory in order to substitute the Nambu-Goto with the Polyakov Lagrangian [193].

[^28]:    ${ }^{1}$ Note also that if we were to first vary the action $\mathcal{S}[\overline{\mathrm{g}}, \phi, \chi]$ with respect to $\overline{\mathrm{g}}_{\mu \nu}$ and substitute the solution for the auxiliary $\chi$ in the resulting Einstein equation, we would obtain the same result as in eq. (4.61), meaning that the variations with respect to $\bar{g}_{\mu \nu}$ and $\chi$ can be interchanged. Schematically this reads as follows

    $$
    \mathcal{S}[\overline{\mathrm{g}}, \chi, \phi] \longrightarrow \delta_{\chi} \mathcal{S}[\overline{\mathrm{g}}, \chi, \phi] \stackrel{!}{=} 0 \curvearrowright \mathcal{S}[\overline{\mathrm{~g}}, \chi, \phi] \longrightarrow \delta_{\overline{\mathrm{g}}} \mathcal{S}[\overline{\mathrm{~g}}, \phi] \stackrel{!}{=} 0 \Longrightarrow \text { Eq. (4.61) }
    $$

    is equivalent to

    $$
    \mathcal{S}[\overline{\mathrm{g}}, \chi, \phi] \longrightarrow\left\{\begin{array}{ll}
    \delta_{\chi} \mathcal{S}[\overline{\mathrm{g}}, \chi, \phi] \stackrel{!}{=} 0 & \curvearrowright \delta_{\overline{\mathrm{g}}} \mathcal{S}[\overline{\mathrm{~g}}, \chi, \phi] \stackrel{!}{=} 0 \\
    \wedge & \Longrightarrow \text { Eq. (4.61), } \\
    \delta_{\overline{\mathrm{z}}} \mathcal{S}[\overline{\mathrm{~g}}, \chi, \phi] \stackrel{!}{=} 0
    \end{array} \quad .\right.
    $$

    where the curved arrow denotes substitution of the element in the LHS into the ones in RHS.

[^29]:    ${ }^{1}$ The WKB (Wentzel-Kramers-Brillouin) method used often in QM, can be thought of as a semiclassical approximation and sometimes is used while referring to the saddle point expansion.
    ${ }^{2}$ Notice that the generating functional can now be approximated by

    $$
    \mathcal{Z}=\int[\mathcal{D} \overline{\mathrm{g}}][\mathcal{D} \Gamma][\mathcal{D} \phi](\operatorname{det}(\sqrt{-\bar{g}}))^{1 / 2}\left(\operatorname{det}\left(\frac{\delta^{2} \mathcal{S}_{\text {eff }}}{\delta \chi \delta \chi}\right)\right)^{-1 / 2} \exp \left(\frac{i}{2} \int \mathrm{~d}^{4} x \sqrt{-\bar{g}} \bar{g}^{\mu \nu} R_{\mu \nu}(\Gamma)+i \mathcal{S}_{\text {eff }}\left(\chi_{\mathrm{c}}\right)\right)
    $$

[^30]:    ${ }^{1}$ In the Einstein frame they are simply the Einstein field equations following our discussion in ch. 3.

[^31]:    ${ }^{1}$ For the purposes of this work the string and Jordan frame are effectively the same, or at least refer to the same dynamics, namely the nonminimal coupling of the scalar field to the Einsten-Hilbert term.

[^32]:    ${ }^{1}$ Interestingly, the transition $\mathscr{E} \rightarrow \mathscr{J}$ is never considered.
    ${ }^{2}$ Unfortunately the stances are not often discussed in the literature, apart from specific papers discussing the (non)equivalence of the two frames, and as such it is usually masked or quietly implied. More than that many authors tend to cast the issue under a philosophical light, in many ways relegating it to something reminiscent of discussions on interpretations of quantum mechanics.
    ${ }^{3}$ For example, in $\mathscr{J}$ and $\mathscr{E}$ one can read off the Planck mass as $M_{\mathscr{J}} \equiv M \Omega$ and $M_{\mathscr{E}}=M$ respectively, under a rescaling $\mathrm{g} \mapsto \overline{\mathrm{g}}=\Omega^{2} \mathrm{~g}$. Then distances measured in Planck units are invariant; schematically

    $$
    M_{\mathscr{J}}^{2} \mathrm{~d} s^{2}=M_{\mathscr{J}}^{2} g_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}=M_{\mathscr{E}}^{2} \bar{g}_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}=M_{\mathscr{E}}^{2} \mathrm{~d} \bar{s}^{2}
    $$

    ${ }^{4}$ Or they cannot possibly falsify one of the two. For example let us consider one frame which is related to the initial $\mathscr{J}$ by $\mathrm{d} s^{2} \longrightarrow \mathrm{~d} \bar{s}^{2}=-\mathrm{d} \tau^{2}+\mathrm{d} \Sigma$, which is conformally flat. In this frame, say $\mathscr{M}$, since the universe is static the photons do not redshift due to the vanishing Hubble flow. Naively we might say that it is unphysical, however since the electron mass varies in time in $\mathscr{M}$ due to the conformal transformation, we obtain $\bar{m}(\tau)=m /(1+z)$, where $1+z \equiv a^{-1}(\tau)$. Then, the energy level in $\mathscr{M}$

[^33]:    ${ }^{1}$ We can safely use the convectional expressions for the inflationary observables obtained in the metric formalism, since the action contains the EH term and a nontrivial matter sector. However, see ref. [233] for a detailed analysis of the inflationary spectrum strictly in the Palatini formalism.

[^34]:    ${ }^{1}$ In the present case of $V(\varphi) \propto \bar{\alpha} \tanh ^{2 n}(\varphi / \sqrt{6} \bar{\alpha})$ they would be the $\alpha$-attractor models.

[^35]:    ${ }^{1}$ More than that EFTs are naturally nonrenormalisable theories since in order to absorb loop divergences with arbitrarily many insertions of $\mathscr{L}_{d \leq 5}$, operators of arbitrarily high dimension are needed.

[^36]:    ${ }^{1}$ Such a breaking is termed "natural" in contrast to the one associated with power-law divergences [246]. This is similar to GUTs, in which for example by embedding the electroweak $S U(2) \otimes U(1)$ to an $S U(5)$ GUT the radiative corrections to lighter masses often involve the larger scales. This is the motivation behind the softly broken supersymmetry, which protects this effect. Taking this a step further we can see how EFTs, that usually have power-law radiative corrections of the high energy scale, cannot describe a scale-invariant theory below that mass scale.
    ${ }^{2}$ Also known as the fixed points of the corresponding RG flow.

[^37]:    ${ }^{1}$ There are other local terms that are generated in the process, schematically reading as $R \nabla_{\mu} \phi \nabla^{\mu} \phi$ and $R^{\mu \nu} \phi \nabla_{\mu} \nabla_{\nu} \phi$ etc, which can be grouped for example in the Einstein tensor $G_{\mu \nu} \equiv R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R$, as $G^{\mu \nu} \nabla_{\mu} \phi \nabla_{\nu} \phi$. In ref. [275] it was studied specifically this type of combination in the Palatini formalism with a special interest given towards inflation.

[^38]:    ${ }^{1}$ In the present section we check these deviations numerically for each set of the parameters considered below and have found deviations smaller than $10^{-5}$, meaning that $c_{s}^{2} \approx 1$ throughout inflation and we can safely neglect the higher-order kinetic terms altogether.

[^39]:    ${ }^{1}$ See refs. [279, 280] for a similar discussion in the metric formalism.
    ${ }^{2}$ However, in ref. [281] the contrary was assumed.

[^40]:    ${ }^{1}$ Of course the field $\phi$ is still coupled (nonminimally) with the $R^{2}$ term through the coupling $\alpha(\phi)$, so labeling it the "minimal coupling" is used just in comparison with previously considered minimal models.

