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ABSTRACT

Introduction

Plasma etching,! in addition to its traditional use for pattern transfer in microelectronics, is
utilized in nanotechnology to functionalize polymers by improving their surface properties
through the modification of the chemical composition and the morphology of the surface. The
former is achieved through the creation of reactive centers at which plasma gas fragments or
atoms can stick as new functional groups while the latter through the removal of material in
chemical and/or physical ways. An outcome of this plasma-induced change, which has attracted
much attention lately both experimentally and theoretically is surface roughness.

Plasma induces micro/nano roughness on the surface of the polymeric substrates, a factor that
has major importance in the surface properties (e.g. wetting behavior, interaction of surfaces with
cells). It is critical to study the mechanisms that affect surface roughness and, ultimately, to
design “recipes” delivering desired surface roughness. However, plasma-surface interactions are
complex and the process design is usually based on a trial and error procedure.

Many studies to date have pinpointed several potential mechanisms for roughness formation
and evolution, such as scattering/reflection of ions within the topographic features of the rough
profile, change of etching yield with the angle of incidence, deposition of material engendered in
the plasma as well as re-deposition of material ejected by etching, to name a few. There is also
significant overlapping among such mechanisms; usually, a roughness experimental
measurement can be interpreted by invoking more than one physical mechanism. These
mechanisms take place concurrently during plasma etching, and the expectation for segregating
their effects via experiment is low. Modifying the process conditions to diminish the effect of one
phenomenon will commonly intensify another. However, for efficient process design and
optimization, it is essential to understand the mechanisms influencing the etched rough profile.

The only approach which enables to examine the effect of a mechanism on surface roughness
during etching either independently or jointly with other mechanisms is numerical simulation.
The latter is of major interest for giving indications about the physics governing various
processes and to ultimately pinpoint the etching control mechanisms as far as the roughness
evolution is concerned. It can consequently provide aid for specifying the ideal operating
conditions for the desired roughness, thus, enabling the optimization of a given etching process.

Plasma, an outstanding "tool" in microelectronics and nanotechnology, is created in reactors operating at low
pressures. An electromagnetic field is imposed on the reactor gas leading to an electrical discharge. The electrons of
the discharge, due to their small mass, acquire high velocities, and as a result, their energy reaches a few eVs (leV
corresponds to 11600 K) while the gas is kept at a low temperature (300-450 K), i.e. the term "low temperature
plasma" is used. The high energy electrons, through collisions with the neutral particles of the plasma, produce ions
and reactive neutrals which are crucial in the etching process. Another consequence of the electrons high velocity is
that they reach the inner walls of the reactor faster than the ions. This leads to a potential gradient arising from the
difference in the concentration of ions and electrons in the vicinity of the reactor inner walls. The corresponding
electric field in this region (plasma sheath) points from the plasma to the walls. In this way, electrons are held back
to the plasma (self-confining mechanism for plasma) while ions are accelerated rapidly toward the walls. This ion
bombardment energy can be used for many applications in material processing.
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Dissertation aims

Given its importance in nanotechnology and in other fields, there is a strong motivation to
understand and manipulate plasma induced surface roughness of polymeric substrates. Toward
the comprehension and, finally, the control of plasma induced surface roughness, in this
dissertation, plasma-surface interactions on rough polymeric substrates are studied from a
computational point of view.

For this purpose, a hybrid modeling framework, coupling stochastic and deterministic modules,
for profile evolution of unconventional, rough polymeric surfaces under plasma etching is
developed. Although the components of the framework may differ depending on the case study,
the cornerstone of the framework is a surface etching model that combines the local flux, energy,
and the angle of incidence of the plasma species with the local etching yield and rate. The local
etching rate calculated by the surface etching model is then fed to a profile evolution module
which computes the successive positions of the profile.

The first model system being used for the investigations includes Argon (Ar) plasma etching
of poly(methyl methacrylate) (PMMA) substrates with an initially sinusoidal profile resembling
a rough profile. The main focus, filling the relevant gap in the literature, is to record how
charging is developed on the rough profile being etched and how it affects the evolving
roughness of the profile, in the presence of ion reflection and secondary electron-electron
emission (SEEE). This is the first time in the literature that this interplay is examined. Even if
plasma induced surface charging on conventional — with respect to the semiconductor industry —
structures, i.e., trenches or holes, has been studied in previous works and its artifacts, such as
notching, microtrenching, etching lag, and twisting have been examined both experimentally,
theoretically, and computationally, there is a lack of studies on surface charging of rough
polymeric surfaces.

The second model system is plasma etching of PMMA with oxygen (Oz) chemistry. O, and O»-
containing plasmas offer a great potential for the surface functionalization of polymeric
substrates: thermal reactive neutral species are combined with high energy ions to alter both
micro/nanomorphology and composition of polymeric surfaces in a dry means of processing.
Towards comprehensive process design, by addressing both effects of plasmas on polymeric
surfaces (alteration of surface morphology and composition), the dissertation investigates the
effect of operating conditions and model parameters on Oz-plasma-induced surface roughening
of PMMA. The potential of the framework to address changes of the surface wettability during
plasma etching is also demonstrated; the framework can simulate changes of surface morphology
(roughness) and O surface coverage (linked to O functional groups), the combination of which
determines the wetting state of the surface.

Contents and results of the dissertation

Chapter 1 is an introduction to the topic of plasma-surface interactions and processing of
polymeric materials, the field in which the dissertation belongs to. The general theoretical
background of the dissertation is presented: we make a brief introduction to the plasma reactor
and to the basic plasma etching mechanisms. Some of the most significant examples of plasma-
surface interactions encountered in plasma processing of polymers are also discussed. Being a
core subject of the present dissertation, much of this chapter is devoted to a review of the
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literature concerning plasma induced roughness and its amplification/attenuation mechanisms
with an emphasis to computational works. Surface functionalization and etching, generally
occurring together, are discussed for O, plasma. The reason for this selection is not only that O>
plasma provokes strong effects in both mechanisms, but that it also has much technological
interest in industrial processing. Particular importance is also attached to the review of the
literature concerning plasma induced surface charging on conventional dielectric microstructures
in microelectronics, mainly, from a modeling point of view. This because one of the main ideas
of this dissertation is that surface charging is critical not only for microelectronics but also for
unconventional polymeric surface morphologies, where the term unconventional stands for the
roughness produced on initially flat polymeric substrates during plasma etching. Finally, the aims
of this dissertation are presented.

Chapter 2 includes the description of the computational tools developed during this
dissertation. The tools cooperate with each other through a hybrid modeling framework
implemented by homemade codes. To model the temporal evolution of a surface over a short
time interval, the framework mainly implements the following three steps: (1) it calculates the
fluxes of ions, electrons, neutrals to each point of the surface, (2) it specifies the local etching
rate for each surface point from the given fluxes, and (3) it utilizes the local etching rates to
predict the surface profile after a short time. The ultimate surface profile for any etching
mechanism may be predicted in this fashion. The components of the framework are discussed
through its application to two different case-studies, namely Ar and O: plasma etching of
PMMA, involving different etching mechanisms. Specifically, Ar plasmas cannot chemically
react with the polymer and the interaction is restricted to ion bombardment effects, i.e. energetic
ions drive atoms off the surface of a solid material (i.e. physical sputtering). In this case study,
the framework consists of:

e A charging module consisting of models for the calculation of a) ion and electron
trajectories (Newton equations), b) the surface charge density, and c) the charging
potential (Laplace equation).

e A model for ion reflection as well as an original model for the SEEE mechanism,
developed for PMMA substrates in the energy range which is of interest in plasma
etching.

e A surface etching model able to calculate the angle and energy dependence of the
etching (sputtering) yield of PMMA by Ar ions (Ar®), devised by combining
experimental measurements and numerical calculations.

e A profile evolution module, which is based on a continuum description of the profile
and the level set method;? the latter module has been developed by Dr. George Kokkoris
and has been used for conventional (microelectronic) structures in previous works not
only for plasma etching but also for wet etching and chemical vapor deposition. In this
dissertation, it is modified in order to handle also the evolution of unconventional (rough)
profiles.

2 In the level set method, the surface profile is “embedded” in an implicit function, namely the level set function,
o(x,t). The surface profile is the zero contour of ¢. The level set method tracks the evolution of the surface profile
implicitly through the evolution of ¢: instead of a profile, a surface is tracked.



In Oz plasmas, except from mechanical ion induced effects (i.e. sputtering), there are also
chemical ion induced effects as ions promote chemical reactions between the O reactive species
and the polymeric substrate (i.e. ion enhanced etching). Due to the high computational
complexity, charging phenomenon is not considered in this case study.

Thus, the framework for Oz plasmas consists of:

e A kinetic Monte Carlo (kMC) surface etching model, considering the nonlinear
synergy of neutral species and ions for the calculation of the local etching rate in the case
of Oz plasma etching, taking into account the surface morphology through the calculation
of the trajectories of the species joining the surface reactions.

e A profile evolution module described above, modified to treat a fundamental weakness
of the level set method, and generally of all methods using an implicit representation of
the surface profile, namely the tracking of local profile properties during evolution.

kMC models usually refer to small length and time scales and as a consequence it is of stochastic
nature and cannot be readily used for the larger length and time scales manageable by the profile
evolution module. There is a set of computational assignments to carry out for the
implementation of the hybrid modeling framework, discussed in this chapter. First, in order to
couple the different length scales, a coarse grained adjustment of the surface is used by adopting
coarse cells that encompass a number of sites under the local mean field approximation.® In this
fashion, the local etching rate is forged in terms of population coverages of species adsorbates in
the coarse cells. An atomistic representation of the surface would impose noise to the local
etching rate, which would be practically unmanageable by a deterministic profile evolution
module. Second, in order to couple the different time scales, the focus is on the computational
efficiency: the time step for the profile evolution should be as high as possible and the time
interval for the KMC simulation should be as low as possible. The high bound of the former is
posed by the Courant—Friedrichs—Lewy (CFL) criterion while the low bound of the latter is
posed by the time required to get the local etching rate to steady state. The transport of the local
properties from the current profile to the next decreases the time to reach the steady state and
shifts the low bound of the time interval for the kMC simulation downward. This chapter has
been published as a part of the following articles:

a) G. Memos, G. Kokkoris, Modeling of Charging on Unconventional Surface Morphologies of
PMMA Substrates during Ar Plasma Etching, Plasma Processes and Polymers 13 (2016) 565-
578.

b) G. Memos, E. Lidorikis, G. Kokkoris, The interplay between surface charging and microscale
roughness during plasma etching of polymeric substrates, J Appl Phys 123 (2018) 073303.

c) G. Memos, E. Lidorikis, G. Kokkoris, Roughness evolution and charging in plasma-based
surface engineering of polymeric substrates: The effects of ion reflection and secondary electron
emission, Micromachines 9 (2018).

d) G. Memos, E. Lidorikis , E. Gogolides and G. Kokkoris, (2021), A hybrid modeling
framework for the investigation of surface roughening of polymers during oxygen plasma
etching, Journal of Physics D: Applied Physics, 54 (2021) 175205

3 Uniform distribution of particles is presumed and any local correlations among particles in a coarse cell are
omitted.



Chapter 3 focuses on the calculation of the charging potential, the local ion and electron fluxes,
and the local etching rate on a snapshot of the evolving rough polymeric surface. Profile
evolution is out of the scope of this chapter. The case study is Ar plasma etching of a PMMA
substrate with a sinusoidal profile resembling a rough profile, i.e. a case where the etching
mechanism is physical sputtering with a strong dependence of the etching yield and rate on the
angle of ion incidence. Etching rate calculations with and without charging are performed; it is
shown that charging affects the etching rate mainly due to the decrease of the ion energy.
Calculations are performed for sinusoidal profiles of different amplitude (roughness); as the
amplitude increases, the ion energy decreases and the angle of ion incidence increases
contributing competitively to the etching rate. The charging time, i.e., the time required for
reaching a steady state charging potential, is calculated in the order of milliseconds. The latter is
crucial for the calculations in the following chapter, Chapter 4; we deduce that the charging
phenomenon evolves very fast and arrives at steady state in a time much lower than the time step
of the evolution of the surface profile, thus, the solution of the charging module can be
decoupled from the solution of the profile evolution module facilitating the calculations. This
chapter has been published as a part of the following articles:

a) G. Memos, G. Kokkoris, Modeling of Charging on Unconventional Surface Morphologies of
PMMA Substrates during Ar Plasma Etching, Plasma Processes and Polymers 13 (2016) 565-
578.

b) G. Memos, E. Lidorikis, G. Kokkoris, The interplay between surface charging and microscale
roughness during plasma etching of polymeric substrates, J Appl Phys 123 (2018) 073303.

Regarding (a), this publication was the first publication in the field of plasma-induced roughness,
revealing that charging is really present on rough surfaces of polymeric substrates being etched
by plasma. It received compliments by Prof. Riccardo D’ Agostino, past editor in chief of Plasma
Processes and Polymers, and pioneer in plasma etching and modification of polymers.

Results of the Chapter 3 shows that it is necessary to take charging into account during the
evolution simulation of rough polymeric - and generally rough dielectric- surfaces during plasma
etching. Thus, in Chapter 4, the evolution of initially rough profiles during plasma etching is
calculated by taking into account as well as by neglecting charging. It is revealed, on the one
hand, that the surface charging contributes to the suppression of roughness and, on the other
hand, that the decrease of the surface roughness induces a decrease of the charging potential.
Besides roughness, charging also decreases the etching rate of rough dielectric substrates. This
practically reveals a mechanism which contributes to the decrease of surface roughness of
dielectric substrates; this mechanism is not present in the case of conductive materials. The effect
of charging on roughness is intense when the etching yield depends solely on the ion energy, and
it is mitigated when the etching yield additionally depends on the angle of ion incidence. When
ion reflection is taken into account, the results show that the surface charging contributes to a
faster decrease of the roughness compared to the case without charging. lon reflection sustains
roughness; without ion reflection, roughness is eliminated. Either with or without ion reflection,
the effect of SEEE on the evolution of the rms roughness over etching time is marginal.
Ultimately, the mutual interaction of the roughness and the charging potential is revealed through
the correlation of the charging potential with a parameter suitably combining statistical



properties of the profile such as rms roughness* and skewness.® Regardless of the mechanisms
and the phenomena taken into account, the charging potential shows an almost monotonic
behavior with this parameter, something that reveals the mutual interaction between surface
charging and profile roughness. This chapter has been published as a part of the following
articles:

a) G. Memos, E. Lidorikis, G. Kokkoris, The interplay between surface charging and microscale
roughness during plasma etching of polymeric substrates, J Appl Phys 123 (2018) 073303.

b) G. Memos, E. Lidorikis, G. Kokkoris, Roughness evolution and charging in plasma-based
surface engineering of polymeric substrates: The effects of ion reflection and secondary electron
emission, Micromachines 9 (2018).

In Chapter 5, the hybrid modeling framework, is applied to the investigation of O,-plasma-
induced surface roughening of PMMA. In Oz plasmas, thermal reactive neutral species are
combined with high energy ions to alter both micro/nanomorphology and composition of
polymeric surfaces. Through the implementation of a novel kMC surface etching model, the
framework can address both effects of O> plasma on the PMMA surface. The first aim of the
chapter is the evaluation of the accuracy of the kMC model through a comparison to the
analytical equations describing the ion-enhanced kinetics as well as the proper adjustment of
critical parameters of the KMC model in order to cope with computational and accuracy issues.
Then, we track how the operating conditions of the reactor, such as the output power (or
equivalently the ratio of O atom flux over the O* flux at the flat region), the DC bias voltage (or
equivalently the ion energy) and the etching time, as well as the model parameters, such as the
re-emission of oxygen atoms (O) and the reflection of oxygen ions (O") on the surface,
intertwine with the evolution of morphology and, ultimately, how their interwoven effects
determine the evolution of roughness. The framework is also able to replicate experimental
roughness evolution trends found in the literature in high density plasma reactors under the effect
of different operating conditions. For instance, given the output power is large, the roughness is
subjected to changes in the growth mode with the etching time and/or it increases with the
increase of bias. Given the bias is constant, the roughness increases with the output power.
Ultimately, the potential of the modeling framework to address changes of the surface wettability
during plasma etching is demonstrated. The framework can simulate changes of surface
morphology (roughness) and O surface coverage (linked to O functional groups), the
combination of which determines the wetting state of the surface. This chapter has been
published as a part of the following article:

G. Memos, E. Lidorikis , E. Gogolides and G. Kokkoris, (2021), A hybrid modeling framework
for the investigation of surface roughening of polymers during oxygen plasma etching, Journal of
Physics D: Applied Physics, 54 (2021) 175205

Chapter 6 summarizes the novelties of the dissertation as well as the utility and capabilities of
the developed hybrid modeling framework. Some interesting future extensions arising from the
dissertation are also suggested. In a nutshell, some key contributions are: a) The significance of

4 It evaluates the vertical fluctuations of the surface morphology. It is equivalent to the standard deviation of heights.
> It quantifies the asymmetry of the surface morphology, is utilized to pinpoint the kind of pattern on the surface:
Positive skewness means that bumps dominate on the surface morphology, while if skewness is negative, holes
prevail.



the effect of surface charging in the design of recipes for producing or eliminating surface
roughness, b) the development of an original model for the SEEE mechanism on PMMA
substrates, c) the development of a KMC surface etching model able to take into consideration
the surface morphology, d) the use of the level set method for the transport of local properties of
the profile from a time step to the next and e) the ability of the framework to simulate changes of
both surface morphology and surface chemical composition. Some future research suggestion
arising out of this dissertation are: a) The application of the framework to other polymeric
substrates and/or other plasmas as well as its application to plasma etching of conventional
structures in the semiconductor industry such as trenches or to address cases of 3d surface
morphologies from micro- to nanoscale. b) The extension of the framework to include additional
mechanisms, which can affect roughness evolution or the coupling of the framework to a reactor
scale model. ¢) Interesting extension are to analyze all scales of surface roughness and focus on
the prediction of wetting state of the surface (e.g. Wenzel or Cassie-Baxter or hybrid states) or to
clarify the relationship between roughness and charge retention on the surface of a polymer as
well as the influence of the charge on the properties of the etched surfaces with a focus on
possible applications that may arise from such a technology.



INEPIAHYH

Ewayoyn

H eyxapaén pe mhdopa,® extoc e Tapadoctakis xpHoNG TG YioL TNV HETAPOPE GYNIATOS OTNV
UIKPONAEKTPOVIKY, YPNOCLUOTOIEITOL GTNV VAVOTEXVOAOYIO Y10 TNV EVEPYOTOINGN TNG EMPAVELNG
TOV TOAVUEPDV HECH® TNG TPOTOMOINONG NG YNWKNG oOVOeonS Kot TG HopPoAoYiag NG
emeavelns. To Tp®dTO emTLYYAVETOL LEC® TG TPOCKOAANGNG ATOU®V 1] LOPi®V TOL TapdyovToL
oTOV KOPLO0 OYKO TOV TAACUOTOG GTNV EMUPAVELD, Kol SNUIOVPYINS VEOV AEITOVPYIKOV OPAd®V,
EVD TO J€VTEPO UEGM TNG APOIPESNG VAIKOD (€YXAPaEN) LE YMUKOVG 1 / Kol LGIKOVG TPOTOVG.
‘Eva amotéleopo ™ oAloyng mov mpoKoaAeitor amd 1o mAdouo, 1 omoio £XEl TPOCEAKVLGEL
LEYOAN TPOGOYT TOV TEAELTALO KOPO TOGO TEPOUATIKE OGO Kot OempnTikd, ivor 1 onpovpyio
EMLPOVELOKNG TPAYDTNTOG.

To mAdopo TpoKoAel LIKPO/VOVO-TPayOTNTA GTNV EMUPAVELD TOV TOAVUEPIKADOV VITOCTPOUATOV,
évav mopdyovia mov €xel LEYAAN ONUOGCIN OTIC EMPOVENKEG 1010TNTEG (T.Y. CLUTEPLPOPA
dwPpoyns, aAinieniopaon empaveldv pe Kotrapa). Eivar Aowrdv onpoavikd va peietnBovv ot
pnyoviopol mov emmpedlovv TV TPOYLTNTO TNV EMPAVEINL Kal, TEAIKE, VO OYEOGTOVV
«OVVTOYEGH» MOV Vo, Tap€yovv TV emBountn TpoyvTNTe. QO0TOC0, Ol OAANAEMOPACELS
TAACUOTOG-EMPAVELNG €fvol TOADTAOKEG Kot O OYESCUOG TNG TEPOUATIKNG OlodKociog
Bacileton cuvnBwc 6e epaproyr neBdO®V dOKIUNG Kol GOAALATOC.

[ToAég perétec péxpt onpepa €ovv €VIOMICEL OPKETOVG MOAVODS UNYOVICHOVS Yol TO
oynpaTiopd Kot v e€EMEN ™G TpayvTNTOC, OTTMC, LETAED GAA®Y, TNV OVAKANCT WOVIWOV EVTOG
TOV LOPPOAOYIKAV YOPUKTNPICTIKOV TOV TPAYOL TPOQIA, TNV dALAyN TG 0mdd0oNG EYXAPAENS
pe ™ yovia Tpdontmons TV 1WOviev, TV andfeon vAKoy mpoepyOueVo omd To TAACH 1) TNV
amoBeom VAIKOV Tov €KTOEEVETAL e TNV EYYAPAEN TOL VTOGTPMOUATOG GTNV EMPAVELD. Y TThPYEL
EMIONG ONUOVTIKY] OAANAOETIKAAVYT HETAED OVTMOV TOV UNYOVICULAOV. XUVIOMC, Hid TEWPOLATIKY
pétpnon tpoyvTnTog propel va epunvevdel pe mv enikAnon mepGGOTEPOV TOV EVOG PLGIKAOV
unyovicu®v. Avtoi ot pnyovicpot Aapfdvovy yopo tavtdypova Katd Tn eyxapasn e TAAcHO
KOl 1 TPOGOOKIO Yol TOV JY®PIGHO TOV EMOPACEDY TOVG HECH TEWPAUATOS Elvar younAn. H
TPOTOMOINGT TOV CLVONKAOV TNG TEPOUOTIKNG O0dTKAGI0G Yio T Uelwon ¢ emidpaocns EvOG
pnyoviopod Ba evteivet cuvnbog éva dAlo. Q0TOGO, Y0 OMOTEAEGUOTIKO GYESIGUO KOt

6 To mAGopa G «epYOAEIO» TNG VOVOTEYVOAOYIOG SNLLOVPYEITAL GE OVTIOPACTIHPES YOUNANG TEOTG LE TNV EMPOAN
NAEKTPOLOYVITIKOV TESI®MV 0 0€plo. Tov 0dnyel o€ NAEKTPIKN ekkévwon. Ta nhekTpdvia ™G ekkéEvmong Adym g
HiKpNG HACog TOVG, OmOKTOUV UEYOAEG TOYVTNTEG, WE OMOTEAECUO 1 EVEPYELA TOLG va @Thvel pepikd eVs (1 eV
avtictoyel g 11600 K) evd to aépio dotnpeitan og yaunin Oepuokpacio (300-450 K), amd 6mov mpoépyetal Kot o
YOPUKTNPIGUOG «TAGGH YopumAng Beppokpaciocy. Ta evepyntikd nAeKTpovia, HEGHO GLUYKPOVGEMV LE TO OVOETEPQ
GLOTATIKG TOL TAAGLATOS, TOPAYOVV TO. — KPIGIUA Yl TN SlEpyacio TG yyapasng — 1ovta Kot dpacTiKd ovdétepa
GLOTATIKG. Mo AKOUN GUVETELD TG LEYOIANG TAYLTNTOG TV NAEKTPOVI®V gival OTL PTAVOLV TayvTEPA amd T LOVTA
0TI €0MTEPIKEG EMPAVELEG TOV avTidpootipo. H dapopd cvykevipdoewv nAektpoviov - OeTikdv OvVIov ot
YEITOVLA TOV EMPAVEIDYV dNHIOVPYEL TNV 0plakT 6Tolfdda TAAGUATOG GTNY 0Toid avVUTTOCOETAL NAEKTPIKO TTEdio [
KatevBLVET TPOG TIS EMPAVELES. Me avTdV TOV TPOTO, TO NAEKTPOVIO GUYKPUTOVVTOL TIG® GTO TAAGHO EVD TO 1OVTO
emtayvvovTal Yypryopa mpog ta totyouato. H evépyeia BopuPapdiopod tov dviov umopei vo ypnoiponomoei yio
TOAAEG EQUPLOYEG OTNV EMEEEPYATIN TOV VMKDV.



BeAtiotomoinon ¢ dwdkaciog, €lvor ONUOVIIKO Ol PNYOVIGHOL Tov  emnpealovv 1O
EYXOPAGGOUEVO TPALYD TPOPIA Vo lvat KaTOVONTOL.

H poévn mpocéyyion mov emrpénet v e€€tacm g enidpaong EVOG UNXOVIGLOD GTNV TPOYVTNTO
G EMPAVEWNG KaTA TN eyxopaln pe mAAopo gite oveEdptnto €ite amd Kooy He GAAOVC
punyoviopotg givar - apBuntiky tpocopoiowon. H tehevtaio £xel peydlo evdopépov yioo tnv
TopoYN EVOEIEEMV GYETIKA LE TN PLGIKN TTOL OEMEL TNV TEPOUOTIKY OUOTKAGIOL KOl Y10l TOV
TEMKO TPOGOIOPICUO TOV PNYOVICUDV 7oL eA&yyouv v eEEMEN NG TpayvTNTag. Mmopel
oLVVENMG va apEyel Pondeta yio tov kabopiopd TV BOVIKOV cuVONK®OV Yoo TV emtBuunt
TPOOTNTO, EMTPEMOVTAG £TGL TN PEATIGTOTOINGT TNG TEPOUATIKNG SLAOIKAGTIOG EYYAPAENG.

XT0Y01 TNG O10UKTOPLKIG oL TPLPNC

Agdopévng g omovdadTNTdg NG OTN VOvoTEYVOAoYia, Lmhpyel oxvpd kivntpo Yoo TNV
SlepedvNon NG EMPAVEINKTG TPAXDTNTOS TOAVUEPIKMDY VTOGTPOUATOV OV TPOKAAEITOL OId
mv eyyopaén pe mAdopa. Me otdyo v Katavonon kat, t€Aog, Tov EAEYYO TNG EMPOVELNKNG
TPoYOLTNTOG, GE OLTAV TNV OWOKTOPIKN STpiPr), TPUYUOUTOTOIEITOL VTOAOYIGTIKY UEAETN
OAANAETIOPACEMV TAAGLOTOS EMLPAVELNKNG TPOYVTNTOS GE TOAVUEPIKE VITOGTPOLOTAL.

o to oxomd avtd, avamntdcoetor £va VPPWOKO TANIGIO TPOGOUOIMOoNG, TO Omolo GLVOLEL
OTOYOOTIKG KOl VIETEPLVIOTIKO LOVTEAQ, Yol TNV €EEMEN TOV TPOPIA Un CLUPBATIKOV, TPAYIDV
TOAVUEPIKOV EMPOVEIDV Katd v €yxapal] tovg pe midopa. [Tapdio mov to otoyyeio Tov
TAOLGIOV EVOEYETOL VO SLOPEPOVV aVAAOYa e TN HEAETN TtepinT®ONG, 0 akpoywviaiog AiBog Tov
mlouciov gival éva povtého eyyapaéng empdvelog 1o omoio cuvovalel TV TOMIKY pon, TNV
EVEPYELD KOL TN YOVIO TPOCTTMONG TOV GOUATIIIWV TOV TPOEPYOVTIOL ANd TO TAAGUA LE TNV
TOTIKN arOd0om Kot Tov puiuod eyydpoing. O tomikdg puBudg eyxapacng mov vroAoyiletan and
TO HOVTEAO EMPAVEIOKNG £YXOPAENG TPOPOJOTEITOL GTN GLVEYEW O©TO HOVTEAO &€EEMENG
popeoloyiag to omoio vroroyilet Tig dtadoykég BEGEIS TOV TPOPIA TNG EMPAVELNG.

H nmpdt perémn mepintoong mepiropfdver v eyxdpoén pe midaopo Apyov (Ar) evig
VIOoTPMOUTOC TOAD (Hebakpviikod pebviestépa) (PMMA) pe apyikd Muitovoeldéc mpogil to
omoio mpocopotdlel Eva Tpayd TPoeik. Apyikd Olepevvdrtol, e GTOXO TNV GLUTANP®CY| TOL
oxeTkoh kevov ot Piprloypagio, o TPOTOG avATTLENG TNV EMPOVEINKNG QOPTIONG OTNV
OVOTTUGGOUEVT] TPOYVTNTO KOl GTNV GLVEXEWL TO MG 1 POPTION emnpedlel v TpoydINTO,
TOPOVCIO TOV UNYOVICUAOV OVAKANCTS TOV WOVI®OV KOl OEVTEPOYEVOLS EKTOUMNG NAEKTPOVIDV
OTO LOPPOAOYIKE YOPOKTNPIOTIKE TNG EMPAVELNS TOV VTOCTPOUOTOC.. ZNUEIOVETOL OTL gival 1
PO Qopd otn PipAoypapio mov eEetaleTor avT 1 CAANAETIOpAOT. AV KOl 1| ETLPOVEIOKT|
(QOPTIOT TOL TPOKOAEITOL OO TO TAAGLA GE GUUPATIKEG - GE GYEOT e TN Propunyovic Uy ®YdV
- OOpEG, ONAadN awAdkia 1) omég, £xel pehetnBel oe mponyovEVES EPYOGIEC KOl OL OTOKAICELS 0o
v emBounty doun, 6T®G 1 SNUIOVPYIN ECOYMV 1) TTLYOGE®V 6Ta dkpa TG PAoNg TG OOUNGS, N
GLGTPOPN TOV TAAYIOV TOLYOUATOV TNG OOUNG Kol 1] voTéPNon eYxapatng Exovv e&etaoctel TOGO
TEPOUATIKE OGO KOl VTOAOYIOTIKA, LRAPYEL EALEWT] UEAETOV OCYETIKA UE TNV EMUPOVEIONKN
QOPTION TPOYLOV TOAVUEPIKAOV ETLPOVEIDV OO TO TAACLLAL.

H 6e0tepn perétn mepintwong eival n eyydpoén moAvpepikon vrootpouotoc PMMA pe midopa
ynueiag o&uyovov (0O2). To tedevtaio TPocPEPEL LeYIAeES SLVATOTNTES Y1 TV EVEPYOTOINGT TOV
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EMPOVEIDV TOAVUEPIKOV LIOCTPpOUAT®mV: Ovdétepa €10n ocvvovalovtolr pHe 1OVIO LYNANG
EVEPYELOG Y10 VO LETAPAAOVLY TOGO TN LUKPO/VOVOLOPPOLOYiDL 0G0 Kot TV yNUIKY oVvBEST TNg
EMPAVELNG. Me ¥p1on TOV LTOAOYIGTIKOD TANLGI0V, TO 0010 Umopel va dtoryelpileTon Kot TI OVO
aUTEG EMOPACELG TOV TAAGHOTOS O2 otV TOALUEPIKT EMPAVELR (LETAPOAN TNG EMPAVELNKNG
HOPQOAOYIOG KO TNG YNUIKNG ovvOeong), n dtpiPn depeuvd v €midpacT TV cLVONKOV
Aertovpyiog Kol TV TAPOUETPOV TOL TAUIGIOL 0TV €EEMEN TNG EMPAVEINKNG TPOYVTNTOS TOV
PMMA. TTopovoialetal n dvvatdtnta Tov TAoicsiov va umopel va dtayelpileton aliayég otig
W0 TEg daPpoyng TS empdvelag katd v eyyxapaén tovg pe mhdopa Oz. To mhaicto pmopel
VO TPOGOUOUMOEL OAAAYEC OTNV EMPOVEINKT] HOpQOAOYia (TpayDTNTO) Kol TNV KOALYM TNG
EMPAVELNG GE 0EVYOVOL (TTOL GLVOEETAL LLE AEITOVPYIKEG OUAdES 0ELYOVOD), O GLVIVAGUOC TOV
omoiwv KaBopilel v koTdoTao SOPPOYNG TS EMPAVELNGS.

Iepreyopeva kon amoterAéopato NG OLOTPLPIS

To Kepaioro 1 civon (o eioaywyn oto Bpa g eneéepyaciog TV TOAUEPOV UE TAAGLO, TO
nedlo oto omoto avikel 1 OwtpPn. IMapovsialetar 10 yevikd Bewpntikd vwoOPabpo ™G
dwtpPng: dlvetar g cHVTOUN EIGAYMYN GTOV AVTIOPACTIPO TAAGUOTOS KOl GTOVS PACTKOVG
punyoviopotg eyxapaéng pe mAdopo. Zo{ntovvtol HePIKE amd TO TO CTUAVTIKA TopadelyLaTo
OAANAETIOPACEMV TAAGUOTOG-EMLPAVELOS TOV GLUVOVIOVTIOL GTNV ENEEEPYOTIO TOV TOAVUEPDV LE
nAdopa. Ovtog PBaocwkd Bépo g mapovcag daTpPng, peydAo peépog avtod tov KePaAaiov
AQLEPDOVETAL GE U0, avaoKOTN o NG PPAloypopiag oYETIKE e TOVG UNYOVIGHOVS evioyvong/
e€acBévnong g TpoyLTNTOS MOV TPOKAAEITOL OO TO TAAGUO UE EUPACT GE VTOAOYIOTIKEG
epyaociec. H evepyomoinon kot n eyydpacn g moALUEPIKNG eMPAvELnS, ol omoieg AapBdvovv
xopa tavtdypova, cvinrodvior yo v mepintmorn mAdopatog O2. O Adyog yw avtiv TNV
emAoyn dev givor povo o0tL to mAdopa Oz €xel woyvpn emidpacn Kol 6Tovg dV0 PUNYAVIGHOVG,
oALG Kot to OTL €xel emiong peydAo texvoAoywkd evdlapépov. Idwaitepn onuacio amodideton
eniong oty avackomnon ¢ Pproypagiog oxeTIKE pHe TNV EMUPAVEIOKT (OPTICT TTOL
TpoKoAeitar amd mAdoUd o€ CLUPATIKEG OOUEG UIKPONAEKTPOVIKNG, KLPIMSG, LTOAOYIGTOV
epyoactdv. Avtd enedn] pia amd T1¢ Pactkég 10EeC avthg TG datpPng etvan Ot N empaveloxn
eoption etvar kpioun oyt HOVo Yy GVUPATIKES QOUES UIKPONAEKTPOVIKNG , OTMG OVAGKLOL KO
oméC, OAAG Kol yw pn ovuPaTikéG, TPOYLESG TOAVUEPIKEG EMUPAVEIONKEG LOPPOAOYIEG TOL
ouvavtavTot otV vovotexvoroyio. TéLog, mapovoidlovtal ot 6TdYol AVTNG TNG STPIPNG.

To Ke@draro 2 mepilopfdver v meptypa@n TV  HOVIEA®V TOL ovomTLYXONKOV Kotd T
duapkel ovtng ™S oaTpipng. Ta poviéha «ouvepyaloviom HETOED TOLG UECH EVOG VPPLOKOD
vToAoy1oTIKOD TTAaLGiov. [ var povtedomomBet | ypovikn e€EMEN Tov TPOPIA TG EMPAvELQG,
10 TAaic1o epapuoletl kupimg ta akoiovda tpia Pacikd Pripata: (1) vroroyilel Tic poég WOVT®V,
niekTpovimv, ovdétepmv og khbe onpeio Tov mPoeid, (2) kKabopilel Tov ToMIKO PLOUO EYYXAPAENS
v kéBe onpeio Tov TPOPIA amd TIC OedOUEVES POES, Kat (3) ¥pPNOUOTOLEL TOVG TOTIKOVS pLOLOVG
eYXapaéng yio va TpoPAEYEL TO TPOPIA TG eMPAvELNG PETE amd Eva optopévo ypovikd Prpa. To
TEMKO TPOPIA NG emeavelng umopel va mpoPArepOel pe avtdv 1oV TPOTO Yol OTOOVONTOTE
unyoviopd eyxbpoéng. Ta HOVIEAN TOL VTOAOYIOTIKOD TAOLGIOV TEPLYPAPOVTOL HECH TNG
EQUPUOYNG TOV GE OVO OLOPOPETIKES UEAETEG TTepimTONC, ovykekpluéva, eyydpacin PMMA e
mAdopa Ar kot tAdopa Oz, ot onoieg mephapPdvouy dtapopeTIKoV unyaviopovg eyydpaéng. To
TAQGpo Al 0ev UTopel va avTIOPACGEL YNUIKE LE TNV TOAVUEPIKT] ETLPAVELD KoL 1] CAANAETIOPOOT
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TAAGLOTOG-EMLPAVELNG TEPLOPileTon 6TOV BOUPaPIIOUO TNG EMPAVELNG OO EVEPYNTIKA 1OVTA TOV
odmyel oTNV UNYOVIKY OTORAKPLVGT DAKOD O TNV EMPAVELD TOV TOAVUEPOVS (10VOPOAN).

g ouTV TNV HEAETN TEPITTMONG, TO TAAICI0 omoTeAEiTAL Od:

o  MovtéLo EMPOVEIOKNG POPTIONG TO OOI0 AMOTEAEITOL OO HOVTELD Y10l TOV VTTOAOYIGUO
0) TV TpoYlOV 1WOvteov Kol niektpoviov (elomoelc Nevtwova), P) TG TOMKNG
EMUPOVEIOKNG TUKVOTNTAG POPTIONG KOL TOV Y) TOL OLVOUIKOD POPTIGNG OV TPOKAAEITOL
amod to empovelokod eoptio (e€iocmon Laplace).

e  Movtélo avakioong TV 1WOVIOV GTNV EMLPAVELL TOV TOAVUEPTKOD VITOGTPOUOTOG KAOMG
eMioNG KOl TPOTOTLTO HOVTEAO Y10 TOV GUVTIEAEGTH] amdd0oNS Kot 0micBocKEdAoNG TG
devtepoyevolg eKmOUmNG niektpoviov yia vrootpopote PMMA oty gvepyesiaxn
TEPLOYN TOV APOPA TNV EYYAPAEN LE TAAGLLOL.

o Movtélo eyyapaéng emeaveldg mov  AoUPAvel VITOYN TNV YOVIOKN KOl EVEPYELOKN
gEdpmon g amddoong eyydpoutng oo PMMA and 16vta Apyod (Ar') ue Bdon
oLlevéN HETPNCE®V OO TEPALOTO 1OVOPOANG KO VITOAOYIGHOVG LE S1oBEGIHO KMOTKO.

o Nrtevreppviotikd povtédo e&éMéng popeoroyiog, 10 omoio Pacileton o cuvexn
TEPYPaPN TOL TPOPIL Kot TV PEB0So TV 16odbydY.” To poviélo avtd £xet avamtuydsi
and tov Ap. 'eddpyro Kokkopn kot €xel ypnoyonomBel oe mponyobueveg epyacies yuo
oLUPOTIKEG SOUES IKPONAEKTPOVIKTG (OTTMG AAKLN KOt OTTEG) OYL LOVO GE TEPUTTMOOEL
eyxapaéng pe TAAGHO 0ALG ETIONG Y10 TNV LOVIEAOTOINGT SLEPYAGIDOV VYPNS EYXAPAENS
Kol amofeonc. Xe avtnv TV SO0KTOPIKY] daTpiPn], TPOTOTOLEITOL Yol VO XEPLOTEL TNV
eEEMEN un cvpuPaTiK®OV (TPayLDV) TPOPIA.

Y10 mAdopa O2, KkTOG 0md PLGIKY AAANAETIOPOOT LE TV EMPAVELX (1OVOPOAN), LTAPYEL ETiONG
Kot MUK oAANAenidopacn KaB®G Ta 1OVTO TPOAYOLV YNUIKES avTidpdoelg Hetalld TV atdpmv
tov o&vyovov (O) mov mpoépyovion omd TO TAAGUO KOl TOV TOAVUEPIKOD VTOGTPMOUOTOG
(eyxbpaén vroPonbovuevn omd Ovia). Me yprion avtg g ¥NUelag TAACHATOS, VITApYEL (1N
YPOUUIKN) GLVEPYELDL UETOED 1OVI®MV KOl OVOETEPMY GLGTOTIKMOV GTO UNYOVIGUO €YXApacNg.
AOY® ™G VYNANG LTOAOYIGTIKNG TOALTAOKOTNTOG, TO (OIVOLEVO QOPTIONG Oev AdpPaverol
VTOYN GE QLT TN LEAETN TEPIMTOONG,.

Xe qUTNV TNV HEALTN TTEPIMTOONC, TO TANIG10 amoTEAEITOL OTTO:

® 2T0Y0OTIKO HOVIEAO EMPAVEIWNKNG €YXapaing o©t1o omoio ePapuOleTOl TPMOTOTLTN
Kwntikn péBodoc Movte Kapro (kinetic Monte Carlo 1 kMC) Aapfdavovtac vroyn v
LOPQPOAOYiO TNG EMPAVELNG GTOV VTOAOYIGUO TOV pLuBLOD piag dlepyaciog.

o NrtevteppvioTikd povtédo eEEMENG LOPPOAOYIOG OV TEPLYPAPETOL GTNV TPONYOVLEVT|
HEAETN TEPIMTOONG, TPOTMOMOINUEVO MGTOCO YOl VO OVTILETOTIoEL Ho. Oepeldon
advvapio ™ HeBOd0L TOV 100VYOV Kot YEVIKA OA®V TV PEBOO®V TOV YPNCLLOTOOVV
TETMAEYUEVT] OVOTTOPAGTOGT] TOV EMLPAVELNKOD TPOPiA, OnNAadn TV TapakoAovOnon tov
TOTIK®V O10THTOV TOL TPOPIA KOTA TNV €EEMEN.

" H pébodog tmv 10obydv cuviotd aryopduo eEéMEng cuvopov mov Pociletar oty memieyuévn (implicit)
amekdvion Tov cuvopov. To cvuvopo opiletar ERpPESH OG 1) 10OVYNG UNOEV TETAEYUEVIG GUVAPTNONG, TNG AEYOLEVNG
cuvaptnong wodydv, ¢(x,t). H e&éMEn tov ovuvopov mapakorovdeitar fupeco oamd v €EEMEN owTAC TG
GLVAPTNONG, 1| OTOI0L ATTOTEAEL TNV TETAEYUEVT OTEIKOVIGT) TOL GUVOPOUL.
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Ta povtéha KMC avoaeépovtal cuvifmg o€ HIKPEG YOPIKEG KOl XPOVIKES KAMUOKEG Kol KOTd
OLVETELDL EIVOL GTOYAOTIKNG QVONG Kol OEV HUITOPOVV EVKOAM Vo cLLgLYBoVV UE TIC PeEYaADTEPES
avtiotoryeg KAipaxkes mov dwoyepiletor to VIEVTEPUIVIOTIKO HOVTELD €E€MENC HopPOAOYiOG.
Yrdpyet éva chVOAO VTOAOYICTIKMV E€PYOCLOV YO TNV LAOTOINGN TOL VPPLOKOV TANIGIOL
TPOocopoimong, Tov cvlnteitol 6€ aVTO TO KEPAANO. Apykd yio T 6VLEVEN TOV SLOPOPETIKMDY
YOPIKOV KMUAK®V TOV GTOYOOTIKOD KOl VIETEPUIVIGTIKOD HOVTIEAOL, VAOTOLEITAL 0dpOTOinoN
NG EMPAVELNG LEe TNV dNpovpyia opddwv BEcemv TPocpOPNONG LITO TNV TPOGEYYIOT] TOV HEGOL
nedion.t Me avtév tov 1pomo, o Tomikdc puBudg eyxdpaing dtapopedvetat pe Baon TV KdAvym
TOV TANBVGHOV TOV TPOSPOPNUEVAOV ATOL®V 0EVYOVEY GTOVG adPOVG KOKKOVG TNG EMLPAVELNG.
Mo atopukn avaroapdotaot g empdvelas Oa enéPaiie B0pvPo otov Tomkd puBUd eyydpaing,
o omoiog Bo MTav TPAKTIKA UM OloYEPICIUOC GO TO VIETEPLVIOTIKO HOVTEAO €EEMENG
popeoroyiag. Xtnv cuvvéxewa, Yo T oVLeLén TOV JPOPETIKAOV YPOVIKOV KAUAK®OV TOV
OTOYOOTIKOV KOl VIETEPHVIOTIKOD HOVTEAOVL, Yivetor eotiaomn oty Heiwon Tov  YpOvov
TPOCOUOIMONG: TO XPOVIKO Pripa yio v €€EMEN TOL TPOEIA givar 060 1O duvatdv VYNASTEPO
Kot T xpovikd didotnua yio v tpocopoinon KMC givar 660 to dvvatdv yapmiotepo. To 6pro
0V TP®OTOL Tifetan amd to kpuripro Courant — Friedrichs — Lewy (CFL) evod 10 6pio tov
tedevtaiov tifetonr omd Tov amortovpuevo ¥pdvo yio va £pBel 10 TomKd KAdopa KdAvyng g
empdvelng amd o&uydvo, Kt EMOPEVOG 0 TOMKOG puOuog eyybpaéng, oe poviun katdotaorn. H
HEB0S0G TV 1IGOVYDV YPNCILOTOLEITOL Yo TN HETOPOPA TV TOTIK®OV UETAPANTOV TG KAALYTG
™mg empdvelng ond o&uydvo and 10 TPEYOV MPOPIL G6TO TPOEIA TOv emdUEVOL PIUATOS ®C
Kavotopog uebodoroyia yioo T anoteheouatikny peimon tov ypdvov tpocouoioong KMC. To
KEPALOL0 GVTO £X€1 ONUOCLEVTEL MG PEPOS TOV TOPUKATO APOp@V:

a) G. Memos, G. Kokkoris, Modeling of Charging on Unconventional Surface Morphologies of
PMMA Substrates during Ar Plasma Etching, Plasma Processes and Polymers 13 (2016) 565-
578.

b) G. Memos, E. Lidorikis, G. Kokkoris, The interplay between surface charging and microscale
roughness during plasma etching of polymeric substrates, J Appl Phys 123 (2018) 073303.

c) G. Memos, E. Lidorikis, G. Kokkoris, Roughness evolution and charging in plasma-based
surface engineering of polymeric substrates: The effects of ion reflection and secondary electron
emission, Micromachines 9 (2018).

d) G. Memos, E. Lidorikis , E. Gogolides and G. Kokkoris, (2021), A hybrid modeling
framework for the investigation of surface roughening of polymers during oxygen plasma
etching, Journal of Physics D: Applied Physics, 54 (2021) 175205

To Ke@araro 3 emkevip®VETOL GTOV VTOAOYIGUO TOU SUVOAUIKOD POPTIONG, TOV TOTIKOV POV
WOVIOV KO NAEKTPOVIMV KOl TOV TOTKOD puOpov eyydpaéng oe £vo GTLYHOTUTTO TOL TPOPIA TNG
moAvpePkNG emeavelng. H e£EMEN Tov Tpoeid elvar ektdg TOV GKOTOH OWTOV TOV KEPUANIOV.
Yvuykekpluéva 1 Hehétn mepintmong etvan eyydpain pe midopo Ar vrootpopatog PMMA mov
QEpel empdveln pe MUITOVOELNES (Tpoyd) mpogik, OMAadN TePimT®OON OMTOL O UNYOAVICHOG
eyxapaéng etvar 1ovofoln pe woyvpn| e£dptnon g amddoong Kol Tov pLOROL gyyapacng amd
yovio TpécTTmong Tov 1vtov. Tlpaypatorotovvior vwoloyiopol pvBuod eyydpaéng pe Kou
xopic eoption. @aivetar 6TL 1 EOpTIoN enNPedlel TO pLOUO eyyapaEng Kupiwg AOY® TG peimong
™G evépyewng tov Wviov. [paypatomoovviol €miong LITOAOYIGHOL Y10 NUITOVOELDN TPOPIA

8 @ewpeitan 6T 1 KOTOVOUT] TOV COUATISIOV PéGa GE £va KEM TN ETPAVELOG 0icOAOVOEL OLLOIOPOPPT KATAVOUT Kot
TUYOV TOTIKEG AAANAETIOPAGELG LETOED TOVG TOPAAEITOVTOL.
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SPOPETIKOD TAATOVS (S1apopeTIKnG TpayvTNTOG). Kabde 10 mAdToc avédvetal, 1 evépyela TV
WOVIOV HEIMVETOL EVO 1 YOVIO TPOCTTONG TOVG ALEAVETOL GUUPAALOVTOS OVTOY®MVIGTIKA OTN
Stpdpemon Tov pulpov eyyxdpainc. O xpdvoc eoOpTIoNG, dNANST 0 XPOVOG TOL ATULTEITOL Yol
Vv emitevén Suvoukoy EOpTIoNG o€ otabepn KOTAGTAGN, LTOAOYI(eTOl GTNV KAMUOKA TOV
YIMOGT®V TOL devutepoAémtov. To teAevtaio €ivor ONUOVIIKO YO TOLG VTOAOYIGUOVS GTO
emopevo kepaiato (Kepdiaio 4). Zvumepaivovpe 6Tt 10 govopevo eoptiong e&eliosetol ToAD
YPNYOPO Kot QTAVEL € GTOdEPT KATAGTAOT GE XPOVO TOAD UIKPOTEPO OO TO YPOVIKO Prina TG
e€EMENG TOL TPOPIA NG EMPAVELNG, EMOUEVMG, Umopel va Tpaypatomombel amocvlevén g
EMIAVLONG TOV HOVTEAOL EMIQUAVEINKNG QOPTIONG amd TNV emiAvon Tov HovTEAoL eEEMENG
LOPPOAOYIOG KATL TOV SIEVKOAVVEL GNUOVTIKG TOVS VITOAOYICLLOVG.

To ke@draro avTO £)EL ONUOGIEVTEL OC PEPOS TAOV TUPUKAT® APOp®V:

a) G. Memos, G. Kokkoris, Modeling of Charging on Unconventional Surface Morphologies of
PMMA Substrates during Ar Plasma Etching, Plasma Processes and Polymers 13 (2016) 565-
578.

b) G. Memos, E. Lidorikis, G. Kokkoris, The interplay between surface charging and microscale
roughness during plasma etching of polymeric substrates, J Appl Phys 123 (2018) 073303.

Ocov apopd 1o (a), vt 1 INUocicvon NTOV 1 TPMTI dNUOGIELST| GTOV EMGTNUOVIKO TTESIO0 TNG
TPOLTNTOG TOL TPOKOAEITOL OO TAACUM, TOL ATOKOALYE OTL M POPTION Eival TPaypoTikKd
TOPOVCO, GE TPOUYIES EMPAVEIEC TOAVUEPIKMOV VITOCTPOUATMOV TOV EYXAPAGGOVTAL Ond TAAGUA.
"‘Edape mold Betikd ool omd tov kabnynth Riccardo D *Agostino, mpdnv apyiouvtaktn Tov
Plasma Processes and Polymers, kot tpotondpo ot eyybpatn Kot TpOTOTOiNeT TOAVUEPDY UE
TAAGLLOL.

Ta anoteAéopata tov keporaiov 3 deiyvouv Ot givan amapaitnto va Anedel vTdyn n EdpTIoN
KOTA TNV TPOcopoimwon NG €EEMENG TPaYldV TOAVUEPIKMOY - KOL YEVIKO OMAEKTPIK®OV
EMPAVEIDV KT TN €yxdpoin tovg pe mAdospo. Etol, oto Kepaiaro 4, vroroyiletor n e£€Mén
TPOYLOV TPOPIA AapPavovtag vTOYN Kol AUEADVTOS TN EOPTIOT. ATOKOAVTTETOL OTL 1] POPTION
cLUPdArel oV peimoN TG TPaYVTNTOS KoL TNV 101a oTiyun N pelwon g TpaydTNTag TpokaAel
peiwon tov duvapkod Eoptions. Extog amd v tpaydnTa, N @OPTIoN LEWOVEL ENioNG TO pLOUO
EYXOPAENG TOV TPOYIOV TOAVUEPIKDOV (SMAEKTPIKAOV) vVTOoTpOUATOV. H pedétn avt
OTOKOAVTTEL TPOAKTIKA Evay UNYOVICHO 7oL CLUPAAAEl otn peiwon g TpaydTNTOS NG
EMUPAVELOG OMAEKTPIKADV VITOCTPOUAT®V. AVTOC 0 UNYAVIGUOG OV VITAPYEL OTNV TEPITTMOOT TOV
ayoyov vrootpoudtov. H enidpaon mg @optiong omv tpaydtnta eivor £viovn Otov 1
amod0oT £yXAPAENS Exel EEAPTNOT AMOKAEIGTIKA ad TNV EVEPYELD TOV 1OVI®V, EVO ApPAdVETAL,
otov 1 amddoon €yl £apTnon emmALOV and TV Yovia tpdécntwons. Ewdikd dtav n avdxiaon
TOV 1OVTOV Aapuavetal voyn, 1 ETPAVEIOKT EOPTION GLUPAAEL 6TV TaXOTEPT eEQAEYT TNG
TPOYVTNTAG GE GUYKPIOT UE TNV TEPIMTOON Y®Pig opTion. H avakiaon tov 1dviov dwatnpel v
TpoyvnTa. Xopic v avikiaon tov wvteov n tpoyvmta eoieipetar. Me 1 yopig tov
UNYOVIoUO TNG OVAKANONG TOV 1OVTOV, 1 EMIOPACT TNG OEVTEPOYEVOVS EKTTOUTNG NAEKTPOVI®OV
omv €EEMEN ™G TPoYLTNTOG KOTA TNV ddpkela G eyxdpoing eivar opaxn. To duvapkd
@OpTIoNg cvoyetiletar yio TpOTN Popd otnv PipAoypagio pe TNV TpoLTINTA TOL TPOPIA LEC®
TAPOUETPOV, 1 0moio GLVOVALEL KATAAANAG GTATIOTIKEG WO1OTNTEG TNG EMPAVELNG OT®G 1 FOOot
mean square (rms)® tpaydTa Ko N acvppeTpio ™G emedvetog (skewness). Avefaptnra and

9 Méon tomiki} omdKMoN TOV VYAV TG EMPAVELNS Ad TV HEGT TULT TOVC.
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TOVG UNYAVICHOVE KOl TOL QOVOUEVO TOL AOUPAVOVTOL DTOYT), TO SLVALKO EOPTIONG OELYVEL Hia
oxe0OV LOVOTOVIKT] GUUTEPIPOPA LE TNV TOPAUETPO OVTN, KATL TOL OTOKAAVTTEL TNV apoiPaio
aAANAemtidpaomn petalld eMPAVEINKNG QOPTIONG Kot TpoydTNToS Tov Tpodil. To kKe@draro avtod
£YEL ONUOGLEVTEL OGS PEPOS TV TUPAKAT® APOpV:

a) G. Memos, E. Lidorikis, G. Kokkoris, The interplay between surface charging and microscale
roughness during plasma etching of polymeric substrates, J Appl Phys 123 (2018) 073303.

b) G. Memos, E. Lidorikis, G. Kokkoris, Roughness evolution and charging in plasma-based
surface engineering of polymeric substrates: The effects of ion reflection and secondary electron
emission, Micromachines 9 (2018).

Y10 Kepdhowo 5, 10 vPpudKd vMOAOYOTIKO TAMiIGIO0 Tpocopoimwong, epappoletor otV
depedivnon g empavelokng tpayvtnrog oe vroctpope PMMA mov mpokaieiton omd mAdopa
0O2. 210 televtaio, ovdétepa idn cvuvovalovtar pe 1WOVTa VYNANG EVEPYELNS Yo Vo HETAPdAOVY
1060 TN WKPO/VOVOHOpPoAoYioL OGO Kol TNV YUK ovvBeon g emipdvelns. Méow g
avAmTUENG €VOC KOWVOTOLOV HOVIEAOL EMPOVEIOKNG €yxapacng oto omoio epapudleton
npotoétvnn pébodoc KMC, 1o mhaicio umopel va dayeiplotel kol Tic 000 EMOPAGELS TOL
nAdopatog Oz oy emedvel PMMA. O tp®dtog 6tdy0g T0u keparaiov givar  a&lohdynon e
akpifelag Tov poviélov emavelakng eyxapaéne uebddov KMC péow ovykpiong pe  Tic
aVOALTIKEG €E10D0ELS OV TEPLYPAPOVY TNV KIWNTIKY TOL punYovicpol eyxbpoéng vmo-
BonBovpevng amd 1Ovta, KaOOG Kol TN GMOOTN TPOGOPUOYN TOV KPIGIU®OV TOPOUETP®V TOL
povtéhov KMC mpokeyévov va ovTiueTomiotody  Oéuata VmoAOyIoTIKAG akpifelag. Xt
OCLVEXELN, OLEPEVVATOL TO TTAG Ol CLVONKEG AEITOVPYIONG TOV AVTOPAGTIPA, OTMG 1 1YV €500V
(M 16odvvapa o Adyog g porg O pog Ty por| 1viev o&uyovov (OF) oe erminedn emedveia),
taon moéhwong DC (M 10oddvapa 1 evépyela 1OVI®V) Kol 0 xpovog eyxapaéng, kabmg Kot ot
TOPAUETPOL TOV HOVTEAOL, Omtw¢ 1 emavekmopuny O kot 1 avakioon tov O oy emedvelo,
cvvveaivovtol pe v e£EMEN TG TPOYVTNTAS KO, TEAKE, TOS 01 AAANAEVOETES EMOPACELS TOVG
kaBopiouv v e&EMEN ¢ tpayvtmtag. To mhaicto eivor emiong wavd va avomapdyet
TEPAUATIKEG TAGES TNG €EEMENG ™G TpoydTNTOG TOL GLVOVIOVIol ot PiAoypagio oe
AVTIOPACTNPES TAACUATOS LYNANG TLKVOTNTAG VIO TNV EMIOPACT OLUPOPETIKAOV GLVONKAOV
Aertovpyioc. [a mapdoetypa, 0edopévov 0Tt 1 1oyHg €000V ivan PeYAAT, 1 TPOYVTNTA VITOKELITOL
oe aAlayég otov Tpdmo (exBétn) avénong pe tov xpovo eyxbpaing 1/ kot av&dvetor pe v
avénon g taong toAwong. Eniong, n tpaydtra avidveror pe v oyd. [Hapovsialeton emiong
N ovvatdtTa Tov TAousiov va pmopel va dtayelpiletan aArayég oTig W0TTES SaPpoyng ™G
eMEAvelns katd v eyxapaén tovg pe mAdopa Oz. To mhaicto pmopel va TPOGOUOUDGEL OAAAYES
OTNV EMPOVELNKT HopPoioyio (TpaydTnTa) Kot TNV KAALYN NG empdvelng oe o&uydvou (ov
OUVOEETOL pE AETOVPYIKES opddeg o&uydvov), 0 GLVOVOoUOG TV omoimv kabopiler v
KATAoTOo OPPOYNG TNG EMUPAVELNS.

To ke@araro avTo £Y€L ONUOCIEVTEL MG NEPOS TOV TOPUKATO GPOpovL:

G. Memos, E. Lidorikis , E. Gogolides and G. Kokkoris, (2021), A hybrid modeling framework
for the investigation of surface roughening of polymers during oxygen plasma etching, Journal of
Physics D: Applied Physics, 54 (2021) 175205

10 pavepdver To LoTiPo TG EMPAVELNS (Y100 PVITIKEG TWIES, KVPLEPYODY KOIAOTITEG GTIV EYXOPAGGOUEVT] ETIPAVELD, EVE YiaL
Oetikéc TG, N eMPAveln Tapovctilel KOPLPEQ).
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Y10 Ke@drato 6, cuvoyilovtol 1 Kovotopio TG HEAETNG TOL TPAYUATOTOMONKE GTO TAOIG10
¢ StpPng Onm¢ emiong Kot n ¥PNOILOTNTO Kot Ot SuVATOTNTEG TOL VPPLOKOD VTOAOYIGTIKOD
mAouciov mpocopoimone mov avamtvydnke. Emiong mpoteivovior opiopéveg evolopépovceg
HEALOVTIKEG TPOEKTAGELS OV TPOKLTTOLV amd TV dSwtpPr. Emypoppoticd, ot Pacikég
GUVEIGPOPEG TTOL OVOPEPOVTOL OTO KEQAAMIO ovTd eival a) H avadeiln g onuociog g
EMUPOAVEIOKNG QOPTIONG OTO GYESCUO “ouvTaydV” Yo TNV Tapoywyn N v eEdAewyn g
TPAYOTNTOG TNG EMPAVELNS VOGS TOADUEPIKOD (1] SINAEKTPIKOD) VITOOTPOUATOC, B) 1| AVATTLEN
TPMOTOTLTOL HOVTEAOD YL TOV GULVIEAESTY] OmOS00NG Kol 0mIGH0GKESAGNG TG OEVLTEPOYEVODG
eKmounmng miektpoviov yia vrootpopatoe PMMA, y) 1 avantuén o6TOY0GTIKOD HOVTEAOL
EMPOVELOKNG €YYapang 6to omoio epapuoletor TpmtoTunn pébodog KMC haupdavovtag veoyn
TNV EMPAVELNKT] LOPPOAOYiQ, 0) N LETOPOPE TOTIKAOV O10THTOV TOV TPOPIA (KAAGHO KAALYNG
emPAvelng omd 0Euyovo) amd to £va Ypoviko P 6to endpevo pe ) HEBodo TV 1cobYOV, €) M
duvatdHTTO TOL TAUGIOV VL «TaPaKOAOLOED TOGO aAhayEc 6T poppoioyia (TpoyvTnTa) 06O
Kol TNV YNUIK obvotoaon g emedavewns. Evolapépovoeg HEAAOVTIKEG TPOEKTAGES TOV
avaQépoviol oT1o  Ke@AAao avtd eivar: o) H epoppoyn tov vmoloylotikol mAoiciov
TPOCOUOIMONG 0 GAADL TOAVUEPIKA LTOGTPMOUATA /Kol 6 GAAES ynueie TAAGUATOG OTMG
eMioNG M EQOPLOYN TOV OGNV £yYAPAEN e TAAGHO GLUBATIKOV SOUMY HKPONAEKTPOVIKNG TOL
CLUVOVTAOVTOL OTNV  Prounyovio MUoymyov, OT®MG OVAAKIL Kot OméG, 1 OKOUO Kol Of
Tprodldctateg popeoroyiec. B) H eméktaom tov mhoiciov pe tn ocvpmepiAnymn mpocHetwv
UNYOVICUMV TTOL UTOPOVV Vo EMMpedcovv v eEEMEN ¢ tpoyvtntoc. ¥) H obvdeon tov
mAouciov pe £va LOVTELO TPOGOUOIMONG TAAGLOTOS GTNV KAILOKO TOV avTidpacTtipa. 0) AkOpa
N OVAALON TNG ETIQOVEWNKNG TPOYVINTOC O TOAATALG YOPKEG KMUOKEG HE OTOXO TNV
TpOPreyn ™G KoTdotoons dwPpoyns ™ emeavewg (m.x. Wenzel 1 Cassie-Baxter 1 vppidkn
kataotaon). €) H perétn g oxéong tpaydtmrog - OTnpnong ETPAVEINKOD QOPTIoL TNV
EMPAVELD EVOG TOAVUEPOVG GE GLVOVAGCHUO UE TO TAOG EMNPEALOVIOL Ol EMPAVEINKES 1OIOTNTES
and 1o EMEAVEINKO (OpPTio (ePOCOV OVTO Olatnpeitol petd TNV eyyxapaln) HE oTOYO TNV
dlepevuvnon mMOAvAV EQAPLOYADV TOL dVVATOL VAL TPOKVWYOLV Od Ll TETOL TEYVOLOYiaL.
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1. Introduction: basic theory, literature review & dissertation aims

1.1 Introduction

Plasma etching, in addition to its traditional use for pattern transfer in microelectronics, is
utilized in nanotechnology to control surface roughness and surface chemical composition of
polymeric substrates. Plasma induces both micro/nano roughness and functional groupst! on the
surface of the substrates, factors that have major importance in the surface properties (e.g.
wetting behavior, interaction of surfaces with cells). It is critical to study the parameters that
affect these factors and ultimately to design “recipes” delivering desired surface characteristics.
However, plasma-surface interactions are complex and the process design is usually based on a
trial and error procedure. Towards comprehensive process design, in this dissertation, the
interaction of plasmas with the surface of polymeric substrates is studied by utilizing a hybrid
modeling framework, addressing both effects of plasmas, i.e. alteration of the surface
morphology and composition.

This chapter is an introduction in plasma-surface interactions and processing of polymeric
materials, the field in which the dissertation belongs to. Basic concepts of the topics of a) surface
functionalization, b) etching in plasma reactors and c¢) surface modeling and simulation are
presented. Particular importance is also attached to plasma induced surface charging on
conventional dielectric microstructures in microelectronics. This because one of the main ideas
of this dissertation is that surface charging is critical not only for microelectronics but also for
the developing roughness on the surface of polymeric substrates during plasma etching. The
chapter concludes by discussing the aims of the dissertation.

1.2 Plasmas and Polymers

Nowadays, polymeric materials are used for a wide variety of applications, e.g. thermoplastic
objects, coatings, films, membranes, fibers, textiles, and biomaterials, in various industrial areas,
e.g. automotive, packaging, filtration, clothing, and biomedical technology. For many
applications, the polymer surface properties are of major importance. Indeed, highly
functionalized surface polymers are much desired to applications ranging from wetting control
[1], antireflective coatings [2], and waveguide [3] applications, to protein and cell adsorption
enhancement [4], stem cell differentiation [5-7] and pressure-driven or electroosmotic flow
tuning in micro- or nanofluidics [8, 9]. However, polymers usually do not own a priori the
special surface properties needed for the above mentioned plethora of applications [10, 11]. For

11 Functional groups are assemblages of atoms that fasten to the carbon skeleton of an organic molecule and provide
particular properties. A functional group can take part to specific chemical reactions through the development of
different bonds. Functional groups are commonly categorized as hydrophobic or hydrophilic relying on their charge
or polarity.
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instance, many polymers'? are chemically inert and cannot strongly interact with other materials
due to the absence of functional groups in their surface structure. In this case, they can be
characterized by a low wettability'® and/or poor adhesion* properties. Generally, polymers have
exceptional bulk physical and chemical properties, are inexpensive, and are not difficult to
process [10, 11]. So how these materials can be transformed into highly valuable finished
products? An efficient, easy, clean and comfortable option is plasma processing, a method that
has been extensively employed to functionalize polymers by improving their surface
properties through the modification of the chemical composition and the morphology of the
surface. The former is achieved through the creation of reactive centers at which plasma gas
fragments or atoms can stick as new functional groups while the latter through the removal of
material in chemical and/or physical ways. The removal of the polymeric material, under
particular conditions, which have to do both with the type of the feeding gas and the process
parameters as well as the nature of the polymer that is treated, can promote either the fabrication
of stochastic [15] or ordered nanostructures [16, 17] (see Figure 1).

Figure 1.1: Poly(methyl methacrylate) (PMMA) surfaces after plasma treatment. (a) Ordered
structures and (b) stochastic structures. Taken from [18].

Plasma processing of polymeric surfaces is a well-established technique for many applications
because of its competitive advantages: the dry character, the low temperature processing,*® and
mainly, the flexibility to perform three different processes, i.e. etching, deposition, and
treatment, on polymeric surfaces, without modifying bulk properties (e.g. strength, toughness,
biodegradability). A shower of different species (energetic neutrals, ions, electrons and photons)

12 For example, polyolefins such as polyethylene and polypropylene have inadequate adhesion properties owning to
the lack of polar groups in their surface [12] J. Friedrich, The Plasma Chemistry of Polymer Surfaces: Advanced
Techniques for Surface Design, Wiley-VCH Verlag & Co. KGaA, Weinheim, Germany, 2012.

13 Functional groups able to augment the wettability of a polymer surface to which they adhere are the carbonyl
group, the hydroxyl group and the carboxyl group [13] J.R. Roth, Industrial Plasma Engineering, 10P
Publishing2001.

14 Increase of polymer surface adhesion can be seen as a generalization of the augmentation of wettability [14] A.
Fridman, Plasma Chemistry, Cambridge University Press2008. The presence of O — containing functional polar
groups at polyolefin surfaces render the polyolefins wettable by polar liquids and also by metal layers [12] Friedrich,
The Plasma Chemistry of Polymer Surfaces: Advanced Techniques for Surface Design. High polar contributions to
surface energy are preconditions for strong adhesion.

15 Heat-sensitive polymeric materials can be effectively treated by plasmas.
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present in the plasma bombards the polymeric surface. A result of this bombardment is the
attachment of atoms or molecular fragments of the dissociated plasma gas at the polymer chain;
in this way, it is possible to interlock certain functional groups on the polymeric surface for
specific interaction with other functional groups.

Plasma treatment does not only cause a modification of surface chemical composition; it can also
modify the surface morphology dramatically through ion energy bombardment. The ions can
gain enough energy to penetrate relatively deeply (1-10nm) [19] into the polymer material. Such
ions would not only be implanted into the material, but would also cause ion enhance etching®
and sputtering.}” The special issue of this plasma-induced change, which has attracted much
attention lately both experimentally and theoretically [20, 21], is surface roughness. For instance,
the highly hydrophilic character of polymers is often achieved by using an oxygen (O2) plasma
and it is attributed to both the appearance of oxygen (O)-containing functional groups on the
surface as well as on the surface roughness [9, 22-24]. With regard to the adhesion properties of
polymers, roughness also increases the surface area of the polymeric target, inducing more
interactions, and better adhesive bond strength [24]. However, plasma induced surface roughness
must be precisely controlled in rather narrow bounds so as to deliver the desirable outcome [25].

Conclusively, by adjusting the gas phase chemistry and the ion-bombardment energy, an amount
of commercially valuable functional properties of the polymeric surfaces immersed in plasma
can be tuned.

1.3 Plasma state

Plasma is a gaseous mixture of positive ions and electrons. Plasmas can be fully ionized, as the
plasma of the Sun, or partially ionized, as the plasma reactors that are used in microfabrication.
Specifically, the plasma which is useful to ultra large scale integration (ULSI) processing is a
weakly ionized plasma, i.e. a plasma where the ionization fraction is less than 1% [26].

In order for the plasma to be formed, the atoms or molecules within a gas must be heated to or
beyond the ionization energy. The result is a huge number of charged particles that interact by
electric forces. This is in contrast to a neutral gas where particles interact only during a collision,
i.e. when two gas atoms "feel" the short-range Van der Waals force,'® which decays with the
inter-particle distance (r) as r® This means that two neutral atoms are not affecting one another
until they collide. On the other hand, the electrostatic interaction decays as r2 which makes it a
long range force. Considering this situation, in the plasma state, charged particles produce a
long-range field (like Coulomb field), which can affect many particles at a distance. In this sense,
the plasma state is able to react to an external stimulation in a collective manner [27].

16 Jons from the plasma promotes chemical reactions between a neutral gas and the substrate.
7 Energetic ions drive atoms off the surface of a solid material.
18 From a physics point of view, the Van der Waals force is the spontaneous formation of dipoles due to distortion of

electron clouds of adjacent atoms.
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(a) (b)

Figure 1.2: Examples of plasmas. (a) Coronal loops filled with hot plasma that emits in the soft
X-ray regime. Observed at 17.1 nm wavelength by the Transition Region and Coronal Explorer
(TRACE) satellite [27]. (b) Inductively coupled plasma reactor for microfabrication processing
(Institute of Nanoscience & Nanotechnology, National Center for Scientific Research
“Demokritos™) [28].

Several varieties of plasmas exist, characterized by their electron densities and temperatures.
Figure 1.3 shows the ranges of electron temperature, electron density, and Debye length® [29]
for typical plasmas found in nature and in technological applications [30].

1.3.1 Plasma etching in nanotechnology: the plasma reactor

Industrial plasma is created by imposing an electromagnetic field to a volume of gas in the
reactor chamber. This field provides energy to the free electrons present in the gas rendering
them energetically capable to provoke gas ionization. Specifically, the high energy electrons a)
liberate more electrons from the gas atoms by detaching them from their atomic orbital shell, b)
excite bound electrons to higher-level orbits and c) lead to the formation of molecular and atomic
radicals. Ultimately, a distinctive glow is generated as species excited by high energy electrons
go through relaxation to lower energy levels and re-emit the energy as photons (see Figure 1.4).

1% The Debye length, Ao, tells us how rapidly a potential perturbation is attenuated in the plasma. Over a distance

Ape, the perturbation is reduced to 1/e of its initial value. In particular, the variation of the potential around a
X

perturbation is given by AV(X) = AV exp(- i—|) :

De
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Figure 1.3: Range of temperature, electron density, and Debye length for typical plasmas in
nature and in technological applications. It should be mentioned that only states to the left of the
quantum degeneracy line are considered plasmas and can be treated with formulations from
classical physics. Reproduced from [30].

A plasma is macroscopically neutral, with balanced populations of positively and negatively
charged species. But how is plasma sustained? lons and electrons are lost to all surfaces within
the chamber. To maintain a steady state of electron and ion densities in the bulk of the plasma,
the loss processes must be balanced by an ionization process, i.e. an external energy source is
required. In practice, this energy source is the above mentioned electric field which can act
directly on the charged particles only. Provided that the ion mass is much larger than the electron
mass, it is obvious that the action of the field is primarily to give energy to the electrons (2-8 eV)
[29].%°

Although electrons collide with neutral atoms and ions, only a very small energy transfer to the
heavy particle can take place [29].2* This is also the reason why the containing vessel of the
plasma is not melting. Indeed, only a small amount of energy is transferred to the reactor walls or
the wafer atoms. Ultimately, since the ions are able to receive some energy from the external
field, their temperature is above the ambient temperature.

20 The work done by the electric field on an initially stationary particle with mass m, and hence the energy

_ _ _ . Eet)’ . . o
transferred to this particle can be easily proved that is equal to ( > ) , Where E is the magnitude of the electric field,
m
e is the electronic charge, and t is the time.
N . E, 4m m,
21The energy transfer from an electron to an ion is expressed by the equation on = cecion_on cos’é ,
electron (melectron + mion)

where 6 is the angle of incidence.

26



lonization

+_2le
@\ n°—’+)i:u

.

Excitation Dissociation

Radical
Figure 1.4: The ionization, dissociation, and excitation of molecules. When an electron collides

with a molecule (bonded A and B atoms), excitation of the molecule generates an excited state
molecule (metastable) and subsequent de-excitation, accompanied by the emission of photons.
Another process is dissociation, leading to rupture of the chemical bonds and the generation of A
and B atoms. The ionization process generates an additional electron and the target molecule is
ionized. Taken from [31].
The types of processes that may arise in the plasma can be differentiated as dissociation

e+AB > A+B+e
atomic ionization

e+A—> A" +e+e
molecular ionization

e+AB —> AB" +e+e
atomic excitation

e+A—> A +e
and molecular excitation

e+AB —> AB" +e
where e denotes an electron, AB denotes a molecule of a neutral gas and the superscript (*)
denotes that a species is at an excited state. Dissociated atoms (or fragments of AB molecule)

like A and B are called radicals. Radicals have an incomplete bonding state and are extremely
reactive. lons are charged atoms or molecules such as A" or AB".
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Confined plasmas form positively charged boundary layers known as sheaths when entering into
contact with the confining surfaces. Sheaths are normally created to balance electron and ion
losses to the confining surfaces. They are of particular interest for etching. However, they are far
from simple and are often considered as an example of nonlinear physics. An oversimplified
description of a plasma sheath follows. A rigorous mathematical description [32] of plasma
sheaths are beyond the scope of this dissertation.

Let us imagine an ideal arrangement of a plasma slab between two alike parallel grounded
surfaces (walls). Owning to charge neutrality, the electric field is zero everywhere. Nevertheless,
since in this arrangement electrons are not constrained by any electric field, due to their greater
mobility, they are quickly lost to the walls, inducing an abrupt alteration of charge concentration.
Consequently, at the plasma—wall interface, charge neutrality is no longer met and the electrical
potential turn up to be positive in the plasma (due to absence of negative charged particles) and
quickly lessening within the space domain of plasma- sheath, ultimately, reaching zero adjacent
to the walls. This charge imbalance and the ensuing formation of such a potential barrier??
constitutes a self-confining mechanism for electrons which are held back to the plasma by the
corresponding electric field pointing from the plasma to the walls. On the other hand, ions that
drift and diffuse to the edge of this region are accelerated rapidly toward the walls.

By the same token, an object putted in the plasma reactor, such as a wafer, acquires then the
floating potential (V), which is lower than the potential of the plasma bulk (Vp). The sheath
region adjacent to the wafer (and also adjacent to the reactor walls) will include much fewer
electrons than the plasma bulk; due to electron depletion, this region precludes optical emission
since excitation and relaxation do not take place as often there. Consequently, the plasma
sheath is a dark space. Due to the potential difference (Vp - Vs), ions are accelerated across the
sheath, creating a flux of high-energy particles with a nearly narrow angular distribution. The
scale length of a sheath is much smaller than the plasma spatial expansion.

If the wafer is connected through an electrode to an oscillating power supply (which can also be
the power supply for the plasma depending on the type of the reactor plasma source-vide infra),
the ion energy is augmented further by the growth of self-bias at the electrode. This ion
bombardment energy can be used in order to drive various surface processes. The consequent
momentum transfer can lead to the ejection of subsurface species (i.e. sputtering) or it can
promote chemical reactions so that weakly bound surface species are readily desorbed (i.e. ion
enhanced etching). Concerning the latter, when neutral species are present at a solid surface, ion
bombardment promotes the rate of surface processes such as reactant adsorption, reaction, and
product desorption and etch directionality can be attained in the direction normal to the
film/substrate surface deposited on the wafer [33]. A more detailed description of the
mechanisms of plasma etching follows in Section 1.3.2.

The plasma density (number density of electrons) of a processing plasma varies from about 108
to 102 per cm?, relying on the type of plasma source and the power level utilized. Reactive ion
etchers (RIES) are capacitively coupled plasmas in which the wafer is placed on the powered

22 The sheath region starts where charge neutrality begins to impart. The electric potential gradient turns into very
steep on the boundary side of the sheath edge, and owning to the curvature of the potential, ions are accelerated
toward the boundary while electrons are repelled from it.
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electrode. The power on this electrode adjusts both the density of ions and their energies as they
bombard the wafer. To prevent extremely high ion energy (which leads to the lowering of
selectivity?®) low power and high pressure is utilized, which restricts the plasma density (and
thus the etching rate).

However, the requirements for a) enhanced control of etched profiles (while preserving high
etching rates), b) enhanced etching-rate uniformity across the wafer, and c) significant selectivity
to material layers that are subjected to the plasma but that should not be etched have advanced
the growth of low-pressure, high-density plasma sources. Low-pressure operation conditions are
required to curtail collisions in the sheath. This leads to a narrower ion angular distribution,
which in turn ensues in a more anisotropic etching process. The essential element of etching
systems exploiting these sources is their capability to separately control the ion density and the
ion energy via wafer radio frequency (RF) biasing, thus accomplishing high selectivity to the
underlying substrate. Furthermore, high ion density permits high etching rate and, thus, high
throughput.

The most popular commercial high-density source is made up of a coil above the roof of the
reactor chamber. RF power applied to the coil couples to the plasma via a dielectric window
(alumina or quartz). The amount of RF power applied to the coil regulates the ion density of the
plasma. The wafer electrode is biased with an independent power supply that regulates the
energy of the ions bombarding the surface. A typical picture of the architecture of such a plasma
reactor is presented in Figure 1.5. In this example, an application of plasma processing is also
depicted: the inductively coupled plasma (ICP) reactor is utilized in order to give to a polymeric
substrate the desired morphology which is crucial in the differentiation of stem cells into
different cell types; the critical role of substrate nanomorphology has been emphasized and
attempts have been made to explain its role in differentiation in a series of recent studies [34-38].

1.3.2 Mechanisms of plasma etching

The mechanisms of plasma etching can be categorized into physical (mechanical) sputtering,
pure chemical or spontaneous (thermal) etching, and ion-enhanced etching [39].

Physical sputtering results from the physical ejection of material due to bombarding with high
energy ions. More precisely, when high energetic ions impact on a wafer surface, their kinetic
energy is absorbed by the lattice atoms. In order for the crystal to dissipate this energy, a particle
or more must be ejected from the solid. The number of particles that are removed per incident
ion is expressed by the sputtering yield. The direction of etching is that of the bombarding ions.
The selectivity of this mechanism is low.

2 Etching selectivity of material A to B is the ratio of etching rates of A to B.
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Figure 1.5: An inductively coupled plasma reactor creates micro-nanotexturing (i.e. micro-
nanomorphology) on a polymeric surface which is then used for the differentiation of adipose
tissue stem cells into different types of cells such bone cells, cartilage cells, fat cells, nerve and
muscle cells. 1+ is for ions, N is for neutrals and e is for electrons.

Pure chemical or spontaneous (thermal) etching occurs through a homogeneous or heterogeneous
surface reactions between neutral species and volatile products. Typically, there is no significant
difference with wet etching in the sense that both advance through chemical interaction with the
surface. The selectivity of this mechanism is very high. Owing to their deficiency in
directionality,* pure chemical etching is mainly utilized in cases where isotropic etching is
needed.

As far as the ion-enhanced is concerned, interestingly enough, both chemical and physical
surface interactions are important in this process. Indeed, Coburn and Winters showed that the
chemical and physical attributes of ion-enhanced etching are not simply additive but act in
synergy, something that is clearly illustrated in Figure 1.6 [40].

24 Directionality describes the relative etch rates in the vertical and horizontal directions. An isotropic process etches
at the same rate in all directions.
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Figure 1.6: Coburn and Winters measured silicon (Si) etching rate under independent and
concurrent exposure to XeF2 gas and 450 eV Argon ion (Ar") beams. They observed that the
etching rate under simultaneous exposure to both the beams was nearly six times the sum of the

etch rates under exposure to the individual beams. Taken from [40].

lon-enhanced etching is an anisotropic etching process. The selectivity obtained in this occasion
is significantly increased in comparison to a thermal process (see Figure 1.7).

a Radicals b lons
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Isotropic etching by radicals Anisotropic etching by ion-assisted reaction

Figure 1.7: (a) Isotropic and (b) anisotropic etching. Plasma etching is a technology traditionally
used for transferring circuit patterns developed with the resist, onto the underlying thin film.
Plasma partly clears away the various thin films deposited on a wafer, with this resist utilized as
a mask. Anisotropic etching advances in the vertical direction implementing processing that
meticulously reproduces the mask patterns, thus, carrying out fine patterning. Taken from [41].
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1.4 Interaction of plasma with polymer surfaces

Interaction mechanisms between a plasma and a polymer surface are too convoluted: for they
involve physical bombardment by energetic particles like ions, electrons and ultraviolet photons,
and chemical reactions at and below the surface caused by the presence of particles in excited
states, molecular fragments, free radicals, dissociated atoms, and thermalized charged particles
on the polymer surface. Several effects ensue from this, such as etching/ablation, interlocking of
new chemical functionalities and charging, just to name a few. These take place simultaneously
in a complex coaction, which relies on many parameters (e.g. ion energy, type of feeding gas
chemistry, polymer type, treatment time).

Some of the most significant examples of these interactions encountered in plasma processing of
polymers are listed below:

(1) Plasma etching/ablation of the polymer. When a polymer is plasma treated, the
mechanical effects of ion bombardment produces physical sputtering which mechanically eject
material (atoms/ions/molecular fragments) from the surface. For metal free polymers (i.e.
polymers constituting mainly by carbon atoms (C), oxygen atoms (O) and hydrogen atoms (H) ),
the sputtering yield is determined [42, 43] by the “effective” carbon content in the material, i.e.
the concentration of C not bounded to O.%°

The effect of neutral particles (e.g. free radicals) on etching is relied on their reactivity with the
polymer. For example, O radicals in an O> plasma react with hydrocarbon-based polymers to
produce volatile products that are afterwards pumped away from the surface. On the other hand,
thermal neutrals in pure Ar discharges are inert, with a temperature close to room temperature, so
there is no chemical etching.

In other words, in the case of reactive plasmas (and in contrast to inert gas plasmas), except from
mechanical ion induced effects (i.e. sputtering), there are also chemical effects as well as
chemical ion induced effects. For instance, in O plasmas, the polymer carbon chain is
dismantled by O chemical attack which can be accelerated by simultaneous ion bombardment.

(2) Surface roughening. Either the plasma is reactive or inert, beginning from a flat surface,
within minutes of etching with plasma, a rough surface layer is formed, leading to a rough
surface morphology (see Figure 1.8 and Figure 1.9). Depending on the reactor conditions, the
feeding gas, the treatment time and the polymer utilized, the features of the surface morphology
size from some tens of nm to several micrometers.

% As the sputtering yield of CO groups is much greater than that of carbon (since the sublimation heat of CO is very
much less than the sublimation heat of carbon), the limiting step of the sputtering rate is then regulated by the
concentration of carbon atoms not bounded to O [44] A. Bés, M. Koo, T.L. Phan, A. Lacoste, J. Pelletier, Oxygen
plasma etching of hydrocarbon-like polymers: Part Il experimental validation, Plasma Processes and Polymers 15
(2018).
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(a) (b) (©)

Figure 1.8: Tilted images (tilt = 45°) with characteristic micro-nano roughening on PMMA
surfaces, after O. plasma etching for: (a) 60, (b) 90s and (c) 120s. Taken from [18]
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Figure 1.9. Roughness profiles of a polyurethane surface with different exposure times to O
plasma. Surface roughness increases as exposure time increases. Taken from [45].

(3) Surface chemical structure modification (functionalization). It is the process of importing
new functional groups to the surface (e.g. amines, alcohols, ketones, esters) and can be separated
into plasma activation and plasma passivation. The former is one of the most robust ways of
boosting polymer wettability and polymer bond strength with another surface; it leads to the
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enhancement of the surface free energy?® through the integration/replacement of surface atoms
and molecules.

A clear differentiation must be made between plasmas produced from inert gases (e.g. Ar, He,
Ne, Xe) and reactive gases (e.g. Oz, N2, CO2, NHs, ...). In case of reactive plasmas, there are two
groups of active species existing in the plasma active region. The first group comprises of
reactive neutrals such as O and nitrogen (N) radicals. These reactive species can be interlocked
directly onto the surface as new functional groups. For example, in Oz plasmas polar functional
groups are added on the surface [i.e. hydroxyl (OH), carbonyl (C=0), and carboxyl (COOH)
functional groups], which can dramatically enhance the surface free energy of the polymer (see
Figure 1.10).

Specifically, oxidation is recognized to augment metal-polymer adhesion, while surface
nitrogenation with nitrogen-containing plasmas imports basic functional groups that can increase
dyeability with acid dyes, printability, or cell affinity in biocompatibility [46]. Plasma can also
be utilized for surface fluorination and silylation, surface-chemical alterations which lead to
greater hydrophobicity, i.e. reduced wettability and bond strength [46].

The second group comprises of nonreactive ions, nonreactive excited atoms, nonreactive
molecules, photons and electrons, and have no direct chemical impact on surfaces. For plasmas
produced from inert gases, only the second group of species exists. Such plasmas cannot
chemically react with the polymer and the interaction is restricted to ion bombardment effects.

Ultimately, plasma passivation is the generic name for all plasma functionalization processes that
lead to the lowering of the surface free energy by rendering the surface chemically inactive. The
most commonly known example of plasma passivation is fluorine-based plasma
functionalization (e.g. by CF4 or C4Fg plasmas), ending in Teflon-like surface films.

26 The surface energy is the work done against surface tension forces in forming a unit area of liquid on the surface
at constant temperature and it is linked with the capability of water or liquids to wet surfaces. When the surface
energy of a material is small, it is nearly unwettable, and water will bead up on the surface. If the surface energy is
large, the surface will be wettable, and a water drop will cover a large area. Augmenting the surface energy can be
achieved by modifying the chemical composition or the physical features of the surface with plasma active species.
[13] Roth, Industrial Plasma Engineering.

34



water drop

Figure 1.10: O plasma induced polar groups on the polymer surface forming hydrogen bonds
with water molecule. Taken from [12]

(4) Surface charging which has been attributed to the capture or trapping of ions by polar
groups constituting the polymer surface, giving rise to the charging effect [18, 47]. The latter
can also produce important effects as the pronounced hydrophilization of organic surfaces [18,
47].

| charging

> recombination

elastic collisions
Figure 1.11: The events taking place under collisions of plasma ions accelerated by the sheath

field (E:h ) with the polymer surface: elastic collisions, recombination and trapping of ions, co-
occurring with the electrical charging of the surface. Taken from [47].

(5) Secondary electron emission in which energetic primary species, including ions, electrons,

neutrals, or photons drive electrons off the solid surface. The secondary electrons, once emitted,
are then accelerated toward the plasma bulk owning to the sheath field. Because of their high
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energy, these electrons can modify the dissociation and ionization processes near the processing
surface [33].

(6) Geometrical shadowing of neutral species and ions [48]. Shadowing indicates that a given
point on the surface can obtain fewer particles than other points because adjacent surface features
impede some of the impinging particles (see Figure 1.12). It is critical at low pressure conditions,
where the Knuden number (radio to the mean free path over the dimension of the surface
features) is much greater than 1, and the collisions between the species in the gas phase is
negligible to the collisions of the species with the surface features. Shadowing effect is more
pronounced for neutral species (i.e. radicals, inhibitors etc.) which enter the sheath having a
Maxwellian energy distribution.?” This means that they have the same velocity in any direction
towards the plasma etched surface, thus their angular distribution is isotropic (i.e. large incidence
angle 6, see Figure 1.12). Such particles have a lower flux in the valleys of surface morphology
than at the peaks, which impede access to the valleys. Shadowing leads to either an increase or a
decrease of roughness relying on whether the particles involved contribute to deposition or
etching, respectively.

(7) Diffusive and specular reemission of neutral species and ions [49]. Diffusive?® reemission
means that the impinging particles reach thermal equilibrium with the surface spontaneously and
then are reemitted from the surface to the gaseous state with a Maxwellian distribution of
velocities that depends on the surface temperature. In other words, the reemitted particle has no
knowledge of its previous velocity (see Figure 1.12). Specular reemission (i.e. reflection) means
that each incident particle is re-emitted at the same angle to the surface normal as the incident
particle but on the opposing side of the surface normal in the plane formed by incident and re-
emitted trajectories. It is assumed that ions rebound from the surface in a specular and elastic?®
manner, as expected for high energy particles incident close to grazing angles. lons and neutral
species are re-emitted from feature sidewalls, augmenting their relative flux at feature bottoms
increasing roughness.

27 Neutral species emerge from plasma into the sheath region due to random thermal motion. The Maxwellian
distribution conveniently relates a characteristic neutral species temperature to the average energy of neutral species.
28 The particle is scattered in a different direction that the law of specular reflection predicts.

2 An elastic collision is one in which there is only an interchange of kinetic energy between the colliding bodies. An
inelastic collision has no such restriction and internal (potential) energies change also. The latter can be in the form
of electronic excitation, ionization, etc. Ultimately, in a non-interacting collision, the ions are specularly
reflected on the surface with neither interchange of kinetic energy between the ion and the surface nor fractional
transfer of the ion kinetic energy to the surface internal (potential) energy.
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Figure 1.12. Shadowing and re-emission effects during plasma surface interaction. Etching
particles with a non-unity sticking coefficient (s<1), which outline the probability of etching a
surface atom, desorb/rebound-off from the first collision point, re-emitted, and ultimately etch
another surface point after numerous re-emission steps. Taken from [31].

(8) Micromasking by etch inhibitors [50, 51]. Inhibitors can be classified as “hard” inhibitors,
which can be dislodged from the surface only by ion sputtering and “soft” inhibitors, which can
be dislodged from the surface by both ions and reactive neutrals. Potential sources for “hard”
inhibitors are the material of the walls of the reactor, the material of the electrode, while potential
sources of “soft” inhibitors are larger molecules or radicals emerging from the bulk plasma.
Inhibitors can be deposited onto the surface being etched. There they act as an etch mask, and
provoke lateral non- uniform etching. Termed micromasking, this mechanism consists a
roughness enhancement mechanism as Figure 1.13 depicts.

ions “*hard” inhibitors
hill T T T
valley
ions ions

“hard” inhibitors ! valleys  “hard” inhibitors !hills

Figure 1.13: Example of roughness enhancement during plasma etching due to “hard” inhibitors:
The ratio of ions to inhibitors is larger in the valleys than in the hills, owning to more severe
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shadowing of inhibitors compared to the ions. Inhibitors have isotropic angular distribution while
ions impinge nearly vertically the etched surface. Taken from [50, 51]

Being a core subject of the present dissertation, much of the remaining section is devoted to
plasma induced roughness (Section 1.4.1) and its amplification/attenuation mechanisms. Surface
functionalization and etching, generally occurring together, are discussed using Oz plasma
(Section 1.4.2). The reason for this selection is not only that O plasma provokes strong effects in
both mechanisms, but that it also has much technological interest in industrial processing.

1.4.1 Plasma induced surface roughness of polymeric substrates

Plasma etching results in surface roughening. The low-level surface roughening (stochastic
roughening) at the initial stage of plasma exposure is widely believed to be caused by the noise
or the non-uniformity of incident fluxes of ions and/or neutral species on surfaces at
micro/nanoscale, where its degree depends on plasma conditions (such as the ion energy and the
magnitude of ion and neutral flux). However, to sufficiently interpret the following evolution of
roughness, one has to invoke a few interactions such as geometrical shadowing, neutral species
and ion reemission, and micromasking by etch-inhibitors, as partly illustrated in Figure 1.14.

@ lons ® Neutral etchants ® Inhibitors

Figure 1.14. Schematic of the mechanisms responsible for surface roughening during plasma
etching. a) Stochastic roughening: low-level roughening owning to temporal and spatial non-
uniformity of the impinging flux and angle of ions and/or neutral etchants on surfaces at
microscale. b) lon reflection-induced roughening: the ion reflection from microscopically
roughened feature surfaces on incidence generates the evolution of surface roughness, which
tends to be restricted by geometrical shadowing effects of the feature for neutral etchants. (c)
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Inhibitor-enhanced roughening: the impinging flux of etch inhibitors augments the roughness
evolution, where they tend to form surface passivation layers (or micromasks) preferentially on
top of the feature and inhibit etching thereon, owing to the shadowing effects for neutral
inhibitors. Taken from [52].

The formation of surface roughness during plasma etching of polymeric substrates has been
shown for different materials, plasma reactors, conditions, and gases [15, 53]. Surface roughness
is a common side effect of the plasma etching process and can be crucial for several applications
and related fields. In some of them, roughness is an artifact to be wiped out; for instance, surface
roughness of polymeric substrates was and is still an artifact in the semiconductor industry [e.g.
line edge roughness (LER) of a polymeric etching mask may affect the operation of the final
device] [54-56]. In polymeric waveguide components, roughness may cause serious waveguide
scattering loss and acutely hampers scaling down of waveguide dimensions [57]. In other, it is a
beneficial property of the surface. For example, roughness affects the wetting properties of
surfaces; a series of studies demonstrating the effect of plasma induced roughness on the wetting
properties of polymeric surfaces can be found in the literature [22, 58-65]. In polymeric
microfluidics fabrication, roughness may also influence the pressure drop [66] and the
electrokinetic efficiency [67] in microfluidic channels. By the same token, the importance of
roughness to stem cell differentiation [34-36] and, more generally, to cell-surface interactions
[68-71], has also introduced plasma into the field of biomaterials and biomicrosystems.

Given its importance in the semiconductor industry and in other fields, there is a strong
motivation to understand and manipulate plasma induced surface roughness of polymeric
substrates. As a consequence, a series of previous works [15, 16, 25, 53, 72-78] focused either on
the mechanisms of roughness formation or on recipes decreasing or increasing roughness.

1.4.1.2 Modeling of plasma induced surface roughness

Many studies to date have pinpointed several potential phenomena for roughness formation and
evolution, such as scattering/reflection of ions within the topographic features of the rough
profile [79, 80], change of etching yield with the angle of incidence [81], deposition of material
engendered in the plasma as well as re-deposition of material ejected by ion-induced etching [50,
51], and deflection/attenuation of ions by charging of the surface [82-84], to name a few.

There is also significant overlapping among these phenomena; usually, a roughness
experimental measurement can be interpreted by invoking more than one physical mechanism.
These mechanisms take place concurrently during plasma etching, and the expectation for
segregating their effects via experiment is low. Modifying the process conditions to diminish the
effect of one phenomenon will commonly intensify another. However, for efficient process
design and optimization, it is essential to understand the phenomena influencing the etched rough
profile.

The only approach which enables to examine the effect of a mechanism during etching either
independently or jointly with other mechanisms is numerical simulation. The latter is of major
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interest for giving indications about the physics governing various processes and to ultimately
pinpoint the etching control mechanisms as far as the roughness evolution is concerned. It can
consequently provide aid for specifying the ideal operating conditions for the desired roughness,
thus, enabling the optimization of a given etching process.

Modeling the temporal evolution of a surface over a short time interval comprises mainly of the
following three steps: (1) calculating the fluxes of ions, electrons, neutrals and/or other
important species (i.e. inhibitors) to each point of the surface, (2) specifying a local etching rate for
each point from the given fluxes, and (3) utilizing the local etching rates to predict the surface
profile after a short time. The ultimate surface profile for any etching mechanism may be
predicted in this fashion. Different models and methods exist for each of these steps, but this
section will focus on the various methods concerning the last step, i.e. the surface advancement
step.

Profile evolution simulators have been used to predict the evolution and explore origins of the
surface roughness during plasma etching: Cell-based methods [52, 85-93], molecular dynamics
simulations [19, 94, 95] and the level set method [82, 83, 96-100] have been encompassed for the
evolution of surface roughness.

The cell-based method is a stochastic algorithm based on a Monte Carlo model and the
description of the surface morphology is discrete. The surface morphology consists of cubic cells
each of which may contain more than one atom or molecule (coarse graining). Cells can be
removed or added relying on etching or deposition probabilities as outlined by the etching yields
and the sticking probabilities. Ono et al. used a cell-based method to study the formation
mechanisms of surface roughness during plasma etching of Si in Cl2/O2 [52, 85, 89] and Cl. [86-
88] plasmas. Surface roughening and rippling dynamics were detected to rely on the incident
angles [87], energy [89] and reflection probability of ions [52, 88, 90], the incoming fluxes of
neutral reactants [89], and O and etch byproducts [89]. The cell-based method was also used to
investigate roughness evolution during etching of composite films. In particular, Zakka et al. [91]
executed a systematic investigation of the roughness effects on a nonhomogeneous film
consisting of two components (phases) randomly distributed in the material. The cell-based
method was also utilized to study the roughness formation and evolution during simultaneous-to-
etching deposition. Guo and Sawin [101] investigated the surface roughness of SiO; substrates
etched with CsFg/Ar plasmas with a 3-dimensional (3d) Monte Carlo profile evolution simulator;
they focused on the effect of neutral-to-ion flux ratio. To interpret the roughness origins and
explain the experimental findings concerning dual nanoscale roughness during Si etching by SFe
plasma, Kokkoris et al. [92] proposed mechanisms for roughness evolution through an (1+1)d
Monte Carlo simulation framework; the key elements in the nanoroughness evolution was the
difference in the angular distributions and sticking probabilities of etch-inhibitors (depositing
neutral species) and ions. The latter framework was extended to (2+1)d and was utilized to show
that during ion-driven etching (ion-enhanced etching and physical sputtering), simultaneous
deposition of etch-inhibitors could lead to the formation of periodic dots on the etched surfaces
[93].
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Figure 1.15. In a typical cell based method the etched film is depicted by a lattice of cubic cells;
particles with user-defined energy and angular distributions bombard the cellular morphology.
Taken from [50]

(a)

3,
(nm) 40—
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Figure 1.16: Evolution of 3d plots of the position of the outer Si atoms or substrate cells on
etched surfaces at t equal to (a) 3, (b) 5, (c) 10, and (d) 15 s after the beginning of Si etching in
Cl2 plasmas utilizing the cell based method. Taken from [102].
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Besides cell-based methods, molecular dynamics (MD) simulations were also used to
investigate the formation of surface roughness. Concentrating on Si etching with monoenergetic
CI* and Br* beams, Ikawava et al. [94] illustrated that residual halogens inside the Si lattice was
a pivotal ingredient for intensifying the surface roughness. Focusing on Si etching in Cl2/O-
plasmas, Tsuda et al. [95] pinpointed that roughness was provoked by local surface oxidation on
convex roughened surfaces during etching. Although polymers with similar chemical
composition could experience related sputtering characteristics at steady state, Vegh and Graves
[19] showed that during the transient period prior to reaching steady-state, structural changes
(cross-linking, chain-scission) could lead to different sputtering behavior, including smaller or
larger fluctuations in mass removal from location to location on the polymer surface, something
that was correlated with the formation and evolution of different degree of roughness among
various polymers during plasma processing.

70 0
(A)

Figure 1.17. Diagram of the classical MD simulation of etching. Substrate or target Si atoms are
deposited in the simulation cell. The case study is Si etching in Cl2/O2 plasmas. Taken from
[103].

The level set method [104, 105] is a deterministic approach for the evolution of the surface
morphology; the description of the surface morphology is continuum. It relies on the concept of
the implicit function; the evolving profile or surface is determined as the zero contour of the
level set function. By using the level set method, Radjenovi¢ et al. [96-99] studied the evolution
of surface roughness (roughening or smoothing) during isotropic, anisotropic etching and
physical sputtering of homogeneous and nonhomogeneous films.
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Figure 1.18: lllustrations of roughening with anisotropic etching of a substrate consisted of
nanocomposite materials. The level set method is utilized for profile evolution. Taken from
[106].

A more extensive review in recent developments in theoretical/numerical and experimental
studies of the formation and evolution of surface roughness can be found elsewhere [52].

1.4.1.3 Statistical parameters to characterize surface roughness

The surface morphology characterization is crucial for the evaluation of a roughness mechanism.
The statistical parameters utilized to characterize the surface morphologies, i.e. the outputs of the
simulations or the experimental measurements, refer to the surface roughness, the existence of
bumps on the surface, and the development of periodicity. Especially, the following statistical
parameters are commonly encountered in the majority of literature on plasma induced roughness
[107, 108]: The root mean square (rms) roughness or surface width, which evaluates the vertical
fluctuations of the surface morphology. The correlation length, which describes the horizontal
extent of the surface roughness; it is a measure of the mean width of the surface features (e.g.
bumps). The roughness exponent, which gives the relative contribution of high-frequency
roughness on the total roughness. Additionally, skewness and periodicity (order) have been also
proposed [93]. The former quantifies the asymmetry of the surface morphology, is utilized to
pinpoint the kind of pattern on the surface: Positive skewness means that bumps dominate on the
surface morphology, while if skewness is negative, holes prevail. The latter is revealed by a peak
in the power spectral density (PSD). This does not mean that the surface morphology features a
flawless periodicity and only one wavelength. A prevailing or distinguishing wavelength usually
exists. Further information on the statistical parameters of surface morphology as well as
formulas for their calculations can be found in reference [109]. In this dissertation, the rms
roughness of the evolving morphologies is mainly demonstrated.
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1.4.2 Oz plasma chemistry and polymers

1.4.2.1 Surface functionalization and etching

Oz and Oz-containing plasmas are most commonly employed to improve polymer surface
properties. An Oz plasma can react with a wide range of polymers to produce a variety of Oo-
containing functional groups® on the surface [10]. The formation of polar groups on the polymer
surfaces, leads to growth of the polymer surface energy and significant increase of the polymers
wettability®! and adhesion to metals and different organic compounds [14]. The maximum
density of functional groups at the outermost polymer surface is completed after a few seconds,
most often after only few seconds [12]. If plasma exposure to polymers is continued the process
passes over to an etch process [11, 12].

Indeed, further interaction of the polymer with non-thermal O2-containing plasma can result in
further oxidation, formation of etching products®, and their transition to the gas phase [14]. A
steady - state process between continuation of introduction of functional groups and polymer
etching is then established [12]. The balance of these two processes depends on the operation
parameters of the given experiment [10]. During the balance, the two processes occur
simultaneously [10] etching of the polymer surface through the reactions of O with the surface
carbon atoms, giving volatile products, and the formation of O-functional groups at the polymer
surface through the reactions between the active species from the plasma and the surface atoms.
The distinction between polymer etching (material removal) and modification is somewhat
artificial and is usually a matter of degree of material removal or by virtue of the particular
application  [110] (e.g.  cleaning,®®  pattern  definition® in  microelectronics,
modification/functionalization). However, the mechanisms involved can be treated
simultaneously [110].

30 Peroxides, alcohols, ethers, and epoxies, aldehydes, ketones and carboxyl-acidic groups. [14] Fridman, Plasma
Chemistry.

3 The wettability increase effect is correlated to plasma-stimulated creation of polar peroxide groups on the
polymer surface. Specifically, the polar component of surface energy, which defines polar interactions between
polymer surface and the liquid, expands during exposure in O, plasma. [14] ibid.

32 g.g. Carbon dioxide (CO,) and water (H20)

33 Plasma exposure is able to drive contaminants off the surfaces of thin solid films. [13] Roth, Industrial Plasma
Engineering.

34 The most regularly manipulated leverage of plasma processes is the capability to delimit high aspect ratio patterns
in thin solid films. [111] Plasma deposition, treatment, and etching of polymers, Academic Press, Inc, San Diego,
1990.
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Figure 1.19: Interaction of the polymer with non-thermal O2-containing plasma. A steady - state
process between continuation of introduction of functional groups and polymer etching is then
established. Taken from [12].

With the increasing number of technical applications of plasma technologies for structuring,
modification and deposition of polymer films, much effort has gone into trying to understand and
optimize the basic physical and chemical processes. In particular, investigation of dry etching of
polymers for multi-layer lithography, and of resist stripping, has significantly increased the
understanding of plasma degradation of polymers. O radicals produced by electron impact in the
plasma have turned out to be the essential chemical species necessary for decomposition of
hydrocarbon polymers, and O; is, for that reason, the most often used process gas.* But what
characteristics of O make it particularly suitable for etching of polymers? It is believed that two
properties of O, its number of valence electrons and its high electronegativity, make it
particularly suitable for the oxidative degradation of polymers [111].

At the polymer surface the reactions occur after previous adsorption of the reactive species from
the gas phase [112]. This means that surface functionalization is the preliminary step followed by
material ablation to form gaseous degradation products [12].

3% Thus, to augment the etching of polymers in pure O, plasmas, plasma parameters should be altered to enhance the
dissociation of O, to O, to lessen recombinative losses of O and to boost the flux of O from the plasma to the
sample. By all means, concurrent impingement of energetic ions to the polymer surface is admitted to increase the
etching of polymers in O, plasmas [111] ibid.
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1.4.2.2 Models of etching of polymers in Oz plasmas

The first experimental studies on plasma etching of polymers have allowed to identify the
critical factors for the etching of polymers in Oz plasmas and their respective influence on the
etching kinetics [113-115]. These factors were the concentration of O in the gaseous phase, the
current density and energy of ions bombarding the polymer surface, and the surface temperature.
These experimental results have led the way to the first self-consistent models of etching of
polymers in O2 plasmas, which are based on a) a monolayer-type O adsorption on polymers
[113, 116, 117], b) a negligible adsorption of O> compared to O [113, 114] and c) the balance of
O fluxes (adsorption of O and desorption of reaction products) at the polymer surface [113-115].
Recently, the hypotheses and the mechanisms of the etching of polymers in O, plasmas were
reinvestigated in order to take into account the specificity of the nature of polymers and their
fundamental structure at the molecular level by Bes et al. [118]. Bes et al. updated the model of
Pons et al. [114], which described correctly the kinetics of ion enhanced etching but only
partially the kinetics of spontaneous etching, by including the terms arising from the thermal
spontaneous desorption of CO above 100 °C (in addition to CO> desorption) and the involvement
of UV photons in photo induced desorption of reaction products.

Ultimately, the latest modeling approach for the etching of polymers in O, plasmas of Bes et al.
[118] includes two steps:

a) An initial quick step of direct oxidation® and/or ion-induced desorption®” of volatile
elements (i.e. O and H atoms) grafted along the polymer chains segments and the
subsequent transformation of the latter to bare carbon chain segments.

b) Etching of the carbon chain segments which constitute the skeleton of the polymer
chains. This step, which is considered as the rate determining step of the etching of
polymer, governs the etching Kinetics.

According to the abovementioned approach, under plasma etching conditions, any metal free
polymer (i.e. a polymer constituting mainly by C, O and H) surface can be modeled as linear
carbon chain segments consisting of single bonds between consecutive carbon atoms; then, the
available adsorption sites of the carbon atoms may be incompletely or fully filled by the reactive
atoms emerging from the plasma.

3 The reactions are thermally activated by the sample temperature (thermal desorption).
37 The energy transfer by ion bombardment is the energetically dominant activation mechanism (ion assisted
desorption).
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1.5 The plasma induced surface charging phenomenon

1.5.1 Surface charging of conventional microstructures in microelectronics

Surface charging has been extensively studied for conventional silicon on insulator (SOI)
structures such as poly-Silicon (poly-Si) line and space patterns as well as exclusively dielectric
structures such as trenches and holes met in micro- or nanoelectronics. Its root cause is the
directionality difference between ion and electron fluxes impinging on the structure surface
during plasma etching. Specifically, ions are accelerated through the plasma sheath, and so a
robustly anisotropic ion angular distribution is developed on the processing wafer, while, on the
other hand, electrons are decelerated in the sheath and so their angular distribution is
considerably more isotropic. The origin of this difference was elaborated by Hwang and Giapis
[119]. The interested reader can find more details on this subject in the Appendix A.

During plasma etching of a conventional dielectric structure, e.g. a trench, and in view of the
aforementioned directionality difference, the flux of the isotropic electrons is restricted to the
upper regions of the trench sidewalls (see Figure 1.20); indeed, by virtue of electron shadowing
only a small fraction of electrons reaches the trench bottom. Simultaneously, the highly
anisotropic (positive) ions accumulate at the trench bottom. Positive charge will continue to build
up until the bottom dielectric surface obtains a potential large enough to repel a sufficient
number of ions. This is because the ion and electron fluxes to the trench bottom must balance at
the steady state. Owning to the electrostatic repulsion, ultimately, a vast amount of ions impinge
at the trench sidewall surface or even return to the plasma bulk. Consequently, the ion deflection
caused by surface charging, lead to profile irregularities such as notching [120], microtrenching
[121], etching lag [122], and twisting [123, 124].

The notching effect describes the formation of long narrow wedge in a conductive material at the
interface with an underlying insulator (Figure 1.21). It commonly appears at the inner sidewall
foot of the outermost feature in a line and space pattern adjacent to an open area. Microtrenching
concerns the appearance of narrow grooves at the edges of the feature bottom during ion
bombardment (Figure 1.22). Etching lag describes the situation where the wider features are
etched at a higher rate compared to the narrower ones. Twisting refers to the feature profile
twisting, i.e. to a divergence from feature vertical etching (Figure 1.23). The voltage developed
by the charge build-up may provoke breakage of thin gate oxide films as well as aspect ratio
dependent etching (ARDE); the latter leads to nonuniform etching among features of different
aspect ratio which is still a great challenge for the semiconductor industry [125, 126].
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Figure 1.20: Microstructure charging process. High aspect ratio microstructures receive reduced
electron flux at the lower trench sidewalls and bottom due to shadowing effects. For the case of
insulating materials in either of these regions, surface charging is developed [127].

(a) (b)

Figure 1.21: (a) Example of the notch which is the opening of a narrow groove in a conductive
material at the interface with an underlying insulator. Taken from reference [128]. (b)
Experimental results from Oxford Instruments Plasma technology, reproduced from the paper of
Ishchuk et al. [129].
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Figure 1.22: (a) Microtrenching profile due to the differential charging mechanism in the absence
of a magnetic field. The local electric fields in the feature deflect ions from the centre towards
the negatively charged sidewalls, resulting in symmetric microtrenching. (b) Schematic view of
differential charging in the presence of a magnetic field. The Lorentz force F deflects electrons,
resulting in an asymmetric electron angular distribution, resulting in asymmetric microtrenching.
See reference [121] for more details.

Figure 1.23: Scanning electron micrograph (SEM) of an HAR array of SiO2 features etched in a
commercially available capacitively coupled plasma chamber using a fluorocarbon gas mixture.
There is errant twisting and varied etching rate among trenches. Taken from [130].

1.5.2 Computational studies on surface charging of conventional microstructures in
microelectronics

The need to remedy these artifacts has been the motive for several theoretical and computational
studies on surface charging. The majority of them focus on dielectric, mainly Silicon dioxide
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(SiOy) trenches or holes [130-141], some of them on Si trenches with a dielectric mask [142-144]
and/or on SOl wafers [120, 145, 146].

In particular, Kinoshita et al. [145] numerically simulated the influence of a rising bottom
potential on the trajectory of incident ions on a poly-Si line and space pattern adjacent to an open
area. Hwang and Giapis [120] improved the simulation of Kinoshita et al. [145] by allowing the
charge distribution in the poly-Si line to be affected by the positive potential on the oxide and by
the negative charges on the resist. They also expanded their simulation to uncover the influence
of different phenomena on pattern dependent etching and related profiles distortion effects [119,
142, 147-156].

Besides the study of charging of SOI, there are also modeling works on charging of structures
consisting exclusively of dielectric materials. Arnold and Sawin [131] were the first to simulate
the charging of an individual dielectric trench assuming monodirectional ion bombardment and
an isotropic electron flux in a two-dimensional (2d) geometry. Hwang and Giapis [157],
motivated by experimental results for SiO; etching, calculated charging potentials for dielectric
surfaces. Matsui et al. [133] proposed a model with a small surface conductivity due to the thin
fluorocarbon surface layer developed during etching of SiO2 trenches by fluorocarbon
chemistries. Park et al. [134] studied the impact of pressure on the microstructure charging
during the etching of SiO> trenches. Ohtake et al. [124] implemented a charging model in which
actual data from on-wafer monitoring sensors was involved in the computation; the focus was on
the investigation of twisting during plasma etching of high aspect ratio (AR) SiO holes. Kenney
and Hwang [137] investigated the stochastic behavior of charging by studying the oscillation of
charging potential in high AR dielectric nanostructures. Lee et al. [136] surmised that large
electrostatic potential fluctuations due to stochastic charging could lead to profile irregularities
as the trench size was reduced to nanometer scale. Zhang et al. [158-161] presented a
computational research regarding plasma induced surface charging on the top surface of mask
holes. Through the years they examined cases in which the mask pattern either was set as a
perfect [161] or an arbitrarily shaped hole [159, 160] or cases with mask holes having rough
edges [158]. The key idea was that if the shape of the mask hole was initially asymmetric or
rough due to nonperfect mask fabrication, or/and nonuniform plasma sources), the distribution of
the negative electric field on the hole edge (emerged from the isotropic electron flux restricted in
the upper hole region) distorted correspondingly. This nonuniform electric field distribution
could affect the trajectories of ions falling on the mask surface, further enhancing the asymmetry
or roughness of the mask hole shape. Under the influence of a more asymmetric or rough mask ,
the etched hole shape would become more asymmetric or more rough. Additionally, the
alignment of the holes in the mask array influenced the aforementioned field.

Among them, only few works address the coupling of surface charging with profile
(interface between the substrate and the plasma) evolution. In particular, Hwang and Giapis
[120] examined the relation among charging and notch evolution in a line and space Si pattern
adjacent to an open area on a SOI wafer during the overetching step; they used a discrete
description, i.e. a cellular topography, for the substrate and a Monte Carlo (MC) model for
profile evolution. The same approach was used to investigate the effect of charging of a dielectric
mask on the profile evolution of Si trenches [142]. Shimada et al. [139] presented a simulation
study on the evolution of SiO> trenches in a fluorocarbon plasma under different operating
conditions and at different positions on the wafer; they used a continuum description of the
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profile and the level set method for the profile evolution. Wang and Kushner [130] investigated
the role of charging on the twisting of high AR SiO: holes etched by fluorocarbon chemistries;
they simulated the etching of high AR SiO, holes under a fluorocarbon
(Tetrafluoromethane/Argon, CF4/Ar) plasma using a discrete description of the substrate and a
MC model for profile evolution. The same type of module for profile evolution was used by
Zhao et al. [138] to simulate the evolution of SiO; trenches under different plasma conditions.
Radmilovi¢-Radjenovi¢ et al. [140] used a continuum description of the profile and the level set
method for the profile evolution to study the effect of charging on the evolution of SiO: trenches
under a fluorocarbon (CF4/Ar) plasma. Ishchuk et al. [146] also used a continuum description of
the interface and the string technique for the profile evolution; the objective was to investigate
notching during plasma etching of a Si trench on a SOI wafer. The string technique was also
utilized by Zhang et al. [158, 159] to investigate the evolution of the horizontal cross sectional
profiles of mask holes with asymmetric [159] or rough [158] edges under the influence of the
charging effect. Finally, Dai et al. [144] studied the effect of bias on the evolution of Si trenches
under a Chlorine plasma by using a discrete description of the substrate and a MC model for the
profile evolution. The charging module in all previous works included a model for the
calculation of the ion and electron trajectories based on the equations of Newton. Except from
[136, 159-161] where the charging potential was calculated by analytic gathering of the Coulomb
interaction fields from discrete surface charges on the microstructure surface, a model for the
calculation of the charging potential based on the Laplace equation was used in all previous
works. Additionally, all but one [140] of the previous works addressed 2-dimensional (2d)
geometries.

1.6 The aims of this dissertation

Toward the comprehension and, finally, the control of plasma induced surface roughness, in this
dissertation, plasma-surface interactions on rough polymeric substrates are studied from a
computational point of view.

The first model system being used for the investigations includes Argon (Ar) plasma etching of
PMMA substrates with an initially sinusoidal profile resembling a rough profile; sinusoidal
profiles have been used in previous works [74, 76] to model rough profiles. The main focus,
filling the relevant gap in the literature, is to record how charging is developed on the rough
profile being etched and how it affects the evolving roughness of the profile, in the presence of
ion reflection and secondary electron-electron emission (SEEE).

This is the first time in the literature that this interplay is examined. Even if plasma induced
surface charging on conventional — with respect to the semiconductor industry — structures, i.e.,
trenches or holes, has been studied in previous works and its artifacts, such as notching,
microtrenching, etching lag, and twisting have been examined both experimentally, theoretically,
and computationally, there is a lack of studies on surface charging of rough polymeric surfaces.

Is charging really present on rough surfaces of polymeric substrates being etched by
plasma? The answer is yes: The substrate is dielectric to allow charge accumulation and the
surface of the substrate is not perfectly flat. Due to the roughness there is a surface morphology
which in combination with the directionality difference of positive ions and electrons impinging
on the etched surface [119], enables the local imbalance of positive and negative charges. There
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are measurements in previous studies verifying the existence of a surface charge density on the
plasma etched polymeric substrates [47, 162].

The second model system is plasma etching of PMMA with O2 chemistry. O and O»-
containing plasmas offer a great potential for the surface functionalization of polymeric
substrates: thermal reactive neutral species are combined with high energy ions to alter both
micro/nanomorphology and composition of polymeric surfaces in a dry means of processing.
Towards comprehensive process design, by addressing both effects of plasmas on polymeric
surfaces (alteration of surface morphology and composition), the dissertation investigates of the
effect of operating conditions and model parameters on Oz-plasma-induced surface roughening
of PMMA. The potential to study surface wettability is demonstrated; the surface morphology
and the O-functional groups (linked to the surface coverage by O) determine the wetting
behavior of a surface.

The main research questions that this dissertation is called upon to answer, covering
pertinent lacks in the literature, are summarized below:
e How charging is developed on a sinusoidal (resembling a rough) profile being etched? Is
there a specific factor or factors that control(s) charging in such a profile?

e What is the effect of charging potential on the local ion flux, energy and the angle of ion
incidence and thus on the local etching rate?

e Given that charging and etching occur simultaneously, what is the time scale of charging
(the charging time)? In particular, based on the time scales, can the two phenomena, i.e.
charging and etching, be studied decoupled?

e What is the effect of the thickness of the polymeric (dielectric) substrate on the
charging time? Previous works for conventional structures in semiconductor industry
addressed the effect of the aspect ratio [163, 164] and the surface conductivity of
dielectric trenches [133] on the charging time.

e What is the interplay between surface charging and roughness during plasma etching of
polymeric substrates? This is the first time in the literature that this interplay will be
examined. It has to be noticed that there are few simulation works which take into
account surface charging during profile evolution.® However, all of them refer to
trenches and not on rough profiles.

e Is the charging effect on roughness evolution the same when a different etching
mechanism is considered? To answer this question, two different mechanisms will be
studied; in the first one, the etching yield will depend solely on the ion energy (similar to
ion enhanced etching) while in the second one, besides the ion energy, it will depend on
the angle of ion incidence (sputtering).

e What is the behavior of the evolving roughness of the profile if we add ion reflection and
SEEE in the presence of surface charging? lon reflection is expected to enhance

38 Details in Section 1.5.2
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roughness [165] by increasing the flux of ions at the valleys of the surface morphology.
SEEE and the consequent electron redistribution on the dielectric surface could affect
surface charging, as demonstrated in previous simulation studies on plasma etching of
dielectric trenches [166, 167]. The secondary ion-electron emission (SIEE) is not
considered in the current dissertation as it was found that, in the presence of SEEE, SIEE
had an insignificant impact on the formation of the charging potential [167].

Can we quantify the correlation between the surface roughness and the charging
potential? The rough profiles emerging in plasma based surface engineering applications
are random and not sinusoidal, thus, we will try to investigate, the scaling of the charging
potential to a combination of suitable statistical properties of the surface roughness.

What is the effect of operating conditions and model parameters on O.-plasma-induced
surface roughening of a polymeric substrate?

In the case of plasma etching of a polymeric substrate with Oz chemistry, can we
determine the surface composition of the etched surface? This is crucial as both surface
morphology and composition determine the wetting behavior of a surface.

The abovementioned research questions will be answered based on the following developed
computational tools. The tools cooperate with each other through a hybrid modeling framework
implemented by homemade codes.

A charging module [84] consisting of models for the calculation of a) ion and electron
trajectories (Newton equations), b) the surface charge density, and c) the charging
potential (Laplace equation).

A model for ion reflection [82] as well as an original model for the SEEE mechanism
[82], developed for PMMA substrates in the energy range which is of interest in plasma
etching.

A surface etching model [84] able to calculate the angle and energy dependence of the
etching (sputtering) yield of PMMA by Ar" is devised combining experimental
measurements [168] and calculations by TRIM (transport of ions in matter) code
[169].

A kinetic Monte Carlo (kMC) surface etching model [100], in order to consider the
synergy of neutral species and ions for the calculation of the local etching rate in the case
of O. plasma etching (i.e. ion enhanced etching), taking into account the surface
morphology.

A profile evolution module [170], which is based on a continuum description of the
profile and the level set method; the latter module has been used for conventional
(microelectronic) structures in previous works not only for plasma etching [170], but also
for wet etching [53], and chemical vapor deposition [171]. In this dissertation, it is
modified in order to o)) handle also the evolution of unconventional (rough) profiles and
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b) treat a fundamental weakness of the level set method, and generally of all methods
using an implicit representation of the surface profile, namely the tracking of local profile
properties during evolution [100].
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2. Description of the modeling framework

2.1 Introduction

A hybrid modeling framework for profile evolution of unconventional, rough polymeric surfaces
under plasma etching is developed and presented. The framework couples stochastic and
deterministic modules. Although the components of the framework may differ depending on the
case study, the cornerstone of the framework is that a surface etching model combines the local
flux, energy, and the angle of incidence of the plasma species with the local etching yield and
rate. The local etching rate calculated by the surface etching model is then fed to a profile
evolution module which computes the successive positions of the profile.

The components of the framework are discussed through its application to two different case-
studies (Ar and O2 plasma). In the first case (Section 2.2), particular importance is attached to
the effects of plasma induced surface charging on roughness evolution. The model system being
used is Ar plasma etching of PMMA. The framework consists of models for the calculation of
the ion and electron trajectories through a Monte Carlo scheme, the local surface charge density,
the charging potential induced by the surface charge, and a surface etching model. An etching
yield function is proposed based on the coupling of measurements from ion beam experiments
with computational calculations. The framework is extended to include also SEEE and ion
reflection on the PMMA surface.

The etching mechanism in the aforementioned system is physical sputtering. Thus, in order to
apply the framework to ion enhanced etching (coming from the nonlinear synergy of ions with
neutral species) of polymeric substrates, i.e. etching of PMMA with O plasma (Section 2.3), it
should be properly adopted. In this case, a kMC surface model is used for the calculation of the
local etching rates which is then used for the profile evolution. To couple the different length
scales of the kMC surface etching model and the deterministic profile evolution module, a coarse
grained adjustment of the surface is used by adopting coarse cells that encompassed a number of
sites under the local mean field approximation. The kMC model describes the surface processes
during Oz plasma etching (surface charging is not taken into account in this case study) and is
used for the calculation of the local etching rate along the profile. The coupling of the two
components of the framework allows the KMC surface model to take into consideration the
profile shape (or the surface morphology) and extended the potential of previous kMC surface
models in the literature which assume that the surface is flat.

The profile evolution module [170] is based on a continuum description of the profile and the
level set method [172, 173]. The latter module has been used in previous works not only for
plasma etching [170], but also for wet etching [53], and chemical vapor deposition [171]. Details
for the module are included in Ref. [170]. Appropriate extensions are implemented in order for
the module to treat unconventional surface profiles and to transport local surface properties from
the current profile to the profile at the next time step.
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2.2 Description of the Modeling Framework: application to sputtering of PMMA
with Ar plasma

The modeling framework consists of a) the surface charging module, b) the surface etching
model, and c) the profile evolution module [170]. The linking among modules of the framework
is shown in the schematic diagram of Figure 2.1. The inputs are the energy and angular
distributions of ions and electrons as well as the initial surface profile (e.g. sinusoidal profile).
The simulation starts with the surface charging module (Section 2.2.1); in particular, the local
ion flux as well as the distributions of ion energy and angle of ion incidence are calculated at
steady state (when the charging potential reaches steady state) along the surface profile. The
outputs of the surface charging module are utilized by the surface etching model (Section 2.2.2)
to calculate the local etching rate. The evolution of the surface profile is realized by the feed of
local etching rates to the profile evolution module (Section 2.2.3). The surface profile is updated
and the procedure is repeated until the total etching time is reached. It has to be noticed that the
solution of the charging module is decoupled from the solution of the profile evolution module
as the charging phenomenon evolves very fast and arrives at steady state in a time much lower
than the time step of the evolution of the surface profile, At (Chapter 4).

2.2.1 The surface charging module

The surface charging module is utilized to treat the dynamics of charged particles exposed to a
local electric field. The source of the field is a perpetually changing surface charge density.
Charge is dropped on the surface during plasma etching due to the ion and electron impingement
on the surface. The module comprises (Figure 2.1) of a) a particle tracing model for the
computation of ion and electron trajectories (Model 1), b) a SEEE model (Model 2), ¢) an ion
reflection model (Model 3), d) a model for the computation of the local surface charge density
(Model 4), and e) a model for the computation of the potential induced by the surface charge
(Model 5). A sequential run of the five models (defined as charging step) is redone until the
charging potential attains a steady state. An equal number of ions and electrons are released at
the beginning of a charging step. Their trajectories are traced, then the surface charge density is
calculated, and finally the electric potential and field are calculated. The electric field is taken
into account in the next charging step for the calculation of particle trajectories. The steady state
condition is fulfilled when the potential distribution along the surface no longer changes, i.e. the
ion and electron fluxes are equal everywhere on the surface profile. A description of Model 1,
Model 2 and Model 3 is included in Sections 2.2.1.1, 2.2.1.2, and 2.2.1.3. Model 4 and Model 5
are presented in Sections 2.2.1.4 and 2.2.1.5.

Before proceeding to the details of the surface charging module, the following points are
clarified. First, surface currents, which have been attributed either to subsurface conduction in
SiO> layers [155, 174] or to the conduction in a thin fluorocarbon layer formed on the dielectric
surface during etching with fluorocarbon chemistries [124, 133] are not taken into account. The
case study is Ar* sputtering of PMMA, i.e. no fluorocarbon chemistry is employed; additionally,
no subsurface conduction has been reported for PMMA. Second, the framework can be applied
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to dielectric substrates, i.e. substrates with negligible conductivity. The substrates should be thick
enough to avoid leakage currents. For SiOz, the critical thickness for current leakage is 0.1 um
[119]. Third, the model surface for the calculations is a 2d sinusoidal surface. The profile of the
surface is constant along the z axis (Figure 2.2), thus the surface charging should not vary along
that direction [131, 146, 167]. The latter allows for calculations in 2d for both the particle
trajectory and the electric potential. A real rough surface is a 3d surface which is not constant
along z axis. For the real 3d surface, the shadowing of the electron flux may be altered, e.g. it
will be reduced for a surface with pillars and increased for a surface with holes compared to a 2d
surface; however, the shadowing of the isotropic electron flux, and thus surface charging, cannot
be avoided. The use of a model 2d surface allows us to avoid the high computational cost of
calculations for a real 3d rough surface without missing the qualitative effect of surface charging.

2.2.1.1 Particle Trajectory Model

In the Model 1, the trajectories of the particles, i.e. ions and electrons, inside the surface
morphology are calculated. The simulation domain is a rectangular area (Figure 2.2). Particles
are released from the top boundary or "inlet" of the simulation domain. A uniform distribution is
used for the selection of the particle initial position at the inlet of the domain. User defined
(coming either from measurements or from simulation) energy and angular distributions are
sampled with the acceptance-rejection statistical method [175] to determine the particle initial
velocity vector; the velocity coordinates of a particle that enters the domain are calculated by the
following equations

2
uz +u? _ (2.1)
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Figure 2.1. The modeling framework and the procedure of the computations. The coupling
among modules of the framework, as well as the flow of data in the framework, is depicted.
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where mp and ¢, are the mass and the initial energy of the particle. 6 is the angle of the initial
velocity of the particle with respect to —j.

The trajectory of a particle depends on both its initial velocity and position as well as the
influence of the electric field. Precisely, the particle trajectory calculation is realized by the
numerical solution of the following system of ordinary differential equations, derived by the
second law of Newton,

dx
dt
w_ G

dt m

u
(2.3)

p

where x and u are the vectors defining the position and the velocity of the particle, qp is the
charge of the particle, and E is the spatially varying electric field vector calculated by Model 5
(cf. Section 2.2.1.5).

A particle trajectory is terminated on the surface profile, 7" (Figure 2.2). The termination
condition is implemented by utilizing function ¢, which is defined as the signed distance from
the surface profile. The signed distance function ¢ is calculated by the solution of the Eikonal
equation, i.e.

IVo(x,y)| =1, (2.4)

with the fast marching method [176]. The function ¢ for the surface profile of Figure 2.2 is
shown in Figure 2.3. ¢ is negative inside the material (PMMA) and positive in vacuum. Thus, the
particle trajectory is terminated when ¢ at the particle position is less or equal to zero. The use of
the signed distance function provides a flexible termination condition, suitable for arbitrary
surface profiles.

A trajectory termination can also occur on the upper boundary (inlet) of the computational

domain; the electrostatic repulsion may cause the reverse of the sign of the particle velocity on
the y axis.
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Figure 2.2. The simulation domain. ¢, and ¢, are the dielectric permittivities of the two media

(vacuum, PMMA). ¢ is the signed distance function. E is the space electric field. The surface
profile is denoted with 7. n is the unit normal vector on the respective boundary. The curve
starting from the right boundary demonstrates the particle trajectory continuity condition: A
particle getting out of the left (right) boundary of the domain, will re-enter the domain from the
right (left) boundary having the same velocity and the same y-coordinate.

When a particle reaches the left or right boundary of the simulation domain, the particle
trajectory continuity condition is activated [120, 146]. More precisely, the trajectories of the
particles, which abandon the simulation domain and traverse the left and right boundaries, are
mirrored with respect to the y axis. This means that the tracing of the particle continues; its
position is shifted to the opposite wall boundary, from the left to the right or from the right to the
left.

It has to be noticed that every particle represents a cluster of particles or a superparticle. A
superparticle will follow the same trajectory as a real particle would because the electric force
depends on the charge to mass ratio (see Equation 3). By using superparticles, the calculations
are tremendously hastened. The number of particles of each superparticle utilized in this
application is 3x10° particles.
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Figure 2.3. Signed distance function, ¢, of the sinusoidal profile of Figure 2.2 as calculated by
the solution of the Eikonal equation.

A final note on the dimensionality of the particle trajectory calculation is made. Given that the
profile of the polymeric surface is constant along the z axis, the electric potential should not vary
along that direction (Section 2.2.1.5). The latter means that the electric field parallel to z axis, E;,
is zero. For this, the z-component of the velocity, is also neglected; the thermal velocity of the
particles, obtained from the plasma, is much smaller than their directional kinetic energy,

obtained from the charging field [138]. Thus, a 2d approach is justified for the calculation of
particle trajectories.

2.2.1.2 Secondary Electron-Electron Emission Model

When an electron impinges on the PMMA surface, there are three potential events: it may stick
on the surface, it may be reflected or it may produce a secondary electron. This behavior can be
described by the total electron yield oe, equal to ¢ + #, which is commonly defined as the number
of emitted electrons per incident (primary) electron. According to this definition, the yield
includes three categories of emitted electrons [177]: a) elastically reflected primary electrons, b)
inelastically reflected primary electrons, and c) true secondary electrons. ¢ is the secondary
electron emission yield including (c) and # is the backscattering coefficient including (a) and (b).
All coefficients, ge, d, and », may depend on the energy and the angle of incidence of the primary
electrons as well as on the substrate material. In the following, a model for ge, 6, and 7 is

described. It is based on available information in the literature for PMMA and other polymers in
the energy range which is of interest in plasma etching.

The initial electron energy distribution function (EEDF) is a Maxwellian distribution with
electron temperature equal to 4 eV (Section 3.2). The energy domain of such a distribution is
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extended approximately to 25 eV (Section 3.2). Nevertheless, the energy of an electron can be
increased further due to acceleration by the developed charging potential. Given the electrostatic
attraction, it is predicted that the range of energies of the primary electrons bombarding the
PMMA surface will be from 0 to 50 eV. The same energy domain was also assumed during
plasma etching of a SiO> trench in view of SEEE [166, 167].

Unfortunately, literature is not deluged with publications describing ¢ and  for PMMA in the
energy range from 0 to 50 eV. Few existing works concern mostly high energy electron
bombardment of the PMMA surface. For instance, experimental data on 6 for PMMA are
available only for (primary electron) energies ranging from ~100 eV to several keV [178-180].
There is also one study including measurements of # in the energy range of 5 to 35 keV [177].
To the best of our knowledge, there are no experimental data that accurately portray the
contribution of # to oe at low energies for PMMA. However, there are analytical expressions
describing ¢ and # for the whole energy spectrum in the case of PMMA such as the Lin and Yoy
law [181] for 6. Yu et al. [182] also proposed an analytical expression to describe ¢ and used an
analytical equation derived by Burke [183] for 5. Regarding the computational studies, Dapor et
al. [184] developed a Monte Carlo model for the emission of secondary electrons from PMMA.
They calculated ¢ in the energy domain ranging from few keV down to few tens of eV [184].
Dapor [185] also calculated the total electron yield oe as a function of the primary electron
kinetic energy varying from 0 to 1500 eV. ge from the latter work is adopted in this work (Figure
2.4), as it is the only describing oe in the energy range of interest (0 — 50 eV).

In order to separate the backscattering proportion of electrons, we use the Burke’s equation [183]
for 7,

E -0.223
=0.115| -2 (2.5)
o1

where Eo is the energy of the primary electrons. Equation 5 was also utilized by Yu et al. [182]
for PMMA. Generally, it expresses # in polymers consisting of H, C, N and O as a function of Eo
(eV). It should be mentioned that, in the energy range of interest (0 — 50 eV), we assume that #
represents only elastically reflected electrons. This simplification is prompted by Monte Carlo
calculations for Teflon demonstrating that only elastically reflected electrons contribute to # for
energy lower than 50 eV [186].
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Figure 2.4. The total electron yield, oe, the secondary electron emission yield, ¢, and the
backscattering coefficient, #, being utilized in the SEEE model (Model 2).

n from Equation 5 blows up as the energy of the primary electron goes to zero and strictly
speaking Equation 5 results into # > oe for 0 to 16 eV, something that is not realistic. A
compromise is to consider that n below 16 eV is equal to ce. Thus, J, i.e. e — 7, IS considered
equal to zero for energy lower than 16 eV (Figure 2.4). It should be noted that the value of 16 eV
is not far from the value of 12.6 eV, i.e. the average energy required to produce one secondary
electron for PMMA [180]. It is also not far from the value of 10 eV, the general threshold for the
secondary electron emission process [187]. For energy greater than 16 eV, ¢ is calculated as the
difference of ge and # (Figure 2.4).

Although o generally depends on the angle of electron incidence [184], this dependence is
diminished in the energy range of interest (0 — 50 eV), as shown by both experimental [188] and
simulation data [184]. Thus, it is considered that 6 does not depend on the angle of electron
incidence for energy range which is relevant for plasma etching.

Regarding the energy distribution of the secondary electrons, a typical secondary electron energy
spectrum was presented by Dekker. [187]. Nobuo et al. [189] calculated that the average energy
of secondary electrons from PMMA was 15 eV when the energy of the primary electrons was 5
keV. Seiler et al. stated [188] that the energy distribution of secondary electrons, released by
primary electrons with energies more than 100 eV is essentially independent of the primary
energy and proposed an energy distribution of secondary electrons typical for insulating
materials. The latter distribution is used by Seggern [190] for secondary electrons from Teflon
and by Yu et al. [182] for secondary electrons from PMMA. Given the absence of data for the
energy distribution of secondary electrons in the energy range of interest (0 — 50 eV), the energy
of the secondary electrons is considered independent of the energy of the primary electrons and
equal to the most probable energy of the distribution proposed by Seiler et al. [188, 190]. The
energy of the secondary electrons is considered equal to 1 eV.

Regarding the angular distribution of secondary electrons, an isotropic (cosine) distribution is
considered, following Monte Carlo calculations for PMMA [184] as well as experimental
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measurements for polycrystalline surfaces [188]. Finally, regarding the energy and the direction
of the (elastically) reflected electrons, specular reflection with no energy losses is considered.
The same approach is adopted for ions (cf. Section 2.2.1.3).

2.2.1.3 lon Reflection Model

Models for the reflection of ions on surfaces have been proposed [120, 138, 140, 142-144, 191]
in the context of plasma etching of conventional structures of microelectronics (trenches and
holes) to study etching artifacts due to surface charging, such as notching [120], twisting [130],
and microtrenching [142]. Hwang and Giapis [120, 142] assumed inelastic and specular
reflection model for Si and SOI substrates, following hard sphere collision kinematics. Specular
and elastic reflection was considered by Zhao et al. [138] for photoresist and SiO2 substrates.
Radmilovic-Radjenovic et al. [140] also considered specular reflection for SiO, substrates. Wang
and Kushner [130] considered both specular (at high energies) and diffusive (at low energies)
reflection for SiO> substrates. In all of the previous works [120, 138, 140, 142-144, 191], it was
considered that the incident ions deposited their charge and were reflected as hot neutral species.

Following the previous works, and in the absence of experimental information on the detailed
nature of the reflection of Ar* on a PMMA surface, specular and elastic reflection of Ar* is
considered, although Ar™ may be implanted or may lose energy at the collision. Additionally, it is
considered that ions drop their charge at the spot of the impact and are reflected as hot neutral
species [120, 130].

If n is the unit normal vector on the surface and d is the unit vector on the direction of the
incident ion, the direction of a specularly reflected ion is given by vector r, i.e.

r=d-2(d-n)n (2.6)
The probability of specular reflection is considered [192]

P =1-cosé, (2.7)

where 0 is the angle of ion incidence with respect to the normal to the surface.

2.2.1.4 Surface Charge Density Model

In the Model 4 of the surface charging module, the local surface charge density, o, on the surface
profile is calculated. o is the link between the particle trajectories and the electric field: The
electric field not only affects particle trajectories (Model 1) but is also affected by them (Model
5). When an ion or an electron impinges on the dielectric surface, its charge is transferred on it.
A discretization of the surface profile to equal segments and the distribution of the particles (ions
and electrons) on these segments are required for the calculation of the local surface charge
density. After every charging step, the ratio of the difference of the impinging ions (times the

64



charge number) and electrons over the length of the local segment is multiplied with the
elementary charge and added to the value of the local surface charge density. The surface charge
is gradually accumulated. Given that the calculations are in 2d, and strictly speaking, a line and
not a surface charge density is calculated. However, the surface has the same shape along the z
axis, thus the charging should not vary along that direction [131, 146, 167]. In such a case, the
line and surface charge densities are equivalent.

2.2.1.5 Charging Potential Model
The Model 5 of the surface charging module takes the surface charge density from the Model 4

and calculates the electric potential in both mediums of the computational domain (Figure 2.2),
i.e. vacuum and polymeric substrate, by solving the Laplace equation,

VZVi = 0 . (28)

The index i stands for the medium: V1 is the electric potential field in the vacuum and V7 is the
electric potential in PMMA.

The boundary condition at the top (y=d) of the simulation domain reads

V;(x,d)=0. (2.9)
The charging field is an electric dipole field that decays very fast with distance (dependence on
1/r3, where r is the distance from the charge); so beyond inlet (y=d) there is no perturbation of
the sheath potential due to charging [120, 145].
The boundary condition at the bottom (y=c) of the computational domain reads

V,(x,¢)=0. (2.10)
The substrate is considered grounded for convenience so all potentials are calculated with
reference to it [123, 145]. However, in reality, the surface is floating with a radio frequency bias
which is taken into account to the ion energy distribution function (IEDF); the IEDF depends on

the sheath potential [145].

In order to mirror the simulation domain [120, 146], the following condition is imposed on both
left (x=a) and right (x=b) boundary,

nVv|_ =0, (211)

x=a,b =

which implies that the potential is symmetric with respect to the boundary that is imposed on. n
is the unit normal vector pointing outside of the simulation domain.
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Furthermore, the application of the Gauss law between the two media leads to the surface charge
density condition [146] imposed on the surface profile, i.e.

vy
on

v,
2
an down

=0, (2.12)
(x.y)el

&

WP lxy)er
where ¢ and & are the dielectric permittivities of the two media, and nup and ngown are the unit
normal vectors on the surface profile I' (Figure 2.2). o is the surface charge density which is
calculated by Model 4 (Section 2.2.1.4).

Finally, to ensure that the potential is continuous across any boundary, the following equality is
imposed.

VIO Y gegper =V W er (2.13)

A final note on the dimensionality of the Laplace equation is made. The profile of the polymeric
surface is constant along the z axis, thus the surface charge density and as a consequence the
electric potential should not vary along that direction. Thus, a 2d approach can be utilized for the
calculation of the electric potential.

2.2.2 Surface Etching Model

The surface etching model generally links the fluxes, the energies, and the angles of incidence of
species arriving on the surface with the etching rate of the surface. Ar" induces physical
sputtering of the PMMA. If s is a point on the arclength of the surface profile, the local etching
rate is calculated by the following equation,

w2

ER(s)=[ [ EY(z,,0)f(s,,0,5),(s)dwde, , (2.14)
00

where J+(s) is the local ion (Ar®) flux and f(e+, w, s) is the local ion distribution as a function of
the (kinetic) energy, &+, and the angle of incidence, w, of the locally impinging ions. Both of
them are calculated from the results of the Model 1 at the steady state. The velocity components
of an impinging ion are utilized to calculate a) the energy of the ion (e+) by Equation 2.1 and b)
o of the impinging ion by the equation

®=acos (%J . (2.15)
u

EY in the integral of Equation 14 is the etching (sputtering) yield (see Sections 2.2.2.1 and

2.2.2.2). Two notes are made for the surface etching model. First, the effect of the vacuum

ultraviolet (VUV) radiation on the etching rate of PMMA by Ar plasma is not taken into account.

This is justified as sputtering by Ar* is the main factor in material removal[75]; VUV radiation

66



has a small contribution to the etching rate especially when the temperature of the substrate is
kept low and/or the ion energy increases. Additionally, the inclusion of this effect in a surface
etching model is rather complex as VUV radiation induces bulk depolymerization and O
depletion reactions that are highly polymer structure specific and temperature dependent [76].
Second, the change of the surface chemical composition during etching is not taken into account.
That is why a C equivalent etching yield is calculated (Section 2.2.2.1). The ratio of C, H, and O
atoms on the polymeric surface may change during etching. The change of the surface chemical
composition is not taken into account in the measurements of Yoshimura et al. [168] as well.

2.2.2.1 etching (sputtering) yield based on Yoshimura et al. experimental measurement and
TRIM simulations

To the best of our knowledge, there are no data on EY(e+, @) for Ar* sputtering of PMMA (see
Equation 2.14). Only the dependence of the etching yield of PMMA on ¢+ (Ar* energy) has been
measured by Yoshimura et al. [168] with ion beam sputtering experiments. In order to
approximate the dependence of the etching yield on both ¢+ and @, TRIM [189] code was
utilized. By using different o and &+, the etching yield by TRIM, EYTrim(e+, ), was calculated.
However, the etching yield calculated by TRIM was found orders of magnitude lower compared
to the experimental measurements of Yoshimura et al. This large difference is expected
especially for low energy ions [193, 194]: The polymeric surface consists of weakly
interconnected long polymeric chains, whereas TRIM models an amorphous solid assuming a
strongly interconnected carbon network. As a consequence, a single bond breaking event within
a collision cascade may release large polymer fragments in case of a real polymeric surface,
whereas the removal of only single Carbon atoms is most likely during the sputtering of a
strongly interconnected carbon network.

In order to have a realistic approximation of the sputtering yield of PMMA by Ar*, a
combination of the results of TRIM and the measurements of Yoshimura et al. [168] was
performed: The absolute values of the etching yield were taken from the measurements and, due
to the lack of pertinent measurements, the relative angle dependence of the etching yield was
taken from TRIM. Thus, the etching yield reads

EY...(c.)
EY(¢,,0) =EYrgu (&, ) 712 = (2.16)
I EYtriv (&4, 0)d @ |
0
7l2
I do
0

The ratio at the denominator of the right hand side of Equation 16 is the average etching yield for
an ion energy equal to ¢+ as calculated by TRIM. EYexp is the etching yield measured by
Yoshimura et al. with an ion beam normal to the polymeric surface; however, even in this case,
o is not necessarily equal to O as it is for a perfectly flat surface. A real polymeric surface under
ion bombardment cannot be perfectly flat, free of some roughness.
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The etching yield coming from both the measurements of Yoshimura et al. and the calculations
of TRIM is the sputtering yield of Carbon equivalent [168]. This means that the etching yield
does not refer individually to the sputtered C or O or H. In the experiment, it was not possible to
detect individual sputtered species separately. With TRIM, a different sputtering yield was
calculated for C, O, and H. For both the experiment and the TRIM calculations the sputtering
yield of C equivalent is determined as 5 times the ratio of the removed PMMA mass per ion over
the monomer mass; 5 is the number of C atoms in the PMMA monomer, CsO2Hs. If a mass of a

single monomer is removed from the surface per ion, the sputtering yield of C equivalent is 5.

The values of the EY calculated by Equation 16 are shown in Figure 2.5. For ion energy greater
than 60 eV, the maximum of the etching yield is at an angle of 79.3°,
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Figure 2.5. Etching (sputtering) yield of C equivalent for PMMA by Ar* as a function of the ion
energy and the angle of ion incidence. For ion energy greater than 60 eV, the maximum of the
etching yield is at an angle of 79.3°.
The etching yield of C equivalent (Equation 16, Figure 2.5) can be fitted to a function of the
form
EY (‘9+1w) = 91(5+)92(60) :

(2.17)
01(e+) is considered the same as in the work of Yoshimura et al. [168] and reads

5/2
g, /ea
91(5+):al[1_ g) 1"'32( g_lj (2.18)

where a1=0.725, a2,=0.930, and £=20.9 eV. g2(®) is extracted by fitting to the data of Figure 2.5
and reads
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|cos(w) - a4|} .19

d, (@) = agexp —{ 2

where a3=3.00, a4=0.185, as=0.170, and as=1.58. g2(®) in Equation 16 fits the data of Figure 2.5
very well for e+ > 60 eV. For &+ < 60 eV, i.e. at the region of low values of the etching yield,
g2(e+) is less accurate. In particular, Equation 16 does not capture the “bump” of Figure 2.5 for
ion energies from 30 to 60 eV and angle of ion incidence from 65° to 75° (0.25 < cosw < 0.45).
More accurate fitting for this region could be achieved by using a high number of adjustable
parameters.

Equation 18 is coming from the work of Yoshimura et al. [168], where a fitting to experimental
measurements covering ion energies from 30 to almost 500 eV was performed. The angle
dependence of the etching yield, i.e. Equation 19, is coming from calculations with TRIM for ion
energies from 30 to 500 eV. Thus, the etching yield formula, i.e. Equation 17, is valid from 30 to
500 eV.

Given that one of the objectives of this case study is the investigation of the effect of charging on
the etching rate (Section 3.3), a critical question is whether the calculations by TRIM and/or the
measurements of Yoshimura et al. are affected by surface charging. The answer is that TRIM
calculations do not take into account surface charging and that for the measurements of
Yoshimura et al. the surface was neutralized sufficiently by an electron gun [168].

2.2.2.2 etching (sputtering) yield based on Bruce experimental measurements

The EY of polymeric substrates at low ion energies (<50 eV) has not been studied in detail in the
literature. Yoshimura et al. [195] measured the EY of PMMA and estimated that Ew is 20.9 eV,
however, their measurements refer to Ar* energies above 100 eV (Section 2.2.2.1). Bruce [76]
measured the etching rate of several polymeric substrates and found remarkable etching rates (30
— 40 nm/min for PMMA) even at ion energies of 20 eV, which means that the threshold ion
energy should be lower. To take advantage of the experimental measurements of Bruce
pertaining to lower ion energies for sputtering of PMMA by Ar plasma, the surface etching
model was upgraded with a new etching yield equation described below.

The etching (sputtering) yield follows the energy dependence proposed by Steinbruchel [196]
and is also angle dependent [197, 198]; etching yield reads

EY = Af (9)(@-\/51) , (2.20)

where Euw is the threshold ion energy for the polymer sputtering. Following Mouchtouris &
Kokkoris [192], it is assumed that Ewn=4 eV and A = 0.1 monomers/(ion eV%®) in Equation 20;
with these values, the simulation results into an etching rate close to that measured by Bruce [76]
for PMMA.
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6 in Equation 20 is the angle of ion incidence (with respect to the normal to the surface).
Mouchtouris & Kokkoris [192] also expressed the angle dependence (), shown in Figure 2.6,
by a simple polynomial function aiming to approximate the measured or simulated curves of
angle dependent etching yield [84, 197-202] of polymeric substrates:

a, 0<¢p
f(0)=1b, +b0+b,0° +b6°, ¢ <O<g, (2.21)
1+c(0-g,), 0>,
The constant parameters in Equation 20 are
a-1
b = ab = — 3/ 2 b 1 = 3b L
" 30,00 -0,)-312p + )07 - 9] +(p - g) T T TG DA T eI B =3
b, =1—b,g, —b,p? —b,pd, and c=—;2. The parameters a, ¢1, and ¢ are in rad and
(m12-9,)

define the exact form of the angle dependence; if their values are known, then parameters bo, b,
b2, bz and ¢ can be calculated. ¢ is the angle corresponding to the maximum etching yield, a is
the ratio of the etching yield at normal incidence over the maximum etching yield. The space [0,
p1] defines the angle range that the etching yield is constant and equal to that at normal
incidence. The reported values for ¢, for Ar* sputtering of several polymeric substrates varies
from 60° to 80° [84, 198-202]. a in the same works varies from 0.67 to 0.13 or even lower
depending on the ion energy. ¢ is considered equal to 75° [p2 = (75/90)xn/2], a is considered
equal to 0.3 and ¢1 is assumed equal to 20° [p1=(20/90)xn/2].

00 PR PR SRR RN SR RN SRR R
00 02 04 06 08 10 12 14 16
angle of ion incidence, 6 (rad)

Figure 2.6. The function f(0) of Eq. (1) vs. the angle of ion incidence, #. The maximum is at 75°
or (75/90)xx/2 rad.
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2.2.3 Profile evolution module

The local etching rate calculated by the surface etching module is fed to the profile evolution
module which calculates the position of the profile at the next time instant, t+At. The profile
evolution module is based on the level set method [172, 173]. The profile is a moving boundary
which is “embedded” in the level set function, ¢: ¢ is the signed distance from the moving
boundary and the moving boundary is the zero contour of ¢ (see Figure 2.7). The level set
method tracks the evolution of the moving boundary implicitly through the evolution of ¢.
Instead of a profile, a surface is tracked. The basic equation of the method describing the
evolution of ¢ is the initial value problem,

op
—+F |Vp|=0, 2.22
ot Vol ( )

with initial condition ¢(x, t=0)=q(x), which is extracted by the initial profile. F at x is the
component of the velocity in the normal direction of the contour of ¢ passing through x and is
extracted by the local etching rate. Although the velocity has physical meaning only on the
surface profile, F should be defined in the whole computational domain. If Fetch is the velocity of
the surface profile, i.e. the etching velocity (rate) coming from the surface etching model
(Section 2.2.2 and 2.3.2), then the F is calculated by solving the boundary value problem

Ve-VF =0, (2.23)

where F = Feen On the surface profile. It has to be noticed that there are several means to
extrapolate the values of F in the whole computational domain. By using Equation 23, ¢ remains
signed distance from the surface profile [84]. The signed distance is also utilized for the stop
condition in the particle trajectory module [84]; tracking of a particle is stopped when ¢ changes
sign (Section 2.2.1.1).

The complete set of computational tasks that have to be carried out for the implementation of the
level set method can be found in works of G. Kokkoris [170, 171]. The numerical solution of the
equations included in the profile evolution module has been achieved with a proper modification
of getch code [203].
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2.3 Description of the Modeling Framework: application to ion enhanced etching of
PMMA with O; plasma

A kMC surface model is integrated in the modeling framework and is linked to the profile
evolution module (Section 2.2.3 and Figure 2.8a). The inputs of the framework are the initial
surface profile (as the one shown in Fig. 2.8c) and the energy and angular distributions of the
species joining the surface processes (Section 2.3.1). The output is the evolving surface profile.

For the case studied in this work, i.e. plasma etching of PMMA with O plasma, the KMC surface
model tracks the local surface coverage by O during plasma etching and calculates the local
etching rate along the profile. The former comes from the competition between the sticking of O
and their removal by O* on the surface under the form of O-containing reaction products; the
latter is based on a synergistic and nonlinear action of ions and (adsorbed) neutral species
(Section 2.3.2).

The basis of the kMC surface model is the direct kMC method (Section 2.3.2). A coarse grained
continuum description of the surface is used by introducing coarse cells that incorporate a
number of adsorption sites (dangling bonds) under the local mean field approximation (Section
2.3.2.1). The latter denotes that a uniform distribution of particles in the coarse cell is presumed
and any local correlations among the particles in the coarse cell are omitted. The fundamental
input to a direct kKMC scheme is a list of possible processes associated with a rate (transition
probability), which is related to the probability that the process will occur. According to the
direct KMC method, two categories of processes are distinguished in the KMC model, namely the
sticking of O and the sticking of O on a surface cell. The transition probabilities are calculated
at each time step of the profiles evolution by tracking the trajectories of atoms and ions and the
cell they finally stick taking into account remission or reflection (Section 2.3.2.2).
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Fig. 2.8. a) The hybrid modeling framework. The KMC model is solved for tkmc. tis is the time
step for the numerical solution of the level set equation (Equation 2.22). b) Processes on an
elementary surface etched with Oz plasma. The grey surface sites correspond to the fractional
coverage of the clean polymeric surface (C atoms), 6c, while the blue sites correspond to
fractional coverage by O, 6o. The products of ion enhanced etching are carbon monoxide and
dioxide (CO and CO2). O can be reflected and O can be diffusively reemitted. The dimensions
of the elementary surface (cell) are L,xAs. c) The initial surface profile used in the current study;
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it comes from a sinusoidal function with amplitude equal to 0.75 pm and period equal to 1 pm.
d) Flow chart of the kMC simulation.

The local etching rate, which is extracted by running the kMC surface model for tkmc, is fed to
the profile evolution module [204, 205] which “produces” the profile at the next time step, t +
tLs; tus is the time step for the numerical solution of the level set equation and its relation to tkmc
is discussed in Section 2.4. The profile evolution module (Section 2.2.3) is based on the level set
method. It is additionally used for tracking local variables (i.e. O surface coverage) of the
evolving surface profile (Section 2.3.3).

Specifically, the level set method [104, 105] is used for three tasks. The first is the evolution of
the surface profile (Section 2.2.3), the second is the calculation of the signed distance function
from the evolving interface (Section 2.2.1.1) and the third is the conservation of local variables
of the evolving surface profile (through their transport) from the current to the next profile
(Section 2.3.3). As the evolving profile is embedded in an implicit function (level set function),
unless this transport takes place, any past information on the profile is lost during the evolution.

The practical implementation of the framework is discussed in Section 2.3.5.

2.3.1 Surface processes during ion enhanced etching of PMMA with Oz plasma

Before proceeding to the discussion of the components of the framework, the surface processes
during etching of PMMA substrates in O2 plasmas are described and a mathematical formulation
is introduced. The kMC model of the hybrid modeling framework (Section 2.3.2) should take
into account these processes and verify the formulation (Section 5.3).

The reactive species joining the surface processes are O and O*. The adsorption of O is
negligible compared to the adsorption of O [206-208]. The dominant etching mechanism of
PMMA is ion-enhanced etching which lies on a synergistic and nonlinear action of ions and
(adsorbed) neutral species. lon-enhanced etching coexists with physical sputtering by O, pure
chemical and photo-induced (by UV photons) etching. However, the ion energy (close to 100
eV) and the surface temperature (300 — 400 K) during plasma etching allows the neglect of
sputtering [208] and pure chemical etching [206, 207] respectively. Similarly, etching induced
by UV photons [206, 207] can be also neglected when compared to ion-enhanced etching.

The PMMA polymeric chain comprises of a carbon skeleton on which volatile components (i.e.
H and O) are attached via covalent bonds. Attuned to the work of Bes et al. [206], we consider
that the etching mechanism of PMMA in O plasma involves two steps, namely a rapid initial
step of desorption of the volatile components followed by a longer-lasting step of oxidation of
the carbon atoms once exposed to plasma. The second step is the rate determining step of
PMMA etching and, thus, governs the etching kinetics. Indeed, as carbon is the exclusive
chemical element on the PMMA polymeric chain which is inherently non-volatile, the ultimate
oxidation of the carbon skeleton constitutes the determining step of the etching of the polymeric
chain. In this sense, the interaction of O and O* coming from the plasma with O and H atoms
bonded in the monomer structure of PMMA is not considered in our computations.
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Ultimately, the etching rate reads,

m . m ;
ER= A py j . mia g (JE, ~JEn) F (@) ], (2.24)

Lpyvma Lpyvma

where EYc is the etching yield of carbon atoms (C) and is determined as the ratio of C removed
per incident ion. pemma is the mass density of PMMA and mpmma is the mass of the PMMA
monomer. 5 in the denominator is the number of C in the monomer (CsH20g). EYc depends on
the ion energy, E-, the angle of ion incidence, w, and the surface coverage by O, o. Eu is the
threshold energy for ion enhanced etching, fo is the constant factor of EYc and j-+ is the ion (O%)
flux. o is defined as the ratio of the density of adsorption sites occupied by O, oo, over the total
density of adsorption sites on the surface, os (equal to 2n?®, nc is the the atomic carbon density
of PMMA [206]), and comes from the competition between the sticking of O and the removal of
O by O* on the surface under the form of O-containing reaction products (Figure 2.8c). It is
calculated by a surface site balance, which reads

o dj:o =([1-6,)50 o —1.58,(E, —Ey,) f (®) .6, (2.25)

jo is the flux of O and so is the sticking coefficient of O on a “clean” surface (6o = 0). The
sticking probability of O is So=so(1 — #o); non sticking O undergo diffuse reemission [209]. The

an almost cosine
sticking probability of O* depends on the angle of incidence (w) and follows

law [210]; non sticking O™ undergo a specular and elastic reflection from the surface [82]. The
factor 1.5 before fo is the average stoichiometry of the reaction products, i.e. CO and CO- [118].
Regarding the total density of adsorption sites on the surface, os (2nc?®), the factor 2 comes from
the fact that, once stripped from their volatile components (rapid initial step), the polymer chain
segments at the PMMA surface are converted into carbon chain segments with single bonds
between sequential carbon atoms [206]; since each carbon atom can create four covalent bonds
with up to 4 adjacent atoms, there are 2 adsorption sites available per atom of carbon which may
be occupied by the O emerging from the plasma.

The time required for o to reach a steady state value (transition time) is ~5z, where 7 is the time
constant of Equation 2.25, and reads

Os
TLEAWE VED @] +S0o (229

The values of the so and fo are 0.13 and 0.3721 are coming from fitting of the etching rate to
measurements at different operating conditions (pressure, power) in a plasma reactor [9]. Ew is 4
eV [209], ppmmal/(5Memma) is equal to 35.5x10%" atoms/m® [211], while Ex+, j+ and jo are inputs
depending on the operating conditions and the case studied.
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2.3.2 The kinetic Monte Carlo surface model

Various kMC schemes have been proposed for the description of surface processes [212-219].
The interested reader can find more information in the short review of kMC methods in
Appendix B. Nevertheless, none of the previously proposed schemes takes into account the
morphology of the surface. In this work, a kKMC methodology is developed to handle rough
surface morphologies. The basis of this methodology is the direct KMC method [214], which is
straightforward in principle. For a surface with N lattice cells and for a number of Np potential
surface processes, the ji process at the iw cell is picked out with a probability

o= i _ti (2.27)
1 p. N I
Z FI tot

j=1 i=1

=

where 7j is the rate of the ju process at cell i, and 7ot is the sum of process rates over the entire
lattice. All Ijj are estimated a priori. The direct KMC method includes two steps: In the first step,

a pair (I, J) is picked out by employing a random number from a uniform distribution, {1 € (0,
1), according to

-1 N J-1 1-1 N J
ZZ pij+z Pi; <C1<Zzpij+zp|j (2.28)
i=l j=1 =1 i=1 j=1 j=1

In the second step, the time is increased by the amount of

Ing,
L

tot

Atyye = - (2.29)

where > € (0, 1) is a random number from a uniform distribution. Atwmc is the finite time
interval during which the picked process occurs.

A major challenge of on-lattice KMC simulations (see Appendix B for more information) is to
create a complete catalog of all possible processes along with their rates or transition
probabilities. The same is true for our case, where two processes, i.e. Np=2, are defined, namely

the sticking of O* (process po-) as well as the sticking of O (process Py) on the surface.

2.3.2.1 Coarse graining

Before proceeding to the determination of the transition probabilities of processes po and po-, it
is crucial to regulate the system from a spatial point of view. The aim of the kKMC model is to
compute the local etching rate which is then fed to the profile evolution module (level set
method). A coarse grained adjustment of the surface is necessary as the level set method
constitutes a continuum description of the evolving profile. An atomistic representation of the
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surface would impose noise to the local etching rate, which would be practically unmanageable
by a deterministic profile evolution module.

According to the coarse grain approach, the surface is divided in m coarse cells; details for

coarse grain KMC approach can be found in Appendix B.4. When a surface cell is not covered by
adsorbed O, the number of dangling bonds (adsorption sites), b, at each coarse cell, read

b= oL, (2.30)

where AsLz is the area of the given cell with As being the dimension of the cell along the
arclength of the surface profile and Lz the dimension of the cell along z axis (see Figure 2.8b).

The effect of different coarse-graining levels in the z-direction and along the arclength of the
surface profile on the results are discussed in Appendix C.

The coupling of the two components of the framework allows the KMC surface model to take

into consideration the profile shape (or the surface morphology) and extend the potential of
previous KMC surface models in the literature which assume that the surface is flat.

2.3.2.2 Estimation of the transition probabilities by a particle trajectory module

The transition probabilities of the processes of sticking of O™ and O on a surface cell i (processes
pi,o and pio+) is defined as the rate of sticking impacts (events) of O* and O on cell i, i.e.

r,=—4, (2.31)

ij
tmc

where j is O* (O) and Nj; is the number of finally sticking O (O), i.e. the number of sticking
events for O* (O) on cell i during the time interval of the KMC model, tkmc.

Nij are calculated by a particle trajectory module where the trajectories of O and O (particles)
are numerically computed by solving a system of ordinary differential equations derived from
the second law of Newton [84]. After arrival on the surface, O™ and O either stick or rebound
(through reflection or diffuse reemission respectively) from the surface depending on their
sticking probabilities (Section 2.3.1). The inputs of the particle trajectory module are the energy
and angular distribution of particles and the surface profile. The output of the particle trajectory
module is a catalog of the sticking events, Nij, containing the particle identity (O or O) in
conjunction with the index of the surface cell where sticking takes place. The order of the events
of the catalog is random, stemming from the random choice of the initial particle identity before
its trajectory being tracked. The times the combination (particle identity, surface cell i) appears
in the catalog implicitly encapsulates its probability to be selected in accordance to Equation
2.28. Each component of the catalog is chosen sequentially, thus, the utilization of Equation 2.29
to pick out an event is circumvented.
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The processes pi,o and pio+ depend on a) the sticking probability of O™ and O, b) the ratio of the
fluxes of O and O, and c) the position of the cell i on the surface. Concerning the latter,
generally, kMC models do not take into account the morphology of the surface assuming it to be
flat. In the case of a rough surface profile where shadowing of the neutral and ion fluxes take
place, the rates of the processes depend also on a global property of the surface, i.e. its
morphology.

2.3.2.3 The algorithm

The flowchart of the kMC simulation is demonstrated in Figure 2.8d. At each step, the events
(processes j at cell i) are sequentially identified from the catalog and the time evolution of o and
removed polymer (substrate) mass are tracked.

Assuming that at time t, with 0 < t1 < twmc, the number of the adsorbed O at a surface cell i is
No,ads (i,tl) and that the next component of the catalog is “O sticking at the surface cell i". The

number of adsorbed O at this surface cell is increased by 1, i.e. Ngq(i,t;) =Ng ¢ (i,t)) +1, and
o is calculated by the formula

00 (i 1,) = —Novad; (%), (2.32)

where t2 = t1 + Atkmc (Equation 2.29).

Let’s presume now that at t> the next component of the catalog is an event “sticking of O* at cell
i”. Upon sticking of O, substrate material with mass equal to

. m
Am = EY, (|,t2)%MA (2.33)

will be removed, where the denominator (5) denotes that number of C in the monomer, and

EY.(i,t,) = £, (JE, —\Es) T (@)8(i,t,) . The instantaneous etching rate is calculated by the

slope of the curve showing the removed polymer mass versus time. Simultaneously with the
material removal, the number of adsorbed O is reduced and consequently 6o is also updated,
precisely

No,ads (i’tz) _1'5EYC (i1t2)

. (2.34)

6, (i,t;) =

where t3 = t2 + Atkme (Equation 2.29).
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2.3.3 Transport of local variables of the evolving surface profile

Tracking of local variables (e.g. surface coverage, surface charge density) of an evolving profile
is straightforward with Lagrangian methods of profile evolution (e.g. with the string method)
where an explicit representation of the profile is used. In the string method, the discretization is
based on a series of nodes (see Figure 2.9) and the evolution takes place through the movement
of the nodes according to the local vector of the etching velocity (which is normal to the profile).
The tracking of a local variable on the profile is realized through the movement of the nodes:
each node carries, transports all local variables and information of the profile from the current to
the next time step.

profile at t

node 1

profile att + At

node 2

Figure 2.9. Profile evolution with the string method (explicit representation of the profile), not
used in this work but shown to explain the concept of transport of variables. Discretization and
movement of an evolving profile is based on nodes. The local variables are tracked through the
nodes. v is the vector of the local velocity node velocity (e.g. etching velocity).

Although it has several advantages over Lagrangian methods for profile evolution, the level set
method is not easily applied to problems in which local variables of the profile (e.g. surface
coverage) need to be tracked. This is because the evolving profile is embedded in an implicit
function and hence any parameterization of the profile, any past information on the profile, is
disregarded. Hence, the transport of local variables of the profile requires special methodologies
[220].

The proposed methodology for the transport of a scalar local variable of the profile, Sprofie,
includes two steps: In the first step, Equation 23 is numerically solved but this time F is
substituted with S; S stands for the extension of Sprofile in the whole computational domain. The
formulation of the equation, i.e. v -VvS = 0, essentially means that the contours of S are normal

to those of ¢. In other words, Sprofile (and S) remains constant along curves which are normal to
the evolving profile. Given that function ¢ is advancing following F, which is the normal
component of the profile velocity (only the normal component is effective, the tangential
component does not contribute to the profile movement), it is rational (reasonable) to consider
that a point on the surface profile is moving normally to the profile, i.e. along on the contours of
S: the point follows a path where S is constant or the extension (extrapolation) of S follows the
normal movement of the point.
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In the second step, after the extension of S in the whole computational domain, the local values
of Sprofile ON the new profile are calculated by an interpolation of S on the coordinates of the new
profile. In this work, transport of the surface coverage by O atoms, o, is performed, i.e. Sprofile =
fo. The transport of do decreases the time required for the solution of the kMC model (Section
4.1.2) decreasing the computational cost of the hybrid framework. In Figure 2.10, the contours of
the level set function ¢ (the surface profile is the zero contour of ¢) along with the contours of 6o
are shown; due to equation v,.v g, =0, the contours of ¢ are normal to those of to.
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Figure 2.10: Contours of the level set function ¢ and contours of do. The zero contour is the
surface profile. The direction of F (Equations 22 and 23) is tangential to the contours of fo.
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2.3.4 The time intervals (scales) of the framework

An obvious choice for tkvc and tis, i.e. the time interval for the kKMC simulation and the time
step for the profile evolution, is t.s = tkmc. However, this would lead to a huge computational
cost for the kMC: the total etching time is typically in the order of tens or hundreds of seconds. If
the focus is on the computational efficiency, then t.s should be as high as possible and tkmc
should be as low as possible. The high bound of t.s is posed by the CFL criterion. tkmc should be
high enough for the right calculation of the etching rate, i.e. to get a representative value of the
etching rate for tis. Hence, tumc should be greater than the time required to get the surface
coverage, and thus the etching rate, to steady state, tss. If tss << tis, then running KMC model for
2-3tss and calculate the etching rate for the interval [tss, 2tss] would yield a representative value
of the etching rate for ts.

The transport of the local values of 6o from the current profile to the profile at the next time step
(Section 2.3.3) decreases tss and thus tkmc: Through the transport and given that the profile is not
drastically altered after t.s, the initial local values of o on the profile would be very close to
their steady state values, inducing a decrease of tss. If no transport takes place, then the initial
local values of do will be equal to zero (or some other value) and much more time to reach
steady state would be required.

2.4 Implementation

Regarding the particle trajectories calculations, a suitable multistep method with variable step
size is used for the pertinent system of ordinary differential equations. Parallel computing
techniques, such as parallel loops and code vectorization, are utilized to curtail the computational
time.

The solution of the Laplace equation is implemented by the finite element method. The basis
functions are linear. A mesh of triangular elements is constructed. It should be noted that it is not
efficient to make all the triangular elements of the same size. At regions where the gradient of
the potential is high (close to the surface profile), smaller triangles are used. On the other hand,
in areas of small gradient of the potential (away from the surface profile), larger elements are
utilized. A mesh of about 26000 elements is found enough to have a mesh independent solution.
The computations are realized by COMSOL [221]. However, in order to accelerate the solution
of the Laplace equation in the latest edition of the framework, a pertinent code has been
developed in Matlab.

The kMC surface model is implemented with a homemade code in Matlab. The code of the
profile evolution module and the transport of local surface properties is in C++.

All modules of the framework are coupled and cooperate with each other through a homemade
code in Matlab.
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2.5 Conclusions

A hybrid modeling framework, coupling stochastic and deterministic modules, was developed to
simulate profile evolution during plasma etching. This chapter discussed the components of a
hybrid modeling framework, through its application to two different case-studies, namely Ar and
O2 plasma etching of PMMA substrates with an initially sinusoidal, resembling a rough, profile.
Although the details varied depending on the case study, the basic idea was that a surface etching
model linked the local flux, energy, and the angle of incidence of the plasma species to the local
etching yield and rate. The local etching rate calculated by the surface etching model was then
supplied to a profile evolution module which computed the successive positions of the profile.

The framework was first applied to Ar plasma. The etching mechanism of PMMA was physical
sputtering by Ar*. The angle and energy dependence of the etching (sputtering) yield of PMMA
by Ar® was devised combining experimental measurements [168] and calculations by TRIM
(transport of ions in matter) code [189]. Particular importance was attached to the effects of
plasma induced surface charging on roughness evolution. SEEE and ion reflection were also
addressed. Regarding the SEEE, filling the relevant gap in the literature, an original model for
the secondary electron emission yield, 6, and the backscattering coefficient, n, was developed
combining available information for PMMA and other polymers in the energy range which is of
interest in plasma etching. Regarding the reflection of Ar" on a PMMA surface, a simple model
of non-interacting collisions was considered, i.e., specular reflection of the ions on the surface
with no energy losses.

The framework was also applied to O, plasma chemistry. The etching mechanism of PMMA was
ion enhanced etching which was based on a synergistic and nonlinear action of ions and
(adsorbed) neutral species. A KMC surface etching model was integrated in the framework and
was coupled with the profile evolution module. The kMC model described the surface processes
during O2 plasma etching and was used for the calculation of the local etching rate along the
profile. The novel aspect of the model was that it took into account the surface morphology in
the calculation of the transition probability of a process through the calculation of the trajectories
of the species joining the surface reactions.

The profile evolution module was based on the level set method. The novel element of the
profile evolution module, not previously used in etching and deposition processes, was the use of
the level set method for the transport of local properties of the profile (e.g. surface coverage)
from a time step to the next which is not straightforward. The purpose of the transport was to
effectively reduce simulation time.

This chapter has been published as a part of the following articles:

a) G. Memos, G. Kokkoris, Modeling of Charging on Unconventional Surface
Morphologies of PMMA Substrates during Ar Plasma Etching, Plasma Processes and
Polymers 13 (2016) 565-578.
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b) G. Memos, E. Lidorikis, G. Kokkoris, The interplay between surface charging and
microscale roughness during plasma etching of polymeric substrates, J Appl Phys 123
(2018) 073303.

c) G. Memos, E. Lidorikis, G. Kokkoris, Roughness evolution and charging in plasma-
based surface engineering of polymeric substrates: The effects of ion reflection and
secondary electron emission, Micromachines 9 (2018).

d) G. Memos, E. Lidorikis, E. Gogolides, G. Kokkoris, A hybrid modeling framework for
the investigation of surface roughening of polymers during oxygen plasma etching, Journal
of Physics D: Applied Physics 54 (2021) 175205.
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3. Modeling of charging on unconventional surface morphologies of PMMA
substrates during Ar plasma etching

3.1 Introduction

The focus of this chapter is on the surface charging of unconventional polymeric surface
morphologies. The term unconventional stands for the roughness produced on initially flat
polymeric substrates during plasma etching. The charging potential, the local ion fluxes, and the
local etching rate are calculated on a snapshot of an evolving rough polymeric surface. Profile
evolution is out of the scope of this chapter. The case study is Ar plasma etching (sputtering) of a
PMMA substrate with a sinusoidal profile resembling a rough profile, i.e. a case where the
etching mechanism is physical sputtering with a strong dependence of the etching yield and rate
on the angle of ion incidence (see Figure 2.5 and Equation 2.14). The effect of charging and the
aspect ratio (AR) of the sinusoidal profiles on the etching rate is investigated; the AR is defined
as the ratio of two times the amplitude over the half the period of sinusoidal profile. The use of a
sinusoidal profile to model a rough surface is not new in the literature. In previous works [74,
76], an equilibrium dominant wavelength and the amplitude of roughness have been used to
describe a rough surface. The dominant wavelength is the period of our sinusoidal profile and the
amplitude of roughness is two times the amplitude of the sinusoidal profile.

Given that charging and etching occur simultaneously, another objective of this chapter is to
investigate the time scale of charging (the time that charging requires to reach a steady state
condition, i.e. charging time); in particular, to assess, based on the time scales, if the two
phenomena, i.e. charging and etching, can be studied decoupled. This will be crucial for the
results of Chapter 4; if the charging phenomenon evolves very fast and arrives at steady state in a
time much lower than the time step of the evolution of the surface profile, At, the solution of the
charging module can be decoupled from the solution of the profile evolution module facilitating
the calculations.

Additionally, the effect of the thickness of the dielectric (PMMA) on a) the local charging
potential, b) the local ion and electron fluxes, and c¢) charging time are examined. This has not
been previously investigated; previous works for conventional structures in semiconductor
industry, i.e. trenches and holes, addressed the effect of the AR [163, 164] and the surface
conductivity [133] on the charging time.

The rest of the chapter is structured as follows: Section 3.2 includes the model verification by a
comparison with published results for a SiO2 trench [157]. Section 3.3 includes the modeling
results for PMMA surfaces with sinusoidal profiles; the local ion flux and energy, the local
etching yield and rate are calculated. The effect of charging and AR are demonstrated in Section
3.4. Section 3.5 includes an investigation on the impact of the thickness of the polymeric
(dielectric) layer on surface charging. The conclusions are summarized in Section 3.6.
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3.2 Surface charging module verification

In order to verify the results of the surface charging module, results from a seminal work by
Hwang and Giapis [157] are used as a benchmark. Hwang and Giapis developed a surface
charging model for the calculation of charging potential during SiO, trench etching under Ar
plasma. The structure used for the verification of the results is a trench with AR equal to 3 (ratio
of depth, 1.5 um, to width, 0.5 um, see Figure 3.1).

/ vacuum

2.2 ym

0.5 um
B« E
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Figure 3.1. The trench geometry used for the comparison of the results with the work of Hwang
and Giapis [157]. The points A, B, C, D, E, and F define the trench profile.

Both the ion energy (IEDF) and angular distribution (IADF) as well as the electron energy
(EEDF) and angular distributions (EADF) are exactly the same with those in the aforementioned
work. In particular, the IEDF is a bimodal distribution with average energy equal to 90 eV and
the IADF is a narrow normal distribution; the product of these two distributions, i.e. IEADF, is
shown in Figure 3.2. The EEDF is a Maxwellian distribution with electron temperature equal to
4 eV and the EADF is equal to (cosd) ®¢ where @ is the angle defining the initial direction of
electrons; the product of these two distributions, i.e. EEADF, is shown in Figure 3.3.
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IEADF

Figure 3.2. IEADF for Ar* being utilized in the calculations.
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Figure 3.3. EEADF being utilized in the calculations.

In Figure 3.4, the charging potential on the trench profile from the surface charging module is
compared and found in close agreement to the potential from Ref. [157] It should be mentioned
that there is no a reported value for the thickness of the dielectric substrate in Ref. [157]. We
examined different thicknesses for the dielectric substrate (see Figure 3.4) and it is found that
there is no significant difference in the calculated steady state charging potentials.
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As far as the IEDF of ions arriving at the trench bottom is concerned, there is a quite good
agreement between our results and those of Ref. [157] The comparison is demonstrated in
Figure 3.5 which also includes the initial IEDF. Figure 3.5 illustrates the remarkable decrease of
the initial average ion energy at the trench bottom due to charging potential; the average
impinging energy is reduced about 4 times, from 90 eV to 23 eV.

0.05 —— @ trench bottom
— .~ @ trench bottom (Hwang & Giapis)

initial

0 20 40 60 80 100 120
ion energy (eV)

Figure 3.5. The IEDF at the trench bottom compared to the results of Hwang and Giapis [157].
The comparison with the initial IEDF demonstrates that the charging potential strongly affects
the ion energy.

3.3 Surface charging on rough surfaces with sinusoidal profiles

The first unconventional surface morphology under study is a 2d sinusoidal PMMA surface with
amplitude 0.75 and period 1, i.e. with an AR equal to 3 (Figure 3.6). We define the AR of the
sinusoidal profile as the ratio of two times the amplitude over half the period. This definition is
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consistent with the trench AR, if we see the trench as a part of a ‘square wave’. The IEADF for
Ar" as well as the EEADF were the same as those utilized in Section 3.2.

y vacuum

PMMA

FIG. 3.6. The computational domain in which the two media are shown (vacuum, PMMA). h is
the height of the vacuum space and b is the thickness of the PMMA layer. h is 2.2 um and b is
0.1 pm, 1 pm (this figure), 10 um, and much larger than h. Point A defines the center of the
surface valley where the local ion and electron fluxes and charging potential are shown versus
time in Fig. 3.14.

The charging potential in the simulation domain and along the surface profile at steady state are
depicted in Figs. 7a and 7b. As in the trench case, the maximum potential is at the bottom of the
profile valleys. There is ~44% reduction in the steady state potential at the profile valleys (~45V,
see Figure 3.7b) compared to the potential at the trench bottom (~80 V, see Figure 3.4); both the
sinusoidal profile and the trench have the same AR (3). The potential reduction in the case of the
sinusoidal profile is due to the change in the profile slope which induces mitigation of electron
shadowing. The depletion of the electron flux is smaller and so flux balance is achieved for a
lower positive charging potential.

Due to the reduction of the potential at the profile valleys, the IEDF at the valleys covers a range
of greater energies (18 to 90 eV, Figure 3.7¢) compared to the case of trench (0 to 45 eV, Figure
3.5).

In Figure 3.8, the effect of charging on the local ion flux (Figure 3.8a), the local average ion
energy (Figure 3.8b), the local average angle of ion incidence (Figure 3.8c), the local etching
yield (Figure 3.8d), and the local etching rate (Figure 3.8e) is demonstrated through a
comparison to the case without charging. The local average values of ion energy and angle of ion
incidence are calculated by the pertinent local distributions.
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Figure 3.7. Charging potential (in V) a) in the simulation domain and b) along the normalized

arclength of the sinusoidal profile at steady state. ¢) IEDFs at the profile valleys compared to
initial IEDF.
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area or flat region value) etching rate along the normalized arclength of the sinusoidal surface
profile with and without charging.

The normalized ion flux along the sinusoidal profile with and without charging is depicted in
Figure 3.8a. There is a small reduction (~16%) of ion flux on the profile valleys compared to the
case without charging. It has to be noticed, that although there is no electron shadowing (and
thus no charging potential) on the profile peaks, the ion flux on these regions is not equal to the
ion flux on the flat regions. The origin of this difference is the finite size of the profile segments.
The profile slope is zero, i.e. the profile is flat, only at the exact location of the profile peaks and
not at the finite sized profile segments at the peaks utilized in the calculations. Due to the small
slope of the segments close to the peaks, the local ion flux is lower compared to the flat regions;
for a monodirectional (parallel to y axis) IADF, the ion flux is proportionate to the cosine of the
angle of ion incidence (Equation 2.15). The same notice for the ion flux applies also for the
profile valleys in the case where charging is omitted.

Compared to the small reduction of the ion flux, there is a pronounced reduction (~53 %) in the
average ion energy at the profile valleys (~47.5 eV, Figure 3.8b) compared to their initial average
energy (90 eV), following the developed surface potential in Figure 3.7b. The developed steady
state charging potential affects not only the particle trajectories but mainly their impinging
energy.

The effect of charging on the local average angle of ion incidence angle is shown in Figure 3.8c.
Due to the large potential at the valleys, ions are deflected to the sidewalls of the sinusoidal
profile as manifested by the slight increase of the ion flux on the sidewalls (see Figure 3.8a).
This deflection is demonstrated in Figure 3.8c as a slight decrease of the angle of ion incidence
on the sidewalls compared to the case without charging.

In Figure 3.8d, the local etching yield along the surface profile with and without charging is
shown. The etching yield is described by Equation 2.16 (see also Figure 2.5) and shows that the
etching yield is noticeably enhanced for ion energy greater than 50 eV and angle of ion incidence
within a narrow region around 80°. It has to be noticed that the local etching rate is calculated by
integrating Equation 2.16 with the local IEADF. In the absence of charging, the etching yield is
high at the sidewalls of the sinusoidal surface and very small at the flat regions, i.e. at the profile
peaks and valleys. Indeed, for the almost vertical (parallel to y axis) ions impinging on the
sidewalls with the high slope, the angle of ion incidence is high (Figure 3.8c) and the etching
yield is enhanced. On the contrary, the angle of ion incidence at regions of the profile with zero
or small slope is low, and so the etching yield is small. However, if charging is taken into
account, the local etching yield decreases as we are moving on the sidewalls from the profile
peaks to the profile valleys. This decrease is due to the decrease of the ion energy (Figure 3.8b),
and to a lesser extent the decrease of the angle of ion incidence (Figure 3.8c). In Figure 3.8e, the
etching rate (Equation 2.14) along the surface profile with and without charging is shown. If
charging is taken into account, the etching rate is smaller at the valleys as well as at the sidewalls
of the profile.
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3.4 The effect of profile AR on surface charging

The calculations are repeated for sinusoidal profiles with AR equal to 1, 2, and 4; the same
IEADF and EEADF are considered. The results when charging is taken into account are shown
in Figure 3.10. The aim is to investigate the effect of the charging on the etching rate for different
surface morphologies, for profiles with different roughness.
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Figure 3.9. a) Surface profiles with different AR (1, 2, 3, and 4). b) Charging potential on the
surface profiles along the normalized x coordinate of the profiles (Figure 3.9a). The use of the x

coordinate instead of the arclength is made for ease of comparison among results for different
AR.

average steady state potential (V)

The surface profiles as well as the charging potential along the arclength of the profiles are
shown in Figure 3.9a and 3.9b respectively. As the AR increases, the charging potential at the
valleys also increases because the electron shadowing is enhanced. Thus, current balance is
achieved for a larger positive charging potential; as a consequence, the larger the AR is, the
greater the ion energy decrease will be (Figure 3.10b) by virtue of ion deceleration. The increase
of the AR also induces an increase of the local average angle of ion incidence (Figure 3.10c) due
to the increase of the sidewall slope. Due to this increase of the angle of ion incidence, there is a
decrease of the ion flux at the profile sidewalls with AR (Figure 3.10a); for an anisotropic
(parallel to y axis) IADF, the local flux is proportional to the cosine of the angle of incidence.
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Figure 3.10. a) Normalized (to open area or flat region value) ion flux, b) average energy of
impinging ions, c) average angle of ion incidence, d) etching yield, and e) normalized (to open
area or flat region value) etching rate along the normalized x coordinate of the sinusoidal surface
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profile (Figure 3.12a). Results for sinusoidal profiles with AR 1, 2, 3, and 4 are shown. Only the
region of the profiles corresponding to the two middle periods is shown. Charging is taken into
account. The same results without charging are included in figure 3.11.

According to the surface etching model (Section 2.2.2.1), the decrease of the ion energy
contributes to the decrease of the etching yield while the increase of the angle of ion incidence
contributes to the increase of the etching yield (Figure 2.5). The outcome of these two
competitive effects is the local etching yield shown in Figure 3.10d. It has to be noticed that in
the absence of charging, the ion energy is constant and does not vary with AR, i.e. one of the two
effects is not taken into account. For AR greater than 1, the curves in Figure 3.10d are very close
except for the sidewall regions close to the peaks; at these regions, the increase of the sidewall
slope dominates over the decrease of the ion energy.

In Figure 3.10e, the local etching rate (Equation 2.14) is shown. The local etching rate at the
sidewalls increases when the AR increases from 1 to 2. The effect of the (increasing) angle of ion
incidence (Figure 3.10c) dominates over the effect of the (decreasing) ion energy (Figure 3.10b)
and flux (Figure 3.10a). For greater AR, the local etching rate decreases as the effect of the
(decreasing) ion energy and flux dominates over the effect of the (increasing) angle of ion
incidence.

In the case of rough surfaces, an overall etching rate is usually measured experimentally. The
local etching rate shown in Figures 3.10e and 11e is not a measurable quantity. However, it can
be used to calculate an overall or reduced etching rate of the rough profiles of Figure 3.9a; the
latter comes from the integration of the local etching rate over the rough surface reduced to the
projection of the rough surface to a flat. Given that all surface profiles of Figure 3.9a are the
same along the z axis, the reduced etching rate reads

23Sy
[ [ ER(s)dsdz
ERreq = = ) (3-1)

z X(8S7)

[ [ dxdz

21 X(81)

where s; is the arclength at the end of the first flat region and sz is the arclength at the beginning
of the right flat region (Figure 3.9a); the flat regions have been excluded from the calculation so
as to resemble the results of a periodic rough profile. z: and z» are the limits of the etched surface
on z axis. x(s1) and x(s2) are the x-coordinates of s; and s> respectively.
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Figure 3.11. a) Normalized (to open area or flat region value) ion flux, b) average energy of
impinging ions, c) average angle of ion incidence, d) etching yield, and e) normalized (to open
area or flat region value) etching rate along the normalized x coordinate of the sinusoidal surface
profile. Results for sinusoidal profiles with AR 1, 2, 3, and 4 (depicted in Figure 3.9a) are shown.
Only the part of the profile corresponding to the two middle periods is shown. Charging is not
taken into account.
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ERred is shown versus the AR of the sinusoidal profile in Figure 3.12. In the same figure, the
ERred without charging is also shown; in this case, the increase of the profile arclength and slope
dominates over the decrease of the ion flux at the profile sidewalls, and the ERreq increases
versus AR. In the case of charging, a saturation occurs: ERreq IS almost constant for AR greater
than 2 and at least up to 4. The origin for this saturation is the additional decrease of the ion
energy; a decrease which is not considered when charging is not taken into account.

Figure 3.12 shows that charging affects ERrq. The latter is calculated from 12.2 % to 35.9 %
greater when charging is not taken into account for AR greater than 2. Finally, it has to be
noticed that the increase of the AR does not correspond to an increase of the etching time. AR is

not necessarily a monotonic function of etching time; as etching time proceeds, we may move
back and forth on the x axis of Figure 3.12.
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Figure 3.12. Normalized (to open area or flat region value) reduced etching rate (see Equation
(1)) of the surfaces with the sinusoidal profiles (Figure 3.9a) vs. the AR of the profiles with and
without charging.

3.5 The effect of substrate thickness on charging

The question to be answered is whether the thickness of the dielectric substrate affects the local
charging potential and consequently the ion energy and/or the local ion and electron fluxes. If the
latter is true, then the thickness will also affect the local etching rate. In Figure 3.13, the local
charging potential [Figure 3.13(a)] and the normalized (to open area or flat region value) local
ion and electron fluxes [Figures 3.13(b) and 3.13(c)] at steady state are shown for dielectric
thickness equal to 0.1, 1, 10 um, and for infinite dielectric thickness. The term infinite essentially
refers to the case the dielectric thickness (b in Figure 3.6) is much greater than the height of the
vacuum space (h in Figure 3.6), i.e. refers to the case h/b — 0. The minimum value examined,
i.e. 0.1 pm, is a physical low limit of the thickness value, beyond which, quantum phenomena
must be taken into account [119]. From Figure 3.13, it is concluded that the thickness of the
dielectric substrate does not affect the value of the local etching rate at steady state. The same
conclusion was extracted in Section 3.2 for Ar" bombardment on a SiO2 micro-trench [84].
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Figure 3.13. a) The local charging potential and the normalized (to open area or flat region value)
local b) ion and c) electron fluxes at steady state along the normalized sinusoidal profile for
different values of the thickness of the dielectric substrate (0.1, 1, 10 um, and infinite).

Although the etching rate at the steady state would fall (due to charging) to the same level for all
values of thickness, there is an underlying factor that could lead to different etching depths in an
experiment: The time required to arrive at the steady state, or the charging time, may be affected
by the thickness of the dielectric substrate. A long charging time may allow etching to proceed to
greater depths before the steady state is reached and a strong potential is developed. The latter
will happen if the charging time is comparable to the total etching time, i.e. the time that the
etching process lasts.

In Figure 3.14, the ion and electron fluxes and the charging potential versus time at point A of
the surface profile (see Fig. 6) are shown; the thickness of the dielectric substrate is 1 um. The
charging time, i.e. the time required for the potential distribution along the dielectric
microstructure surface to arrive at a steady state (or the time that the ion and electron fluxes
equalize everywhere on the surface profile), is ~1.5 ms and is much lower compared to the
etching time which is usually on the order of minutes.

98



1.0 : . . ; <
< 450 -g
E o8} 1 2
S _ 140 ©
® o6} SeemsoeT 12
E 430 =
5 0.4 ] @
g ' ion flux 120 g_
(_U I o
g o2l electrqn flux 110 g’
5 potential =2
c : g

OO 1 1 1 1 O O

0.0 0.5 1.0 15 2.0
time (ms)

Figure 3.14. Normalized ion and electron fluxes (left y-axis) and charging potential (right y-axis)
vs. time at point A (see Fig. 3). The thickness of the dielectric is 1 pm.

The charging time for several values of the dielectric thickness is shown in Figure 3.15. The
greater the thickness is, the smaller the charging time is. Analytical calculations on a simplified
case explain and verify this calculation (see Appendix D).

Additionally, for all values of thickness, the charging time is in the order of ms and is much
smaller compared to the total etching time. This is enough to conclude that the thickness does not
affect the etching rate. Although the effect of the dielectric thickness on charging time has not
been studied before either in conventional or unconventional surface morphologies, the charging
time in microtrenches has been calculated in previous works and has been also found to lie in the
range of ms [132, 133, 139, 146, 163, 164, 222]. Moreover, the charging time is much smaller
than the time required for a remarkable change of the surface morphology during plasma etching;
indeed, for such a short time period (e.g. 1 ms), assuming an etching rate equal to 250 nm/min
[maximum value of etching rate in Figure 4.2], the displacement of the surface profile is ~4 pm.
This is enough to decouple the computations for charging from those for profile evolution (see
Chapter 4). The same procedure has been utilized in previous works [139, 140, 146, 163, 164].

For the sake of a low computational cost it is beneficial to perform the calculations with infinite
thickness, i.e. for the case h/b — 0. When h/b — 0, less computational time is required for the
solution and additionally the calculation of the field inside the dielectric can be neglected. It can

be shown (see Appendix D) that when h/b — 0 the solution is equivalent to the case where the
surface profile is the bottom boundary of the simulation domain.
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3.6 Conclusions

After verification of the results of the surface charging module with a seminal work [157] in
conventional structures, the surface charging module was utilized for the calculation of charging
on surfaces with sinusoidal profiles. Calculations with and without charging were performed.
The main difference between the two cases was the decrease of the ion energy due to the surface
charging potential which was absent when charging was not taken into account. It was shown
that charging did affect the reduced etching rate of a surface with a rough, sinusoidal in our case,
profile.

The effect of charging on the local fluxes, energies, etching yield and rates on surface profiles
with different roughness was studied. Charging is expected to affect the evolving roughness of
the etched surface as well. Thus, it is necessary to take charging into account during the
evolution simulation of rough polymeric - and generally rough dielectric- surfaces during plasma
etching. This is the subject of the Chapter 4.

It has to be noticed that the origin of the roughness of the PMMA surfaces was also out of the
scope. The aim was to study the effect of charging on surfaces with different roughness without
elaborating on the origin of this roughness. The measure of roughness was the aspect ratio of the
surface profiles, i.e. the ratio of two times the amplitude over the half the period of sinusoidal
profiles. It was shown that the aspect ratio of the surface profiles did not strongly affect the
reduced etching rate for aspect ratio from 2 to at least 4.

Finally, it was found that although the thickness of the dielectric substrate affected the charging
time, i.e. the time required for reaching a steady state charging potential, it did not affect the
roughness evolution; the charging time was much shorter than the etching time (which is usually
in the order of minutes) for all values of thickness (0.1 um to infinite thickness for surface
roughness at the microscale), especially it was calculated in the order of milliseconds.
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Polymers 13 (2016) 565-578.

b) G. Memos, E. Lidorikis, G. Kokkoris, The interplay between surface charging and
microscale roughness during plasma etching of polymeric substrates, J Appl Phys 123
(2018) 073303.
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4. The intertwined effects of surface charging, ion reflection, and secondary
electron-electron emission on roughness evolution during Ar plasma
etching of polymeric substrates

4.1 Introduction

The first objective of this chapter, filling the pertinent lack in the literature, is to investigate the
interplay between surface charging and roughness during plasma etching of polymeric
substrates; specifically, to examine the development of charging on the rough surface (profile)
being etched and its effect on the roughness evolution. The evolution of surface roughness with
and without charging and under two different etching mechanisms is studied. In the first etching
mechanism, the etching yield depends on the ion energy and in the second one, besides the ion
energy, it depends on the angle of ion incidence.

First, no mechanisms enhancing the roughness are taken into account so as to isolate the
interaction of charging and roughness. Afterwards, such a mechanism, namely ion reflection
(Section 2.2.1.3), is taken into account and integrated into the surface charging module of the
modeling framework. lon reflection is expected to enhance roughness [52] by increasing the flux
of ions at the valleys of the surface morphology. Besides ion reflection, the mechanism of SEEE
is the second amendment to the surface charging module: an original detailed model for the
SEEE vyield is developed for PMMA substrates in the energy range which is of interest in plasma
etching (Section 2.2.1.2). SEEE and the consequent electron redistribution on the dielectric
surface could affect surface charging, as demonstrated in previous simulation studies on plasma
etching of dielectric trenches [166, 167]. The secondary ion-electron emission (SIEE) is not
considered as it was found that, in the presence of SEEE, SIEE had an insignificant impact on
the formation of the charging potential [167].

Toward the comprehension and, finally, the control of plasma induced surface roughness, the
second objective of the current chapter, filling the relevant gap in the literature, is to record how
charging is developed on the rough profile being etched and how it affects the evolving
roughness of the profile, in the presence of ion reflection and SEEE. First efforts are also
implemented in order to quantify the correlation between the surface roughness and the charging
potential: the scaling of the charging potential to a combination of suitable statistical properties
of the surface roughness is investigated.

The objectives of this chapter are attained by the modeling framework for the evolution of rough
polymeric surfaces under plasma etching, which is properly extended to capture the effects of ion
reflection and SEEE (Section 2.2). The model system involves etching of a PMMA substrate by
Ar plasma. The etching mechanism is physical sputtering by Ar".

The rest of this chapter is organized in the following way: The model system and the case study
are portrayed in Section 4.2. The interplay of charging and surface roughness is investigated
through the evolution of the profile, charging potential, etching rate, and root mean square
roughness versus the etching time are demonstrated in Section 4.3. In Section 4.4, the interplay
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of surface charging, ion reflection, SEEE, and surface roughness is studied. The conclusions are
summarized in Section 4.5.

4.2 Case Study

The case study is plasma etching of a PMMA substrate with a sinusoidal, simulating a rough,
profile (Figure 4.1). The etching mechanism is physical sputtering by Ar*. The ion energy and
angle distribution functions (IEADFs) for Ar" as well as the electron energy and angle
distribution functions (EEADFs) are the same as in Section 3.2. The mean energy of ions and
electrons are 90 and 4 eV, respectively. The ion angular distribution resembles a Gaussian and
the electron angular distribution is isotropic. The ion flux is 1.86x10%° m2s™. The dielectric
constant of PMMA is equal to 3. A substrate with a high (infinite) thickness is considered. The
role of the substrate thickness on charging has been analyzed previously (see Section 3.5 and
Reference [83]) and it has been found that although the thickness of the dielectric substrate
affected the charging time, i.e., the time required for reaching a steady state charging potential, it
did not affect the roughness evolution: the charging time was much shorter than the etching time
for all values of thickness (0.1 pum to infinite thickness for surface roughness at the microscale).

vacuum

PMMA I b ’

Figure 4.1. The initial sinusoidal profile of the PMMA surface. The steady state potential as well
as some of the ion (in black) and electron (in red) trajectories are also depicted. h is the height of
the vacuum space, and b is the thickness of the PMMA layer. h is 2.2 pm, and b >> h.

4.3 Evolution of the surface profile with and without charging

The effect of charging on the evolution of the surface profile for two etching mechanisms is
investigated. In the first mechanism, the etching yield depends on the ion energy (Equation 2.20
with f(#)=1) and in the second one, besides the ion energy, it depends on the angle of ion
incidence (Equation 2.20).
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4.3.1 Results for energy dependent etching yield

In Figure 4.2 snapshots of the surface profile for different etching times with [Figure 4.2b] and
without [Figure 4.2a] charging are shown. The charging potential for the snapshots of Figure
4.2b is shown in Figure 4.2c.
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Figure 4.2. Snapshots of the surface profile for different etching times a) without charging and b)
with charging, when the etching yield depends on the energy of the impinging ions. The profiles
are cropped from the middle of the first valley to the middle of the last one. The color of the

y (um)

104



profile curves denotes the magnitude of local etching rate. ¢) The charging potential for
snapshots of Figure 4.2b is depicted in Figure 4.2c. A substrate with a high (infinite) thickness is
considered.

In the case without charging [Figure 4.2a], the slope of the profile sidewall increases during
etching and a columnar profile is gradually formed. In particular, the etching rate is lower at the
middle part of the profile sidewall compared to the upper and down part of the sidewall (see e.g.
the snapshots at 0 s, the color of the profile curve denotes the magnitude of the local etching rate)
because the slope of the sidewall is greater at the middle part; the parts of the profile with high
slope will receive lower ion flux compared to parts with low slope as the ion flux is
proportionate to the cosine of the angle of ion incidence. Due to this difference in the local ion
flux and as a consequence in the local etching rate, the down part of the sidewall is etched faster
(compared to the middle part) and the slope of the sidewall increases and becomes almost
vertical (parallel to y axis, see the snapshots at time > 175 s). The columnar profile is retained as
the ion flux received by a vertical sidewall is very small.

However, when charging is involved in the process [Figure 4.2b], the difference of the etching
rate between the middle and down part of the sidewall of a profile peak is mitigated (see the
snapshots at 0 s). This is because the charging potential developed at the valleys acquires a
positive value capable of deflecting an amount of ions on the sidewalls. This deflection leads to
an increase of the local ion flux (the angle of ion incidence is decreased) and hence to an increase
of the local etching rate at the sidewalls. At the same time, the charging potential affects the
energy of the impinging ions: The ion energy is lower at the parts of high charging potential, i.e.
at parts of lower y coordinate [see Figure 4.2c], which induces an attenuation of the etching rate.
The synergy of the ion deflection towards the sidewalls at the initial stages of the etching process
with the decrease of the ion energy at parts of lower y coordinate (during the whole etching
process) endows the sidewalls a smaller slope compared to the case without charging. Due to the
formation of profile peaks with lower sidewall slope, the local etching rate is greater at the
sidewalls and as a consequence the profile peaks are thinned faster in the case of charging.

In Figure 4.3a, the root mean square (rms) roughness of the evolving profile with and without
charging is shown. The rms decreases in both cases. The rms decreases faster in the case of
charging which is attributed to the greater local etching rate at the sidewall of the profile. The
rms evolution in Figure 4.3a essentially quantifies the faster elimination of the profile peaks in
the case of charging (Figure 4.2a and 4.2b) and shows that surface charging contributes to a
decrease of the surface roughness; if charging did not exist, then the surface roughness of
polymeric substrates would have been greater. Charging not only affects roughness evolution but
it is also affected by it: The decrease of the surface roughness (Figure 4.2b) contributes to a
decrease of the charging potential (Figure 4.2c).

In Figure 4.3b, the etching rate versus the etching time with and without charging is shown. The
etching rate has been calculated by the time derivative of the mean height of the profiles.
Without charging, the etching rate remains almost constant for the whole etching process. The
etching rate is always smaller with charging than without; this is due to the decrease of the ion
energy in the case of charging. The increase of the etching rate versus time in the case of
charging is caused by the decrease of the charging potential (Figure 4.2c): The latter originates
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from the gradual mitigation of electron shadowing due to the widening of the valleys of the
profile.
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Figure 4.3. a) rms roughness and b) etching rate vs etching time (with and without charging) for

the surface profiles shown in Figures 4.2a and 4.2b.

4.3.2. Results for angle and energy dependent etching yield

In Figure 4.4 snapshots of the surface profile for different etching times with [Figure 4.4b] and
without [Figure 4.4a] charging are shown. The charging potential for the snapshots of Figure
4.4b is shown in Figure 4.4c.
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Figure 4.4. Snapshots of the surface profile for different etching times a) without charging and b)
with charging, when the etching yield depends on both the energy and the angle of incidence of
the impinging ions. The profiles are cropped from the middle of the first valley to the middle of
the last one. The color of the profile curves denotes the magnitude of local etching rate. c) The
charging potential for the snapshots of Figure 4.4b. A substrate with a high (infinite) thickness is
considered.

Either with or without charging, the profile peaks are thinned during etching. The peaks are
thinned slightly faster in the case of charging (Figure 4.4b). This is reminiscent of the previous
case (energy dependent etching yield, Section 4.3.1). However, the dependence of the etching
rate (yield) on the angle of ion incidence, i.e. on the profile slope, leads to the complete
eradication of the surface peaks either charging is taken into account or it is not. At the lower
part of the sidewalls, the profile slope is lower, and thus the angle of ion incidence and the
etching yield are lower compared to those at the middle part. On the other hand, due to the lower
profile slope, the ion flux is greater at the lower part of the sidewall compared to that at the
middle part. Thus, the difference of the etching rate (i.e. the product of the etching yield with the
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ion flux) between the lower and the middle part of the sidewall is mitigated and endows the
sidewalls a smaller slope (compared to Figure 4.2a) although charging is not present. Due to this
small slope the etching rate at the sidewalls is sustained and as a consequence the profile peaks
are eliminated in almost the same rate as in the case of charging.

In Figure 4.5a, the rms roughness of the evolving profile with and without charging is shown.
The rms decreases in both cases as in Figure 4.3a. However, the rms decreases only slightly
faster in the case of charging compared to Figure 4.3a and this essentially quantifies the slightly
faster elimination of the profile peaks in the case of charging (Figures 4.4b and 4.4a). At the final
stage of the etching process (t > 500 s in the case of charging and t > 670 s in the case without
charging), the rms decreases at a much lower rate; the latter is due to the almost complete
eradication of the profile peaks. Up to this stage, as in the case of energy dependent etching yield
(Section 4.3.1), it is shown that surface charging contributes to a faster decrease of the surface
roughness. As in the case of energy dependent etching yield (Section 4.3.1), charging not only
affects roughness evolution but it is also affected by it: The decrease of surface roughness
(Figure 4.4b) contributes to a decrease of the charging potential (Figure 4.4c).

In Figure 4.5b, the etching rate versus the etching time with and without charging is shown. With
or without charging, the etching rate decreases with etching time. This decrease is due to the
decrease of the etching yield. In particular, the gradual decrease of the local slopes of the surface
profile, manifested by the progressive smoothing of the profile observed in Figures 4.4a and
4.4b, leads to the consequent decrease of the angle of ion incidence. This is equivalent to shifting
the value of the angle of incidence to the left on the x-axis of Figure 2.6, and, hence, equivalent
to decreasing the etching yield. The decrease of the local etching yield overcomes the increase of
the local ion flux induced by the same source, i.e. the decrease of the local profiles slopes. The
effect of charging on the etching rate is due to the charging potential (Figure 4.4c) which
decreases the ion energy and as a consequence the etching yield (see Equation 2.20). Notice that
at t = 700 s the etching rates with and without charging are almost equal: Due to eradication of
the profile peaks, the electron shadowing is mitigated, the charging potential is close to zero
(Figure 4.4c), and thus the effect of charging is eliminated.
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Figure 4.5. a) rms roughness and b) etching rate vs. etching time (with and without charging) for
the surface profiles shown in Figures 4.4a and 4.4b.

4.4 The effects of ion reflection and secondary electron emission

Three mechanisms are considered responsible for intertwining with roughness evolution, i.e., ion
reflection, surface charging, and SEEE. They are reviewed separately in terms of numerical
models, which evaluate the corresponding importance of each mechanism on the total process of
roughness evolution. The purpose of the simulation is to quantify the effect and, thus, to identify
the role of the individual mechanisms on the roughness evolution. The etching yield depends on
both the ion energy and the angle of ion incidence (Section 4.3.2).

In Figure 4.6, the profile evolution of the initial sinusoidal profile in the absense of ion reflection
is depicted. Charging is ommited in Figure 4.6a, while, it is considered in Figure 4.6b; the
charing potential is also included in Figure 4.6b. It is shown that the profile peaks are almost
wiped out at the final stage (t > 525 s) either charging is considered or not. The latter is attributed
to the strong angle dependence of the etching rate which mitigates the effects of charging
(Section 4.3.2). Although the etching (sputtering) yield depends on both the ion energy and the
angle of ion incidence (Equation 2.20 and Figure 6), the effect of ion incidence, and as
consequence of the profile slope, dominates. This dominance originates from the big increase of
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the etching yield at angles of ion incidence in the range of 60°-80°. In case there is no angle
dependence, a different behavior is expected (Section 4.3.1).

It has to be noticed that the peaks are reduced slightly faster in the case of charging (cf. Figures
4.6b and 4.6a). The joint action of the ion deflection toward the sidewalls with the attenuation of
the ion energy at parts of lower y coordinate induces a smaller slope to the sidewalls compared to
the case without charging (Figure 4.6a). Consequently, the angle of ion incidence at the sidewalls
of the peeks is smaller in the case of charging approaching the maximum of the etching yield
(Figure 2.6). Thus, the local etching rate is higher at the sidewalls (figures 4.4a and 4.4b), and
subsequently, the profile peaks are eradicated at a faster pace when charging is involved in the
process.

In Figure 4.6¢, besides charging, SEEE is also included. Comparing it with Figure 4.6b, hardly
few differences are distinguished in the evolving profiles. However, the charging potentials at ¢ =
0 s differ. The initial profile (Figure 4.6b, t = 0 s) induces heavy geometric shadowing in the
isotropic electron flux. Most electrons impinge on the upper region of the surface sidewalls. As
the positive potential is developing in the valley region, electrons are attracted there in order to
compensate the overwhelming initial current imbalance. In the absence of SEEE, such current
balance is attainable for a potential of 45 V. With the inclusion of SEEE (Figure 4.6c¢, ¢ = 0 s) the
charging potential is reduced ~50% because a larger electron flux impinges at the valley region.
Indeed, due to the emerging positive potential, it is more probable for a secondary (or a reflected)
electron to terminate its trajectory at the valley region during the charging process. Thus, in order
for current balance to be restored, a lower potential is needed. However, the effect of the SEEE
in the charging development is mitigated as the profile evolves and eventually it is disappeared
for t > 175 s (Figures 4.6b and 4.6c at 175 s and 350 s). After this time, the profile valleys are
wide enough to reduce the electron shadowing and receive the great majority of the incident
electrons. Hence, the charging potential is the same to that in the absence of SEEE (Figures 4.6b
and 4.6¢ at 350 s).
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Figure 4.6. Snapshots of the surface profile for different etching times a) without charging, b)
with charging, and c) with charging and SEEE, when the ion reflection is not taken into account.
The profiles are cut from the middle of the first valley to the middle of the last one. The charging
potential for the snapshots of Figures 4.6b and 4.6c¢ is also depicted.

In Figure 4.7 the same results as in Figure 4.6 are shown including the ion reflection
mechanism. Charging is ommited in Figure 4.7a, while it is considered in Figure 4.7b, and
ultimately, in Figure 4.7c, besides charging, SEEE is also taken into account. First, by comparing
Figures 4.6a and 4.7a, 4.6b and 4.7b, and 4.6¢ and 4.7c, it is shown that when the ion reflection
is taken into account, the profile features are sustained until the end of the etching time, i.e.,
roughness is not eliminated. Second, when charging is taken into account, the peaks of the
profile are shorter and thinner (cf. Figures 4.7b and 4.7a). Third, as in the case without ion

111



reflection, although SEEE initially (t < 175 s) induces a decrease of the charging potential, there
are no apparent differences in the profiles with and without SEEE (cf. Figures 4.7b and 4.7c).
This because the available surface for electron reflection or emission towards the valleys is
reduced. The SEEE mechanism just redistributes the incident electrons locally in the profile
valleys and this local redistribution does not affect significantly the electron flux (and hence the
electric potential).
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Figure 4.7. Snapshots of the surface profile for different etching times a) without charging, b)
with charging and c¢) with charging and SEEE, when the ion reflection is taken into account. The
profiles are cut from the middle of the first valley to the middle of the last one. The charging
potential for snapshots of Figure 4.7b and 4.7c is also depicted.
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The rms roughness of the evolving profiles in Figures 4.6 and 4.7 versus the etching time is
shown in Figure 4.8. The eradication of the profile peaks when ion reflection is not taken into
account (Figure 4.6) is manifested by the decrease of the rms roughness versus time. The slightly
faster eradication of the peaks due to charging is substantially quantified by the marginally faster
attenuation of the rms roughness. When ion reflection is taken into account (Figure 4.7) and in
the absence of charging, the rms roughness increases initially but finally comes to a saturation as
the “competitive forces of the process”, i.e. the angle dependent physical sputtering and the ion
reflection, come to a balance. When both charging and ion reflection are considered, the rms
roughness initially increases and after approximately 250s starts to fall. Charging not only
restrains the rms roughness at the initial stages of etching but, subsequently, it induces a decrease
of the rms roughness. Finally, as demonstrated in Figure 4.8, either with or with ion reflection,
the effect of SEEE on the evolution of the rms roughness over etching time is marginal.
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Figure 4.8. The rms roughness vs. the etching time for the surface profiles shown in Figures 4.6
and 4.7.

The correlation of the surface charging potential with the profile roughness has been
demonstrated previously (Sections 3.4, 4.3.1 and 4.3.2). We have shown that charging is
controlled by the aspect ratio for a sinusoidal profile (Section 3.4). The aspect ratio is determined
as the ratio of two times the amplitude over the half period of the profile and reflects the
significance of the electron shadowing effect. However, the aspect ratio cannot be defined for
random rough profiles emerging in plasma based surface engineering applications. In an attempt
to quantify the significance of the electron shadowing effect of such profiles on the surface
charging potential, parameter m is proposed, which reads

m:[rmsj 1 (4.1)

A ) c+skewness
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where 1 is the distance between the surface peaks. The skewness of the profile quantifies the
asymmetry of the distribution of the profile heights with respect to the mean profile height [223].
Generally, a surface with bumps has a positive skewness while a surface with holes has a
negative skewness [50, 224]. c in Equation y.1 is a unitless constant with a positive value (1/2 in
this work) so as to avoid division by zero or very large values when the skewness approaches 0.
m quantifies the competitive effect between the ratio rms/2 and the skewness on the electron
shadowing. Electron shadowing is enhanced when the ratio rms/A increases, i.e., when the
surface features (e.g. bumps, peaks or holes) are greater and at close range. Electron shadowing
is also expected to be heavier for lower skewness, i.e., for surface profile comprised mainly by
valleys (or a surface morphology comprised mainly by holes).

Figure 4.9 includes the charging potential at the bottom of the valleys (average value at the four
valleys) versus m for the evolving profiles shown in Figures 4.6 and 4.7. The arrows on the
curves denote the time path during etching. Without ion reflection, the charging potential
decreases with the decrease of m, either SEEE is taken into account or not. With ion reflection
and without SEEE, there is an almost linear correlation between the potential and m. This linear
correlation is disturbed when SEEE is taken into account and is restored when the SEEE effect
fades away: the two curves after point A almost coincide. This coincidence is also true for the
curves without ion reflection after point B. Figure 4.9 demonstrates that, besides the different
mechanisms and phenomena taken into account (with or without SEEE, with or without ion
reflection), the mutual interaction between surface charging and profile roughness is present in
all cases examined.
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Figure 4.9. The charging potential (average value of potential at the four valleys of the profile)
vs. parameter m (Equation 4.1). The arrows on the curves denote the time path during etching.
Values above 500s of etching for the curves corresponding to cases without ion reflection have
been removed as the profiles are almost flat (cf. Figure 4.6). The small difference (~3 V)
observed in the initial potential between the two cases of SEEE is an expected difference
between two runs of a stochastic process.
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4.5 Conclusions

Toward the comprehension and, finally, the control of plasma induced surface roughness, we
delved into the intertwined effects of ion reflection, surface charging, and SEEE on roughness
evolution during physical sputtering of a PMMA substrate with Ar plasma. For this, a modelling
framework for profile evolution of polymeric surfaces under plasma etching was utilized. The
framework was extended to include SEEE and ion reflection.

The investigation showed that the roughness of an initially rough profile decreased faster if
charging existed compared to the case of no charging. This practically reveals a mechanism
which contributes to the decrease of surface roughness of dielectric substrates; this mechanism is
not present in the case of conductive materials. Besides roughness, charging also decreases the
etching rate of rough dielectric substrates. Regarding the effect of roughness on charging, the
decrease of the roughness contributed to a decrease of the charging potential developed on the
etched surface. The effect of charging on the roughness and the etching rate of dielectric
substrates was found more intense in the case of energy (and not angle) dependent etching yield,;
when an angle dependence was present, the differences in the roughness with and without
charging were mitigated.

The effect of SEEE on the evolution of rms roughness was marginal. When the ion reflection
was considered, the profile features were preserved until the end of the etching time, i.e.
roughness was not wiped out. In that case, charging not only constrained the rms roughness at
the initial stages of etching but, afterwards, it led to a decrease of the rms roughness.

The charging potential was correlated to the profile roughness through a parameter which
suitably combines statistical properties of the profile such as rms roughness and skewness.
Regardless of the mechanisms and the phenomena taken into account, the charging potential
showed an almost monotonic behavior with this parameter, something that revealed the mutual
interaction between surface charging and profile roughness.

This chapter has been published as a part of the following articles:

a) G. Memos, E. Lidorikis, G. Kokkoris, The interplay between surface charging and
microscale roughness during plasma etching of polymeric substrates, J Appl Phys 123
(2018) 073303.

b) G. Memos, E. Lidorikis, G. Kokkoris, Roughness evolution and charging in plasma-
based surface engineering of polymeric substrates: The effects of ion reflection and
secondary electron emission, Micromachines 9 (2018).
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5. Investigation of roughness evolution during Oz plasma etching of polymeric
surfaces

5.1 Introduction

O2 and Oo-containing plasmas offer a great potential for the surface functionalization of
polymeric substrates: thermal reactive neutral species are combined with high energy ions to
alter both micro/nanomorphology and composition of polymeric surfaces in a dry means of
processing. Although plasma processing is an attractive option for the polymer surface
modification, plasma-surface interactions are complex and the process design is usually based on
a trial and error procedure. Towards comprehensive process design, a hybrid modeling
framework, addressing both effects of plasmas on polymeric surfaces, is developed and applied
to the investigation of O2-plasma-induced surface roughening of PMMA (Section 5.2). A kMC
surface model, considering the synergy of neutral species and ions, is used for the calculation of
the local etching rate; the novel element of the model is that it takes into account the surface
morphology through the calculation of the trajectories of the species joining the surface
reactions. The local etching rate is utilized by a profile evolution module, which is based on the
level set method, to predict the surface roughness evolution. A method for tracking local
variables of the evolving surface profile (e.g. surface coverage), treating a fundamental weakness
of the level set method, is used to effectively reduce the computational time. The components of
the framework have been thoroughly discussed and presented in chapter 2.

In this chapter, an evaluation of the accuracy of the kMC model is performed in Section 5.3.1;
the question to be answered is whether the KMC framework follows the mathematical
formulation which describes the surface processes during the etching of PMMA substrates in O
plasmas (Section 2.3.1). Specifically, the KMC surface model implements an ion enhanced
etching mechanism of PMMA etching in O, plasmas. The evaluation of the accuracy of the kMC
model is performed through a comparison to the analytical equations describing the ion-
enhanced kinetics. Section 5.3.2 handles the topic of the proper choice of time interval of the
kMC model, tkmc, and brings out the importance of the transfer of O surface coverage, 6o, with
the level set method ( Section 2.3.3). The proper approach of calculating the sticking coefficient
of neutrals on the surface during the particle trajectory module in order to be closer to its realistic
value is given in Section 5.3.3. Section 5.4 demonstrates the effect of operating parameters and
model parameters on the evolution of the surface profile and rms roughness of the surface
profile. The question addressed in Section 5.5 is whether the model presented in this dissertation
can capture the main trends of the experimental behavior of surface roughness of a plasma-
etched PMMA substrates with O chemistry. For this reason, the results of the hybrid modeling
framework are compared to measurements from the literature. Ultimately, Section 5.6 discusses
the capability of the hybrid framework to investigate the wetting behavior of plasma etched
polymeric surfaces. The potential of the framework to address changes of the chemical
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composition (oxidation) of the surface, is demonstrated, enabling the study of the wetting
behavior of plasma etched polymeric surfaces.

5.2 Case study

The case study is plasma etching of a PMMA surface with a sinusoidal, simulating a rough,
profile (Figure 2.8c); the amplitude of the sinusoidal profile is 0.75 pm and the period is 1 um.
The species coming from the bulk of the plasma reactor and join the surface processes are O and
O*. The energy, the angular distribution and the flux of O" are typical for plasma etching of
polymeric substrates: The energy is 100 eV, the angular distribution is Gaussian with a standard
deviation of 1.7° and the flux is 1.86x10%° ions/(m?s). O emerge from the bulk plasma onto the
surface due to random thermal motion; their angular distribution is isotropic. The ratio of O to
O* flux is equal to 100 (base case).

5.3 Evaluation and verification of the KMC model

5.3.1 Evolution of the surface coverage and the etching rate

The first question to be answered regarding the evaluation of the kMC model is whether it
follows the dynamic behavior of the surface coverage and the etching rate coming from the
solution of the analytical model described by Equations 2.24 and 2.25. In Figure 5.1a the surface
coverage versus KMC time, coming from a) the kKMC model and b) the analytical solution of
Equations 2.24 and 2.25 is shown for the flat (plane) part of the surface profile. Two problems
with different initial condition for 8o (o0 = 0, 0.5) are solved. In Figure 5.1a, the same results
for the etching rate are shown. The results of the kMC model for both 6o and the etching rate
follow those of the analytical solutions demonstrating that the KMC model reproduces accurately
the equations describing the surface processes (Equations 2.24 and 2.25).
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Figure 5.1. Results of the kKMC model (average value of 9 runs, the error bars are the standard
deviations): 6o vs. time at a) flat region, b) valley, c) peak region and d) middle of sidewall of
the surface profile (Figure 2.8c) at t=0. Analytical solutions of 6o (Equation 2.25) are also
depicted in Figure 5.1a. Results of o vs. time starting from an initial value equal to 0.5 are also
shown. The sticking coefficient of O atoms is updated (refreshed) with a period of twmc/40 =
0.001 s. The dimensions of the surface area are defined by As = 0.01492 pm and Lz = 0.00125
um (See Figure 2.8c).
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Figure 5.2. Results of the kMC model (average value of 9 runs, the error bars are the standard
deviations): etching rate vs. time at a) flat region, b) valley, c) peak region and d) middle of
sidewall of the surface profile (see Figure 5.8c) at t=0. Analytical solutions of the etching rate
(Equation 2.24) are also depicted in Figure 5.1a. Results of fo vs. time starting from an initial
value equal to 0.5 are also shown. The sticking coefficient of O is updated (refreshed) with a
period of tkmc/40 = 0.001 s. The dimensions of the surface area are defined by As = 0.01492 um
and Lz =0.00125 um (see Figure 2.8c).

5.3.2 What is the proper choice of tkmc?

The relation of the time interval of the kKMC model, tkmc, to the time step for the numerical
solution of the level set equation, t s, and to the time required for do to reach a steady state value,
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tss, is thoroughly discussed in Section 2.3.4. To briefly remind the reader, t.s should be as high
as possible and twmc should be as low as possible. Simultaneously, tkvc should be high enough
for the right calculation of the etching rate, i.e. to get a representative value of the etching rate
for tis. Hence, tumc should be greater than the time required to get the surface coverage, and thus
the etching rate, to steady state, tss. At a flat surface, the time required for 6o to reach a steady
state value (transition time) is ~5z, where z is the time constant of Equation 2.25 and is given by
Equation 2.26.

At the flat regions of the surface profile, both 6o and the etching rate saturate at ~0.03 s for
60,0=0, as shown in Figures 5.1a and 5.2a. This value is very close to 5z required for reaching the
steady state of Equation 2.25. Indeed, if the values described in the case study are substituted in
Equation 2.26, 5z is calculated ~0.03 s. A critical question is whether this time is enough to reach
a steady state at the shadowed regions of the sinusoidal profile.

In Figures 5.1b and 5.1c the results the kMC model for 6o versus time is shown for the valleys
and the peaks of the surface profile. It seems that roughly the same time (~0.03 s) is needed for
reaching the steady state at the valleys and peaks when the initial condition is 6o0=0.
Nevertheless, things are different for the sidewall region (see Figure 5.1d) where the saturation
has not been reached yet. Thus, if the initial condition is 6o0=0, twmc greater than 0.03 s is
required to reach the steady state at the sidewall.

0o versus tkmc IS shown also for 80,0=0.5 in Figure 5.1d. Under this initial condition, steady state
is reached at ~0.035 s. In the same fashion, curves of #o starting 0.5 are also depicted in Figures
5.1a, 5.1b, and 5.1c. In all cases, steady state is achieved at lower times compared to the initial
condition #op=0. There is a leftward shift of all curves which can be well predicted by the
analytical solution of 6o at the flat surface (see Figure 5.1a).

In Figures 5.1b, 5.1c, and 5.1d, the etching rate at the valleys, peaks and the sidewalls is shown.
The etching rate reaches the steady state at the same time period as fo. The etching rate also
encapsulates the leftward shift of 6o when the initial condition is 80,0=0.5.

The aim of these comparisons between the two initial conditions for o is to bring out the
importance of the transfer of o with the level set method (Section 2.3.3). After tenths of
seconds, #o takes a value which is not zero and probably not 0.5. For example, for the surface
profile after 0.5 s of etching, 6o arrives at different values at the flat region, the valleys, the peaks
and the sidewalls (0.73, 0.92, 0.76, 0.86 respectively). Through the transfer of o with the level
set method, these values can be used as initial conditions in the KMC model. The evolution of 6o
versus KMC time is demonstrated in Figure 5.3 for all regions. In the same figure, the results are
compared to the evolution of o with 6o0=0. The comparison demonstrates that the route to
steady state is profoundly faster when the transfer of 0o is utilized. Thus, the tumc used for the
calculations in this work is 0.02 s.
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Figure 5.3. Results of the kMC model (average value of 9 runs, the error bars are the standard
deviations): 6o vs. KMC time at a) flat region, b) valley, c) peak and d) middle of sidewall region
of the surface profile (Figure 2.8c) at t=0.5 s respectively. Two initial conditions for 6o are
considered: the first comes from the transfer of 8o with the level set method and it is 0.73, 0.76,
0.86 and 0.92 for the flat, valley, peak and middle of sidewall regions. The second is 6o,0=0. To
allow for better comparison, the results in the former case are shifted right by 0.02 s. The
sticking coefficient of O is updated (refreshed) with a period of tkmc/40 = 0.001 s. The
dimensions of the surface area are defined by As = 0.01492 ym and Lz = 0.00125 um (see Figure
2.8c).
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5.3.3 The update of the transition probabilities and the sticking coefficient of O atoms

The local values of the sticking coefficient of O are critical for the KMC algorithm as they are
used for the estimation of the transition probabilities by the particle trajectory module (Section
2.3.2). The sticking coefficient is equal to so(1 — #o) (Section 2.3.2 of chapter 2), i.e. it depends
on fo. However, the local values of fo vary during KMC time and thus the local values of the
sticking coefficients also vary. Hence, the calculation of the transition probabilities should be
also updated during KMC time. Ideally, they should be updated after the impingement of every
particle on the surface. The continuous update after each Atkmc (Equation 2.23) would result in
an escalating computational cost for the KMC model. A good strategy for overcoming this
computational obstruction is to update the sticking coefficients and the transition probabilities
periodically. In terms of computational efficiency, the proper period for this update is
investigated in Figure 5.4; the evolution of fo (and the etching rate) on a flat region versus KMC
time is demonstrated as the refresh of the sticking coefficient is repeated 1, 4, 20 and 40 times,
i.e. with a period of tkmc, tkmc/4, timc/20 and tmc/40.

In Figure 5.4a, 0o converges asymptotically to the theoretical solution given by Equation 2.25
when the period of the update decreases. The same applies for the etching rate (Figure 5.4b). The
small differences between the curves ensuing from the utilization of periods twmc/20 and tkmc/40,
suggests that an even smaller update period would bring no further improvement.
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Figure 5.4. Results of the kKMC model (average value of 9 runs, the error bars are the standard
deviations): a) 6o and b) etching rate vs. KMC time at the flat region of the surface profile with
the sticking coefficient of O along the surface profile updated (refreshed) with a period of tkmc,
tkmc/4, temc/20 and tkvc/40. The dimensions of the surface area are defined by As = 0.01492 um
and Lz =0.00125 um (see Figure 2.8c).
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5.4 The evolution of the surface profile and rms roughness

In Figure 5.5, the evolution of the initially sinusoidal surface profile is shown under different
conditions and model parameters. The effect of the ratio jo/j+|rat (ratio of fluxes at the flat region)
on the surface profile evolution is shown in Figures 5.5a and 5.5b. Two values for the ratio are
considered, 100 and >> 100 respectively.

In Figure 5.5a, the slope of the profile sidewall increases during etching, and a columnar profile
is gradually formed. This because, the etching rate is lower at the middle part of the profile
sidewall compared to the lower part, mainly, for two reasons: first, the slope of the sidewall is
greater at the middle part, thus, the ion flux, which is proportionate to the cosine of the angle of
ion incidence, is lower there, and, second, ion reflection increases the flux of ions towards the
lower part of the surface morphology.

The pertinent curve in Figure 5.6 displays that rms roughness increases initially and then comes
to a saturation. The initial increase of the rms roughness means that the valleys of the surface
are etched faster than the peaks. The etching rate at the valleys depends on the ion flux and éo.
lon reflection increases the ion flux at the valleys while diffusive reemission increases 6o at the
valleys by redirecting a part of neutral flux there.

The emerging columnar profile lessens the ion reflection effect (by reducing the available
surface for reflection towards the valleys) and as a result the slope of rms roughness curve
decreases until a saturation occurs. At this point, the redistribution of neutral flux towards the
valleys (due to diffusive reemission) sustains the etching rate there equal to the one at the peaks.
Due to the competence between j+ and 6o demonstrated through Equation 2.24, there is a
compensation effect in the etching rate at the valleys; the decrease of j+ (due to the reduced
available surface for reflection towards the valleys) leads to an increase in o (due to diffusive
reemission which directs the neutral flux at the valleys) and so the etching rate at the valleys is
not further decreased.

For the case in which jo/j+|nat >> 100, where the etched surface is saturated with the adsorbed
neutral species everywhere (fo=1), rms roughness is greater compared to the case jo/j+|fiat =100
(Figure 5.6). The appreciable slower increase of rms roughness, observed above 70 s, may
indicate a trend toward saturation, however, the slope of rms roughness increases shortly, after
20 s at ~90 s. From Figure 5.5b, this transition in the behavior of rms roughness versus time
corresponds to a profile changeover from columnar to tapered. This tapering ensues from the
high etching rate at the valleys; 6o is always at maximum value (6o=1) there and so the impact of
ion reflection amplification on the etching rate reaches full effect.
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Figure 5.5. Snapshots of the surface profile for different etching times when a) jo/j+|nat = 100 b)
when jo/j+|fa>> 100 (fo=1) and c) jo/j+|nat = 100 with reemission mode for O being off (So=1).
The color of the profile curves denotes the magnitude of the local Go.

In Figure 5.5c¢, jo/j+|niat is equal to 100 and the sticking probability of O is 1 (So=1, cf. Section
2.3.1). In this case, the effect of neutral shadowing on the profile evolution is further enhanced as
no O reemission takes place. Although ion reflection directs the flux of ions to the valleys,
geometric shadowing, blocks the neutral flux from reaching valleys and thus the etching rate is
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much lower thereat. Additionally, the available surface for ion reflection towards the valleys is
reduced as the evolution progresses. Indeed, the columnar profile renders the effect of reflection
on ion flux to the valleys marginal, so neutral shadowing has an even stronger effect on the
etching rate at the valleys; at this point the rms roughness starts to fall as Figure 5.6 depicts (at
~70 s). This simply means that the peaks are being etched faster than the valleys.

rms roughness (Um)

jO/j"rlfIat =100

05r —Jgl 4l >>100 ’

_.jo/j+|ﬂat =100, 5,=1

0 20 40 60 80 100
etching time (s)
Figure 5.6. rms roughness versus time with jo/j+|fiat = 100, jo/j+|fiat >> 100 (fo=1), and jo/j+|fiat =
100 with reemission mode for O being off (So=1).

5.5 Comparison to measurements

Several experiments have been performed on the plasma etching of polymers, however, only few
[17, 57] measured and recorded the evolution of the surface roughness of etched PMMA films in
O plasmas. The quantitative comparison of the simulation results to the roughness would require
the fluxes and the distributions (angular and energy) of neutral species (O) and ions (O*), which
may come either by measurements or by calculations by a reactor scale model [225]. For the lack
of the specific measurements/calculations, the question addressed in this section is whether the
proposed framework can capture the main trends of the experimental behavior of surface
roughness of a plasma-etched PMMA substrates with O2 chemistry.

In Figure 5.7, the rms roughness versus etching time is shown for a combination of six pairs of
(ratio jo/j+|riat, 10N energy) values with each pair corresponding to a different etching condition.
Two values for the ratio jo/j+|nat, 100 and >> 100, and three values of ion energy, 100, 150 and
200 eV are considered. The first observation is the change of the growth mode for the rms
roughness observed at high ratios of jo/j+|nat; there are three changes (transitions) of growth mode
for the rms: fast growth, followed by moderate growth, followed by fast growth. Although they
may be attributed to different causes or not discussed at all, changes in the growth mode of rms
roughness are encountered in the measurements of Kontziampasis et al. [17] and Sun et al. [57]
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The second observation is an upward shift of the rms curve for jo/j+|fiat >> 100 when the ion
energy is intensified. This upward shift is also observed in measurements of rms roughness with
the increase of bias on the wafer carrying the sample for a high density plasma reactor (where the
production of O is high and thus the ratio of jo/j+|rat is also high) [226]. If jo/j+|rat iS lower, the
framework predicts that the rms roughness is not markedly affected when ion energy varies; due
to the competition between the ion energy and O surface coverage (an increase of ion energy
leads to a decrease in the O coverage), there is a compensation effect in the etching rate (cf.
Equation 2.24).

The third observation is an upward shift of the rms curve when the transition from the small to
the large value of the jo/j+|riat takes place while the ion energy is constant. The increase of the rms
roughness with the increase of the source power of the plasma reactor was also experimentally
observed [226]; the increase of the source power yields into further dissociation of O molecules,
increase of the production of O, and hence greater jo/j+|fiat.
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Figure 5.7. The rms roughness vs time for a combination of six pairs of (jo/j+|fiat, iON energy)
values with each pair corresponding to a different etching condition. Two values for the ratio
jolj+|nat, namely, 100 and >> 100, and three values of ion energy (E+), namely, 100, 150 and 200
eV are considered.

5.6 The potential of the hybrid framework to study the wetting behavior of plasma etched
polymeric surfaces

O.and O»-containing plasmas are commonly employed to alter the properties of polymeric
surfaces. For example, the wettability of polymeric surfaces is often enhanced by using O:
plasmas [9, 22-24]; this enhancement is attributed to both the appearance of O-containing
functional groups (peroxides, alcohols, ethers, and epoxies, aldehydes, ketones and carboxyl-
acidic groups) [14] on the surface as well as on the amplification of surface roughness.

Concerning the former, the increase of the wettability is related to plasma-stimulated formation
of -C(-)-O-, —C(-)=0 and —-C(O—)=0 bonds on the polymer surface corresponding to specific
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polar functional groups [14]; in such groups, the double-bonded O available from the plasma is
attached to the hydrocarbon chain and forms a hydrogen bond with water molecules, thus
increasing the wettability of the surface [13]. Precisely, these polar groups (especially peroxide
groups) [14] increase the surface energy by providing attachment sites for the water molecules
on the surface. Ultimately, high polar contributions to surface energy are preconditions for
increased wettability; these contributions grow during treatment in O2 containing plasmas by
interlocking the aforementioned functional groups on the polymer surface [12]. Concerning the
latter, the change of the wettability for e.g. a hydrophilic surface can be explained through the
simple Wenzel equation (coséw = rcos#) which predicts the change of the contact angle on the
rough surface (6w) as a function of the Young contact angle on an unmodified surface (6) and the
roughness factor (r); the latter is the ratio of the actual surface area of the substrate to the
projection of that surface onto a horizontal surface.

Can the hybrid modeling framework address the above contributions of plasma treatment on the
wettability of the surface? The answer for the contribution of the surface roughness
(morphology) is rather straightforward, as the output of the modeling framework is the surface
profile. Assuming that the density of the functional groups at the outermost polymer surface is
linked with the O surface coverage (6o) [12, 13], the hybrid modeling framework can also
address the contribution of the former (functional groups) on the wettability.

In Figure 5.8, the average 6o along the surface profile versus the etching time is demonstrated for
three different etching scenarios presented in Section 5.4 (jo/j+|na=100 and E+=100, 150, and 200
eV). In all scenarios, a very steep increase of 6o is observed in few seconds and a saturation of
fo to an almost constant value follows. This is in agreement with previous studies [12],
according to which, the maximum density of functional groups at the outermost polymer surface
is achieved (completed) after a few seconds. If the plasma exposure is continued, the process
passes over to etching [11, 12]. A steady state process between the introduction of functional
groups and polymer etching is then established [12]. The balance of these two processes depends
on the operating parameters of the given experiment [10].

Based on Figure 12, the O-functional groups on the surface for each etching scenario described
above can be estimated. It seems that the O surface coverage acquires its highest value, or the O-
functional groups are the most, when the ion energy obtains its lowest value (100 eV); the
surface with the more functional groups is expected to be more hydrophilic. Nonetheless, this
outcome does not imply that the etched surface ensuing from these operating conditions will
result into a Wenzel (fully wetted) or Cassie-Baxter (partially wetted) state, as it is the
combination of O-functional groups with roughness that determines, ultimately, the wetting state
of the surface. In order to predict the wetting state and its robustness to transitions from one state
to the other, the hybrid framework developed in this work should be combined to a
computational framework which quantifies the effect of the surface morphology and the surface
energy (the latter through the Young contact angle and the contact angle hysteresis) on the
wetting state [227-230].

127



average surface coverage along profile, 6,

52

0.8} .
—E,=100eV
071 ——E, =150eV |
—E,=200eV
06 1 1 1 1
0 20 40 60 80 100

etching time (s)

Figure 5.8. The average surface coverage of the surface vs. etching time at different conditions
(jo/j+/nat=100 and E+=100, 150, and 200 V).

5.7 Conclusions

A hybrid framework consisting of a a) kMC surface model and b) a deterministic profile
evolution module was developed to simulate profile evolution during plasma etching.

The case study presented in this chapter was plasma etching of PMMA surfaces with O
chemistry. The results of framework focused on the development of microscale roughness.
Unfortunately, there is a lack of pertinent measurements at the microscale level. To the best of
our knowledge, the evolution of the surface roughness of etched PMMA films in Oz plasmas was
measured and recorded in few experimental works [57, 231] and these measurements concerned
only nanoscale roughness. Although the focus of the framework was on the microscale, the
results were consistent to the available measurements: The framework provided an explanation
for the change of the growth mode of rms roughness versus time and captured the increase of
rms roughness with source power and bias voltage [232] in high density plasma reactors.

The potential of the modeling framework to address changes of the surface wettability during
plasma etching was demonstrated. The framework can simulate changes of surface morphology
(roughness) and O surface coverage (linked to O-functional groups), the combination of which
determines the wetting state of the surface.

This chapter has been published as a part of the following article:
G. Memos, E. Lidorikis , E. Gogolides and G. Kokkoris, (2021), A hybrid modeling
framework for the investigation of surface roughening of polymers during oxygen plasma
etching, Journal of Physics D: Applied Physics, 54 (2021) 175205
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6 Conclusions

Toward the comprehension and, finally, the control of plasma induced surface roughness, the
first purpose of the dissertation, was to record how interrelated surface mechanisms affect the
evolving roughness of the surface profile during physical (mechanical) etching (sputtering) of a
PMMA substrate with Ar plasma. For this reason, a computational modeling framework was
developed for the evolution of a PMMA surface profile with unconventional morphology under
Ar plasma etching. Particular importance was attached to the effects of surface charging by
integrating a surface charging module in the framework. The framework was extended to include
the mechanism of secondary electron emission and the reflection of ions on the surface.

The modeling framework was suitably modified in order to be applied to the plasma etching of a
PMMA substrate with Oz chemistry (ion enhanced etching) as well, which is widely used for the
surface modification and roughening of polymeric substrates. To describe the pertinent surface
processes and to calculate the local etching rates, an original KMC was developed and integrated
into the modeling framework. Various operating parameters of the plasma reactor, such as the
ratio of the flux of O to the flux of O (at the flat surface), the ion energy and the etching time, as
well as various mechanisms, such as the re-emission of O and the reflection of O* on the surface
were intertwined with the evolution of topography and, finally, their interrelated effects
determined the evolution of roughness. The framework was able to replicate experimental
roughness development trends found in the literature in high density plasma reactors. In addition
to changes in surface morphology, the framework was able to simulate changes in the O surface
coverage (associated with O-functional groups created on the surface during etching), the
combination of which determines the wetting state of the surface.

The novelty of the study carried out in the context of this dissertation is summarized below.

The novel contributions of the dissertation regarding the part involving etching of PMMA
with Ar plasma:

e This dissertation revealed, through the relevant publications [82-84], that charging is
inevitable on rough surfaces of polymeric substrates being etched by plasma. The
substrate is dielectric to allow charge accumulation and the surface of the substrate is not
perfectly flat. Due to the roughness there is a surface morphology which in combination
with the directionality difference of positive ions and electrons impinging on the etched
surface [119], enables the local imbalance of positive and negative charges.

e Even if plasma induced surface charging on conventional - with respect to the
semiconductor industry — structures, i.e., trenches or holes, has been studied in previous
works and its artifacts, such as notching, microtrenching, etching lag, and twisting have
been examined both experimentally, theoretically, and computationally, there were no
modeling framework or previous studies on the — inevitable during plasma etching -
charging of polymeric (and generally dielectric) surfaces with random rough featured
micro/nano scale morphology.
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The study showed that the effect of the surface charging phenomenon on the etching rate
manifests itself mainly through the reduction of ion energy (ion deceleration) and to a
lesser extent through changes to the trajectories of ions (ion deflection).

From a computational point of view, the results of the current dissertation suggest that the
effect of surface charging should be taken into account in the design of recipes for
producing or eliminating surface roughness. A practical implication of the current
dissertation is that the elimination or the reduction of surface charging will result into
greater surface roughness of polymeric, and generally dielectric, substrates. This
practically reveals a mechanism that contributes to the decrease of surface roughness of
dielectric substrates. This mechanism is not present in the case of conductive materials.

An original model for the SEEE mechanism was developed for PMMA substrates. The
total electron yield, oe, the secondary electron emission yield ¢, and the backscattering
coefficient, #, were based on available information in the literature for PMMA and other
polymers in the range of electrons with energies which is of interest in plasma etching
(0-50eV). The total electron yield ge, defined as the number of emitted electrons per
incident (primary) electron, was adopted from the work of Dapor [185]. It included
elastically and inelastically reflected primary electrons as well as true secondary
electrons. In order to separate the backscattering proportion of electrons (i.e. elastically
and inelastically reflected primary electrons), the Burke’s equation[183], expressing # in
polymers consisting of H, C, N and O as a function of the energy of the primary
electrons, was used. It was assumed that # represented only elastically reflected electrons
in the aforementioned energy spectrum [186]. Then, for energy greater than 16 eV
(threshold for the secondary electron emission process)[180, 187], ¢ was calculated as the
difference of e and #,; no dependence on the angle of electron incidence was considered
[184, 188]. The energy of the secondary electrons was regarded independent of the
energy of the primary electrons and equal to 1eV [188, 190]. Concerning the angular
distribution of secondary electrons, an isotropic (cosine) distribution was considered
[184, 188] [188]. Concerning the energy and the direction of the (elastically) reflected
electrons, specular reflection with no energy losses was assumed.

Regarding the study conducted in the part of the dissertation involving etching of PMMA
with O, plasma:

A hybrid framework consisting of a) a kMC surface model and b) a deterministic profile
evolution module was developed to simulate profile evolution during O plasma etching.
The coupling of the two components of the framework, allowed the KMC surface model
to take into consideration the profile shape (or the surface morphology) and extended the
potential of previous kMC surface models in the literature which assume that the surface
is flat.

Another novel element of the current dissertation, not previously used in etching and
deposition processes, was the use of the level set method for the transport of local
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properties of the profile (e.g. O surface coverage) from a time step to the next which is
not straightforward. As the evolving profile is embedded in an implicit function (level set
function), unless this transport takes place, any past information on the profile is lost
during the evolution.

The framework can simulate changes of surface morphology (roughness) and O surface
coverage (linked to O-functional groups), the combination of which determines the
wetting state of the surface.

Prospects of future research are also discussed below:

The modeling framework is flexible as it can be applied to other polymeric substrates
and/or other plasmas. It can also be applied to plasma etching of conventional structures
in the semiconductor industry such as trenches. It can be utilized to study the artifacts and
tackle the challenges of plasma etching of dielectric trenches, conductive trenches with a
dielectric mask, and trenches on SOI wafers.

Although the surface profile is 2d in the current study, the modeling framework can
address cases of 3d surface morphologies. No change in the surface parameterization or
the numerical methods is required. However, the computational cost will be higher and
the requirements for parallel processing more demanding.

Regarding plasma induced surface charging effect, although the framework has so far
handled cases of microscale morphologies, it can also handle cases of nanoscale
morphologies. However, in this  case, one  should focus on:

a) The sporadic nature of ion and electron flux entry in such critical dimensions. The
statistical distribution of charged particles may produce a charge distribution on the
dielectric surface that will severely fluctuate from point to point on the surface as times
goes on. Such a spatio-temporal stochastic pattern [130, 137] of charge distribution may
have a different effect on roughness evolution compared to the steady state charge
distribution emerging from microscale charging.
b) The time scales of the different phenomena involved in the process. In the
microscale, the charging time for steady state is much smaller than the time required for a
remarkable change of the surface morphology during plasma etching so one can perform
charging calculations without worrying about the modification of the topography due to
ion bombardment. However, concerning nanoscale, charging effect may evolve in a time
similar to the time required for the surface to change, so there is a strong possibility that
the charging computations cannot be decoupled from those for morphology evolution.

The plasma induced surface charging, not only affects the surface roughness developed
on the etched surface, but it is also expected to affect the properties of the etched
surfaces. The surface charge density developed on the etched surface was found to be
stable [233] and affect the wetting properties of polymeric surfaces [47]. Experimental
investigation is required to clarify the relationship between roughness and charge
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retention on the surface of a polymer as well as investigation of possible applications that
may arise from such technology.

Regarding the case study involving plasma etching of PMMA surfaces with O
chemistry, the framework captures experimental trends in the literature; it provides an
explanation for the change of the growth mode of rms roughness versus time and captures
the increase of rms roughness with source power and bias voltage in high density plasma
reactors. In order to generate quantitative results and to correlate them with
measurements, extension of the modeling framework is required. Generally,
measurements concern surface roughness statistics at different operating conditions (e.g.
pressure, flow rate, power). In order to link the operating conditions with the surface
roughness, a multiscale modeling framework [171, 192] is required, i.e. a reactor scale
model (e.g. [234]) should be coupled to the modeling framework of the current study.

The extension may also include additional mechanisms, such as product re-deposition
[192], which can affect roughness evolution, or more detailed models, e.g., for the
interaction of ions with the polymeric substrates.

The potential of the modeling framework to address changes of the surface wettability
during plasma etching was demonstrated. Strictly speaking, the wetting behavior may
depend on more than one scales of roughness. An interesting extension of the current
work is to analyze all scales of surface roughness and focus on the prediction of wetting
state of the surface (e.g. Wenzel or Cassie-Baxter or hybrid states). For this, a) a
multiscale analysis for the surface characterization [235] and b) a computational
framework which quantifies the effect of the surface morphology and the surface energy
(the latter through the Young contact angle and the contact angle hysteresis) on the
wetting state [227-230] will be required.

The modeling framework can also be extended by taking into account surface charging
for the case study of etching of PMMA substrates with O, plasma. The addition of
surface charging in the modeling framework for this case is challenging: surface charging
induces a charging potential which evolves gradually, inducing a third time scale in the
system (in addition to the time scale for the KMC simulation and the time scale for the
profile evolution), and affects the trajectories of ions.

The KMC surface model implements an ion-enhanced mechanism which is already
formulated in equations. This does not mean that the application of the modeling
framework is limited to such cases. It can handle cases and phenomena where the
transition probabilities or the process rates depend on the local activation energies, i.e. it
can serve as a platform to test complex and not explicitly formulated kinetics.
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7. Appendices

A. The directionality difference between ions and electron fluxes at the wafer
and the electron shadowing effect

Microstructure charging is induced by the directionality difference between ion and electron
fluxes at the wafer. The origin of this difference is discussed below.

More precisely, electrons enter the sheath having a Maxwellian energy distribution.® This means
that they have the same velocity in any direction towards the wafer, thus their angular
distribution is isotropic. Simultaneously, due to the negative floating potential v, developed on

the electrode (Section 1.3.1), electrons are decelerated in the sheath and the vast majority of them
are repelled back to the plasma. Actually, only a small fraction of electrons can cross the sheath.
This fraction is comprised of electrons from the Maxwellian energy distribution that are
energetic enough to overcome the negative potential v, . In other words, only electrons with

sufficient perpendicular velocity can reach the wafer

2eV
ut > - L (A1)

where e is the electron charge, v, is the (negative) floating potential of the electrode and m is the
electron mass.

The direction of the aforementioned electrons can be enclosed within a narrow angle ¢, denoted
in figure A.1 [119]. Due to repulsion, these electrons are decelerated as they traverse the sheath
and as a consequence their angular distribution expands. However, near the boundary lower
sheath and so the wafer, their average energy (temperature) is the same with that of the electrons
of the plasma initially due to the fact that these electrons had initially energies greater than the
average [29]. Ultimately, the electron angular distribution function can be described by cos"6,
where n<1 and @ is the angle of incidence of electrons at the wafer [120].

On the contrary, ions, are accelerated in the presheath region to the Bohm velocity*°,

% Electrons emerge from plasma into the sheath region due to random thermal motion. The Maxwellian distribution
conveniently relates a characteristic electron temperature to the average energy of electrons.

40 Between plasma and sheath exists a quasi neutral transition region of low electric field, and the effect of this
region is to increase the velocity of ions entering the sheath. This electric field penetrates plasma by a short distance,
the size of an electronic Debye length (screening length). A voltage drop of keTe/(2ge) occurs across this distance.
Here k is the Boltzmann constant, Te is the electron temperature and e is the electronic charge. Within this screening
length, ions are accelerated by this potential toward the sheath. This results in an ion flux significantly larger than
just the due to random thermal motion alone. This is the Bohm criterion for a stable sheath formation, which gives
the saturated ion current that is independent of the sheath potential. The saturated ion current according to the Bohm
criterion is 7 = 0.6nu, , where n is the plasma density. [29] B. Chapman, Glow Discharge Processes, John Wiley

& Sons (1980) 49-74, 139-172.
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Ug = —=, (A2)

where k is the Boltzmann constant, Te is the electron temperature and M is the ion mass.
Consequently, the vertical coordinate of ion velocity,

u —u, (A3)

i.e. that in the direction perpendicular to the wafer, is larger than the thermal velocity of ions in
the lateral direction, that is, parallel to the wafer

— kTI
Up = \/% (A.4)

where T is the ion temperature. As the ions cross the sheath, they are accelerated further due to
attraction from v/, and so their angular distribution evolves into highly anisotropic (see Figure

All).
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Figure A.1: Depiction of the electron and ion angular distribution functions at the sheath
edge and at the unpatterned wafer surface. The anisotropy of both distributions is evident.
Nonetheless, ions are much more directional than electrons. The part of the electron
angular distribution that will arrive at the wafer surface is denoted by ¢. [119]

Examples of angular distributions for ions and electrons at an unpatterned wafer are presented in
Figure A.2. In the ion angular energy distribution, the domination of the normal direction is
conspicuous. Contrarily, this is not happening for the case of electrons. The flux of both ions and
electrons hitting normal to an unshadowed surface segment AS (see Figure A.3) is maximum,
although there are significantly fewer electrons than ions impinging at angles near to the value
6 = 0°, where 4 is the angle particle trajectory with the surface normal. Indeed, most electrons
impinge at angles larger than a few degrees from normal. The origin of microstructure charging
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is the difference in the angular distributions of ions and electrons as demonstrated in the next
paragraphs.
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Figure A.2: (a) lon (CI*) and (b) electron distribution angular distribution at the sheath
lower boundary as calculated by Hwang and Giapis [120].

Figure A.3: Depiction of the difference in the degree of anisotropy between ions and
electrons. Almost all of the ions arrive at the segment AS at angles of incidence smaller than
a few degrees from normal, while the majority of the electrons impinge at angles that
deviate significantly from o =0°. The dashed-line arrows describe electron flux while the
solid-line arrows depict ion flux. Decreasing length of the dashed lines indicates smaller
electron flux. Taken from [119].

Assume a dielectric line placed on a wafer surface adjacent to the surface segment AS. Due to
their low anisotropy, electrons arrive at oblique angles of incidence on AS. As a result, electron
flux will be diminished in this region. On the other hand, ions are highly directed, thus their
traces are slightly influenced. Hence, AS charges up positively. As far as the material of the
surface wafer is concerned, it can be conductive or insulating. In the case of a conductive
material, the aforementioned current imbalance will be restored by electron transport from other
unshaded areas. Additionally, the top regions of the line sidewalls will charge up negatively due
to the slanting electrons trajectories. Simultaneously, this negative charge will cause ions
deflection towards the lower part of the sidewall charging it up lightly positively. In the case of
an insulating material, accumulation of positive charge on the segment AS is incurred, as
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presented in figure A.4. lons are repelled due to the emerging positive electric field while more
and more electrons are attracted. When steady state is reached, the electron flux is equal to the
ion flux.

Figure A.4: Schematic illustration of steady-state current balances at an insulating surface
segment next to a single insulating feature of rectangular cross section. The dashed-line
arrows describe electron flux while the solid-line arrows depict ion flux. Decreasing length
of the dashed lines indicates smaller electron flux. The ion and electron fluxes are not to
scale. Taken from [119] .

Placing a second dielectric line, a trench is formed (Figure A.5). In this case, electron shadowing
is enhanced. Actually, the closer the lines are, i.e. the larger the aspect ratio is, the more severe
the shadowing is. As in the previous case, the ion flux is not affected. Consequently, the current
imbalance becomes more intense. If the wafer surface is conductive, current balance is restored
by electrons transport from other unshaded regions. However, in the case of an insulating surface
its potential must increase much more than that of the single-line case; more ions should be
deflected to achieve equal fluxes of ions and electrons.

Figure A.5: Schematic illustration of steady-state current balances at an insulating surface
segment confined by two insulating features, forming a trench. The dashed-line arrows
describe electron flux while the solid-line arrows depict ion flux. Decreasing length of the
dashed lines indicates smaller electron flux. Taken from [119].
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B. A brief review on kinetic Monte Carlo schemes

B.1 Introduction - the master equation

The most important “concept” for elementary processes (e.g. adsorption, desorption, diffusion)
on the surface of solids is the “adsorption site”. Kinetic Monte Carlo (kMC) simulates how the
occupation of the adsorption sites evolves over time (exchange of atoms between the sites of the
lattice surface and the fluid phase). The source of the kMC algorithms and a large part of the
analysis of the results of KMC simulations are established on the master equation [212, 214-216,
218]. For a system (adlayer) that can switch between two states (configurations), i.e. two
different ways in which adsorbates are distributed over the sites, A and B, the master equation
gives

d
CE)tA =—WgaPg + Wyg Pa (B'l)

where t is the time, paeg) is the probability of the state A(B) and wag (Wea) is the rate that the
system goes from state A(B) to state B(A). The master equation describes the evolution of the
probability of the system being in state A while jumping between A and B in a continuous time.

The master equation expresses a Markovian (i.e., memoryless) process where the transition to the
next state does not rely on the past events of the system and hinges completely on its current
state. In terms of surface kinetics, the Markov chain assumption is accurate as long as the
simulated events, such as adsorption, desorption or diffusion, are infrequent. Especially, they
should appear on a much longer timescale than the lattice thermal vibrations (i.e., the oscillations
of atoms in a solid about their equilibrium positions). In this scenario, the memory of which
states were formerly visited is completely lost due to the vibrations between two transitions of
the system*! and, thus, the surface kinetics is accurately represented by the master equation.

kMC algorithms do not resolve analytically the master equation (equation 1) for a given system,
but instead numerically model the Markov process with an approach based on stochastic
dynamics. In a typical kMC simulation, the dynamics of species and their interactions are
demonstrated by discrete hops from one configuration to another depended on random
probabilities. These simulations are usually performed on a grid (on-lattice kMC) [214] that
functions as a platform for species to interact and these interactions are based on a set of
predetermined rules and the initial atomic configuration. A proper KMC algorithm should enact a
correspondence between MC time and real time, as to demonstrate both the dynamics and the
steady state properties of the system. The algorithm should also determine at each step, to which
state the system should “hop” next. This is implemented by selecting and executing elementary

1 The more time the system allocates in one state, the more it loses sight of how it really entered there. After a
while, each probable way to leave from this state consequently turns into thoroughly independent of its past before
arriving the state.
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surface processes with a probability*? proportional to their relative rates*® of execution, followed
by an update of the time.

B.2 Direct kMC

One of the prominent and long established kMC methods for spatial distributed systems** is the
direct kMC method. The jth process at the ith site is picked out with a probability [214]

Py = k=11 (B.2)
1) N .
Z” < Iy
J
j=1 i=l

where Ny is the number of lattice points and N, is the number of processes* happening at each
site i. Ij is the transition probability*® of the jth process at site i, and It is the total transition
probability over the entire lattice. All Ij are estimated a priori, i.e., prior to choosing an
event. In the direct KMC method, generally, there are two steps:

Step 1 The (I, J) pair is picked out by employing a uniform distribution random number 1 € (0,
1) in consonance with [214]

_
1]
=

= IEi=AP e i= i (B.3)

|
tot

Step 2 The time is promoted by an accretion given from [214]

Ing,
I

tot

At=-

(B.4)

where > € (0, 1) is a different uniform distribution random number. At is the finite time interval

during which the picked process occur. An excellent discussion on the details of the
establishment of equation of 4z in terms of 7ot IS given by R. Lesar [213].

42 probability of a process: process rate divided by the total rate of all possible processes.

43 Rate of a process: inverse of the average time between two successive events of this process.

4 Systems that often compromise a substrate where adsorption, desorption, diffusion among sites of the substrate
can take place; there are spatial variations of the concentrations of species within the system.

4 Processes: chemical reactions in well-mixed systems; in distributed systems these can describe reactions, transport
processes, and other steps.

46 In the kMC literature the descriptions “rate” and “transition probability” are adopted equivalently.
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A bottleneck of the direct KMC method for lattice systems emanates from the extent of the
N N

system due to the vast number NpxN_ of transition probabilities {I—;j}i:Lljjl . Picking a process j at

a site i, according to equation 3, may consume substantial computational time. Moreover, at each

N, N

trial, the whole transition probability matrix {[i'j}izljil has to be amended. These pick and update

procedures curb the direct kMC method to systems of a small-scale lattice size and a small
number of processes.

B.3 n-fold direct kMC

The n-fold method stems from the fact that in many lattice systems, the interactions are short

ranged, and thus each site supports only a limited number of probable processes, i.e., the number
NN

of processes for which &jj=1 is often much lower than N, , where {gij}i:l,-:pl is the participation

indices of site i, i.e., whether process j happens on the ith site, &jj=1, or not, &;;=0. Specifically,
step 1 is modified as follows:

Step 1 (n-fold): Let I describe the transition probability per unit time of the jth process and n;
the number of sites appertaining to this process (class). Then one has [214, 236]

n=> ¢ (B.5)

The jth class is picked out with a probability [214, 236]

N, N,
class ; ]}gij FJ ; i nJ I] nj ]—]
pJ - Np N - N, N - Np - I (BG)
szkgik I D & anll “
k=1 i=1 k=1 i=1 k=1

utilizing a random number &1 € (0, 1) from a uniform distribution [214, 236]

j-1

i
Znil—; anl—;
= < <8 (B.7)
I, I,

ot ot

In view of all sites in a class are tantamount regarding the transition probability, a site, say m,
from the picked class is randomly selected utilizing a second random number > € (0, 1) [214,
236]
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m = floor(n;&,) +1 (B.8)

Here the command “floor” demonstrates rounding of the real number n;j{> to the nearest lower
integer.

A benefit of the n-fold direct method is that one has to look among the probabilities of a small
number of classes to select a class and utilize a second random number to choose a site from that
class. This renders the identification procedure (which process and which site) very effective.

B.4 Coarse grain kMC

In microscopic KMC simulations, an extensive number of microscopic sites, are covered by
different atoms with a maximum of one atom per site. However, in some circumstances the
system required behavior, property, or response is intrinsically at the mesoscale, i.e. its entire
atomistic description is inapplicable for the given application. Coarse-grain models provide an
effective means to model and simulate such cases; for instance, coarse-grained KMC simulations
make feasible the linking of microscopic scale phenomena at an interface with continuum
simulations of a fluid adjacent the interface [237]. The basic intention is to capture the properties
of a system to a desired precision (i.e. to capture large-scale features, while preserving
microscopic information on intermolecular forces and particle fluctuations), whilst decreasing
the complexity adequately to render computer simulations of that model possible.

The coarse-graining approach was cultivated most broadly by the Vlachos group [237-244]. The
idea is to assemble microscopic neighboring sites into coarse cells (collection of sites). A coarse
cell does not designate an occupation of a single site, but, for each type of adsorbate, the number
of such adsorbates in the cell is specified and their population coverage in the cell is described.
The adsorbate may be allowed to interact with, react with, and diffuse to nearby cells. The
processes (i.e., adsorption, desorption, and diffusion) are executed according to their transition
probability. This execution may substitute one atom for another different atom or diffuse an atom
from one cell to its adjacent cell, thus modifying the population coverage. The latter is updated,
the transition probabilities are recalculated according to it and the procedure is repeated; in this
fashion, surface kinetics are forged in terms of population coverages of different types of
adsorbates.

This drives to vast acceleration in comparison to a microscopic kKMC simulation. For instance,
much less time need to be devoted on simulating diffusion [212]: diffusional hops within the
cells need not be simulated. They do not alter the population of the adsorbates within a cell (i.e.,
they do not alter the configuration of the new coarse-grained lattice), and can therefore be
neglected. However, spatial coarse graining produces errors due to loss of information [241]
within a coarse cell, i.e., due to the local mean field (well-mixed) assumption [214, 216].#’ These
errors can be curtailed by adaptive mesh [239-241] and multigrid methods [242].

47 Uniform distribution of particles is presumed and any local correlations among particles in a coarse cell are
omitted.

140



B.5 7—leap method

The coarse-grained KMC method still adheres to the one process-at-a time concept of the
microscopic KMC method. While time acceleration is still attained, as mentioned above, further
acceleration can be achieved through temporal coarse graining. This can be obtained by
executing multiple processes at once utilizing the z-leap method [245, 246]. This method was
developed for KMC simulations of reaction rate equations (processes), for spatially uniform
(well-mixed) systems.*® The basis of the z-leap method is that rather than executing one reaction
in every microscopic time interval, a coarse time increment (z) is selected, during which, a large
number of reactions are fired at once. The reactions that are bundled together are presumed to be
independent of each other, i.e., the incidence of one does not influence the others. In general, this
IS an approximation. It has been demonstrated, however, that the errors imported are insignificant
provided that the relative change in the population of all chemical species at each step is slight
[246]. This is the so-called leap condition. Obviously, the application of the t-leap method to a
microscopic lattice violates the leap condition since the population at each selected site alters
from one to zero or vice versa during an event, i.e., the changes are large.

It has been proposed, however, that spatial coarse graining can overcome this problem [244]. In
the spatial coarse-grained KMC method, one adopts adequately large coarse cells that encompass
a large number of sites under the local mean field assumption. Then the application of the z-leap
method becomes unambiguous. The z-leap CGMC method enables to take coarse time steps by
firing multiple processes at each time for all cells. This approach extends the z-leap method from
well mixed systems (spatially homogeneous) [245, 246] to spatially distributed. This is the key
ingredient that can surmount the bottleneck of one process at a time of the microscopic kMC
method and permit time synchronization of multiple processors or parallel simulations on single
and multi-GPUs [247].

Nevertheless, temporal coarse graining of a microscopic KMC simulation is attainable without
disregarding the leap condition. Specifically, the combination of the well-known n-fold method,
which generates groups of processes (classes), and the z-leap method permits one to take coarse
time steps in microscopic KMC simulations by firing multiple processes at once [236]. This
method does not demand spatial coarse graining.

C. The effect of different coarse-graining levels in the z-direction and along the
arclength of the surface profile

C.1 The effect of coarse-graining level in the z direction

The principal concept within our coarse grain KMC model is that several adjacent dangling bonds
(adsorption sites for O atoms) are grouped to form a single coarse cell. The collection of coarse
cells forms a new lattice in which each coarse cell contains b adsorption sites and is
characterized by an occupancy fraction, namely by 0o (0 < 8o < I). The basic assumption is that

8 There are no spatial variations of the concentrations of species within the system.
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each configuration with the same occupancy number within a coarse cell has equal probability
and that no spatial correlations exist among the adsorption sites (mean field approximation).

Figures C.1a and C.2a depict the evolution of 6o and the etching rate at a flat region of the
surface profile for different coarse graining levels along the z-direction (Figure 2.8c). In
particular, L; is considered equal to 0.00015625 pum, 0.000625 um and 0.00125 um while the
coarse-graining level along the arclength of the surface profile is kept constant. Concerning the
flat region (Figure C.1la and C.2a), as L increases (i.e. as the surface cell area increases), not
only the statistics are improved, i.e. the error bars decrease, but also the curves approach the
theoretical values for 6o and etching rate respectively, however, at the expense of computational
cost (time). When L; increases, the error bars also decrease for 6o and the etching rate at the
valley, the peak and the sidewall region (Figures C.1b, ¢ and d and Figures C.2b, c and d
respectively). In all cases, the results for L, equal to 0.000625 and 0.00125 um are very close
suggesting that greater L, would bring no further improvement. Although the results for L, equal
to 0.00015625 pum are not so close with the results of the other two cases, the error bars are
sufficiently overlapping. So, in this work, L; is equal to 0.00015625 um, as this value is small
enough to avoid an escalating computational time cost on the simulation and concurrently large
enough to allow for an accurate solution.

C.2 The effect of coarse-graining level along the arclength of the surface profile

Figures C.3a and C.4a depict the evolution of o and the etching rate at a flat region of the
surface profile for 3 different coarse graining levels along the arclength of the surface profile,
namely As is considered 0.001492 um, 0.01492 pum, and 0.1507 pm, while keeping the coarse-
graining level in the z-direction constant. The smaller As is, the larger the error bars are due to
statistical noise. The smaller As approaches atomic scale, as it includes ~5 adsorption sites (an
ion can remove ~4.5 adsorption sites when 6o=1). #o converges asymptotically to the theoretical
solution as As increases (Figure C.3a). The same applies for the etching rate (Figure C.4a).

Regarding the sidewall region of the profile, the statistics are improved as the coarse graining
level is increased. At the same time, by changing the length of the coarse cell, the local curvature
of the surface profile changes and the degree of geometric shadowing of the coarse cell alters for
the valley and peak region (Figures C.3b and c): the larger the level, the smaller the degree of
shadowing of the cell. Hence, the cell steady state condition is modified also.

Consequently, As must be small enough in order not to impose a limit on the fidelity of the
surface profile representation (i.e. geometric shadowing of particles) and concurrently large
enough (i.e. not an atomistic representation of the evolving profile) in order to avoid large
statistical fluctuations superimposed on the surface coverage and etching rate evolution. Hence,
in this work, As =0.01492 um.
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Figure C.1. Results of the kMC model (average values of 9 runs): 6o vs. time at a) flat region, b)
valley, c) peak region and d) middle of sidewall of the surface profile for L, equal to 0.00015625,
0.000625 and 0.00125 pum (As = 0.01492 um). Analytical solutions of 6o (Equation 2.25) are
also depicted in Figure C.1a. The sticking coefficient of O atoms (So) along the surface profile is
updated with a period of tiwc/40.
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Figure C.2. Results of the kMC model (average valuec of 9 runs): etching rate vs. time at a) flat
region, b) valley, c) peak reagion and d) middle of sidewall of the surface profile (see Figure
2.8c) for L; equal to 0.00015625, 0.000625 and 0.00125 pum (As = 0.01492 um). Analytical
solution of etching rate (Equation 2.24) is also depicted in Figure C.2a. The sticking coefficient
of O atoms (So) along the surface profile is updated with a period of tkmc/40.
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Figure C.3. Results of the kMC model (average values of 9 runs): 0o vs. time at a) flat region, b)
valley, c¢) peak region and d) middle of sidewall of the surface profile (Figure 2.8c) for As =
0.001492 um, 0.01492 um, and 0.1507 um (L; = 0.00015625 pm). Analytical solutions of 6o
(Equation 2.25) is also depicted in Figure C.3(a). The sticking coefficient of O atoms (So) along
the surface profile is updated with a period of tkwmc/40.
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D. The effect of dielectric thickness on the charging time through an analytical
approach

The aim of the following analysis is the justification of the decrease of the charging time (i.e. the
time required to arrive at a steady state condition) when the thickness of the dielectric substrate
increases. For this, a simplified case allowing for analytical treatment will be utilized: A flat
interface between a vacuum space (medium 1) and a dielectric substrate (medium 2) is
considered (Figure D.1). The surface is bombarded with a flux of monoenergetic positive ions;
no electrons (or negative ions) arrive on the surface. Gradually, a positive charge density builds
up on the interface and a charging potential is developed. The effect of the developing electric
field coming from this potential on the flux and the energy of the ions will be gradually
enhanced. At steady state, the ion flux on the interface must be zero, because, owning to the
absence of an electron flux, this is required for maintaining the current balance. This will happen
when the charging potential on the interface arrives at a value equal to the E+/q+, where E+ and g+
is the energy and the charge of the ions. The faster this charging potential is built up, the
lower the charging time is.

The surface charge density scales with the number of ions arriving on the interface and
consequently with time. If the surface charge density on the interface due to ion bombardment is
o(t) after a time space t, then the charging potential on the interface is (through the solution of
the Laplace equation with the method of separation of variables)[83]

v, =—20" (D.2)

& (en &y B)
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h
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Figure D.1. The rectangular domain utilized for the analytical solution.

where ¢ is the permittivity of free space. e and er2 are the relative permittivities in vacuum
(which is equal to 1) and in medium 2, h is the height of the vacuum space and b the thickness of
the dielectric/polymeric substrate (see Figure D.1).
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From Equation D.1, for the same surface charge density (time), the thicker substrate results into a
greater charging potential on the interface. Thus, the charging potential is built up faster and
the charging time is lower for the thicker substrate. Additionally, for a dielectric substrate
with an infinite thickness, or better when h/b — 0, Equation D.1 becomes

v, =208 (D.2)

808r1

When h/b — 0, the solution of the Laplace equation is the same as when the interface is the
bottom boundary of the simulation domain. The scale length for the variation of potential in
medium 2 can be regarded as infinite compared to the scale length for the corresponding
variation in medium 1 or, equivalently, the electric field in medium 2 can be considered as zero.
Thus, in order to calculate the charging potential at steady state, it is not necessary to solve the
Laplace equation in the dielectric substrate.
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