Detection of Fake News in Tree Propagation
Networks

A Thesis

submitted to the designated
by the Assembly
of the Department of Computer Science and Engineering

Examination Committee
by
Georgiadis loannis

in partial fulfillment of the requirements for the degree of

MASTER OF SCIENCE IN DATA AND COMPUTER
SYSTEMS ENGINEERING

WITH SPECIALIZATION
IN DATA SCIENCE AND ENGINEERING

University of Ioannina
School of Engineering

loannina August 2021



Examining Committee:

¢ Spyridon Kontogiannis, Assoc. Professor, Department of Computer Science and

Engineering, University of Ioannina (Advisor)

* Loukas Georgiadis, Assoc. Professor, Department of Computer Science and

Engineering, University of loannina

¢ Christos Nomikos, Assist. Professor, Department of Computer Science and En-

gineering, University of Ioannina



DEDICATION

To my family.



ACKNOWLEDGEMENTS

I would like thank and express my gratitude to my supervisor, Prof. Spyridon Kon-
togiannis for his guidance and support throughout my research. I would also like to

thank those who supported me all those years, especially my family.



TABLE oF CONTENTS

List of Figures iii
List of Tables iv
List of Algorithms v
Abstract vi
Extetopévn Mlepiindy viii
1 Introduction 1
1.1 Motivation . . . . . . . ... e 1

1.2 Objectives . . . . . . . . . o e e e e 3

1.3 Structure. . . . . . . .. e 4

2 Preliminaries 5
2.1 Branching Processes . . . . .. . .. ... ... .. . 5
2.2 Bayesian Inference . . . . . .. ... . L oo oo oo 7

3 Agents Propagation Model 9
3.1 A Probabilistic Representation of News. . . . .. .. ... ... ..... 9
3.1.1 Example . . . . . . . L 1

3.2 Sharing Process and Agents Behavior . . . ... ... ... ... .... 12
3.3 Propagation Dynamics . . . . . . ... ... Lo oo 19

4 Platforms’ Inspection Mechanisms 29
4.1 Introducing Platform in the Sharing Process . . .. ... ... .. ... 30
4.2 Platforms’ Inspection Problem . .. ... ... .............. 33
4.3 Optimization Criterion for Inspection Time . . . ... .. ... .. ... 36



5 Conclusion and Future Work
5.1 Conclusion . . . . . . . . e e e
5.2 Future Work . . . . . . L e

Bibliography

A Supplementary Material for Chapter 3

ii

44
44
46

48

50



LisT oF F1GURES

2.1

3.1

3.2

3.3

3.4
3.5

3.6

4.1

4.2

4.3

Branching process example with k£ = 3. Reference in [1]. . . . ... ..

Agent 0, shares by sending without checking (A4;; = S5) the story via
broadcast to a group of agents (red). . . . . .. .. ... .........
Sharing process of a story in different structures (a) Path and (b) Binary
treE. . . v i e e
The expected utility curves over different prior beliefs that follow a
Gaussian distribution at first round. Parameters: v = K = 0.4, a = 90%
and 0; ~ N (1 =03,02=0.09). . .o v vt
The resulting sharing tree after five reactions, from (a) to (e). . . . . . .
Regions (areas according to high and low thresholds) that characterize
agents actions for different prior opinions in first round. Parameters:
v=K=04,a=90% and 0; ~ N(p=0.3,02=0.09).. . . .. ......
The critical round 7, at where the best response of an agent in that

depth is to share without inspecting an event. . . . . ... ... .. ..

The fact checking model of a social media service. The fact-checking
process is assumed to an external service for the platform, which of
course comes with a given cost for the platform. In practical scenarios,
the platforms cannot conduct a fact check over stories because this
would affect their policy, given that fact checking comes with a cost. . .
An example of a ternary sharing tree where each agent is picked uni-
formly at random to react. The right triangle L is a subtree of the
sharing tree. . . . . . . . . L.
Evolution of platforms’ utility on a binary propagation tree. On round
1, the utility of agent was already evaluated and the policy was chosen

by platform. This is a greedy approach of finding the optimal policy.

1ii

6

30

41



L.isT oF TABLES

3.1 The probability distribution of truthful stories (V' = T left) and fake

stories(V = F right) with respect to the ground truth. . . . . ... ... 10

iv



LisT oF ALGORITHMS




ABSTRACT

Georgiadis loannis, M.Sc. in Data and Computer Systems Engineering, Department
of Computer Science and Engineering, School of Engineering, University of loannina,
Greece, August 2021.

Detection of Fake News in Tree Propagation Networks.

Advisor: Spyridon Kontogiannis, Associate Professor.

The proliferation of fake news in online social media platforms has opened up
novel, multidisciplinary directions of research trying to achieve automated mecha-
nisms for the timely identification and containment of fake news, and mitigation of
its widespread impact on public opinion. While much of the earlier research was
focused on identification of fake news based on its contents (e.g., writing style of
the story, stance of involved reactions to it, linguistic analysis, etc.), or on the related
context (e.g., exploitation of users’ engagement and their reputation within the social
media platform, etc.), which are mostly based on Al-enabled techniques, there has
been a rising interest in the provision of proactive intervention strategies which are
mostly based on the analysis of the spatio-temporal characteristics of the evolving
story within the underlying propagation network infrastructure. Most of these works
mainly focus on the analysis of the time-series of the reactions to the stories. Some
recent works focus on the structural characteristics of the propagation network. For
example, it has been experimentally observed that a typical fake-news story evolves
faster, deeper and farther than a typical true-story, within the social network platform.

In this thesis we continue the line of research focusing on the structural char-
acteristics of the underlying propagation network. Our first differentiation from the
literature is that we adopt a probabilistic model for the creation of stories, in which
each story is created either by an expert (and is perceived as a true story, or by some
propagandist (and is then perceived as a fake story). Experts have a high probability

of providing the correct answer to the question posed by the story, e.g., because they
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are based on concrete arguments and scientific evidence. Propagandists, on the other
hand, simply try to promote a particular stance (in favor of, or against the ground-
truth answer) with the story, irrespective of the ground-truth. It should be noted that
both an expert and a propagandist might provide either a correct or a false answer,
but the expert is highly likely to be correct.

The above mentioned probabilistic model was proposed by Papanatasiou (2019),
and was then studied and analyzed for a very simplified case in which the underlying
propagation network is a simple directed path. In this thesis we provide a similar
analysis for the case in which the underlying propagation network is a rooted directed
tree. This is a much more challenging case, since the sequential nature of the users’
reactions to an emergent story (and the direct consequences of their own actions to
the entire story) no longer holds.

We first provide a careful analysis of the users’ behavior during the evolution of the
story, assuming that they behave rationally, i.e., they are expected-utility maximizers
based on their own prior and posterior beliefs for the ground-truth value and for
the type (true/fake) of the story. We then proceed with the involvement also of the
platform, as an independent observer of the entire propagation network. Our goal is
to determine an efficient mechanisms for the platform in order to decide in real-time
whether and when exactly to intervene the evolution of an emerging story, while only

observing in the underlying propagation tree.
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EXTETAMENH IIEPIAHWH

lewpyLddng lwavvng, A.M.XE. otn Myyovixn Aedopévwy xal ITOAOYLOTIXWY ZVOTY-
pwatwy, Tuquo Mnyavixoy H/Y ko ITAnpopopixng, [loAvtexvixy XyoAn, [laveriotiuto
[wavvivewy, Abyovotog 2021.

Detection of Fake News in Tree Propagation Networks.

EmiBAénov: Zmoupldwy Kovtoyiavvrg, Avarinpwtng Kabnyntis.

To @owvopevo Twv Peudwiy eLONCEWY OTLS SLUSIXTLUAXES TTAATQPOPUES XOLYWVLXNG
IUTOWONG €XEL ONULOLPYNOEL OLETLOTNUOVLXEG XUTELOVVOELG EPEVYOG TTOL TTPOOTTO-
Bodv va emiTOYOLY AVTOUATOTTOLNUEVOVS UMYOVLOULOVS YLOL TOV €YXOLPO EVTOTILOWUO
%ol TEPLOPLOUO TWY PELBWY ELGNTEWY OTTWG XOL TNV OTTOTPOTTY] EXTETOUEVWY ETTL-
TTWOEWY TOLG TNV KON YVOUY. Eve éva peydio pépog tng mponyoduevng Epevvag
eTixevtpwnxe otov evtomiopd Pevdwyv eLdNoewy pe BAoy To TEPLEXOUEVO TOVG, TO
OTTOLO EXUETOAEVETE YOPOXTYNPLOTIXO OTIWE TO VYOG YOAPNG TNG LOTOPLAG, TV OTAON
TWY EUTTAEXOUEVLY OVTLOPACEWY OE LTV, TV YAWOOLXY avaAvoy. Emiorng, vroap-
¥OULY TIPOCOEYYLOELS OL OTTOLEG EEETOLOVY TO OYETIXO TTAXLOLO OTTWS 1 EXUETAAAELOY
NG EUTTAOXYG TWV XENOTWY XL TNG PNUNG TOUVG EVIOG TNG TAATQPOQUOG XOLYWYLUNG
owtoworng. [loAeg amo Tig Topamovw Texvixeg Boollovtol xVPELWS O TEYVLXEG WUE
SLVYATOTNTOL TEXVNTNG YONLOOUYYG OL OTIOLES TTOPOVOLOLOVY KOTTOLOL LELOVEXTNUOTOL
000V 0POPO. TNY ALGY TTOL TTAPEYOLY GTO {NTNU TOV PeLdwWY eLdNoewyY. Mo aAAn
EVOLOLPEPOLOA TTPOCEYYLOY] YLOL TNV TTOPOYY] OTEATNYLXWY TEOANTTLUNG TToEBoong,
ELVOL TEYVLXES OL 0Ttoleg BaollovTol xVPLWE OTNY VAAVGY] TWY YWEOYPOVLXWY YOO~
XTNELOTLXWY TNG EEEALOOOUEVS LOTOPLOG EVTOS TNG VTTOXELLEYTS LTTOSOUNG OLXTHOL
OL&doomg. Ov TEPLOOOTEPESG UTIO AUTEG TLG EQYNOLES ETULXEVTIPWYOVTOL XVPIWG OTNY
OVEAVCY TWY YPOVOOELPWY TWY OVTLOPAOEWY OTLS LoTopleg. OpLlopéves TPOGQUTES
EQYNOLEG ETUXEVTOWVOVTOL OTO SOULXA YOPOAXTNELOTIXA TOL dtxTVOL dtadoorg. [Mo
TOPASELYUO, EYEL TTopaTnEniel TetpopoTind OTL ptor TuTxn) (Pevdy| eldnom eEeiooe-

ToL TooUTEPR, PabdTtepar xo poxpdTEPX Ot ULa TUTILXY] aANOLYY LoToPLa, EVTOS TNG
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TAXLTQPOPLOG TOU XOLYWYLXOD SLXTOO0V.

X1y topovoo SLaTELPY] GLYEYLLOVUE TN YOO TNG EPELVAG TTOV ETILXEVTOWVETOL
OTO SOULXA YAPOKTNPLOTLXE TOL VTTOXELUEVOL SLXTOOL dLASOGNGE, TO OTIOLO TTPOXVTTTEL
ol Tig LTOBETELS EPYATLOG TTOV ELOAYOVUE YL TNV CUUTEQLYPOPE TwV XENoT®Y. H
TEWTY Log dLapopoToinay amd T PLpAoypapio elvar 6Tl viobetodpe Eva mhovobe-
WELTLXO LOYTEAO YLOL TY] OMULOLEYLX LOTOPLWY, 3TO 0Tolo x&be LoTopior dnuLovpyelToL
elte amd évay etdxd xol YiveTal avTlAnTt) wg ainbis totopia, €ite amd xamoLoy
TEOTIOYOLVOLOTY] XOLL GTY] GUVEYELO YIVETAL OWVTIANTTA WG (hevdn totopia. OL edixol
gxovy UeYOAN ThovHTNTA Vo SHCOLY TN CWOTY ATAVINCY OTO EQWTNUO TTOV O€TeL 1
totoplo, ETELdN YLt TOPAJELY Lo BaallovTol GE CUYXEXQLUEVO ETILYELONLOTOL XOL ETTL-
otnuovixd otolyeta. Ot TEOToyavdloTég, amod TNV GAAY TAELEE, ATTAWS TEOoTTaH0VY
Vo TPOWHNOOLY YLl GUYKEXPLILEVY] GTAGY, DTEEP 1] XUTA EVOG TTOOYRLOTLXOD YEYOVOTOG
UE TNV LOTOoPLO, OVEEXPTNTWG TNG TEAYULOTIXNG oAnbetag. Oa mpeémel vou onpetmbel
0Tl TG00 €VOG EUTIELPOYVOUOVOS OG0 0L €VOG TTPOTIOYOYOLOTY|G UTTOPEL Vou SKHGOLY
elTe Lot oot LTE pLor AovOaGUEYT ATTAVTNOY], AAAG O EULTIELPOYVOULOVOS ELVOL TTOAD
Thovd va elval owotdc.

[No o mpoovapephéy mbavobewpLtind povtéAo vmtapyel NON pLoe avdAvoy Yo
QLo TOAD oTtAOTTOLNUEYT] TTEPITTTWOY 0TNY ool TO LTTOXELEVO dixTLO dLadooTg el-
vor évoe oAb xatevbovléuevo povormétl. Xty Topoboo SLoTELRY] TOEEYXOVUE Lo
TOEOUOLOL OVAALGY] YLOL TY)Y TIEQITTTWOY GTNY OTTOLXL TO VTTOXELLEVO 3{XTLO SLAS0OYG
elvor évar pLlwpévo xatevbuvouevo dévtpo. H petdfBoon and v amAodotepn me-
plmTwon oty TEPITTWOoN TwY devdPLXWY OXTOWY, amoteAsl TEOXANoN *xobwg dev
toyVeL TAEOV 1 SLadoytx] QUOT TWY aVTLOPAOEWY TWY XONOTWY O ULO AVOSUVOUEYY
LoTOPLOL XOL OL BLETEG CUVETIELES TMWY LXWY TOVG EVEQYELWY GE OAOXANEY TNV LOTOPLO.
‘Eva onuovtind xopoxtneLtotixd tov povtédov, to omtolo Bewpodue 6Tl mpooeyyilet
TO YEVIXOTEPO TPOPRANUO xOADTEPX OTtd GAAEG €pyaaies, elval TO YEYOVOS OTL AoiL-
Bévete LT GPLY *EATTOLOL E{BOVE OLXOVOULKKY TIOPXYOVTWY XUTA TNV €EEALEN TOL
POLLYOUEVOL.

Apyxé TOPEYOLIUE LA TTPOTEXTLXY] AVEALGY] TG CLUTEQLYPOPAS TWY YEPNOTWY
xotéd v €EEMEYN g LoToplag, vrobéTovtag dTL ovuTEPLEEpovToLl opboroyixd, On-
A0td7 ETLILWOKOLY TNV PEYLOTOTOLNON TNG AVOUULEVOUEVYS WPEAELOS LE BAom TLg JLxEG
TOUG TTPONYOVUEVES KOl UETAYEVETTEPES TETTOLONOELS YLt TNV TLUN TNG PUOLUNG OAT-
Betag o Yoo Tov TOTO TNg totopiog (aAndBfic ¥ Peudrc). Me Bdon tic vTobéoelg

EQOYOOLOG TTOU ELOGYOVUE YLOL TOUG YPNOTEG, TAPOAHETOLUE AATOLEG TTOPATNENOELS
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Yo TV €EEALEN TNg Stadixaoiog LETAS00YG ULag eldNONG o €var TETOLO SIXTLO TN
OULVEYELD, TTPOYWPEOVUE UE TN COUUETOYY XOL TNG TTAATQEOPUOG, WG AVEEAQTNTOL TTO-
PO TNENTY OAOXANPOL TOL BLUTVOL dLAd0oMCS. ZTOY0G oG elval vo xabopioovpe Evoy
OTTOTEAECLOLTLXO UNYOVLOULO YLOL TYY TTAXTOOQULY, (YOTE VO ATTOPAOLLEL OE TTOOYLOTLXO
XOOVo oy xar TOTE axpLBwg o Topépfel oty eEEAEN ULog avodLOREYYS LOTOPLOG,
TOPATNEWVTAG LOVO GTO LTtoxeipevo dévtpo dtadoons. TéAog, mapabétovpe Qpoy-
LOTLXEG TULEG YLOL TNV OVOUEVOUEYY] WQEAELX TNG TTAATQPOQUOG YLOL TYV TTPOTGEYYLON

TOUL EVTOTILOLLOV TOL BEATLOTOUL YPOVOL TToPEWBaOTS.



CHAPTER 1

INTRODUCTION

1.1 Motivation
1.2 Obijectives

1.3 Structure

1.1 Motivation

Social media has become an important part of our daily interactions due to its easy
accessibility for users. According to ! the user base of social media such as Facebook,
YouTube, Twitter and Reddit is doubled since 2015. Hence, social media has become
a massive hub for information sharing and many users choose to consume news
from social media platform such the above mentioned. This ease of access to social
media platforms accompanied with the ability to publish information in form of
news article, which is given to regular users as well, creates the phenomenon of
misinformation spreading. Most recent important cases of fake news, that brought
spotlight to this problem, are the U.S. presidential elections of 2016 % and similar
incidents in Germany’s election of 20172,

Researches on fake news and rumor propagation attract the academic community.
There is a collection of surveys that provide an overview of the problem, techniques

and challenges, such as [2, 3, 4]. Approaches on fake news detection and mitigation

"https://datareportal.com/reports/digital-2021-april-global-statshot
2https://news.stanford.edu/2017/01/18/stanford- study- examines- fake- news-2016- presidential-election/
3https://www.theguardian.com/world/2017/5an/09/


https://datareportal.com/reports/digital-2021-april-global-statshot
https://news.stanford.edu/2017/01/18/stanford-study-examines-fake-news-2016-presidential-election/
https://www.theguardian.com/world/2017/jan/09/

might vary, but there are two core concepts that are common. First, there should be a
way to describe and formulate human interactions and how they share information
in their ecosystem, such as a social media platform. The second core concept is based
on the above formulation, that describes those interactions. Based on these formulas,
an approach should devise efficient methods that detect, mitigate or even prevent the
spread of rumors and fake news.

There are many interesting challenges related to the topic of fake news and ru-
mor propagation. First and foremost, the human nature that is hard to describe or
formulate for a system to process it. Understanding human behavior on the topic of
fake news is important in order to improve algorithms or other ways of automation
in order to prevent this phenomenon. There is a plethora of researches, similar to
[5, 4, 6] that provide us with hints and information in order to understand human
behavior on fake news detection. A second challenge is the motive behind the spread
of misinformation. The reasons might be financial, political or even based on satire.
This challenge is similar to that which concerns human behavior but we specify this
explicitly because the development of such model rely heavily on those motives. Such
an example is YouTube where users acquire advertisement revenue based on num-
ber of views. An attractive video that contains rumors, or misinformation in general,
increases the income that it generates. The fact that more users have access to social
media platforms creates another issue, that is the classification of rumors. The amount
of posts shared within those networks is hard to monitor and classify in order to be
used for training in machine learning models. Many platforms rely on fact checking
from professional journalist, that specialize on this domain.

On the topic of fake news detection, there are several techniques from different
perspectives that deal with the phenomenon of fake news detection and mitigation.
One of the most common models used to deal with fake news is the epidemic model.
Epidemics tend to describe precisely the propagation of fake news inside social net-
works because of the similarities they have concerning structure of such networks
as well the propagation dynamics. Some notable researches that refine and adjust
the basic epidemic models presented in [1], are [7, 8, 9, 10, 11, 12]. The drawback
with epidemics is that they are time inefficient since they depend on observing the
rates at which the population transition occurs between different states. Aside from
propagation analysis, there are linguistics-based techniques that use the content of

the information in order to detect fake news. Those approaches can be effective in



some cases but they suffer from the fact that most of the time we do not have the

exact values of ground truth in order to train those models *.

1.2 Objectives

Propagation analysis seems prominent approach in order to solve the problem of
detecting fake news in online social media platforms. An interesting model is provided
in [13] which is a sequential model that consists of a network of agents and a
platform that monitors behaviors in that network 5. Although social networks in
real applications are by far more complex, the philosophy of this sequential model
can be extended to more complex case studies. Our main objective in this thesis is to
improve and adjust this model in order to work for tree propagation networks which
is more representative version of a real world scenario and mitigate the problem faster
than the approaches in related literature.

This modification comes with challenges concerning complexity of calculations
that arise from the fact that social networks are complex structures. For this chal-
lenge, we assume in this thesis that the network we are working on is an m-ary
tree, which is a more realistic representation of a social structure than the sequential
model based on paths provide. This transition form a simple path to an m-ary tree
comes with challenges such the formulation of propagation dynamics and the com-
plexity of calculations from platform’s side. We deal with this issue by providing the
appropriate assumptions. First and foremost, we assume that platform, which can
be seen as an super agent, possess some distributional information about the other
agents’ prior beliefs of the story’s type (true or fake) but they otherwise have access
only to the events revealed to them by the structure of the propagation network. For
example, neither an agent nor the platform may actually know what another agent
truly believes about the evolving story. They can only observe that this agent, trans-
mitted the story to its followers, but not the reasoning of an action (e.g., she could
blindly transmit the story, or she might have conducted a private fact-check and then

realized that the story is true). To simplify the analyses in our model, we also assume

“Models that do linguistic analysis are leveraging machine learning models.
®We provide every detail that we use from [13] but we strongly suggest the reader to study for

deeper insight.



that this is a given Gaussian distribution. Another assumption that helps us deal with
complexity, is the knowledge that each entity posses throughout the process. Those
two assumptions make a natural transition from a sequential model that works for
paths, to a more general model that represents tree propagation networks.

Another objective that we have in this thesis is that our model assumed to work
under uncertainty. As we already mentioned in the previous paragraph, we make
assumptions for the knowledge that agents and platform possesses. This is very im-
portant for two reasons. First, it makes our model more general. Reducing the amount
of knowledge each entity posses makes the model more general and can work in many
scenarios. The second reason is that it respects privacy of personal information and
the opinions of agents fall under that category. There are many regulations such as
the European Union general data protection regulation that protect personal infor-
mation and many social media platforms are taking precautions in order to adjust to
those regulations. By limiting the amount of knowledge to a platform, we can have

such models that can be used in real life scenarios.

1.3 Structure

This thesis consists of five chapters and it is structured as follows. In chapter 2 we
provide background for two basic topics, branching processes on trees and Bayesian
inference, that will be mentioned and used extensively in the analysis of our news-
propagation model. Chapter 3 provides the details of the proposed news-propagation
model followed by an analysis of agent’s dynamics of the news sharing process with
the appropriate propositions and lemmas. In chapter 4 we formulate the platform’s
dynamics and we describe our solution for the optimal inspection time. Finally, in
chapter put conclusion chapter we have a discussion on how to generalize the model

in more realistic structures followed by our concluding remarks.



CHAPTER 2

PRELIMINARIES

2.1 Branching Processes

2.2 Bayesian Inference

In this chapter we provide to the reader an introduction to the basic concepts of the
theory we are using in order to develop our news-propagation model. Most of the
topics in this chapter are provided more analytically in [1, 14, 15, 16] but we include
the necessary background to make this thesis complete and provide the reader with
a basic knowledge of the tools we used. We once again suggest the reader to further

study the chapters from the above bibliography for more details.

2.1 Branching Processes

Epidemics is the most common structure based mitigation technique that is widely
used in order to combat fake news propagation. Those models not only describe
spread of viruses, but we can use them to formulate computer malware in networks
and also information propagation such as the virality of social media posts. In this
thesis, our building block is a refined version of branching process. Branching process

is a simplistic version of epidemic and it works as follows:

* First wave A person that is carrying a disease enters a population with n



(a) The contact network for a branching process

9 o 2 ¢ Q 9
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(b) With high contagion probability, the infection spreads widely
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(o) With low contagion probability, the imfection is hkely to die out quickly

Figure 2.1: Branching process example with k = 3. Reference in [1].

individuals. With probability p he transmits the disease to k independently, i.e

he meets three people and he infects only the first one.

* Subsequent waves Now, each infected person transmits the disease to their
contacts, so the amount of susceptible people we have in the second wave is k?

and in the n-th wave it is £" by induction.

The above rules define a simple epidemic model where the probability of infections
represents the rate and k is the an average amount of a person’s contacts. The question
on those models is if the disease will survive (i.e., turn into a pandemic) or eventually

stop spreading and die. The basic reproductive number determines whether a virus



will continue spreading or if it fails. We have the next proposition from [1]:

Proposition 2.1. Let Ry = pk be the basic reproductive number where k is the average
people an individuals meets and p is the probability that the virus spreads. If Ry > 1, then
with probability greater than zero the virus persists. If the basic reproductive number is less

than 1 then with probability 1 the virus with stop spreading after some waves.

The proof is provided more analytically in the related reference and it is based
on geometric sequences, which will concern the more complex branching process
later on the main body of this thesis. The reproductive number in our study can be
translated as a prediction where we can tell if the process will trigger a cascade, given
the contagion probability and the average people that a person meets.

In our thesis we use a more complex version of that model. First of all, we do not
have a fixed probability for infection. Every time nodes are added in the propagation
tree, this probability is affected. Another modification we make on that model is
the time that the process takes place. Instead of waves, we assume that each node
contacts his neighbors at some time ¢, more later at the appropriate chapter. Although
branching process seems significantly simpler than epidemics, it captures more with
the correct modifications and that is the fact that it micro manage the contagion inside
a network. In a nutshell, epidemics translate only the ratio at where entities move

from a state to another and it does not account a change of probabilities.

2.2 Bayesian Inference

Bayesian inference is a statistical inference that update beliefs about uncertain pa-
rameters as more information becomes available. The Bayesian inference is one of
the most successful methods used in decision theory, builds over Bayes’ theorem:
P(E|H)P(H)

P(E)

which expresses the conditional probability of the hypothesis H conditional to the

P(H|E) =

event F with the probability that the event, or evidence, £ occurs given the hypothesis
H. In the previous expression, the posterior probability P(H|E) is inferred as an
outcome of the prior probability P(H) on the hypothesis, the model evidence P(E)
and the likelihood P(E|H) of the evidence E occurring, given the validity of the

hypothesis H. Bayes’ theorem has been widely used as an inductive learning model to

7



transform prior and sample information into posterior information and is widely used
in decision theory. In order to visualize the concept of Bayes theorem, we provide a
simple example. Suppose people are tested for some disease. If the test is 99% accurate,
then this means that P(Positive — test|Positive) = 0.99. However, the most relevant
information is P(Positive| Positive—test), namely the probability of having the disease
if the test is positive, using Bayes theorem. If the proportion P(Positive) of infected
people in the total population is 0.001, then if we have the value of normalizing factor,
i.e. P(Positive—test) = 0.01, and we conclude that P(Positive| Positive —test) = 0.099,
which provides different information and more relevant, using evidence rather than
a simply using the accuracy of the test. It is obvious that both prior observations and
the observable data, contain information, and so neither should be neglected. Bayes
theorem has a general form as well, that works with multiple variables. The formula

for discrete multiple variables, which we use in our thesis, is:

~ P(E|Hy)P(Hy)
P(H|E) = > ier P(E|H;)P(H,)

where H,c; is partition of the sample space and Hj is an observation inside that
partition.

The process of drawing conclusions from available information is called infer-
ence. However, in many cases the available information is often insufficient to reach
certainty through reasoning. In these cases, one may use different approaches for
doing inductive inference. The strength of Bayesian inference, which is the method
of using Bayes theorem to deduce a claim, is that it requires minimum but relevant
information in order to work. This ability makes Bayesian inference an appropriate
method to express how opinions are formed inside a social structure. Other notable

applications are in medicine, machine learning, data analysis and many more.



CHAPTER 3

AGENTS ProPAGATION MODEL

3.1 A Probabilistic Representation of News
3.2 Sharing Process and Agents Behavior

3.3 Propagation Dynamics

In this chapter we describe the information propagation process among a group of
rational agents taking place in discrete time. We first provide a probabilistic represen-
tation of the information shared by this group of individuals under our assumptions
followed by the propagation rules of our model. Finally, we conclude this chapter
with an analysis of agents news-sharing process dynamics and the structural proper-
ties that arise from those. Although this thesis is provides all the basic background,

we suggest the reader to study [13] which is the basis of our model.

3.1 A Probabilistic Representation of News

We assume that each event in the world is characterized by a binary state © € {Y, N}
! which is unobservant by a group of individuals (we call them agents) and they
are of interest to find the exact value of ©. Agents may create informative content in

forms of news articles (we call them stories) that contain information over the ground

'This model supports events with more than two states but for the sake of simplicity we stay in a

binary model.



Table 3.1: The probability distribution of truthful stories (V = T left) and fake
stories(V = F right) with respect to the ground truth.
Pm|(©,V))||©6=Y | O0=N Pml|(©,V))||©=Y | O©0=N

m=y a 1—a m=1vy B B

m=n 1—a a m=n 1—-p ] 1

|
=

truth. These stories are described by m € {y,n} and state the creators realization of
the ground truth ©. Each story can be characterized by another unobservant variable
V € {F,T} which declares the validity of its content. If the stance of a story aligns
with the actual event, we have V = T with respect to © (truthful story). In the other
hand we have V = F with respect to © (fake story) whenever we are dealing with
stories that are uninformative or misleading in respect to ©. 2

In table 3.1 we have the probability distributions for both possible types of mes-
sages when we are characterizing them with their validity V. The signal-generating

process for truthful stories is described by the system of equations:

Ply | (Y1) =P(n [ (N,T)) = a (.1

Ply [ (N, T)) =P(n [ (V,T)) =1~a
where @ can be translated as the persuasiveness of source without any other prior
knowledge (i.e. the sharing history) or the probability of a story that shares the
same stance as the ground truth thus having truthful validity. We assume that the

persuasiveness is a € (0.5, 1) and it is known parameter in our ecosystem. On contrary,

when we are dealing with fake stories the signal-generating process is:

Py | (Y, F)) =Py | (N, F)) =2
Pn | (Y,F)=P(n|(N,F)=1-5

(3.2)

From the above equations we notice that the probabilities of stories m in both cases
remain the same over different values of ©. This reflects the fact that the content of a
story is totally uninformative and is randomly aligned with one of the possible states
for ground truth, i.e if 3 > 0.5 the author of a the story pushes his own agenda with

a false narrative described by a story of type m = y. Another observable variable, that

2We should mention that our model does not capture the intention of creating fake stories, i.e.

deliberately creating fake information or bad journalism.
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we assume it is common knowledge, is the percentage of fake stories that circulate
in our social infrastructure. Platform can monitor the validity of previous stories and
calculate the frequency, or an approximation, of fake stories denoted as v. We can also
express this quantity as the probability of a newly created story being fake without
any prior evidence, v = P(V = F). Those parameters conclude all possible outcomes
of a message type, in terms of validity and stance, that describes a binary state of
an event. In the next section we provide an example in order to illustrate how those

parameters work in a real scenario.

3.1.1 Example

We now provide an illustrative example in order to understand the role of those
parameters named in the previous section. There are several real world incidents we
can reference from fact checking sites, but we use a fabricated example for the sake
of simplicity. *

Suppose we have the next claim about COVID-19:

“University of loannina study finds that mortality rate of COVID-19 is lower in countries
with warmer climate.”

In our example, we have the ground truth, described by © € {Y, N} where Y
aligns with the content of the sentence, in other words Y is interpreted as “Yes,
mortality rate is lower in warmer climates”, while N presents no link between climate
and the mortality rate of COVID-19. The content of the article support © = Y so
we have that m = y. Also we expect that a claim made by university of loannina
would be highly persuasive since it would be researched with valid methods so a is
expected to be over 85%, taken at face value. This means that we are likely to adopt
the validity of that claim no matter the content of the research, only by attributing
the persuasiveness of the source as an authoritative entity in the research domain.
Another case is when we expect from the source of a story to be in interest to push a
story that aligns with a narrative. For example, if we knew that university of loannina
had benefit from supporting Y, then it might be the case that it produces a fake story,
whose stance m = y holds with probability 3, independently of the actual value of the

ground-truth variable ©. Another scenario is when we expect that the source is not

3Some examples fact checking sites are snopes https://www.snopes.com/ and politifact https://www.

politifact.com/.
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biased but we distrust their journalistic effort or the claim is more likely to be false.
Remember that 5 expresses the bias of a source to produce a fake story that supports
either Y or IV, while 3 = 0.5 means that the fake story is produced randomly to align
with one side.

Now let’s assume that all stories circulating our social structure is probably truth-
ful. This means that v is approaching 0% and in order to simplify things, let v = 0.

An agent with prior belief § = P(© = Y') will update his posterior belief as:

ab
af + (1 —a)(1 —0)

eposte’rior = IP)(@ =Y | m = y) =

which is greater that his prior belief § since a € (0.5,1). In other words, the fact that
all stories are truthful strengthens agent posterior belief that © = Y or equivalent
that the story is truthful, V =7 and m = y. On the contrary, if all the stories shared
within the social network are almost certainly fake, v = 1, we have that:
6
bpoterion = 51 =75 = O
We see that posterior belief remains the same as our prior opinion since any new

information over previous actions would not affect agents posterior belief.

3.2 Sharing Process and Agents Behavior

We assume that a group of infinite rational agents act in a discrete time ¢ € {1,2,...}
(we refer time as round ¢) based on various parameters. Each agent is characterized
by its own prior belief over ground truth which we assume that is an iid draw from
a Gaussian distribution. We denote agent i’s prior belief as 6, := P(© = Y). * The
process begins with an emerging story from the first node °. Each agent can choose

between the next strategies:

e React to the story by sharing it to its out-neighbors (follower list), without

inspecting its content. We refer to this action as send.

“Without loss of generality, we assume that prior opinions describe each agent’s belief over one
opinion, namely © =Y. Proofs for theorems and corollaries in this work are similar for © = N and

we mention if otherwise.
®We can assume that the first node is i = 0 since we can rearrange those id’s, which is planted

from an external source. We notice that ¢ and ¢ are similar in paths but this statement does not hold

for other structures such as trees.
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Figure 3.1: Agent 0, shares by sending without checking (A;; = S) the story via

broadcast to a group of agents (red).

* Refuse to share the story, namely block, without checking the content.
¢ To check the story and choose one of the next actions:

— Share the story is she\he finds that the article is truthful.

— Not share if she\he finds that the story is fake.

The strategy of each agent at round ¢ is denoted as A;; = {S, B,C} for each of
the above actions respectively. From the above strategies we can see that each one
of them splits into 2 steps, namely the inspection choice and the sharing choice. We
assume that if an agent picks A;; = C, the inspection yields a perfect result and the
next action dependents on it, i.e. we have socially responsible agents that do not share
fake stories. Thus we do not include the option to inspect and share a story if it is
evaluated as fake. In advance, we mention that if an agent chooses to share the story
either by send or check, we assume that he shares the message by broadcasting to a
group of agents as we see in figure 3.1. Next, we define the probabilities of the above

actions in strategy set A;;, as:

Definition 3.1. The probabilities of each action A;; that agent ¢ selects at round ¢ are:
e Su=P{Ap=95|m=y, H}
e By =P{Ay=B|m=vy,H,;}
e Oy =P{Cy=C|m=y,H;} and C;y =1 — S;; — By

for actions {5, B, C'} respectively.

In the analysis of this chapter about agents’ sharing process dynamics, we provide
closed form equations of the above probabilities.
At each round, we assume that an agent acts and picks one of the actions men-

tioned in the previous paragraph. This sequential process forms a sub-network G' C G
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(a) Sharing path

(b) Sharing Tree

Figure 3.2: Sharing process of a story in different structures (a) Path and (b) Binary

tree.

of the original network G = (V, E'). We refer this sub-graph as sharing sub-network or
sharing tree, when we are dealing with tree structures, and this sub-graph is known
to the platform. For agent i we assume that the sharing history he perceives, namely
H;, is the unique path from the originator of the story (source) up to agent i. As we
see in figure 3.2, we have the sharing network in which the red edges indicate the
sharing history for agent k, with prior belief 0, in a path and a tree. The sharing
network and history for agent i are the same for a path in contrast with a tree, where
we assume that agent ¢ knows that the story is shared only by his predecessors. In
our analysis we assume that if agent ¢ receives a story from a agent j, he cannot
receive the same story from another node [. As we see in figure 3.2, 05 receives the
story from 6, thus 63 will not broadcast the story to 05 again.b

Throughout the process, agents form and update their beliefs about the validity
of the story that is being shared in the network, and their validity. There are two
basic probabilities that express the agents opinions. First, we have the agents’ own

posterior belief over the value of ground-truth as well the agents’ posterior belief that

®We make a discussion for DAG’s in general in a final chapter of this thesis.
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an article is fake, respectively:

bit = Pi{@ = Y|m =Y, Hi}
Gt = P{V = F|lm =y, H;}

(3.3)

where he receives a message m = y with a history path H,, V¢ > 0. At each given
round ¢ agent updates his own posterior beliefs based on a group of parameters that
is common knowledge. The parameters that each agents knows at the round ¢, when

he receives the story are:

¢ The sharing history H; up to him from the source.
¢ His own prior belief §; for the ground-truth.

¢ The ratio of fake news and truthful news that circulate in the platform annotated

as v.

¢ The credibility a of a true story delivering a correct message about the ground-

truth value.

e The probability 3 that a fake story promotes the stance m = y for the ground-

truth variable, irrespectively of its actual value.

With the list of above parameters we calculate the closed form equations for 3.3 that

are the posterior beliefs of an agent .

Proposition 3.1. For each i agent at each round t > 0 it holds that:

Gi[ﬁvwit + (1(1 — ’U)]

b =Pi{© =Y|m =y, i} = Bowie + [ad; + (1 — a)(1 — 6;)](1 — v)

Bow;
Bowy + [ab; + (1 —a)(1 —0;)](1 — v)

qit :]P)i{v = F|m =Y, Hi} =

t—1
Sik
where w;; = H ————— and w;p =1
i ik + Cik

Proof. We construct the equation for ¢; since it is the main quantity that we will
consider mostly in our work and the proof for b;; is equivalent. The beliefs of this
model are defined over the set G = {(0, V') }oc(v,n},ve(r,r} and according to our model
for fake news and the independence of IV and ©, we have the prior opinions of an

agent as:
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Pio{(Y,T)} = 6;(1 —v)

]P)i[){(Y, F)} = 01‘1)

Pio{(N,T)} = (1 = 0;)(1 = v)

Pio{(N,F)} = (1 —0;)v

Suppose an agent ¢ receives a story in round ¢, he uses all the information available
to him in order to form his posterior belief that a story is fake. The only quantity

that changes as time passes is H;. For an opinion g € G we have the agents’ posterior

belief:
P{m =y, H; | g}P(g
Pit{g|m:y7Hi}: { | } () =
> P{m =y, H;|g}P(g)

g'eG

_ P{Hi[m=y,g}P{m =y | g}P(g)
S P{H |m=y.gP{m=y|g}P(g)

g'eG

(3.4)

which is the generalized Bayesian inference of an opinion g among a set of opinions
G. Now we calculate each probability in that expression in order to form ¢;;. From

section 3.1 we have the probabilities below:
P{m=y| (Y, T)} =aP{m=y|(N.T)} =1-q,

P{m =y [ (N, F)} =P{m =y | (Y, F)} =0

Now we calculate the quantity P{H; | m =y, g} which is the probability of a history
given a m = y story and an opinion. We are given that the story is y, thus agent
i considers his strategy only on V. This means that a fake story is shared only by

action S and a truthful story either by S or C:

P{H; [ m =y, (Y, F)} =P{H; | m =y,(N,F)} =

t—1

HP{Ait =S |m=y,H;} = Si

k=0
and
t—1
= [[P{Ai =S| m=y, H}+P{Ay = C|m=y,H}] = Sy + C

k=0
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Combining all the above equations, we can compute g;;:

qZ‘t:Pit{g‘m:yaHi}:Pit{(YaF>v(N7F)’m:yyHi}:

_ Bow;
© Bowy + [abio + (1 —a)(1 — 0;0)](1 — v)

Using the above calculations we can calculate b;; in the same way as:

by =Pu{g | m=y, H;} =P {(Y,T)V (Y,F) | m=y,H} =
_ 0| fvwy + a(l —v)]
fow; + [ab; + (1 — a)(1 — 6,)](1 — v)

t—1

S; . . -

where w;; = H #, w;o = 1 is the proportion probability that a story creates a
k=0 ik ik

sharing tree G:’ that is made with A;; = S up to round ¢ where S;; and Cj; are given
by definition 3.1.
[

Throughout the sharing process, each agent acts only once and he receives the
appropriate reward for his action. We define the utility of agent ¢, over his action A,
the function U;(A;:). Agent i receives reward either if he blocks a fake story or chooses
to share a truthful story. On the other hand, he receives no reward if he blocks a
truthful story or shares a fake story. Finally, an agent that chooses to inspect a story,
does so by paying a price. Notice that the above function is evaluated only for the

variables V' and A;. Collectively, the induced evaluation function is the following:

1, (A =SANV =T)V(Ap=BAV =F)
Us(Ai) = 3 0, (Ay = BAV =T)V (A =SAV =F) (3.5)
1-K, A;=C
where K is the cost of inspection. We assume that inspection occurs with a cost
K < 0.5 to avoid trivial cases where inspection is never optimal strategy. Agents are
choosing actions that maximize their utility at ¢-round and in order to do so, they
rely on their beliefs for values about the ground truth that we defined in proposition
3.1. Each agent chooses the strategy that maximizes his expected utility, given his
belief that the story is fake, ¢;. The expected utility can be calculated with the next

proposition:

17



Proposition 3.2. The expected utility of agents action is given by the function:

1 —qn, Apn=25
EUi(Ain)] = Qin, Ain =B

]_—K, Azh:C

Proof. And agent receives reward if he shares truthful stories or blocks fake according
to his belief. Thus, agents j expectation for action send, according to his belief ¢;; in
round ¢, is E[U;(S)] = (1 — ¢;1)U;(S AT) + ¢;:U;(S AN F) = 1 — gj. In similar manner
we have that expected utility gained from blocking a story, based on agents j belief
that is fake, is E[U;(5)] = (1 — ¢;o)U;(BAT) + ¢;:U;(B A F) = gj:. Finally, if a rational
agent chooses to inspect a story based on his updated belief, the expected utility can
be calculated as E[U;(C)] = (1—q;s)U;(SAT)+qj Uj(BAF)—K = 1—qi+q¢u—K =1-K
where the subtraction of K presents the cost that agent j pays in order to inspect a

story and decide whether to send a truthful story or block it otherwise. O

In figure 3.3 we have an illustration of the utility curves over different values of 0;.
Figure 3.3 is also a visual justification for the assumption that we made for K" < 0.5.
We can clearly see that if we assigned a value greater than 0.5, then 1 — K < 0.5
which implies that U;(B) > U;(C), ¥6; € (0,6) where U;(B) and U;(S) intersect, and
after that point it holds that U;(S) > U;(C), V0, € (i, 1).
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Figure 3.3: The expected utility curves over different prior beliefs that follow a
Gaussian distribution at first round. Parameters: v = K = 04, a = 90% and

0; ~ N(1n = 0.3,02% = 0.09).

3.3 Propagation Dynamics

In this section we will focus on the dynamics of agents propagation and the properties
of our setup, in order to help us tackle the main problem which is the optimal time
that we can intervene to stop the propagation of a fake story. In order to introduce
the properties, we describe each individual step of the process in a sharing tree. The
proofs for theorems, propositions and lemmas that are mentioned in related work
are provided in A.

At each round ¢ an agent ¢ is up to decide if he will inspect a story m = y and then
if he will share it via a broadcast on a group of agents, i.e. his followers.” According
to his belief, he evaluates each strategy and picks the one with that maximizes his
expected utility. If he decides to share the story, he broadcasts the story to the set of
all its out-neighbors (i.e., his\her followers) in the underlying social-network graph.
In round t + 1, we pick another agent to act in a sense that round ¢ is a counter

that determines how many agents have reacted. On the other hand, if an agent j

"The choice of agents that are going to react and how it affects the sharing tree and the inspection

time is further studied later on this thesis.
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Figure 3.4: The resulting sharing tree after five reactions, from (a) to (e).

decides to not share the story, no matter if he inspects or not, the sharing history H;
is discontinued at his path. Notice that in case of paths, time and agents are equivalent
in the sense that we can refer to each agent as ¢ agent that is up to act. Additionally,
if an agent decides not to share the story, the whole process is discontinued while in
an m-ary tree it stops only in the particular sub-tree whose root node decides not to
share.

Before we further continue our study, it is time to illustrate each individual step
of a sharing process with an extended example. Using figure 3.4, we begin with
agent 1 with 6; that chooses to share the story m = y with his neighbors. In order
to do that, evaluates his expected utility for each action and picks the appropriate
that has the maximum value. In order to do so, he calculates his posterior belief.
In the beginning of the process, there is no sharing history since he is the first that

reacts to the story on his unique path from the source up to him (i.e. he is the
Pown
Bowyy + [ab; + (1 —a)(1 —61)](1 —v)

root). From proposition 3.1 we have that ¢;; =
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where wy; = Sy/(So + Cp) since there is no previous sharing history. Continuing with

the next agent #, in (b) he also evaluates his own posterior belief with the expected

utility and he finds that it maximizes when he chooses to share with out checking

as well. The difference this time is that the sharing history of his ancestors is non

trivial, thus he }llas to make an estimation about w;. In order to do so, he must
Si

calculate wyy = H e which translates to the probability that a story reaches to
k=0 2 %

agent © without any inspection and it is a proportion of ¢;. We notice that this quantity
demands the knowledge of probabilities that concern the sharing actions of previous
agents in his sharing history. It is obvious that if agent ¢ knew the prior beliefs of
their ancestors, then agent ¢ would have a best response strategy and the choice of
action would be deterministic. Since we want to study a model that works under

uncertainty, we introduce the next two assumptions:

Assumption 3.1. Aside for the parameters that we assumed in section 3.2 is shared

throughout all agents and in order for agent to update his belief by calculating w; =
t—1
Si

————, we have two options:
S + C; P

k=0
o Agents presume that all prior opinions follow a normal distribution, 0; ~ N (0*,0?),

and 0* is common knowledge in our social network V4.

o Agents presume that all prior opinions follow a normal distribution and each agent
creates his own normal distribution centralized around him such that 0; ~ N;(6*,0%)
with 0* = 0;, Vj.

The first option translates to a setup that agents determine past reactions based on
a average prior opinion, i.e. an average value based on a similar subject that platform
historically recorded in the social network. This approach creates a normalized shar-
ing behavior because agents are assumed to be completely homogeneous, in the sense
that they all sample exactly the same distribution when considering the prior beliefs
of other agents. On the other hand, when agent ¢ uses his prior opinion to determine
the reaction history up to him, e centers the normal distribution for sampling the
other agents’ prior beliefs to its own (actual) prior belief. L.e., the agents are now
assumed to be heterogeneous.

Continuing in figure 3.4, at (d) and (e) derived sub-trees in our sharing process,

we see that agent 05 is choosing to inspect the information and share it with his
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neighbors, 03 and ¢y. For our model, and since we assumed that the inspection yields
perfect outcome, it is sufficient to find an agent that inspected the story and chose to
share it. This observation is useful in the next chapter that is focused on platform’s
inspection problem and the solution of interrupting probable viral stories that are
shared with suspicious reactions.

In order to separate the actual probabilities that an agent ¢ chooses a strategy
between {B, C, S} from his estimated value about those probabilities for his ancestors,

we introduce the next annotations:

Definition 3.2. We define as B/, C?

2t

SJ. the probabilities that agent i observes for
agent j and his actions {B, C, S} respectively for round ¢. More specifically, we have
the equations below:

B}, = Pi{A;(0;) = B | m =y, H}}

Cf = Pi{Au(07) = C | m =y, Hj}

Sh=Pi{A;(6;) = S | m =y, H;}
where A;,(67) is the action that agent ¢ believes that is optimal for agent j according

to the assumption 3.1 where agent ¢ presumes that his predecessors acting with some

prior 6*.

Now we provide closed form equations for probabilities in definitions 3.1 and

3.2, derived from the above proposition.

Proposition 3.3. Let be agent i that is up to react in round t. Then for the probabilities
Bii, Cii, Sy it holds that:

u=F <2a1—1 [(1 =m0 _a)D

Su=1-F (ml_ 1 {m(?t_(lv)_KK) ~{- a)D

Cip =1— By —5;
where F is the cumulative distribution function (cdf) from where 0;’s are drawn.
It is important to notice that in proposition 3.3, the formulation is independent

of the cdf F that distribution has. In our model we assumed that tall the agents, and
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the platform, presume that the other agents’ prior beliefs are drawn independently

from a normal distribution N (u,0?)

Fla)=1 [Herf (;g)]

where erf(z) is the error function specified in the background.

Now that we have the appropriate tools and specified the all the assumptions
about how an agent processes information and how he acts, we are ready to analyze
each component of our setup and find useful properties that will help us tackle the
platform’s inspection problem. One important property that will help in the analysis
of this model is the monotonicity of g;;. The following lemmas from [13] are useful

tools throughout the analysis.

Lemma 3.1. Suppose that an agent receives a story in round t. The agent’s posterior belief

that the story is fake, g, is strictly decreasing in her prior opinion over ground truth, 0;.

Lemma 3.2. Suppose that an agent receives a story in round t with a sharing history H;
and a prior belief over ©, 0;. The agent’s posterior belief that this story is fake is decreasing

as t increases.

The probability ¢;; can be seen as a sequence of 0;, {q;; }o,~n(u,0) for fixed ¢’s, or as
a sequence of ¢, {¢; }+en by fixing agents to their prior opinions. Lemma 3.1 describes
the behavior of ¢;; as we adjust the prior opinion of an agent, while 3.2 expresses the
monotonicity of ¢;; as time approaches to infinity. From 3.1 we notice that for a given
round ¢, if agents’ prior belief that © =Y is closer to 1 then it is less likely that he
will perceive that the story is fake. In addition, in lemma 3.2 we see that the later an
agent receives a story he is less likely to believe that it is fake. In other words, as the
length of H; increases® up to an agent i, he is more willing to believe that some agent
J, between the originator of the story up to him, has inspected the story and found
its content truthful. Lemmas 3.1 and 3.2 are very important to extract properties
for the behavior of agents as well for the optimal solution for the platform that we
will analyze in the next chapter.

As soon as an agent receives a story and based on 3.2, his best response is the one
that maximizes his expected utility thus, every action A;; occurs with probability that
depends on his belief that a story is fake ¢;;. Using definition 3.1 for those probabilities

combined the above proposition we derive bounds of our sharing process.

8We remind that the sharing history H; is a path from the root to a node in a sharing tree G’ C G.
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Proposition 3.4. In any round t, there exists a lower and an upper bound Z,,, Z; € [0,1]

respectively, for agent i, such that:
1. If 0, < Z;, then A; = B.
2. If 0; > Z;; then Ay = S.
3. If Z,, <0, < Zy then Ay = C.

where the thresholds Z,, and Z; expressed as:

Lit = 2a1_ 1 {(1 _BZ;IET[E K) (- a)}

- 2a1—1 [ﬁvgit—(lv)_KK) -(- O‘)}

Ziy

Proposition 3.4 shows that at any given time, the optimal choice of strategy that
maximizes the expected utility of an agent is bounded within the above thresholds
Z,and Z ;. Notice that we can slightly modify proposition 3.4 in a way such that they

become sequences over §; for a given round ¢. This brings us to the next corollary:

Corollary 3.1. For all agents i, there exists thresholds with 0; as argument such that:

— 1-K1—v2a—1 1—a
Wi: 61 U < w;
K v B ( +20z—1> it

K 1—-v2a-1 1—a
W. = 0. + ,
- 1-K w I} (Z 204—1>>th

equivalent to Z,Z € [0,1] respectively.

The last corollary is an alternative expression of thresholds Z,, and 7.+ with the
advantage that they are not dependent on time ¢{. With the help of corollary 3.1,
instead monitoring the sliding window where it is formed from Z,,_, ., Zitsoo, We can
calculate the round ¢ where w;, escapes out of W,, W; € [0, 1] thresholds. We remind
that w;, is a proportion of the actual belief, for agent i, that the story is fake. The
sequence w;; x ¢; calculates the amount of shares that made without inspection in
the process, namely A;; = S. Corollary 3.1 is very useful for platforms mechanism
in order to answer which stories are probably fake based on the propagation and we
further exploit their properties in chapter 4.

In figure 3.5, we have a Gaussian pdf and the bounds Z, Z in first round ¢ = 0.

We have three cases where:
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Figure 3.5: Regions (areas according to high and low thresholds) that characterize
agents actions for different prior opinions in first round. Parameters: v = K = 0.4,
a=90% and 6; ~ N(p = 0.3,0% = 0.09).

* Priors 0; that are picked below Z, inside the red area, consists of users that

prefer to block the sharing process without even inspecting it.

 The green area, that is between the thresholds Z, Z, consists of agents with prior

opinions such that they are more likely to check the story in first round.

e The blue area, above Z threshold, belongs to agents with such prior opinions

that they are going to share the message with no inspection.

Now we proceed, with the next proposition, by proving that those thresholds are
non increasing in ¢ and also the difference |Z;; — Z,,| is non increasing and non zero

while ¢t — oo.

Proposition 3.5. Given an agent j and thresholds Z,, Z; € (0,1), it holds that Z i and

7 jt are decreasing in t as well as the difference \Z it — jt]t_m

=gt

Proof. The claim is complete if we prove that w;; is non increasing. That is obvious

since w;; = H 3 + C’ is an product of quantities such that Sy, Cy; € (0,1), thus
ik ik
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Wi < wjg, Vt. For the difference ]Zt — Z,| let’s assume that we have a agent j with

8;, we compare the difference in round ¢ with the next round ¢ + 1. We have that:

|7j(t+1) - Zj(t+1)‘ - |7jt - th| =

1 [ﬁij(m)(l — K)

1 Prw;een K
- —(1-— _
2a—1| (1-0)K ( O‘)} 20 — 1 {

<1—v><1—K>‘“‘O‘)}‘

{2a1— 1 [ﬁvgﬁ—(lfu)_f(m - O‘)} - 2a1— 1 {(1 —sz;lé]lt[j xy (- O‘)]} -

1 51)(1 — K) ﬁUK
20— 1 [ [T o)& (e = i) = [y g (e wjt)} -

= 0(wj(e1) — wje)
where ¢ is a constant such that § > 0 for K < 0.5 and a > 0.5. Since wj(;11) < wj; we
have that the difference is decreasing and it is non zero.
The proof is equivalent using the assumption 3.1 where S;; and C;; are replaced

by S’ and CY, respectively, Vj € path(root, i). O

With proposition 3.5, we have the next important corollary for the sharing process,

that expands the cascading behavior in [13] for sharing trees.

Corollary 3.2. Let G' be a sharing tree as specified in section 3.2. There exists a
certain depth h. at which the best response is to share without inspect. More specif-
ically, there is a depth h. such that Z;, < 0 for some agent i or equivalent, h. =
min {h | Sy, =1 or Zy,, <0}.

Since each path expands as an independent experiment (agents know only how
many of their predecessors shared), for each of these paths there is a certain depth
that is critical. In the case of a path, where agents react in sequential manner, the
round represents the number of agents that react. In other words, we have a critical
agent positioned in a specific spot of the path such that, after a certain amount of
reactions, at round 7. the best response of 7. + 1 agent is to send without inspecting
the story. In figure 3.6 we have an example of a sharing process alongside with

the propagation network. The sequence of agents {6, 0-,05,611,0:5} reached in such
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Figure 3.6: The critical round 7. at where the best response of an agent in that depth

is to share without inspecting an event.

depth that the quantity wyr, will affect agents’ belief that the story is fake, g;r, that the
expected response is to share the story without inspection. In other words, agents’
interpretation of their depth is an increasing possibility of an existing agent that
checked the story and decided to share to the subsequent agents.

One question that emerges from the above analysis is the impact of depth over

agents opinion that a story is false, namely g;;.

Corollary 3.3. For an agent i with prior opinion 6 and his posterior belief that m =y is
fake, q;:, it holds that:

o If agent i chooses action S in round t,, Ay, = S then ¥Vt > t, subsequent rounds,
Ait == S.

e If agent i chooses action B in round ty, Ay, = B then Vt € [1,to]| previous rounds,
Ait == B.

Proof. We will prove the first bullet, since the second is proven in symmetrical manner
with opposite monotonicity. Lets assume that agent chooses to share a story without
inspecting it, at a given time ¢, which means that A;,, = S. This choice optimal when
his expected utility is maximized via action S, more specifically, whenever it holds

that 1 —q;, > ¢, and 1 —¢;;, > 1 — K. Since ¢;; is decreasing in time, then the quantity
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1 — g4, is increasing in time and since it is upper bound for both ¢;; and 1 — K, then
it will remain an upper bound as ¢ increases, which proves the claim. For the second
bullet, the proof is symmetric since ¢;;, > 1 — ¢;, and g;;, > 1 — K when the response
is A;;, = B. Adding the fact that ¢;; is decreasing in time, from lemma 3.2, we have

that the above inequalities hold, for each round 1 <t < t,. O
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CHAPTER 4

PraTrorMS’ INSPECTION M ECHANISMS

4.1 Introducing Platform in the Sharing Process
4.2 Platforms’ Inspection Problem

4.3 Optimization Criterion for Inspection Time

So far we created a setup for information exchange between a group of rational
agents alongside with the rationalization of the assumptions we made for our model.
The next step is to define the behaviour of our authoritative entity, in our case the
platform which is the social medium where agents interact and share stories with
each other. Given that the platform has an overview of the whole process, we utilize
this knowledge under a number of assumptions, to develop appropriate tools for our
platform in order to intervene and inspect information. Our goal is to consider the
properties of our network that will specify the optimal time for inspection.

In this chapter we introduce platform’s role in the sharing process model and
the inspection problem. We modify the basic sequential model introduced by [13]
in order to work for asynchronous propagation within tree structures, adding the
necessary assumptions. We continue with an analysis of the properties that emerge
from those assumptions. Finally, we leverage the structure features in order to find

an approximate solution for intervention and inspection of a story at proper time.

29



Social Media
Platform

y. \\

Monitoring Sending

News \_  Suspicious
Sharing \_ Viral Stories
Process far Verification

Announcing
Results to N

Network
Agents Social Network Structure R e Fact Checking

% ) ( ) Organizations

Figure 4.1: The fact checking model of a social media service. The fact-checking
process is assumed to an external service for the platform, which of course comes with
a given cost for the platform. In practical scenarios, the platforms cannot conduct a
fact check over stories because this would affect their policy, given that fact checking

comes with a cost.

4.1 Introducing Platform in the Sharing Process

So far we have an ecosystem where agents share messages called stories, as we men-
tioned in previous chapter, and their actions are under the assumption that are re-
sponsible individuals. This technically means that they act in order to maximize their
expected utility by not sharing non trusted stories according to their judgment. Now
we introduce the platform, where those individuals reside in. Examples of such enti-
ties are Facebook, Twitter, YouTube and many more, where millions of user interact
and share information with each other. In our case study, platform is a super agent
providing those online services in order for agents to interact with each other. In
our study, the platform observes the evolution of the propagation tree, and infers the
posterior probabilities of the involved users, so as to have its own posterior belief
about the validity of a story.

In figure 4.1 we have our ecosystem with the introduction of platform. We see
that our platform monitors the activity of agents network in order to maintain a
trustworthy social network of information sharing. If platform suspects that a story
is shared effortless (without any inspection), then there is a global check via fact

checking organizations. Afterwards, the results are announced to our network and
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there are two options:

o If the story is validated as truthful, then this announcement leads to a sharing
cascade. Additionally, the platform will receive a discounted reward for each

share of the story in our network.

e If the story is fake, then the sharing process is terminated and the the platform
will receive only a penalty for each (previous) share of the fake story, along

with a fixed global-check cost.

In our case study, we assume that the inspection yields a perfect result. This assump-
tion holds for both agents and the authoritative entities such as the platform or fact
checking partners. We also remind that this setup is easily extensible for cases where
the fact checking action occurs with error.

Another important part of our setup is the amount of privileges that such a
platform possesses. We mentioned above that our platform is a super user with
extra knowledge. We assume that our platform observes the creation of edges in our
network without knowing if they are product of checking action or blindly sharing
the story. In other words, platform observes reactions at given round ¢ from agents
without knowing the exact action, i.e. if it A;; = S or A;; = C in round ¢. Additionally,
the platform is unaware if an agent discontinued the sharing process by blocking of
checking the story. More specifically, platform cannot observe the round ¢ where an
agent decided to not share a story with either A;; = B or via checking with A4;, = C.
This assumption reflects a real life application where a social media administrator
cannot monitor if an individual user of such a service conducted a research or not in
order to share information within a network.

This brings us to a stronger assumption that makes the building block of our

model.

Assumption 4.1. The exact value of random variables 6; ~ N (0,0?) for each agent i
are hidden from platform. Platform only assumes a normal distribution N(0,0?) for the

independent sampling of prior beliefs for the agents.

The reasoning behind this assumption, that strengthens our model in order to
work under uncertainty, is that we cannot predict the exact value of a prior opinion
of a random agent. For example, let’s assume that we have an emerging topic. In such

case, most probably, we do not have prior opinions formed on the topic or even worse,
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Figure 4.2: An example of a ternary sharing tree where each agent is picked uniformly

at random to react. The right triangle L is a subtree of the sharing tree.

we formed wrong prior opinions. Another important property this assumption has is
the fact that this model is more confidential since we can work without monitoring
users of such services where there are issues of private information leaks.

As we mentioned above, the platform monitors reactions of agents, more specifi-
cally, those reactions that share information from parents to children. In other words,
platform increases the round from ¢ to ¢ + 1 whenever a node ¢ decides to share and
create edges to his friends, followers or children (from data structure perspective). We
need to decide how those agents are picked to react and choose an action at round

t. There are two approaches for that issue:

e Agents that are terminal leaves in the sharing tree are picked uniformly at

random.

» Agents are picked with probability (1/m)’ where m is the amount of children
that each node have (for m-ary trees) and [ is the height of node 7 in the sharing

tree.

It is obvious that the first approach tends to create unbalanced trees in depth
first manner. In figure 4.2 we see such a case. After the root decided to share the
information, let’s assume that node 6, is picked with probability 1/3, since we have a
ternary propagation tree, tree, to react at round 2. The set of leaves at that round, we
call it frontier from now on, consists of nodes 65, 4 and the children of 0,, D,,. Because
we assumed that agents are picked uniformly at random, hence the probability of
picking a node on the frontier is now 1/(| {f3,604} U Dy,) |, in case of our example it is

1/5 since we have 3 children of 6, plus the nodes in level 1. This implies that 6, will
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probably will be picked, with probability 3/5, rather than 63 or 6, with probability
2/5. Moving forward in the next round, the probability of picking one node to react
in the subtree L will increase once again, making more likely an expansion of the
sharing tree towards L.

On the other hand we have the second approach where the level of each node
matters, hence we have that node i is picked with probability (1/m)' where m is the

I and [ is the level where node i

amount of children each node is assumed to have
belongs. This approach is used to tackle down the issue that we have with unbalanced
tree when we are picking uniformly at random and also it is reasonable to say that we
expect from nodes who received the story earlier to react faster than freshly activated
nodes in the sharing tree.

Now that have established the role of the platform, alongside with the appropriate
assumptions, we proceed with the technical part and the introduction of the optimal

inspection problem.

4.2 Platforms’ Inspection Problem

Since we assumed that inspection yields a perfect outcome, it is sufficient to find one
agent that inspected the element. If an agent that inspects the story and decides to
share that means he found the story truthful. Because we assumed that the result
is irrefutable, the announcement of that the story is truthful will trigger an informa-
tion cascade in the sharing tree, and each sharing action afterwards will increase the
discounted reward that platform receives, i.e. advertise revenue or another moneti-
zation strategy that is benefit from sharing content. Apart from the agents’ private
inspections (fact-checks) for the type of a story, the platform may also intervene by re-
questing a global fact-check (e.g., from an external third-party fact-checking service)
and then communicating the result of this inspection to the entire community.

On the other hand, we have agents that are not reacting, and we cannot presume
if the chose A;; = C or B as an action, as we specified in section 4.1. An agent might
block a story either with or without inspection and that is hidden from platform

since it does not posses the exact value of 6 for each agent nor it is clear if the

'We are using mean field analysis in our approach with an average degree for children in our tree

structure. Thus we are developing this model over m-ary trees.
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agent inspected or plainly blocked the story. Thus it is important for the platform
to estimate the probability that some agent received the story and decided to inspect
and block it. Once again, this event is sufficient enough since inspection is perfect.
The platform can also utilize the probability of that event and dispute the validity
of that story via fact checking organizations. We assume that the intervention of the
platform in the evolution of the emergent story via fact-checking comes with a cost
K,. Now that we established those two warning mechanisms for global check, we

provide two propositions in order to calculate the probabilities of those events.

Proposition 4.1. Let T be a sharing tree and m = y is the story that propagates in T.
Then the platform’s belief there exist an agent i and A;; = C' at some round t in T, under

the assumption that platform observes independent random experiments over agents, is:

t—1
rp=1-Pp{Vie Vr: Ay =S| Hym =y} =1 [] PlAs = S4]

k=0

1€V

where Vr are the set of nodes of ', respectively.

Before we begin with the proof of proposition 4.1, it is important to mention
that time is irrelevant in that equation since we can rearrange the sequence of shares
and agents id’s in order. We keep the annotation of A;; though to avoid polluting this
thesis with unnecessary notations. That being said, we only use the next definition

in order to specify the platform’s belief over agents’ ¢ action:

Definition 4.1. For each action A;; = {B,C, S} of an agent 7 in round ¢, we define the
probabilities BY,, C%,

it 2

S?. that estimate the platform’s perception over the probabilities

B, Cit , S for each action respectively.

Proof. (Proposition 4.1) We need to calculate the probability of the event that at least
one agent chose C given that we have a sharing 7" and a story claiming m = y. Let this
probability be rr. We have that ro =P,p{3i € Vr: Ay =C | T.m =y} =1-Pyr{Vi €
Vr: Ay =S| T,m=y}. The last equality is equivalent, since the worst case scenario
is that none inspected the story and chose to share, in other words A;; = S, Vi € V.
Since we assumed that events are independent the probability ry is the product of
all those independent experiments, thus rp = 1 - P {Vi € Vr : Ay =S | T,m =
yt ~ 1 — S5,ST155...5%

i(t—1) Where we rearranged agents id’s to match the round at

where they reacted throughout the propagation process due to the fact that actions
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t—1
are calculated independently. Thus we have that rp =1 — H P[A;, = Sh.], where S,

k=0
1€V

is platform’s perceived value that agent ¢ chose S in round ¢. [

This value is the platform’s posterior belief, just before the ¢-th round of sharing,
that at least one of the internal nodes actually conducted a check. Additionally, the
above calculation provides us with a warning indicator that approximates the ap-
proach followed in [13], where platform has a normalized belief ¢, that a story is
fake, based on the evolution of a sharing process in a path. This approach cannot
be used in the case where we have a tree structure since there are nodes that we
are unsure of their reaction. To further understand this issue, let’s assume that we
have an m-ary tree and there is a node in first level that did not react after m + ¢,
rounds. If the value of ¢, is large enough at a point where the process evolved in lower
depths, then it is safe to assume that agent 7 either rejected the story by choosing B
or inspected the story and disclosed it’s validity with C'. It is obvious that there is a
challenge in order to calculate this probability since we need to take into account the
fact that the agent’s reaction concerning shares are partially hidden. The next propo-
sition calculates the existence of such an agent, more specifically, the probability that

at least one agent inspected the story and found it fake.

Proposition 4.2. Let T be an k-ary sharing tree and m = y is the story that propagates
in T'. Then the platform’s belief that a terminal node @ blocked the story m by inspecting it,
Ay =C, in round t is:

c?
e
where ; is the level of node i in T and t; is the round where i received the story.

Proof. Let i be a random node of 7" and [; > 0 % its’ depth in it. We will prove the
claim by induction over t — ¢;,. For t — ¢, = 0, which means after the first time that

node ¢ was candidate to react, there are to cases:
» With probability 1 — (1/k)%, node i it is not picked to react at current round.

e With probability (1/k)%, node i reacts in that round.

2We do not bother proving the proposition for root since it holds trivially.
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In case where the node is picked to react, the probability that this node will inspect

the story and then decide to block it because it is fake, is equal to % Thus we
it it
have that:
Nt = (1/k)li—Cﬁ
W= B

after the first round that ¢ was candidate to react and it was picked for that round.
On the other hand, if we move at the next round where 7 is once again candidate to

react, then the probability that he will react in ¢ —¢; =1 is:

nit,+1 = P{did not react in previous round} P{ reacts in t round with C} =

1= /R0

Assuming the claim holds for ¢ —¢;, we can easily prove that it holds for t —¢; + 1 as

well. O]

4.3 Optimization Criterion for Inspection Time

In this section we develop an optimization criterion based on utility maximizing ap-
proach as in [13]. Recall that we developed a model where the agents are socially
responsible, which means that they share only truthful stories and also aim to max-
imize their utility. We assume that it is to the interest of the platform to forbid the
propagation of fake stories, i.e. such platforms try to maintain their reliability in order
to form a profitable model from advertisement revenue. In each round ¢, the platform
observes an activation of a node in the sharing tree. This means that rounds repre-
sent a counter for the amount of nodes that reacted throughout the sharing process.
At each round, and according it’s belief for the validity of the story, platform can
perform a global check if it suspects that the story is fake and can cause damage to
it’s credibility. In case where platform believes that the story is truthful we do not
have any interruption of the story.

In order to develop a criterion to calculated the existence of an optimal time to
interrupt the process in order to avoid further damage that un checked shares will
cause, we develop a utility maximizing scheme. We assume that if the story is fake,
then for each successful share platform receives penalty P. For each successful share
of a truthful story, the platform will receive a discounted reward R, with a discount

factor < 1 that is affected by the depth of the sharing process. The discount factor
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rationalization is that freshly shares are more relevant in order to form an opinion
over the validity of our story. If platform decides to intervene in order to check the
validity of a story, this action occurs with a cost K, and the this decision is once and
for all. This means that after the announcement of the results, we have two cases.
If the current story is fake, then the process ends with the appropriate penalties for
each share, while if it is truthful, an information cascade triggers and platform will
collect all future discounted rewards.

Platform determines its’ policy by estimating the utility of the sharing tree and
the option of inspecting or not is viable respectively. At each round ¢, the process
already created a sharing tree 7. Therefore, we have an observed utility that either
we will receive penalty if the story is fake or collect reward otherwise. We define the

utility that platform gains, for each agent ¢ in round ¢, as:

P, w.p. Sugyr if V=F
gr(V) =4 R, w.p. (Sy+Ci)gyr if V=T (4.1)
0, else

Assuming that platforms belief, that the story is fake, is ¢,,, we have the following

lemma for the observed utility of our platform:

Lemma 4.1. The expected observed discounted utility that platform gains from a sharing

tree T' is:
Z &' [P (Siapr) + R(Sh + Cfy) gpr]

i€V

where 1; is the depth that agent i belongs and Vy is the set of nodes/agents that belong in T.

Proof. Similarly to proposition 3.2, we have that:

Op (T) = ]E[ng(V)]VieVT,Ve{T,F}

Thus, for each internal node that we already observed its reaction, we receive a
discounted reward in case it successfully shared the story. In case an internal node
shares a fake story, and assuming platform’s belief that the story is fake equals to

gpr, it comes with penalty P. According to equation 4.1:

Oy(T) = Elgyr(V)lvievrverrry = Y 0% [p(Shapr) + (S5 + C5)apr]

%
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Let’s assume that we observe a sharing tree 7' and define the frontier F, that is
a subgraph of T, as those nodes that are leaves of T' (candidates to react). Then we
can calculate the expected utility that we will gain with the addition/s of nodes that
belong in frontier. Let’s assume that node j will react and enter in the sharing tree
such TU{j}. In worst case scenario, where the story is fake, we expect from the same
tree, a penalty for each descendant of j. We have two possible policies, to make a
global check, annotated as C, and collect reward/penalty or to let the process continue,
annotated as £, and reevaluate the expected utility once again. If the platforms’ belief
that the story is fake equals to ¢,r then the expected discounted utility gained from

subtree 7" if platform chooses to global check, is:
(" R+ 0" TkR + 0" kPR 4+ ) (1 — qur) — K,

where K, is the negative utility gained because the cost of inspection. If &k < 1 we

conclude that:

Ue = 6" (R+ 6kR+ 0°K’R + ..)(1 — qpr) — K, = 0" (1 — wr) 755 ~ I

Observe that this is the anticipated utility gained only by one agent j € F. If we want
to in account every other agent j in frontier we sum up the anticipated costs and we

have:

R
— i+t _ o
Uc—25 (1 qu)l—(Sk; Kp
JEF
Now let us discuss the utility that the platform will receive if it decides that it
will not intercept the sharing process. According to that strategy, £, we have the next

probable outcomes:

e With probability Cj;, agent i checks and decide to only share a truthful story

and platform collects reward.

* With probability (1—g,r)S::, agent i shares a truthful story and platform collects

reward.
* With probability ¢,7S;:, agent i shares a fake story and platform receives penalty.

Then, the utility we gain from agent ¢, if the platform decides to £, is given by the
equation bellow:
Cit(1 — qu)R + Sit(1 — qpr) R + Siqpr P
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Observe that the reaction of agent ¢ creates a subtree 7" with node ¢ as root. Then
we have the recursive formula for the discounted anticipated utility that will grow
exponentially and make the calculations complex. It is obvious that it is not feasible
to calculate the utility that way for two main reasons. First reason is the complexity
of calculations and the fact that is hard to find a closed form type for that expected
utility in order to maximize it. Secondly, the platform’s belief is changing while the
depth increases and this formula should recalculate ¢, at each step which increases
the complexity even more.

In order to deal with that problem, we propose the next approximation method.
Suppose that platform decided already the validity of the story at round ¢. Then we

have two probable cases where:
e The story is fake with probability ¢, and platform chooses strategy £.
¢ The story is true, following the same strategy.

This modification simplifies the calculations by breaking down the problem in two
different cases. Let us see what happens in the case where platform decides that the
story is fake. There is only one way that fake stories will propagate after the platform
decides to let the propagation evolve and it is only if an agent decides to share without
check, namely S;,. Notice that if he decided to check the story given that platform
believes it is fake, implies that the agent will discontinue the propagation. So we have

that the utility in that case is:

o0

> 05 [Sy k! P

t=0
where [; is the depth that agent j belongs, 7, is the subtree, rooted on agent j that
belongs in frontier and ¢ is the discount factor. If the platform decides that a story is
true over a propagation tree 7', then the story propagates with two ways. A story can
be sent to the next level in the tree with S or C action since it is true and agents even
when fact-checking it, will share it. Therefore, the probability that a story is shared
equals to (1 — B;;). This observation simplifies things since it is easier to express the
monotonicity of the expression bellow. For that policy, we have that the next equation

that expresses that utility:

Uf =Y 65" [(1— By 1)k R]

t=0
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where 7 is the subtree, rooted on agent j that belongs in frontier. Now we are ready to
collect those expressions in the next proposition that gives a formula for the platforms

utility if it lets the propagation evolve.

Proposition 4.3. The anticipated utility that platform gains if it decided to let the news

sharing process evolve, for an agent j € F in frontier is:

o0

Uf =Y 6" S, k' P]
t=0
for fake stories and
UM =Y 6" [(1— By 4)k'R]
t=0

for truthful.

Both of the above values will express the utility the platform gains for each agent
for a sub-tree created in the frontier, rooted at agent j. This means we get the ap-
propriate utility from agent j, discounted by 6%, plus the corresponding discounted
utility of his k£ descendants and so on. Before we find the boundaries, we collect
the above quantities in order to form the final expression of the platforms expected
discounted utility:

U, = O,(T) + A,(T)

where the anticipated utility of our propagation tree network 7' is:

O,(T)+ U:(T) , Global-check C
U,(T) = (1) + Le(T) (4.2)

O,(T) + Ug(T) , Let-evolve &

Now remains the issue of limits. As it was previously mentioned, for each agent
in the frontier, in order to calculate the anticipated utility we have to calculate the
probabilities of S and B indefinitely. In order to deal with that, we need convergence
for U7 and U;'. The next proposition uses the monotinicity of probabilities S and B

in order to bound those values.

Proposition 4.4. For the anticipated utilities over fake and truthful news respectively, it
holds that:
P —A
A _ gl
098, —— =
for fake stories and
R

i1 —
"= BT 5

= QZL‘ < UtA
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Figure 4.3: Evolution of platforms’ utility on a binary propagation tree. On round
1, the utility of agent was already evaluated and the policy was chosen by platform.

This is a greedy approach of finding the optimal policy.

for truthful, where j is the corresponding root agent that belongs in frontier.

Proof. We have from corollary 3.3 that S;; probability is increasing in depth /;, thus

we have that (5;, < S, in every level [; lower than [;. Thus we have that:

U}L‘ = ok (PS(ZJ-) + 5]{3PS(ZJ.+1) + 52]{52P5(1j+2) +..)<
P
1—90k

5l (PS(Z].) + 5/€PS(1].) + 52k2PSj(lj) +...) = 5ljSlj

when P <0
Respectively, we have that B is decreasing in depth. Thus (1 - B;,) > (1 — B;,) for
every level /; lower than /;. In similar manner we can restrict, the anticipated utility

for the case a true story, such that:

UM = 8Y(R(1 — By,)) + 0kR(1 — Bj,+1)) + 0°k*R(1 — B, 49)) + ...) >
R
1 — 0k
O

§(R(1 — By,) + 0kR(1 — By,) + 8°k*R(1 — Bju,)) +...) = 05 (1 — By,)

In the last proposition, we use the probabilities of root j in the frontier, in order
to bound the geometric series. This is an important step, which will help in advance
to find a closed type equation for the anticipated utility. This allows the platform to
make a better prediction instead of letting the process continue up to the point that

agents propagation process arrive at some depth 7, where they all choose to share.
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In order to choose policy, we can restrict the calculation on future rewards/penalties
and the total inspection cost. Based on the two policies we can compare the anticipated
utility for both of them and find the first round where the sign changes. Therefore,
it is sufficient to observe the anticipated utility, for both policies, in order to decide
whether to terminate the process. If begin at round ¢ = 0, where the first agent, 1 with
61, has already reacted and we have to calculate the anticipated utility that platform
will gain from his children. We assume that the average neighbor size is £ = 2. Then

we have that:
Up(T) = Op(T) + Ap(T) = O,({61}) + Ap({6:1})

where in that case the 7" consists only the first node ¢, and A,({0,}) = Us — UL.
Whenever a node reacts, it adds £ new nodes in frontier and removes the node
that reacted in the previous round as we see in figure 4.3. In our case, since k = 2,

we get 2 new nodes in the first level. Since the observed cost is:

> 0" [P(Shapr) + R(Sh + Ch)apr]

i€Vr

where in first round ¢ is the root node with prior opinion 6, is a positive quantity.
Observed utility is positive for each round ¢. Thus the sign of total utility is affected
only from the new nodes added in the current round, 2 in the case of binary tree.
This implies that if exists a round ¢ where the difference of the anticipated value
change, the observed value would not affect this change. By induction we can prove
the claim for every round ¢. Also the proof holds for any £ integer by induction as
well.

In this chapter, we established the mechanism under how platform monitors and
reacts to the process. First, we observed that the tree structure is affected on how
agents are picked react. In order to avoid unbalanced trees, we decided that the level
at where agent belongs affects the reaction time (agents that receive the story earlier
will probably react earlier as well). Secondly, we observed because the inspection is
perfect, if a path reaches at some depth will imply that we have at least one checking
action, which is sufficient to rely on him. We can use the last observation as a flag
where in order to intervene and verify the story (using a third party fact checking
organism). Lastly, we follow the same strategy as Papanastasiou in [13], using a
utility maximization criterion. After we provide bounds for the expected anticipated

utility, we use can observe where the penalty or cost will greater than the earning, and
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make an earlier decision before we reach critical depths, as we mentioned previously

in this paragraph.
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CHAPTER DO

ConNncLusiON AND FuTure WORK

5.1 Conclusion

5.2 Future Work

5.1 Conclusion

In this thesis, we study the problem of fake news detection, and we propose an in-
tervention based model that leverages on the structural properties of the propagation
network, which is derived from the agent’s behavior. Based on current literature, we
concluded that structural patterns provide a more interesting solution in contrast to
other methodologies. After studying and adjusting the preexisting model given by
[13], which is a simplified version (a sequential model on directed paths), we pro-
pose a similar model, followed by and analysis, for a tree propagation network that
consists of rational and socially responsible agents.

The agent’s behavior in the sequential case is straightforward, and the sharing
process is easy to model. In the case of a tree propagation network, we face the
challenge of how agents update their beliefs. First, we assumed that it is known to
all agents how the average person reacts (what is the average agent’s prior opinion),
as well the sharing history of their predecessors. This is an assumption important in
order to start working with the optimal strategy selection from platform’s perspective,
since platform needs a basic understanding of how agents interact with each other.

Secondly, we provide a similar analysis for the above assumptions. Similarly to the
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related work, we prove the monotonicity and the existence of thresholds values, and
we provide a simpler alternative to calculate those thresholds. Lastly, we assume that
the distribution of prior opinions is a Gaussian distribution in order to simplity the
model.

In chapter 4, we introduced the platform’s role in our model. In the case where
the propagation network is a directed path, it is easy to compute the time at where
a sharing cascade triggers (critical round) by using dynamic programming. Given
the critical round mentioned before, we are able to compute the optimal inspection
time using the threshold values. In the case of tree propagation network structure
there are challenges that concern the knowledge of the platform. First we noticed that
the platform do not have perfect information over agents reactions. More specifically,
whenever an agent is not reacting, platform cannot conclude if the story is blocked
or checked and found fake by this agent. In order to deal with those issues in
our proposed model, we specify how agents are picked to react, and afterwards, we

formulate the probabilities:
e At least one agent that have checked the story and decide it to share.
* At least one agent that checked the story and decided to not share it.

Since the inspection has perfect outcome, it is sufficient to find when the above events
have high probability to occur, given a sharing tree. The above values are approxi-
mations of the actual event that the story is true or fake, respectively, for each case.
We have also considered a similar approach to that in [13], using a utility maxi-
mizing criterion in order to find earlier inspection time. In order to find that inspection
time, we calculate the observed utility from the agents that already reacted (from the
internal nodes of the tree propagation network) and the anticipated utility of the
agents that are candidates to react in the current round (leaf nodes). By splitting the

anticipated utility on two policies:
 Global inspection (fact check from a third party).

* Let the process evolve to the next round.

we compare them and find the first round, if it exists such round, where the global
inspection becomes more profitable to the platform, using the appropriate threshold

values.
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In closing, our setup has some important advantages against the approaches in
related literature. First, the model we propose works under uncertainty without the
exact knowledge of what the agent’s prior opinions are. This is important since there
are few cases where we know what exactly a social media user believes over a topic,
i.e. we do not know the prior beliefs of agents over newly emerging topics. Secondly,
we utilize the fact that the underlying network structure is a tree. In our thresholds
values, we have quantities that are affected both from depth as well the average
degree k of our tree. We noticed that a tree structure provides more information in
contrast to a path in order to decide the platform’s policy, given a sharing tree. One
last concluding remark is that our model is not agnostic to the motives behind the
propagation. The building block in this setup is the probabilistic representation of
stories,which affect both user behavior and the inspection time of the platform as

well.

5.2 Future Work

In the chapter where we provide the analysis of agents, we assumed that agents are
social responsible actors that propagate only truthful news. In reality, this assumption
does not hold for all agents. There are incidents where agent react unpredictably (for
example, propagate something fake willingly as a joke) or share a story because it
aligns with their own opinion. This partisan behavior is discussed in [13] in the
case of paths, where agents use the probability of their own belief that a story aligns
with their own prior opinion. In that case, it is interesting to make an analysis of
the underlying properties that such a network has and how we can find a similar
solution in order to find an optimal interruption time.

In our work, the inspection that occurs from both the agents and the fact checking
organization is yields perfect result. While in most cases it is true, since there is a
vast amount of valid information available to help us fact check news stories, it is not
always the case. There are is a work provided in [6] where flagging mechanisms
explored to deal with the phenomenon of the implied truth effect, which is the case
where users come to conclusions based mostly on fact checking evaluations before
making their own research. An interesting analysis would be the case where the

inspection occur with an error and how this affects the underlying network in our
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model and.

Another case study that has is interesting is the network topology of the sharing
process. In our case, we model a tree structure, where reactions between different
levels are not present. This translates to the case where agents are receiving the story
from only one agent at some round t; and cannot receive the same story from anyone
else. In reality, agents might receive the same story from different sources/agents in
different time periods, and the underlying sharing network has the form of a directed
acyclic graph. In order to follow a similar analysis, we need to specify how agent
update the beliefs now that multiple paths reach to them and what triggers her

reaction.
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APPENDIX A

SUPPLEMENTARY MATERIAL FOR CHAPTER 3

Proof of proposition 3.3.

Proof. Let By, Sy, Ciyy be the probabilities that agent ¢ chooses action B, S, C' respec-

tively, at round ¢. Then, we have from 3.1 that:

Bowg

Bow; + [ab; + (1 —a)(1 —0,)](1 —v) (A1)

it ZR‘{V = F|m = y,H,-} =

——likC and w;y = 1. Independently from the fact that we are using
- ik

=1 g
where w;; = ]}_[0 I
a Gaussian distribution, we have that:

Cztzl_B'Lt_Sz

Using A.1 and the properties a Gaussian pdf, we have the equations of the proposi-

tions. ]
Proofs of Lemmas 3.1 and 3.2.

Proof. We will use proposition 3.1 in order to prove those lemmas. It is obvious that:

vait

gt =P{V =Fm=y,H;} = Buwg + [ab; + (1 — a)(1 — 6;)](1 — v)

is strictly decreasing while 6 is decreasing since 1/2 < a < 1.
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For lemma 3.2 we have the likelihood function:

qit Bowg

l—qn a0+ (1—a)(1—0)](1—0)

and since it is strictly increasing in w; we have that g; is strictly increasing in w;,
which is non increasing since it is a product of fractions that are lower than 1. This

concludes the claim that ¢; is non increasing in . ]
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