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Abstract   

 

 

In the present Master Thesis, we have developed a method for the encapsulation of 

nanostructured semiconductors such as TiO2 with graphitized carbon in one step process using 

Flame Spray Pyrolysis (FSP) technology. Carbon coating on the surface of TiO2 has attracted 

attention due to the versatility and the properties of the core-shell material in photocatalysis 

and electron transfer.  

Typically, coatings are achieved in multi-step wet phase procedures. Herein we have 

focused our effort on the development of in situ an one step procedure where the coating 

thickness and graphitization can be controlled by the FSP parameters set-up. Shell thickness 

and composition have to be carefully manipulated as defective or thick carbon shells can 

trammel the core particles efficiency in applications. The coating set-up enabled the 

production of carbon-coated suboxides and in some cases we detected clusters of novel TiO2 

phases known as Magnéli phases close to the surface. Post FSP carbothermal treatment under 

carbon-rich CH4 atmospheres was performed to improve graphitization. 

Crystal phase composition and nanoparticles size of the produced materials were evaluated 

by powder X-ray Diffraction (pXRD). Uv-Vis Diffuse Reflectance spectroscopy was used to 

determine the bandgap values and investigate the optical properties of the particles. The 

carbon morphology, the degree of graphitization as well as verification of the cluster formation 

was determined by Raman spectroscopy. Surface structure and pore analysis of the 

nanoparticles were examined by nitrogen adsorption analysis (BET). Finally, the electronic 

properties of the materials were investigated by means of Electron Paramagnetic Resonance 

Spectroscopy (EPR). 

Among the key results are: [1] Development of one step carbon-coating method for TiO2 

and TiO2-X with controllable shell thickness and phase composition, using FSP. [2] Controlled 

graphitization of the carbon shell with post FSP treatment. [3] Identification of Magnéli phase 

clusters as part of the reductive particle formation process. [4] Preliminary evaluation of 

photocatalytic activity showed that the thin-coated materials are able to form stable electron-

hole pairs and that the Magnéli phase clusters enhance charge transfer to the surface. 



   

 

 

Περίληψη  

 

 

Στο παρών Μεταπτυχιακό Δίπλωμα Ειδίκευσης, έγινε ανάπτυξη μεθόδου για την 

ενθυλάκωση νανοδομημένων ημιαγωγών όπως το TiO2  με γραφιτοποιημένο άνθρακα σε 

διαδικασία ενός βήματος με την τεχνολογία Πυρόλυσης Ψεκασμού Φλόγας (FSP). Η 

εναπόθεση άνθρακα στην επιφάνεια του TiO2  έχει προσελκύσει το ενδιαφέρον της 

επιστημονικής κοινότητας λόγω της ευελιξίας και των ιδιοτήτων των επικαλυμμένων 

σωματιδίων σε φωτοκαταλυτικές διεργασίες και σε διεργασίες μεταφοράς ηλεκτρονίων. 

Ο συνήθης τρόπος για την ενθυλάκωση σωματιδίων περιλαμβάνει υγρές διεργασίες 

πολλών βημάτων. Επικεντρωθήκαμε στην ανάπτυξη μιας διεργασίας ενός βήματος στην 

οποία η επί τόπου ενθυλάκωση μπορεί να ελεγχθεί μέσω των παραμέτρων του FSP όσον 

αφορά το πάχος του κελύφους και της γραφιτοποίησης. Το πάχος του κελύφους αλλά 

και η σύσταση του πρέπει να ελέγχονται σχολαστικά καθώς είδη άνθρακα με ατέλειες ή 

παχιά κελύφη επηρεάζουν αρνητικά την απόδοση του βασικού σωματιδίου σε 

εφαρμογές. Η διάταξη για την ενθυλάκωση επιτρέπει την παρασκευή υποξειδίων 

επικαλυμμένα με άνθρακα καθώς και σε μερικές περιπτώσεις ανιχνεύσαμε πλειάδες από 

συγκεκριμένες υποξειδικές φάσεις των οξειδίων του TiO2 γνωστές και ως φάσεις Magnéli 

κοντά στην επιφάνεια. Θερμικές κατεργασίες μετά το FSP κάτω από ατμόσφαιρες 

πλούσιες σε άνθρακα (CH4) πραγματοποιήθηκαν για την βελτιστοποίηση της 

γραφιτοποίησης.  

Η σύσταση των κρυσταλλικών φάσεων καθώς και το μέγεθος των νανοσωματιδίων  

υπολογίστηκαν μέσω της Περίθλασης Ακτίνων Χ σκόνης (pXRD). Η φασματοσκοπία 

Διάχυσης Ανάκλασης (Uv-Vis DRS) χρησιμοποιήθηκε για τον υπολογισμό της ενέργειας 

χάσματος και την διερεύνηση των οπτικών ιδιοτήτων των σωματιδίων. Η μορφολογία 

του άνθρακα, ο βαθμός γραφιτοποίησης καθώς και η επιβεβαίωση της δημιουργίας των 

πλειάδων πραγματοποιήθηκαν μέσω της φασματοσκοπίας Raman. Η επιφανειακή δομή 

καθώς και η ανάλυση των πόρων πραγματοποιήθηκε μέσω της ανάλυσης προσρόφησης 

αζώτου (BET). Τέλος, οι ηλεκτρονιακές ιδιότητες των σωματιδίων μελετήθηκαν μέσω της 

φασματοσκοπίας Ηλεκτρονικού Παραμαγνητικού Συντονισμού (EPR). 

Τα πιο σημαντικά είναι: [1] Ανάπτυξη μεθόδου ενός βήματος ενθυλάκωσης με 

άνθρακα οξειδίων και υποξειδίων του TiO2  με ελεγχόμενο πάχος κελύφους και φάσεων, 

μέσω FSP. [2] Ελεγχόμενη γραφιτοποίηση του ανθρακικού κελύφους μέσω μετα FSP 

θερμικής κατεργασίας. [3] Προκαταρκτική αξιολόγηση της φωτοκαταλυτικής 

ενεργότητας έδειξε ότι τα σωματίδια με λεπτό κέλυφος μπορούν να παράγουν 

φωτοεπαγώμενα ζεύγη οπών-ηλεκτρονίων, και ότι τα εμπεριέχοντα τις πλειάδες των 

φάσεων Magnéli ενισχύουν την μεταφορά των φορτίων στην επιφάνεια.
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Introduction 
 

1.1 - Nanomaterials 
 

 

The term “nanomaterials” is employed to describe the creation and exploitation of 

materials with at least one dimension in the size range of 1-100 nm1. Since Richard 

Feynman’s infamous prophetic lecture “There’s Plenty of Room at the Bottom” in 1959, it 

took more than two decades for the beginning of the new era of nanotechnology. Bulk 

materials have been discovered since antiquity and have been thoroughly investigated and 

as a result their properties have been adequately understood. Nanomaterials are of interest 

because at this scale, unique optical, mechanical, thermal, structural, electronic and 

magnetic properties emerge. These emergent properties are the result of two main factors. 

The first would be quantum confinement. The physical and chemical properties of a 

material are determined by the type of motion its electrons are allowed to execute2. Since 

the latter is determined by the space in which the electrons are confined, it is obvious that 

reduction of the material’s dimensions to the nanoscale range, results in lesser space for the 

charge carriers to move and thus altering quantities like density of states and bandgap. The 

spatial constraint is directly connected with energy levels of a material. In semiconductors, 

the energy of the lowest excited state is inversely proportional to the size; the smaller the 

size the higher the energy. The second factor would be the surface-to-volume ratio. As we 

downsize, the atoms at the surface begin to become quantitively comparable to those in the 

bulk material, increasing the surface area. This means that in the nanoscale regime, surface 

plays a much more active role in both physical and chemical processes. Consequently, 

quantum confinement and surface-to-volume ratio are responsible for the new properties 

not possessed either by macroscopic material or by the individual entity of each bulk 

material. 
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Figure 1.1. Comparison between bulk and nano materials. 

 

The transition from bulk to the nano-scale regime is particularly impressive in the case 

of semiconductors. The reduction of size in semiconductors gives rise to dramatic 

improvements especially in optical and electronic properties. It has been shown that3 

nanocrystal optical properties are size dependent, since there is a systematic blue shift of 

the band gap with reducing size4. Due to the different characteristics nano-semiconductors 

exhibit compared to their bulk counterparts, most of the research work is being 

concentrated towards nano-semiconductors in the recent decades.  

 

 

1.2 - Titanium Dioxide (TiO2) As a Nanomaterial 

 

Nanoscale titanium dioxide (TiO2) is one of the most investigated nano-semiconductors 

in the last decades. Known for its ultra-white color, non-toxicity, high refractive index and 

UV resistant properties (it can both scatter and absorb UV rays), it serves as the best 

candidate in many areas of research. From industrial pigments since the 1940s and later as 

ultraviolet (UV) absorber in sunscreens, TiO2 nanoparticles are used today in plethora of 

applications ranging from solar cells5, photocatalysis6,7 , gas sensors8 to superhydrophilic 

surfaces9. These applications can be roughly divided into “energy” and “environmental” 

categories.
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Figure 1.2. Applications of TiO2 in industrial scale 

 

The annual nano titanium dioxide market is valued at over 15 billion $ per year with 

increasing rates over the next few years. Except from the big market share, the new 

properties with great perspectives in applications of TiO2 lead to a rise of related 

publications in scientific journals, as shown in Fig. 1.4. It is common sense that TiO2 as a 

material excels both scientifically and industrially.    

 

 
Figure 1.3. Growth of global nano TiO2 market over the years © Global Market Insights.
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Figure 1.4. Number of research articles published from 1913 to 2013 using “TiO2” as a keyword10. 

The performance of TiO2 in the aforementioned applications is greatly influenced by 

the size and crystal structure of the nanoparticles. The different polymorphic structures of 

TiO2 exhibit unique physicochemical and electronic properties which will be analyzed 

below. 

 

1.3 - Properties of TiO2 Nanomaterials 
 

1.3.1 - Crystal Structure of TiO2 
 

Titanium dioxide comes in three crystal phases: anatase, rutile and brookite. The most 

commonly encountered crystal phases are rutile and anatase.  The basic geometric 

configuration in those structures is the octahedron. Both anatase and rutile structures are 

made of chains of TiO6 octahedra where every titanium (Ti4+) ion is surrounded by an 

octahedron of six oxygen (O2-) ions. 

 
Figure 1.5. Schematic representation of TiO6 octahedron
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Figure 1.6. Anatase, Rutile and Brookite TiO2 unit cells. Blue and red spheres represent Ti and O atoms 

respectively. 

 

The structures are constructed based on the octahedron configuration. In order to 

construct the lattice, the octahedra are connected with different orientations along their 

atoms11. The three orientations two octahedra can be connected are as follows: edge 

sharing, corner sharing and face sharing as shown in Fig. 1.7. 

 

 
Figure 1.7. Corner sharing, Edge sharing and Face sharing octahedron configuration. The titanium and 

oxygen atoms are noted with yellow and red color respectively.
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In the rutile structure, each octahedron is in contact with ten neighbors (two edge 

sharing oxygen pairs, and eight corner sharing oxygen atoms ), while in the anatase 

structure, each octahedron is in contact with eight neighbors (four edge sharing and four 

corner sharing). The Ti-Ti distances in the anatase structure are larger whereas Ti-O 

distance is shorter than those of rutile12.  A more detailed look on the parameters is shown 

in Table 1.1. 

 

Structure 
Cell Parameters 

Atom 

Atom Position Space 

Group a(Å) b(Å) c(Å) β X Y Z 

Anatase 3.784 3.784 9.1543 90° 
Ti 0 0 0 

I41/amd 
O 0 0 0.2081 

Rutile 4.5922 4.5922 2.9574 90° 
Ti 0 0 0 

P42/mnm 
O 0.3049 0.3049 0 

 

Table 1.1. Crystallographic and structural parameters of anatase and rutile13. 

 

From a structural perspective, the difference between the two phases originates from 

the order of the TiO6 octahedral units. In rutile the packing is linear whereas in anatase the 

packing comes in zig-zag. Linear packing has closest TiO6 octahedral units together and 

that is the reason for the anatase less density by 9% compared to that of rutile. This also 

leads to a slightly different surface to volume ratio which can have a detrimental role in 

the nanomaterial’s applications. 

When it comes nano-TiO2 synthesis, control over the different phases when 

simultaneous control over size is desirable, can be quite challenging. Thermodynamically, 

the relative stability of anatase and rutile is primary governed by the Gibbs free energy 

(𝛥G = 𝛥H − T𝛥S) and more specifically by the competing contributions of bulk and surface 

energies. Rutile is the most thermodynamically stable phase for bulk TiO2. However, below 

a certain particle size, surface energy dominates, leading to anatase particles being 

energetically more stable. The “crossover” size has been supported by experimental 

observations14 to be in the range of 7-22 nm. Howbeit, the precise critical size where each 

phase is thermodynamically more stable remains ambiguous.  

The most important factor affecting the anatase-to-rutile transformation is widely 

perceived to be the amount and presence of oxygen vacancies. The anatase to rutile 

transformation is reconstructive, meaning that the transformation involves the breaking 

and reforming of bonds15. Oxygen vacancies therefore ease the rearrangement of titanium 

atoms. Furthermore, rutile is known to better accommodate a high concentration of oxygen 

defects compared to anatase16.
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Another thing to mention is the irreversible anatase to rutile transformation as a 

function of temperature. Despite the fact that a wide variation in rutilation temperature is 

reported ranging from 390°C17 to 900°C18, the general conclusion is that fine powders of 

high purity exhibit phase transformation at temperatures from ∼600°C to 700°C. 

 

1.3.2 - Electronic and Optical Properties of TiO2  
 

In order to gain an insight into the nature of TiO2 nanomaterials, we need to examine 

TiO2 from the electronic perspective. Theoretical calculations concerning the electronic 

structure are directly associated with the Density of States (DOS). DOS provides 

information about the material’s band structure. A typical band structure diagram for the 

two polymorphs of anatase and rutile is shown in Fig. 1.8. 

 
Figure 1.8. TiO2 band structures for the rutile (left) and anatase (right) polymorphs. High symmetry points 

are noted on the horizontal axis. The gray shaded areas correspond to energies below the highest valence 

band and above the lowest conduction band19. 

Band diagrams contain information regarding band transitions which are essential for 

the determination of the band gap value. Different methods can be used for the theoretical 

calculation of the band gap value. A few of them are summarized in Table 1.2.
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Method 
Fundamental Bandgaps (eV) 

Rutile Anatase 

DFT-PBE 1.88 (Γ→Γ) 1.94 (0.88 Σ→Γ) 

DFT-HSE06 3.39 (Γ→Γ) 3.60 (0.89 Σ→Γ) 

PBE-G0W0 3.46 (Γ→Γ) 3.73 (Σ→Γ) 

HSE06-G0W0 3.73 (Γ→Γ) 4.05 (Σ→Γ) 

 

Table 1.2. Calculated fundamental bandgaps (given in eV) of the TiO2 polymorphs19. 

 

 
Figure 1.9. Total Density of States (DOS) for the two TiO2 polymorphs rutile (left) and anatase (right). Shown 

are the Ti-3d, O-2s and O-2p contributions to the local density of states19. 

 

 
Figure 1.10. Energy scale diagram vs. Vacuum and vs. NHE of the two polymorphs.
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An analysis of the Density of States (DOS) depicted in Fig. 1.9 entails that the valance 

band is predominantly determined be the O-2p wave functions whereas the conduction 

band is determined by the Ti-3d wave functions for both crystal phases. If we take into 

consideration the energy level positioning vs. the Normal Hydrogen Electrode (NHE) we 

can have a better estimate about the positions of the valence and conduction band relatively 

to potentials for various photocatalytic applications. As shown in Fig. 1.10 both the 

polymorphs are within the range for the reduction of H+ to H2 as well as the oxidation of 

H2O to O220. 

It is apparent that from the DOS analysis as well as the energy scale diagram vs. the 

Vacuum and NHE, one can extract the band positioning as well as the bandgap value. 

Experimentally, the bandgap value is calculated using Diffuse Reflectance Spectroscopy. 

The main mechanism of light absorption in semiconductors like TiO2 is interband electron 

transitions. From Fig. 1.8 one can see possible transitions between conduction and valence 

bands.  

 

 
Figure 1.11. (Left) UV-Vis Diffuse Reflectance Spectrum of the 3 polymorphs anatase (A), rutile (R) and 

brookite (B) respectively. Tauc Plot with the Kubelka-Munk equivalent absorption coefficient for indirect 

(upper) and direct (lower) transitions21. 

As we can see in Fig. 1.11 for the direct transition, the bandgap value for anatase and 

rutile are in good agreement with the theorical values obtained from Density Functional 

Theory (DFT) calculations. For the indirect transition case, anatase possesses an energy
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 bandgap   of 3.2 eV with an absorption edge at 386 nm which lies in the near UV range. 

Rutile has a narrower energy band gap of 3.01 eV with an absorption edge at 416 nm in the 

visible range. Both forms are photocatalytic which can be validated from Fig. 1.10 by 

comparing the band placement in relation with pertinent potentials in photocatalysis.  

 

1.4 - Modifications of TiO2 Nanomaterials 

 

Many applications of TiO2 nanomaterials are closely related to its optical properties.  

However, the highly efficient use of TiO2 nanomaterials is sometimes trammeled by its 

wide band gap. Therefore, the desideratum is increasing their optical activity. The process 

of shifting the onset of the response from the UV to the visible region is usually done 

through band gap engineering. Band gap engineering can be done by tailoring the Density 

of States (DOS) of a material22.  Two different strategies can be followed: 

 Doping: metal (Al, Fe) or non-metal (C, N) atoms are introduced to the pristine 

crystal structure. 

 Oxygen Stoichiometry Engineering: presence or absence of oxygen atoms, ranging 

from defects (oxygen vacancies) to novel phases (stoichiometric removal of oxygen) 

like Magnéli Phases in metal suboxides.  

Another approach to achieve optimal efficiency in TiO2 applications is through surface 

functionalization. As discussed earlier, at the nanoscale regime, surface plays an essential 

role in chemical and physical processes. Surface functionalization consists of two parts:  

 Attachment of ligands / functional groups at the surface: Attachment of small 

molecules, compounds or functional groups to aid / support redox reactions. 

 Coating: encapsulation of a core particle with an outer shell, serving as an active site 

for surface reactions, protection against oxidation or leaching of the core material. 

Our interest is focused on both approaches and more specifically towards oxygen 

stoichiometry engineering for the formation of  Magnéli Phases in TiO2 suboxides (TiO2-x) 

as well as surface functionalization via coating with the production of carbon-coated TiO2 

suboxides (TiO2-x@C) in a core-shell formation. More details about each of the two 

approaches will be presented afterwards. 
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1.4.1 - Carbon-Coated TiO2-x Nanomaterials 
 

As one of the most abundant elements, carbon is one of the most studied materials in 

the scientific community. Its several different forms, such as graphite, diamond, fullerenes, 

carbon nanotubes (CNT) and graphene have attracted immense research interests owing to 

their excellent thermal, mechanical, optical and electrical properties and their great 

potential in various applications23–25. Since metal oxides are widely used in catalysis the 

joining of carbon and metal oxides could offer significant advantages in terms of their 

physical and chemical properties. 

At the nanoscale regime, new properties originating from the nanoscale “effect” will 

make the joining of carbon and metal oxides much more interesting. Carbon-coating metal 

oxide nanoparticles could make for this efficient joining in a core-shell configuration26. 

Given the diversity in surface modification of carbon nanomaterials, carbon-coated 

nanomaterials offer flexibility and versatility towards applications.  

The fundamental building block of a graphite crystal is the graphene layer. Ideal 

graphene can be considered as a single-atom-thick sheet made of carbon atoms arranged in 

a hexagonal honeycomb lattice. Such an atomic structure is characterized by two types of 

C-C bonds (σ,π ) constructed from the four valence orbitals ( 2s, 2px, 2py, 2pz ). Three σ – 

bonds join a C atom with its three neighbors. The C-C bonding is enhanced by the presence 

of a fourth bond associated with the overlap of pz (π  bond) orbitals27. This unique structure 

endows graphene an extraordinary combination of physical and chemical properties such 

as its incomparable high electron mobility, mechanical strength and thermal 

conductivity28.   

Another important feature of graphene is its optical transparency. Due to its thinness 

a single graphene sheet is almost completely transparent with optical absorbance measured 

at just 2.3%. Graphene’s superior efficiency in the field of chemistry relies on its large 

surface area. Theoretical values of over 2500 m2/g have been reported29, rendering graphene 

as one of the best candidates for surface reactions to take place.  

Graphite consists of tridimensional (3D) stacking of graphene sheets with an interlayer 

spacing around 3.35 Å. Different kinds of graphite can be obtained depending on the 

stacking sequence of the carbon planes. As shown in Fig. 1.12, stacking leads to simple 

hexagonal graphite with a stacking sequence of AAA, Bernal graphite with an ABAB 

sequence and rhombohedral graphite with ABC ABC stacking sequence. It has been shown 

that30 these graphene-based 3D crystals exhibit specific semi-metallic properties that 

depends directly on the geometry of the stacking between layers. 
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Figure 1.12. Atomic arrangement in Hexagonal (AAA), Bernal (ABA) and Rhombohedral (ABC) stacking of 

graphite. The vertical lines serve as visual lines to highlight the relative in-plane shifts between the layers. 

 

The in-place bonding in a single graphitic layer is covalent (σ – bonds) and therefore 

is strong. On the contrary, the interlayer bonding is done by a weak interlayer Van der 

Waals force. This allows the layers to slide across each other, making graphite a soft and 

malleable material. Since graphite has a planar structure, its electronic and thermal 

properties are highly anisotropic. The stronger in-plane atom bonding than that between 

neighboring layers, allows us to treat the behavior of the electrons in graphite as two 

dimensional, including the interaction between layers as a perturbation.  

 

 
Figure 1.13. Kohn-Sham energy Bands and Density of States (DOS) for the graphite 1-layer (left) and 2-layer 

(right) respectively. Both are referred to EF as zero of energy31.
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Graphite exhibits unique electronic properties that have a strong correlation with 

multilayer stacking of graphene32. Fig. 1.13 refers to the band structure and Density of 

States (DOS) of one and two graphene layers respectively. One might notice than in the 

graphene case, the curve is linear around the K  point where the bands touch each other 

rendering graphene as a zero-gap semiconductor. This is markedly changed when just one 

extra layer is bonded to the first one. In the two graphitic-layer case, the curve around the 

K  point becomes parabolic. A more detailed investigation shows that there is a small 

overlap between valence and conduction bands as a result of interacting interlayer carbon 

atoms. Thus, graphite exhibits semi-metallic electronic properties. The band structure 

becomes increasingly complicated for 3 or more graphitic layers. The absence of 

interactions between interlayer atoms is the main reason that graphene has significantly 

different transport properties than systems consisting of more than two graphene layers. A 

reasonable question to answer would be the number of layers of graphene needed before 

the structure is regarded as 3D bulk graphite. It has been shown that 10 layers of graphene 

approach the 3D limit of graphite.   

Core-shell nanomaterials constitute a special class of highly functional nanocomposite 

materials with tailored properties, which can be quite different than their single 

component counterparts either of the core or of the shell material. In the case of carbon 

coating TiO2-x nanoparticles, one of the parameters that must be carefully manipulated is 

shell thickness.  

 
Figure 1.14. Schematic representation of carbon-coated TiO2-x nanoparticles. An intermediate area of TiO2-

carbon interface is also noted.
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Exploitation of both the core and the shell’s photocatalytic properties requires the 

incident radiation being able to achieve charge separation in the core material without 

being absorbed earlier by the shell material. Optical absorbance of 2.3% per graphene sheet 

implies that up to 43 layers of graphene can be stacked for the minimum amount of 

radiation to reach the core particle and induce charge separation. With interlayer spacing 

measured at 3.35Å, this automatically translates to shell thickness no more than 14 nm. 

Core-shell nanocomposites with shell thickness more than 14 nm shield the absorption of 

light suppressing TiO2 superb photocatalytic properties and therefore have limited 

photocatalytic applications. 

Another thing to mention is the role of the carbon shell in relevance to the 

photocatalyst-carbon composite opto-electronic properties. Bandgap narrowing has been 

reported on C/TiO2 composites33 which can be attributed to carbon doping. Substantial 

carbon content tends to form a coating layer on the surface rather than migrating to the 

internal TiO2 lattice. Nonetheless, it inevitably enters the surface lattice of TiO2 occupying 

interstitial sites in the TiO2 matrix, considering the smaller size of carbon. Carbon atoms 

entering the surface lattice leads to the introduction of mid-gap states thus narrowing the 

bandgap. This accounts for the visible response in photocatalytic applications of C/TiO2 

composites. 

 
Figure 1.15. Schematic illustration of the nanocomposites and the calculated band positions for reference TiO2 

and C/TiO2 respectively. Introduction of mid-gap states is accompanied by bandgap narrowing  leading to 

visible response in photocatalysis33.
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Zhang et al  studied the effect of carbon shell thickness on the photocatalytic 

degradation of various organic compounds, using a novel preparation method of TiO2@C 

nanocomposites34. Liu et al  examined the surface carbon species in carbon-coated TiO2@C 

photocatalysts and their different photocatalytic activity35. Inagaki et al  reported 

suppression of phase transformation to rutile and maintaining of photocatalytic activity for 

carbon-coated anatase particles36. 

 

1.4.2 - Magnéli-Phase Tin O2n-1 Nanomaterials 
 

All crystal structures ideally are characterized by a perfect periodicity of atomic arrays. 

Nonetheless, the absence or extra presence of atoms/ions from the lattice structure is very 

common in all types of crystalline materials. These imperfections are classified as defects. 

Among all the defects identified in crystalline materials, oxygen vacancies constitute the 

prevalent defect in many metal oxides37. 

Oxygen vacancies in metal oxides generate oxygen deficient metal oxides termed metal 

suboxides. Titanium suboxides have attracted considerable attention due their remarkable 

electronic and optical properties. In terms of their oxygen content, titanium suboxides can 

be classified in two families:  

 Oxygen Deficient Titanium suboxides TiO2-x :  Stoichiometric point defects are 

present in the form of oxygen vacancies or titanium interstitials38 (0<x<0.001). 

 Magnéli Phase Titanium suboxides TiO2-x: Presence of extended planar defects in 

the form of ordered oxygen deficient planes accompanied with changes in the 

crystal structure (0.001<x<0.25). 

Since their discovery in the 1950s, Magnéli phase titanium suboxides, also noted as 

TinO2n-1 (where n varies from 4 to 37), have several  applications39 in the fields of 

photocatalysis40, fuel cells41, batteries42, charge storage43 and environment44.  

Magnéli et al 45 studied oxides of transition metals by means of x-ray diffraction (XRD). 

They confirmed the existence of homologous compounds expressed by TinO2n-1 and 

predicted that these structures could be all derived from the rutile structure as the mother 

structure. Wadsley proposed the structure principles termed as crystallographic shear 

structure describing how these compounds are derived from the mother structure46. The 

new structure is introduced as follows: 

 The rutile structure is divided into blocks periodically parallel to a crystallographic 

plane called shear plane. 

 Blocks are translated  relatively each other by a certain vector called shear vector. 

 The overlapping parts if generated, are removed. 
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Figure 1.16. Schematic representation of the crystallographic shear operation. The shear plane and the shear 

vector are noted. 

The crystallographic shear plane and shear vector for titanium oxides TinO2n-1 (n=2, 

3…,10) were confirmed to be (121) rutile and ½ [01̅1]rutile respectively. The higher the n, the 

larger is the block of perfect rutile between two shear planes. The shear operation results 

in disturbance of the titanium arrangement, since the shear vector moves titanium ions in 

the octahedral configuration into the interstitial octahedral positions as shown in Fig. 1.17.  

 
Figure 1.17. Left: A [100] projection of an idealized titanium rutile structure. Right: A [100] projection of 

the Ti4O7 Magnéli phase. Red circles are titanium and blue are oxygen atoms respectively. The dashed line 

indicates where the (121) rutile plane intersects this plane of atoms.
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The rutile structure is disrupted at regular finite intervals by discontinuities where 

octahedra share faces, and not just edges and corners as in the mother rutile structure. These 

rutile-like chains of n TiO6 octahedra units are bounded by a corundum structure like Ti2O3 

composed of face sharing octahedra. The oxygen deficiency occurs on the shear plane and 

homologous series of Magnéli phase titanium suboxides with various Ti/O ratios are formed 

depending on the spacing of the crystallographic shear plane. We therefore have infinite 

extension in two directions and a characteristic finite width (four TiO6 octahedra for Ti4O7, 

five for Ti5O9  and so on). Note that in contrast to Magnéli phases, Ti3O5 polymorphs whilst 

they satisfy the formula TinO2n-1,  are rather a “neighboring” composition since they do not 

have crystallographic shear planes47. Shear planes are intrinsic chemical defects in the sense 

that their presence changes the chemical composition and as such are only related 

indirectly to the purely physical dislocations present in practically all crystalline 

substances. 

 

Crystallographic 

Structure 

x-value in TiO2-x 

formula 
Defect Type 

TiO2-x – TiO2 ∼ 0 
Point defects 

Concentration of oxygen vacancies x<0.001 

TiO1.999 – TiO2-x 

0.001-0.0001 

0.001- stoichiometric 

limit 

Wadsley defects with different orientation 

and at different distances 

Ti37O73 – TiO1.999 

Magnéli phase 
0.027 – 0.001 Shear planes oriented in [132] direction 

Ti16O31 - Ti37O73  

Magnéli phase 
0.0625 – 0.027 

Shear planes oriented in [132] direction and 

additionally grouped in bands 

Ti10O19 – Ti16O31 

Magnéli phase 
0.1 – 0.0625 

Orientation of shear planes changes from 

[132] direction to [121] 

Ti4O7 – Ti10O19 

Magnéli phase 
0.25 – 0.1 

Equidistance of distributed shear planes 

oriented in [121] direction 

Ti3O5 – Ti4O7 0.33 – 0.25 Ti2O3 has corundum structure and Ti3O5 has 

no crystallographic shear planes, thus whilst 

they satisfy the TinO2n-1, they are not 

Magnéli phases. Ti2O3– Ti3O5 0.5 – 0.33 

 

Table 1.3. Structural transformation with increasing oxygen non-stoichiometry in TiO2-x48. 
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The alteration in the description of the Magnéli phases as compared to regular oxygen 

deficient oxides is highlighted in Table 1.3. As we can see, the stoichiometric limit x within 

metal suboxides TiO2-x can be described in terms of point defects cannot be higher than 

0.001. Surpassing of this critical value leads to a new crystal structure described by extended 

planar oxygen defects. 

The defective nature of the oxide has profound consequences on the properties 

Magnéli phase titanium suboxides demonstrate. It has been shown that the increase in 

oxygen content resulted in the decrease in electron conductivity49. Therefore, Magnéli 

phase titanium suboxides  have a high electrical conductivity that is comparable to carbon50. 

A subsequent question that arises is how the presence of extended-defect structures is 

related to the increase of electrical conductivity. For that reason, a systematic study on the 

electronic structure of TinO2n-1 is required. As can be seen from the total density of states 

(TDOS) plot for anatase TiO2 in Fig. 1.18, the Fermi level is located just above its valence 

band maximum (VBM), showing a typical semiconductor character. For the Magnéli phase 

TinO2n-1 (4 ≤ n ≤9), the Fermi level moves to the conduction band, indicating that there are 

free electrons in the bottom of the conduction band as seen in Fig. 1.18.  

 
Figure 1.18. The HSE06 calculated TDOS of pure anatase TiO2 and Magnéli phase TinO2n-1 (4 ≤ n ≤ 9). The 

highest occupied state is the Fermi level displayed with a magenta dashed line. The blue dashed lines 

represent the energy positions of the hydrogen production level (upper) and the water oxidation level (lower), 

respectively51. 

A typical signature of the presence of defects in the bulk or at the surface of a material 

is the appearance of new states in the gap.  Therefore, the positioning of TinO2n-1 defect 

levels is the key for understanding the enhanced transport properties these polymorphs 
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exhibit. Planar defects, just like regular point defects on rutile TiO2 are introduced mainly 

due to oxygen vacancies present in the structure. These defects position localized mid gap 

states closer to the conduction band minimum (CBM), essentially playing the role of 

intrinsic dopants in these systems. Furthermore, titanium interstitials are also known to 

introduce mid gap states close to the conduction band minimum38.  Calculations showed52 

a metallic behavior for Ti4O7 and semiconductor for the other polymorphs49 at room 

temperature .  

These localized mid gap states have an effect on the bandgap of the material, resulting 

in bandgap narrowing. Pure Magnéli phase TinO2n-1 have 0.5 eV smaller than that of anatase 

TiO2 rated at approximately 2.5 eV, whereas nitrogen doped Magnéli phase TinO2n-1 has an 

optical response with a bandgap value of approximately 2 eV51. 

Arif et al reported the synthesis of highly conductive sub-30 nm Magnéli phase TiOx 

with remarkable electrochemical stability in strongly oxidizing environments53. Liborio et 

al  performed first-principle thermodynamic study of oxygen defective Magnéli phase 

titanium suboxides discussing the proposed mechanism for the formation of the 

crystallographic shear planes in rutile54. Toyoda et al reported the production of carbon-

coated Magnéli phase TinO2n-1 with enhanced visible-driven photocatalytic performance on 

the degradation of pollutants in which the carbon shell increased the concentration of the 

pollutant around the particle55. 

 

1.5 - TiO2 As a Photocatalyst 
 

The word photocatalysis, as the name suggests is a procedure which combines catalysis 

with light. A photocatalyst is a material that helps to accelerate and enhance a light-

induced reaction without being consumed in the process. Research in the field of 

photocatalysis has seen significant progress in the last decades due to its potential to use 

solar energy for environmental and energy-related applications.  

Since the pioneering work of Fujishima and Honda in 197256, there have been major 

improvements of photocatalytic materials, closely correlated with advances in 

nanotechnology. Among the various materials that have been studied for photocatalysis, 

TiO2 has been the most widely employed photocatalyst due to its high photocatalytic 

activity, non-toxicity, low cost, and its chemical stability. 

 The nano-semiconductor driven photocatalysis offers a lot of advantages mainly due 

to the surface-to-volume ratio nanomaterials exhibit. Taking into account TiO2 crystal 

parameters and assuming spherical nanoparticles, with an early estimate we can say that 

less of 20% of the constituent atoms are at the surface of 30 nm nanoparticles, whereas 35-

40% of the atoms are localized at the surface of 10 nm nanoparticles. Hence, properties
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 which are usually determined by the molecular structure of the bulk lattice now become 

increasingly dominated by the defect structure of the surface.  

The basic photocatalytic reaction initiates from the generation of electron-hole pairs 

upon light irradiation, a process also known as charge separation. The incident photons 

must have an energy equal or greater than the photocatalyst’s bandgap energy so that the 

electrons be excited from the conduction band (CB) to the valence band (VB), leaving the 

holes in the VB.  

These photogenerated electron-hole pairs may further be involved in the following 

processes.  

 Successfully migrate to the surface of the semiconductor. 

 Be captured by the defect sites in bulk and / or on the surface region of the 

semiconductor. 

 Recombine and release the energy in the form of heat (lattice vibration) or 

light (photon generation). 

 

 

Figure 1.19. Schematic demonstration of the photocatalytic mechanism of a semiconductor. A is electron 

acceptor, D is electron donor. 

The last two processes are viewed as deactivation processes since the photogenerated 

electrons and holes do not contribute to the photocatalytic reaction. The defect sites in the 

bulk and on the surface may serve as recombination centers for the charge carriers, 

degrading the photocatalytic yield. 
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In principle, a photocatalytic reaction consists of two “half” reactions, oxidation and 

reduction. The reduction reaction is governed by the electrons in the conduction band (CB) 

whereas the oxidation reaction is governed by the holes in the valence band (VB). The basic 

factor controlling the photo-induced electron excitation is the position of the redox 

potentials. For the water splitting reaction, the position of the CB should be more negative 

than the redox potential of H+/H2, while the position of the VB should be more positive 

than the redox potential of O2/H2O. As shown in Fig. 1.10, both TiO2 polymorphs are 

capable of photocatalytic water splitting. The mixed ratios of anatase and rutile like the 

commercially available mixed-phase anatase rutile P25 TiO2 nanoparticles, show enhanced 

photocatalytic activity compared to their single counterparts57. 

Two primary factors must be taken into account when designing the systems for 

conducting photocatalytic reactions. The first would be the efficiency of e-/h+ pair 

generation upon radiation. The second is the efficiency of the e-/h+ pair separation before 

they lose their redox ability due to recombination. The photocatalytic efficiency could be 

enhanced significantly by addressing the following primary issues. The first has to do with 

the light absorption. The light absorption process determines the amount of excited 

charges, which means that more charge carriers are likely to be accumulated on the surface 

if more light can be absorbed by the photocatalyst. TiO2 is a relatively wide bandgap 

semiconductor photocatalyst (3.2 eV for anatase, 3.0 eV for rutile) and requires ultraviolet 

(UV) light for photoactivation resulting in very low efficiency when utilizing solar light. 

UV radiation accounts only for about 4% of the solar spectrum compared to visible light 

which is 45%58. Therefore, shifting the onset of the response from the UV to the visible 

region can result in a higher rate of charge separation and enhancement of their overall 

activity. This is usually done with bandgap engineering. The second has to do with 

electron-hole recombination. The photogenerated electrons and holes should be 

transported and separated efficiently in the photocatalyst because fast recombination of 

charge carriers will otherwise result in low reactivity. TiO2 suffers from fast charge 

recombination which deteriorates the photocatalytic activity59. Suppression of the 

electron-hole recombination is vital for high photocatalytic efficiency. Defect sites are 

known to act as recombination centers, howbeit the lifetime of photogenerated charge 

carriers in defect-rich materials has been found to be longer than in defect-less single 

crystals. The trapping of charge carriers reduces the reactivity to some extent, but it 

decelerates recombination and hence enhances the overall photocatalytic efficiency60. 

Therefore, defect formation in the form of oxygen vacancies in TiO2 particles can reduce 

charge recombination and significantly boost the photocatalytic yield. The last part has to 

do with surface chemistry. As discussed earlier, photocatalytic reactions occur at the 

surface of the photocatalyst. Therefore, factors like porosity, specific surface area and 

affinity strongly influence the photocatalytic efficiency. TiO2 exhibits low porosity and has
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a polar surface both of which trammel the photocatalytic process61. This setback can be 

circumvented via surface functionalization. Coating TiO2 particles with a porous shell with 

high surface area can have a positive effect on the photocatalytic procedure.  

Defects in the form of oxygen vacancies in TiO2-x suboxides can result in high 

photocatalytic efficiency since defects are shown to retard charge recombination. 

Furthermore, defect states position new energy levels in the bandgap which lead to 

bandgap narrowing and consequently to visible-driven photocatalysis. Magnéli phase 

titanium suboxides exhibit metallic (Ti4O7) and semiconductive behavior in room 

temperature accompanied with high conductivity. This ensures high carrier mobility 

which further facilitates the charge separation in the photocatalytic process and the 

migration of the charge carriers to the surface. Carbon-coating can protect suboxides from 

oxidation and can efficiently reduce the recombination of photogenerated carriers by 

accelerating surface electron transfer. In Table 1.4, we report the photocatalytic yield of 

modified titania photocatalyst, in the basis of the modifications discussed earlier.  

 

Photocatalyst 
Co 

Catalyst 
Illumination Application Yield Ref. 

Mixed Phase 

Magnéli TinO2n-1 
No 

Solar 

Light 
H2 Evolution 

145 

μmol h-1 g-1 

62 

Mixed Phase 

Magnéli TinO2n-1 
Pt UV H2 Evolution 

5432 

μmol h-1 g-1 
40 

Carbon-coated 

Magneli phase 

TinO2n-1@C 

No 
Visible 

Light 

Decomposition of 

Iminoctadine 

Triacetate (IT) 

40% in 

280 min 
55 

Acid washed 

carbon-coated 

C / TiO2-x 

No 
Visible 

Light 

Photodegradation of 

Rhodamine B (RhB) 

100% in 

30 min 
35 

Pt 
Solar 

Light 
H2 Evolution 

8.6 

mmol h-1 g-1 

35 

Carbon-coated 

TiO2@C 

No 
300W lamp 

400nm filter 

Degradation of 

4-chlorophenol 

90% in 

60min 
63 

No 
Solar 

Light 

Degradation of 

Methylene Blue (MB) 

90% in 

60min 
63 

 

Table 1.4. Photocatalytic efficiencies of various modified TiO2 polymorphs.
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1.6 – Nanomaterial Synthesis 
 

1.6.1 – Wet Chemical Synthesis  

 

Along with their early applications in the 1980s, efforts have been made to invent 

synthetic methods for nanoparticles with desired properties. Two approaches have been 

developed describing the different possibilities for the synthesis of nanostructures. These 

manufacturing approaches fall under two categories: top-down and bottom-up, which 

differ in degrees of quality, speed and cost.  

 

 
 

Figure 1.20. The concept of top-down and bottom-up technology: different methods for nanoparticle 

synthesis. 

The top-down approach is essentially the breaking down of the bulk material into 

nanosized powders. Control of the size of the resulted nanomaterials can be quite tricky. 

Furthermore, most of the nanomaterials contain a wide range of size distribution and have 

non-uniform shapes which hinders applicability. In the bottom-up approach on the 

contrary atomic or molecular species are integrated to form nanostructures. Nanomaterials 

are constructed by physical or chemical methods using controlled manipulation of self-

assembly of atoms and molecules. 
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The bottom-up approach is largely based on wet chemical synthesis, which is relatively 

simple, modular and low in cost. Wet chemical synthesis includes various methods like sol-

gel, precipitation, solvothermal which enables the design of nanomaterials with tailored 

properties64. 

The efficiency of wet chemical synthesis is sometimes afflicted by certain limiting 

factors. Among them are the presence of wastes, the limited quantity of the final product, 

low crystallinity of the particles, presence of impurities as well as being multi step 

processes.  

 

1.6.2 – Flame Spray Pyrolysis (FSP)  

 
Particle production from a flame process has a history that dates to the ancient times. 

The first flame-made particles, soot can be traced back to the prehistoric times, where the 

flame spray technique had been practiced in a non-intentional manner. The principles of 

the process back then could not be understood, but it was not until 1971 and the pioneering 

work of G.D. Ulrich65 that the principles of particle formation in a flame process were 

addressed for the first time.  Since then, the field of aerosol technology has rapidly evolved 

in the past years and has resulted in the development of functional nanomaterials66. 

Flame Spray Pyrolysis (FSP) is a one-step flame-assisted liquid-fed particle formation 

process67. This technology involving the flame spraying of a precursor solution is based on 

the formation of nanoparticles from the gas or vapor phase in a flame. In FSP, the precursor 

is in liquid form and dissolved in high combustion enthalpy organic solvents. The 

combustion of the precursor solution leads to the controlled synthesis of high purity 

agglomerated nanoparticles68. 

 

Figure 1.21. Comparison of Flame Spray Pyrolysis synthesis and conventional wet chemical synthesis.
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The broad use of the FSP process stems from the distinct advantages over wet-

chemistry synthesis methods. The following key reasons make FSP process attractive for 

the manufacturing of nanoscale structures69: 

 FSP process does not generate liquid byproducts. 

 Easier collection of particles. 

 High purity nano powders. 

 Non-equilibrium metastable phases can be captured. 

The apparent benefits this technique exhibits do not come without some disadvantages 

that must be dealt with. Among them are: 

 

 High temperatures lead to aggregates (hard agglomerates). 

 Cost of impurity-free precursors. 

 Different particle morphologies (hollow, porous, inhomogeneous). 

 Polydisperse particle size distribution.  

 
Figure 1.22. Comparison of flame synthesis with classical wet-preparation method of catalysts70.
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It is quite common to coat the surface of particles to enhance their performance in 

applications or in the case of metal suboxides to protect the core particle from oxidation. 

The synthesis and coating of such particles are two distinct and usually multistep processes, 

forming first the core and subsequently the coating shell. The development of a process 

that can combine flame particle synthesis and particle coating in a single gas phase processes 

could make up for the burdensome multi-step wet-phase treatment. Furthermore, particle 

collection from gases is easier than from liquid streams, would not involve hard-to-clean 

liquid by products and the fewer step process would result in high purity products.  FSP 

scalability allows the in situ coating of metal oxides and metal suboxides with metal oxide 

or non-metal shells in a core-shell configuration71,72.  

In this thesis, we developed a method for coating metal oxides and reduced metal 

oxides in situ with carbon. Our method was implemented in TiO2 oxide and TiO2-X  

suboxide nanoparticles. The role of the carbon shell is important as: 

 Protects the inner TiO2-X core from oxidation. 

 Serves as an active site for chemical reactions to take place. 

 Eases surface electron transfer. 

 Functionalization of the shell is versatile. 

FSP made TiO2 oxide and TiO2-X suboxide nanoparticles were calcined under reducing 

atmospheres (CH4) and at different temperatures and duration to study the possible creation 

of titanium novel phases like Magnéli phases.  
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1.7 – M.Sc. Thesis Scope 

 

 The scope of the present thesis is: 

 

(i) Development of methodology for the in situ  carbon coating of metal oxides and 

suboxides and in our case titanium oxides TiO2@C and suboxides TiO2-X@C. 

 

(ii)  Control of the carbon shell in terms of thickness and graphitization. 

 

(iii) The effect of calcination under carbon rich-atmospheres in TiO2 oxides and TiO2-X 

suboxides.  

 

(iv) The presence of novel phases like Magnéli phase titanium suboxides has been 

extensively addressed. 

 

(v) The nature of defects and their correlation with the atmosphere in the burner chamber 

during the FSP particle synthesis process. 

 

(vi) Preliminary evaluation of the photocatalytic efficiency of the carbon-coated and 

carbothermal-treated titanium oxides and suboxides by in situ  monitoring of the OH- 

radical concentration using Electron Paramagnetic Resonance (EPR) spectroscopy.  
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Experimental Methods 
 

2.1 - X-Ray Diffraction 
 

X-Ray Diffraction (XRD) is a technique used for studying the crystal structure of 

materials. The basis of this technique is the constructive interference of monochromatic X-

Rays and a crystalline sample, when certain geometrical conditions are met. The resulting 

diffraction pattern is specific for each material and can be used for structural 

characterization of materials. 

 

2.1.1 - XRD Basic Principles 
 

The interaction of the incident rays with the sample produces constructive 

interference  (and a diffracted ray) when conditions satisfy Bragg’s Law73: 

 

 2𝑑 sin 𝜃 = 𝑛𝜆 (2.1) 

 

where 𝑛 is an integer number, 𝜃 is the diffraction angle, 𝑑 is the interplanar spacing 

generating the diffraction and 𝜆 is the wavelength of the incident X-Rays. 

 
Figure 2.1. Fulfillment of the Bragg Equation.
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The main difference between powder (pXRD) and crystal diffraction is the degree of 

texturing in the sample. If a single crystal were used, there would be a small chance a 

particular set of planes to be in the correct position to satisfy Bragg’s Law. In contrast, 

powdering a crystalline material produces many smaller crystals covering every possible 

crystalline orientation. Therefore, a significantly larger number of planes would be in the 

proper orientation to satisfy Bragg’s Law. The diffraction pattern is obtained by scanning 

the sample through a range of 2𝜃 angles. 

There are 3 basic components that an X-Ray diffractometer consists of: an X-Ray 

source, a sample holder and an X-Ray detector. 

The source used in diffractometers is usually X-Rays since their wavelength is up to a 

few nanometers which is comparable with inter atomic spacing. X-Rays are generated in a 

cathode tube by heating a filament to produce electrons, and then accelerating the electrons 

towards a target by applying a voltage. When these electrons have energy enough to 

dislodge inner shell electrons of the target material, X-Ray spectra are produced with the 

most common component being Kα radiation. The most widely used X-Ray source is Cu Kα 

with 𝜆=1.5418Å. Filtering the radiation with monochromators produces the 

monochromatic X-Rays needed for diffraction. 

 

 

 

 
 

Figure 2.2. Bragg-Brentano geometry and beam path of the diffractometer. 
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As soon as the X-Rays are produced, they are collimated and directed onto the sample. 

As mentioned above, every time Eq. 2.1 is fulfilled, constructive interference occurs and a 

peak in intensity appears, since the detector measures the intensity of the reflected 

radiation. As shown in Fig. 2.2, the X-Ray source rotates around at an angle 𝜃, the detector 

is mounted to collect the reflected X-Rays and rotates at an angle 2𝜃. This geometry is 

usually found in most diffractometers and is called Bragg-Brentano geometry.  

Typical X-Ray powder diffraction patterns are usually between 5° to 80° and are 

recorded as a function of 2𝜃 angle versus the peak intensity.  

 

2.1.2 Calculation of Nanocrystal Size – Scherrer Equation 
 

XRD peaks contain information concerning the material’s phase composition and 

crystal structure. We can also relate the broadening of the Bragg peaks with the nano 

crystallite’s size with a formula known as Scherrer equation74 and is expressed as 

 

 𝑑𝑋𝑅𝐷 = 
𝐾𝜆

𝛽 cos𝜃
 (2.2) 

 

where 𝑑𝑋𝑅𝐷 is the mean crystal size , 𝐾 is a dimensionless constant (0.9), 𝜆 is the 

wavelength of the X-Rays and 𝛽 is the width of the Bragg peak at half maximum intensity 

(FWHM), measured in radians. 
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Figure 2.3. Typical XRD pattern of TiO2 NPs, including Miller indices and the particle mean size dXRD.
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The Scherrer equation can only be used on nanoscale particles ranging from 1 nm up 

to 0.2 μm. Fig. 2.3 shows a typical XRD pattern of TiO2 nanoparticles (NPs) with the Bragg 

peaks shown for the two phases: anatase at 25°, 38°, 48°, 55° and 63° and rutile at 27°. 

 

 

2.1.3 - XRD Experimental Set-Up (Dept. of Physics UOI) 
 

 

XRD Diffraction Patterns of the nanoparticles were obtained with a D8 Advance 

Bruker Diffractometer (Fig. 2.4) using (40kV, 40mA) 𝜆 = 0.154 𝑛𝑚 Cu Kα radiation with a 

Lynxeye detector. The sample is placed in a silicon holder. All the parameters including 

angles wide, angle step, residence time, rotation of sample holder are defined by a Bruker 

software.  

 

 
 

Figure 2.4. Bruker D8 Advance Diffractometer. 
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2.2 - Raman Spectroscopy 
 

Raman Spectroscopy is a non-destructive technique that provides information 

concerning molecular interactions, chemical structure, crystallinity and phases. The basis 

of this technique is the inelastic light scattering due to the interaction of the incident light 

with the material’s chemical bonds. A sample is irradiated with a single frequency radiation 

(usually a laser) and the energy difference between the incident beam and the scattered 

beam is recorded. It was first observed by Raman75 in 1928. Each material or molecule has 

a distinct Raman spectrum thus enabling us to identify them.  

 

2.2.1 - Raman Spectroscopy Basic Principles 
 

When light interacts with matter, the photons may be absorbed, scattered or may not 

interact with the material and pass straight through it. Raman scattering involves the 

inelastic scattering of light upon interaction with the molecule. In Raman scattering, 

photons interact with the molecule and cause distortion (polarization) of the electronic 

cloud around the nuclei and a short-lived state is formed called ‘virtual state’. This ‘virtual 

state’ is formed by the electrons and the photons in the molecule in which time nuclear 

motion is not induced. This state is unstable, so the photons are emitted as scattered 

radiation.  

We can discern two cases: if only electron cloud distortion is involved in scattering 

with no nuclear motion, the photons are scattered with minor frequency changes and 

hence the process is regarded as elastic scattering. This process is called Rayleigh scattering 

and it is the most dominant process. However, if nuclear motion is induced during the 

scattering process, energy transfer will occur either from the incident photon to the 

molecule or from the molecule to the scattered photon. This process is inelastic scattering 

and there is an energy difference of one vibrational unit between the incident and the 

scattered photon. This is Raman scattering76.  

Since the virtual states are not real states and are created only when the photons 

interact with the electrons, their energy depends on the frequency of the light source. 

Depending on which vibrational energy state the process starts we have Rayleigh scattering 

where there is no energy change and the photons return to the original energy state, Stokes 

Raman scattering where the process starts with a molecule in the ground vibrational state 

and Anti-Stokes Raman scattering where the process starts with a molecule in an excited 

vibrational state as shown in Fig. 2.5. It should be noted that at room temperature, most 

molecules are in the lowest vibrational energy state, so Stokes Raman scattering is the most 

favorable one. 
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Figure 2.5. Diagram of Rayleigh and Raman Scattering process. In Stokes scattering the incident photon has 

greater energy than the scattered photon whereas in Anti-Stokes scattering the incident photon is of lower 

energy than the scattered one. 

 

As discussed above, interaction between the photons and the molecule lead to 

distortion (polarization) of the electron cloud. Distortion depends on the ability of the 

electrons to polarize. The parameter used to describe this ability is called polarizability 𝑎. 

The effect on the electron cloud is on all directions so in order to take into consideration 

all interactions we can assume that dipoles are created and thus: 

 

 𝑃⃗ = 𝑎𝐸⃗  (2.3) 

 

The polarizability 𝑎 is a tensor whose dependence to molecular vibrations can be 

expressed as a function of normal coordinates using a Taylor approximation77: 

 

                        𝑎𝑖𝑗 = 𝑎𝑖𝑗
0 + (

𝜕𝑎𝑖𝑗

𝜕𝑄
)|

𝑄=𝑄0

× 𝑄  , with  𝑄 = 𝑄0 cos(2𝜋𝑣𝑣𝑖𝑏𝑡) (2.4) 

 

Raman scattering as discussed above occurs only when vibrations change 

polarizability. Mathematically this can be written as ( 𝜕𝑎𝑖𝑗 𝜕𝑄 ≠ 0⁄ ).  The signal intensity 

is predicted with the following formula: 

 

 𝐼Raman ∝ 𝐼laserv
4
|𝑒0𝑎𝑒𝑠|

2𝑑𝛺 (2.5) 
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where 𝐼Raman is the Raman signal intensity, 𝐼laser is the incident laser intensity, 𝑒0 and 𝑒𝑠 

are unit vectors representing laser polarization and direction of observation, v the wave 

number, 𝑑𝛺 is the solid angle of light collection and 𝑎 is the polarizability.  

From Eq. 2.5 it is obvious that two of variable parameters are under the control of the 

analyst. That would be the laser power and the frequency of the incident light. 

 

2.2.2 - Raman Measurement Set-Up 
 

A Raman spectrometer basic configuration consists of 3 different parts: a source of 

radiation which is in general a laser with a specific wavelength, a spectrometer that 

disperses the scattered light and a detector that detects the scattered light.  

 

 
 

Figure 2.6. Overview and principle of a Raman microscope spectrometer 

 

The light source of a Raman spectrometer is usually a laser with a specific wavelength. 

The laser’s wavelength can vary from UV to the visible and near infrared depending on the 

application. The most common used lasers are the 514.5 nm Ar + ion laser, the 532 nm 

Nd:Yag laser and the 785 nm. The 785 nm laser offers the best balance between scattering 

efficiency, influence of fluorescence and detector efficiency. Taking into consideration Eq. 

2.5 and since the wave number is inversely proportional to the wavelength, lasers with 

greater wavelength allow greater laser intensity to be used. Fig. 2.6 depicts the overview 

and principle of a Raman microscope spectrometer. The laser beam is directed to the sample 

and upon interaction, the scattered beam passes through a filter which only allows 

radiation with different wavelength to pass through i.e. Raman scattering light.  
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The scattered light is directed to a monochromator which disperses the light with the 

aid of a grating. A CCD captures the dispersed light and converts photo current to electric 

current at which point the spectrum is generated. 

A Raman spectrum contains much information depending on the parameters that each 

time are assessed. There are two parameters that will influence the spectrum. Parameters 

governing vibration-induced charge transfers will set Raman scattering intensity whereas 

parameters governing the bond “dynamics” will set the peak positions.  
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Figure 2.7. Raman parameters and their influence in the spectrum 

 

In Fig. 2.7 we can see the parameters that influence the spectrum. The main variable 

is peak position which is the “fingerprint” for each molecule or material. Bandwidth 

determines the order of the bonds whereas shifts to peak positions are attributed to external 

perturbations. Fig. 2.8 shows a typical Raman spectrum of TiO2 nanoparticles along with 

peak position for the two phases.  
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Figure 2.8. Typical Raman spectrum of TiO2 nanoparticles along with peak positions 

 

2.2.3 - Raman Experimental Set-Up (Dept. of Physics UOI) 
 

Raman spectroscopy measurements were taken using a Horiba XploRA Plus Raman 

microscope coupled to an Olympus BX41 microscope and using a 785 nm laser as an 

excitation source. The microscope is coupled to a CCD which helped using low laser 

intensities of 1% or 10% in samples that were experiencing phase changes due to heating. 

Spectrum were recorded and processed with Lab Spec software. 

 
Figure 2.9. Horiba XploRA PLUS Raman microscope
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2.3 - Uv-Vis Diffuse Reflectance Spectroscopy (DRS) 
 

Ultraviolet-Visible Diffuse Reflectance Spectroscopy (Uv-Vis DRS) is a non-

destructive technique used for the determination of parameters associated with the 

material’s optical properties such as refractive index, reflectivity, absorption. The scattered 

intensity of an incident light beam is scanned as a function of the wavelength and is 

analyzed with respect to its macroscopic optical characteristics, such as reflectance or 

absorbance.  

 

2.3.1 - DRS Basic Principles 
 

When light interacts with a medium, two different types of reflection can occur78: 

regular or specular reflection which is associated with reflection from smooth surfaces like 

mirrors and diffuse reflection which is associated with reflection from dull surfaces like 

powders.  

 
Figure 2.10. Schematic illustration of light trajectories in a scattering sample 

As we can see in Fig. 2.10, whereas specular reflection can be treated with theoretically 

using Fresnel equations, diffuse reflection is the result of many complex mechanisms. 

When light interacts with a dull surface like a densely packed powdered sample, the sample 

will experience a combination of reflection, refraction and diffraction (i.e. scattering) of 

the incident light. Furthermore, in certain materials, light would be also absorbed. 

Therefore, samples of interest are samples that exhibit simultaneously absorption and 

scattering of electromagnetic radiation. As a result, these phenomena are treated by the so 

called two-constant theories referring to the two parameters that must be taken into 

account which are scattering and absorbance.
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 Since the description of the propagation of light through inhomogeneous materials is 

the result of different mechanisms only approximate descriptions exist. The most often used 

theory to describe and analyze diffuse reflectance spectra is the Kubelka-Munk theory. 

Kubelka-Munk theory allows the calculation of reflectance from a layer that both scatters 

and absorbs light.  

In transmission spectroscopy, transmittance is defined as the fraction of the 

transmitted to the incident light intensity  

𝑇 = 
𝐼

𝐼0
 (2.6) 

In an analogous way, the remittance of a diffusively reflecting sample is the ratio 

between reflected to incident light intensity. 

 𝑅∞ = 
𝐽

𝐼0
 (2.7) 

where 𝑅∞ is the absolute remittance,  𝐽 is the intensity of the reflected radiation and 𝐼0 

the intensity of the incident beam as above. In experiment, we don’t measure the absolute 

remittance but the relative remittance defined as the fraction between the sample’s 

remittance to that of a standard sample (𝑅∞ 𝑠𝑎𝑚𝑝𝑙𝑒 𝑅∞ 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑⁄ ). 

As discussed above, Kubelka-Munk is a two-constant theory, meaning that we must 

relate the results with two constants. In our case, those two constants would be the 

absorption coefficient 𝐾 and the scattering coefficient 𝑆. Taking approximations Eq. 2.7 

becomes: 

 𝑅∞ = 1 +
𝐾

𝑆
+ √

𝐾

𝑆
(2 +

𝐾

𝑆
) (2.8) 

 

This model holds only when the particle’s size is comparable or smaller than the 

wavelength of the incident light, and the diffuse reflection no longer allows to separate the 

contributions of the reflection, refraction and diffraction. In the case of an infinitely thick 

sample (meaning that none of the light irradiating the sample penetrates to the bottom of 

the sample holder) and by solving Eq. 2.8 for 𝐾 𝑆⁄ , we take the Kubelka-Munk function  

𝐹(𝑅∞) : 

 𝐹(𝑅∞) = 
(1−𝑅∞)2

2𝑅∞
 = 

𝐾

𝑆
 (2.9) 

 

The scattering coefficient 𝑆 is dominated by the particle size and the refractive index 

of the sample. It is not a strong function of the wavelength or the absorption coefficient 𝐾 

and thus is considered a constant. In reality, the scattering coefficient varies slowly with 

wavelength. It does though change significantly with packing density, so powdered 

samples should be packed carefully.
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Summarizing the above, Kubelka-Munk function is valid under the following 

conditions: 1) diffuse monochromatic radiation of the powdered sample, 2) an infinite layer 

thickness, 3) uniform distribution of powders.  

 

2.3.2 - Tauc Plot – Determination of Band Gap 
 

The theory of bands in solids states that the separation between the lowest conduction 

band and the highest valence band creates the bandgap (Eg) which is an energy range where 

no electron state exists. Depending on the value of Eg we have insulators, semiconductors 

and conductors. There are two types of band-to-band transitions: 

 

1. Direct transitions where the momentum is conserved without the participation of a 

phonon. The two points have the same value in the k-space.  

2. Indirect transitions where at least one phonon is required for the conservation of 

momentum. The two points have different values in the k-space.  

 

There is also another classification between intra-band transitions. Allowed transitions 

are those occurring as a result of a selection rule whereas forbidden transitions occur in a 

lower rate only when the approximation associated with the selection rule is not made. 

Mathematically speaking, allowed transitions have a non-zero matrix element, whereas 

forbidden transitions have a matrix element equal to zero. In all transitions that occur, 

there is always a change in energy. 

 
 

Figure 2.11. Simplified Band transition representation: (a) allowed and (b) forbidden direct transition; 

absorption of a photon with energy Eg can occur without the presence of a phonon; (c) for the indirect 
transition the presence of the phonon is required.
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The Kubelka-Munk function is used for the determination of the optical band gap of 

semiconductors. As shown above, it depends on the scattering coefficient 𝑆 and the 

absorption coefficient 𝐾. Assuming that the scattering coefficient 𝑆 changes negligibly, the 

Kubelka-Mink function depends solely on 𝐾. The correlation between the absorption 𝛼 

connected to the absorption coefficient  𝐾 and the incident photon energy 𝐸 = ℎ𝑣 can be 

achieved with a correlation function involving also an electronic transition-dependent 

exponent 𝑛. 

For the calculation of the optical band gap, Kubelka-Munk function needs to be 

modified. By multiplying the 𝐹(𝑅) with ℎ𝜈 and using the exponent discussed above we can 

correlate the 𝐹(𝑅) function with the absorption 𝛼 as follows: 

 

 (𝐹(𝑅∞) ∙ ℎ𝑣)𝑛~(𝛼 ∙ ℎ𝑣)𝑛 (2.10) 

 

The onset of the electronic band gap can be linearized as follows79: 

 

 𝛼 ∙ ℎ𝑣 = 𝐶1(ℎ𝑣 − 𝐸𝑔)
𝑛

 (2.11) 

 

Substituting Eq. 2.11 into Eq. 2.10 we end up in the modified Kubelka-Munk function 

which reads as: 

 

 (𝛼 ∙ ℎ𝑣)(1 𝑛⁄ ) = 𝐶(ℎ𝑣 − 𝐸𝑔) (2.12) 

 

where 𝐸𝑔 is the bandgap energy, 𝛼 is the absorption, ℎ𝜈 is the incident photon energy, 𝐶 

is a constant and 𝑛 is the electronic transition dependent exponent. 

Depending on which type of transition each time occurs, the exponent 𝑛 takes the 

following values.  

 

 

Transition Type n 

direct, allowed 1/2 

direct, forbidden 3/2 

indirect, allowed 2 

indirect, forbidden 3 

  
 

Table 2.1 Types of electronic dipole transitions and their corresponding exponent n. 
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By plotting the left part of Eq. 2.12 against the photon energy ℎ𝜈 the bandgap energy 

𝐸𝑔 can be extracted by a linear fit at its rise as shown in Fig. 2.13. The crossing point 

between fit and abscissa will determine the bandgap energy. This representation is called 

Tauc Plot 80 and is provides quantitative calculation of bandgaps. It should be noted that an 

ideal material with no imperfections would have a step-function like plot and as a result 

the bandgap in the Tauc plot would be measured precisely. An actual material contains 

impurities, surface defects things that alter their structure and as a result the spectrum by 

introducing bends in the ideal step-function like line. For precise calculation of the 

bandgap, the fitted line must always pass through the middle of the experimental line as 

shown in Fig. 2.13. 

A misuse of the Tauc Plot to determine the bandgap energy of the semiconductors may 

lead to erroneous estimates especially in the case of modified semiconductors. Makula et al  

addressed the aforementioned issue and proposed the correct way to determine the 

bandgap energy. As shown in Fig. 2.12 an additional linear fit used as an abscissa is applied 

for the slope below the fundamental absorption. The point where the two lines cross is the 

bandgap energy of the semiconductor. 

 

 
Figure 2.12. Transformed reflectance spectrum plot and the determination of the bandgap energy Eg81. 
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Figure 2.13. Left: Typical Diffuse Reflectance Spectrum of  TiO2 nanoparticles. Right: Typical Tauc Plot of 

TiO2 nanoparticles. 
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2.3.3 - DRS Experimental Set Up (Dept. of Physics UOI) 
 

DRS experiments were conducted using a Perkin Elmer Lambda 35 spectrophotometer. 

The spectrophotometer uses one halogen lamp and one deuterium lamp to cover the 

wavelength range from 190 to 1100 nm. The switch from the halogen lamp to the 

deuterium lamp occurs at around 380 nm. The beam path is shown in Fig. 2.14. The 

procedure starts with the measurement of the standard reference sample in order to 

perform autozero. Barium sulfate (Riedel-de Haën 11432) is used due to its high absolute 

reflectance ranging from 0.973 to 0.988. After performing autozero, the sample to be 

measured is placed on the DRS holder and the measurement starts. As discussed before, all 

the samples to be measured must be packed carefully in order to have a smooth surface. 

After the measurement is taken the spectrum and the data are processed by a software.  

 

 
 

Figure 2.14. (Left): Perkin Elmer Lambda 35 spectrophotometer. (Right): Beam path inside the DRS.
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2.4 - Electron Paramagnetic Resonance Spectroscopy (EPR) 
 

Electron Paramagnetic Resonance Spectroscopy (EPR) is a technique based on the 

absorption of electromagnetic radiation, which is usually in the microwave frequency 

region, by a paramagnetic sample placed on a magnetic field. Paramagnetic species (species 

that have unpaired electrons) like free radicals and transition metal ions can be identified 

in solids and liquids and gases as well as defects can be studied.  

 

2.4.1 - EPR Basic Principles 
 

The electron possesses an intrinsic angular momentum; the spin. Electron is a spin    

S = 1 2⁄  particle and in the quantum mechanical description the electron spin can be in 

two states mS = +1 2⁄  and mS = −1 2⁄  . These two states, which are the projection of the 

electron spin, differ only in the orientation of the angular momentum in space and not in 

the magnitude. Postulate of quantum mechanics states that definite components of the spin 

can be determined only in a specific axis. This means that the two spin states can be in only 

one axis usually around z-axis. At the absence of interactions between the electron spin 

with its environment, any choice for the direction in space of the z-axis is allowed. The 

electrons spin randomly, and the two states have the same energy; they are degenerate82.   

The electron spin angular momentum is associated with the magnetic moment by the 

formula: 

 𝝁𝑒 = 𝑔𝜇𝐵𝑺 (2.13) 

 

where 𝜇𝐵 is Bohr’s magneton and 𝑔 is the Lande factor or simply the g-factor. The energy 

of a magnetic moment when a constant magnetic field is applied is given by the scalar 

product between the magnetic moment 𝝁𝑒 and the magnetic field 𝑩. Spin comes along the 

z-axis as discussed earlier and therefore the scalar product reduces to a single term if the 

magnetic field is applied into z-direction. This reads as: 

 

 𝐸 = −𝝁𝒆 ∙ 𝑩 = 𝑔|𝜇𝐵|𝑺 ∙ 𝑩 = 𝑔|𝜇𝐵|𝐵0𝑆𝑧 (2.14) 

 

Since spin (𝑆𝑧) has two states mS = +1 2⁄  and mS = −1 2⁄  by substituting in Eq. 2.14 

we take the following expression: 

 

 𝐸± = ± (
1

2
) 𝑔|𝜇𝐵|𝐵0 (2.15) 
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Figure 2.15. The Zeeman effect. At zero field (B=0) the spin states have the same energy. Application of static 

magnetic field (B≠0) leads to separation of the two states one with high energy when the magnetic moment 

is aligned with the magnetic field and one with low energy when the magnetic moment is aligned against the 

magnetic field. 

 

The splitting of the electron spin energy levels into two levels in the presence of 

magnetic field is called the Zeeman effect83. The energy difference between the two states 

is84: 

 𝛥𝛦 = ℎ𝑣 = 𝑔|𝜇𝐵|𝐵0∆𝑚𝑆 = 𝑔|𝜇𝐵|𝐵0 (2.16) 

 

It is apparent from Eq. 2.16 that without a magnetic field there is no energy difference 

to measure. Another thing to mention is that the energy difference depends linearly on the 

magnetic field.  

There are two different ways in order to obtain an EPR spectrum. As shown in Eq. 2.16 

we could either keep the frequency of the electromagnetic radiation constant and scan the 

magnetic field or we can keep the value of the magnetic field fixed and scan the frequency. 

Most EPR spectrometers operate at a constant frequency in the range of microwaves and 

scan the magnetic field. Absorption of energy occurs when the magnetic field “tunes” the 

spin states so that the energy difference matches the energy of the applied radiation. The 

spectrum is plotted as the first derivative of the absorption versus the magnetic field. 

The parameter used as a fingerprint for each molecule would be the g-factor since it’s 

the only factor that can remain constant at different frequencies and magnetic fields. It 

helps distinguish and identify types of samples. A useful expression is the following: 

 

 𝑔 = 
ℎ𝑣

𝜇𝐵𝐵0
 = 714.5 

𝑣(𝐺ℎ𝑧)

𝐵0(𝐺𝑎𝑢𝑠𝑠)
 (2.17) 
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So far, we have only discussed for one molecule, in a fixed orientation. Since molecules 

are oriented in space, mixing them would make the analysis direction dependent. This is 

expressed in observable parameters with the anisotropy of the g-factor. With the term 

anisotropic, we refer to the different g-values due to the molecule’s orientation relative to 

the external magnetic field. The g-factor has a set of principal axis system labeled as 𝑔x , 𝑔y 

and 𝑔z. Depending on the values of the g-factor we have different line shapes in an EPR 

spectrum as shown in Fig. 2.16.  

 

 
 

Figure 2.16. Schematic representation of g-tensor and the corresponding absorption and EPR spectra. 

Depending on the g-values we have different classes of anisotropy. Equal g-values in 3 directions results in 

isotropic g-tensor (a). An axial class has one component different than the others (b,c) . The rhombic class 

has g-tensor with different components in 3 directions (d)85. 

 

As shown in Fig. 2.16 anisotropy is responsible for the lineshape in an EPR spectrum. 

Starting from the isotropic case where only dipolar interactions are considered the 

absorption spectrum follows a Gaussian distribution. As we progress to higher order 

perturbation theory and more interactions are added like exchange interactions the 

isotropic spectrum begins to deviate and the absorption line takes the form of a Lorentzian 

distribution. 
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A typical EPR spectrum of a powder sample is shown in Fig. 2.17. For the electron-

hole separation the sample is illuminated with an arc Xenon lamp. 
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Figure 2.17. Typical EPR spectrum of TiO2 nanoparticles with the corresponding g-values for electrons and 

holes. The interactions have effect on the spectrum and we can see the difference from an isotropic signal.  

 

Just like any other spectroscopy, the area under the spectrum can be used for 

quantification of the signals. The quantification is done using some spin standards. The area 

of the measured spectrum is compared with the measured area of a spin standard with a 

known concentration and in this way the concentration of the signal of interest is 

determined. For radicals the spin standard used is 2,2-diphenyl-1-picrylhydrazyl (DPPH) 

whereas for spin 1/2 systems the spin standard is copper nitrate.  In an EPR spectrum the 

area under the absorption spectrum is a direct measurement of the concentration of the 

unpaired electrons. Since the EPR spectrum is the first derivative of the absorption spectra, 

we have to integrate twice to obtain the correct area. Some signals are difficult to quantify 

due their broad shape or due to non-flat baselines.  
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2.4.2 - Spin Trapping in EPR 
 

EPR is the technique of choice when it comes to the study of free radicals. The direct 

detection of free radicals is usually not possible due to their high reactivity and their 

transient nature. In this case, spin trapping is used. Spin trapping involves the addition to 

the system under consideration of a small amount of diamagnetic molecule, usually a 

nitrone or nitroso compound, which reacts with a free radical to produce a more stable 

paramagnetic radical species that can reach EPR detectable levels. The observable radical 

species is called spin adduct and the molecule undergoing radical addition is a spin trap. 

The spin trapping process is schematized in Eq. 2.18. 

 

               X⦁             +                ST            →               XST⦁ (2.18) 

                    Transient free radical                     Spin trap                  Long-lived spin adduct 

     Paramagnetic                      Diamagnetic                        Paramagnetic 

 

The most used spin trap is the 5,5-dimethyl-1-pyrroline N-oxide (DMPO) and the α-

phenyl-N-t-butylnitrone (PBN). A typical spin trapping EPR spectrum is shown in Fig. 

2.18. 
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Figure 2.18. Typical EPR spectrum of DMPO-OH spin adduct on TiO2 nanoparticles. The hyperfine coupling    

constants are used to determine the spin adduct. 

By determination of the parameters such as hyperfine coupling constant and split 

between peaks we are able to determine the type of radical trapped. The hyperfine coupling 

constants for the DMPO-OH adduct are86 αN = αH = 14.8 Gauss. 
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2.4.3 - EPR Experimental Set-Up (Dept. of Physics UOI) 
 

The basic components of an EPR spectrometer are the microwave bridge and the EPR 

magnet. Starting from the microwave bridge, the most used microwave bridge would be 

the X-Band microwave bridge operating at around 9.6 GHz. From Eq. 2.17 it is apparent 

that g=2 comes for a field of resonance of 3380 Gauss. The microwave bridge houses the 

source and the detector. The microwaves are produced in the source as shown in Fig. 2.19 

and pass through a variable attenuator. The attenuator controls the flow of microwave 

radiation and thus we can precisely tune the microwave power.  

Most EPR spectrometers are reflection spectrometers meaning that that they detect 

reflected radiation from the microwave cavity which is a metal box where the sample is 

placed. This happens with the circulator. The circulator guides the microwaves with the 

aid of waveguides towards the cavity. The microwaves are coupled into the cavity via the 

iris which tunes the amount of radiation being reflected back by matching the impedances 

of the waveguide and the cavity.  The reflected radiation passes from the circulator and is 

guided to the detector. Any remaining radiation that reflects back from the detector is 

forced by the circulator into the upward waveguide and the radiation is converted into 

heat. The detector measures DC current. The DC current is transformed into AC with a 

lock-in amplifier thus producing the EPR signal.  

These properties give rise to an EPR signal in the following way. The cavity in general 

stores microwave energy and thus at resonance frequency no microwaves will be reflected 

back but will remain inside the cavity. When the sample absorbs the microwave energy 

the impedance in the cavity changes and thus the cavity is no longer coupled, and the 

microwaves will be reflected back to the bridge resulting in the corresponding EPR signal. 

 

 
Figure 2.19. Schematic representation of an EPR spectrometer.
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EPR experiments are conducted on various temperatures ranging from that of liquid 

helium (4.2K), liquid nitrogen (77K), room (RT) up to high (1200 K) temperature. 

The EPR experiments were carried out using a Bruker ER 200D spectrometer with a 

Bruker X-Band microwave bridge operating in the region of 9-10 GHz. Samples for 

electron-hole studies were placed in quartz tubes of 5mm, degassed and placed inside the 

dewar at liquid nitrogen temperature (77K). For the spin trapping experiments the samples 

were placed with the aid of a syringe into 2 capillaries and then placed in quartz tubes of 

5mm inside the dewar at room temperature (RT). The samples were illuminated using an 

Oriel 6293 Arc Xenon Lamp with a maximum output of 800W. The microwave power was 

controlled with a microwave controller and the magnetic field with a field controller. The 

EPR spectra were recorded and processed using Lab-View software. 

  

 
Figure 2.20. Bruker ER 200D spectrometer with is components noted. 

 
Figure 2.21. (Left): Microwave and field controller, lock-in amplifier. (Right): Oriel 6293 Arc Xenon Lamp.
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2.5 - Furnace for Calcination (Dept. of Physics UOI) 
 

The samples were calcined either for better crystallization or for surface modification 

using a Thermansys 30802 tubular furnace as shown in Fig. 2.22. The nanopowders were 

placed in ceramic capsules and then inserted at the center of the tubular furnace. The two 

edges of the tube were sealed using a rubber gasket and metallic seals to ensure calcination 

under the desired atmosphere. The calcinations were performed under inert atmospheres 

using nitrogen N2 gas (Linde, purity >99.9%) or carbon-rich atmospheres using methane 

CH4 (Linde, purity >99.5%). All the calcinations parameters including temperature, 

temperature gradient during heat up and cooldown, calcination duration were set using 

appropriate software while the gas flow was controlled with a rotameter. The metallic seals 

are water-cooled, and the tube is made of alumina.  

 

 
 

Figure 2.22. Thermansys 30802 tubular furnace used for calcination of samples. 
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2.6 – X-Ray Photoelectron Spectroscopy (XPS) 
 

X-Ray Photoelectron Spectroscopy (XPS) is a surface-sensitive spectroscopic 

technique, that can identify the elemental composition and the nature of the elemental 

bonding that exists at the surface of a material. The basis of this spectroscopic technique is 

the photoelectric effect87, in which the sample under investigation is bombarded with a 

beam of X-rays while simultaneously measuring the kinetic energy of electrons that are 

emitted from the outer shell of the material. XPS was developed in the 1960’s by Kai 

Siegbahn88 and has since become a powerful spectroscopic technique used for surface 

analysis and investigation of the efficacy of surface engineering.  

 

2.6.1 – XPS Basic Principles 
 

The basis of the XPS is the photoelectric effect. As outlined in Fig. 2.23, when radiation 

of known energy usually X-rays is absorbed by an atom or a molecule, an electron can be 

ejected. The kinetic energy of the ejected electron depends upon the incident photon 

energy (hv), and the binding energy (Eb) that is the energy required to remove the electron 

from the surface. 

 

 
 

Figure 2.23. The photoelectric effect involved in XPS analysis. 

By measuring the kinetic energy of the ejected electrons, it is possible to determine 

which electrons are near a material’s surface as well as the binding energy of the electron.
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The binding energy is characteristic for each element and depends on the orbital from 

which the electron was ejected as well as the chemical environment of the atom from 

which the electron was emitted. XPS only identifies photoelectrons that reach the detector, 

the elemental signals from the surface are much stronger than those from deeper in the 

sample. Therefore, the emitted photoelectrons originate from atomic layers close to the 

surface. 

High vacuum conditions must be fulfilled in XPS experiments of about 10-9-10-10 Torr. 

High vacuum facilitates photoelectron transport to the analyzer and also prevents 

recontamination of clean samples. 

The spectrum is plotted as a function of binding energy. The position of a peak 

relatively to the binding energy can give information about elemental and chemical 

composition of the surface. The spectrum usually exhibits a doublet peak structure as 

shown in Fig. 2.24, which is a result of spin-orbit coupling. Furthermore, chemical shift in 

peaks is strongly influenced by the oxidation state of the atom as well as the local 

physicochemical environment. Atoms with higher positive oxidation state exhibit a higher 

binding energy due to the extra coulombic interaction. The XPS spectrum can give 

information about the content of the surface quantitively by integrating the peaks of the 

signal.  
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Figure 2.24. Typical XPS spectrum showing the doublet peak structure. 
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2.6.2 – XPS Experimental Set – Up (Dept. of Physics UOI) 
 

The basic components of an XPS spectrometer are the source, the ultra-high vacuum 

system, and the analyzer-detector. Starting from the source, where a filament is heated, 

and then high energy electrons are directed towards a metallic target. The most commonly 

used X-ray sources are the Mg Ka radiation and the Al Ka radiation with incident energies 

of 1253.6 eV and 1486.6 eV respectively. In some cases, the source can house dual anode 

that enables the switch between two different energies for experimental optimization. The 

incident radiation is monochromated using a quartz crystal and then is directed to the 

sample. 

 
 

Figure 2.25. Schematic representation of an XPS spectrometer. 

 

Upon sample irradiation, the photoelectrons are focused  into a hemispherical analyzer 

by an electrostatic lens system. The hemispherical analyzer is an electrostatic device that 

disperses electrons as a function of their kinetic energy, in analogy with a prism which 

disperses light depending on its wavelength. At the end of the analyzer, the detector is 

attached which counts electrons. By scanning the range of binding energies, the spectrum 

is recorded. The entire source-analyzer system is enclosed in a high vacuum chamber 

which utilizes high vacuum pumps to ensure longer photoelectron path length and non-

contaminated samples. 

X-ray photoelectron spectrum were recorded in a surface analysis ultrahigh vacuum 

system (SPECS GmbH) equipped with a twin Al-Mg anode X-ray source, and a 

multichannel hemispherical electron analyzer (HSA-Phoibos 100). The pass-energy was 30 

eV, providing a line-width of 1.18 eV. Spectral analysis included a Shirley background 

subtraction and fitting with a minimum number of peaks. The profile of the peaks was 

taken as a convolution of Gaussian and Lorentzian functions, using the least-squares curve 

fitting program WinSpec. 
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Figure 2.26. XPS experimental setup. 

 

2.7 – Brunauer – Emmett – Teller (BET) Analysis 
 

The BET method (abbreviated from Brunauer-Emmett–Teller theory) is the most 

widely used procedure for the determination of the surface area of solid or porous materials. 

BET analysis provides important information concerning the materials physical structure 

as the surface affects how the solid will interact with its environment. It was proposed by 

Brunauer, Emmett and Teller in 193889 and is an extension of the Langmuir theory which 

is a theory of monolayer adsorption to multilayer adsorption.  

 

2.7.1 – BET Basic Principles 
 

BET measures surface area based on gas adsorption. The specific surface area of a 

particle is determined at an atomic level by adsorption of an unreactive gas usually nitrogen 

(N2). In order to prevent interaction between the solid and the gas, the procedure is done 

at cryogenic temperatures. The temperature at the solid is kept constant under isothermal 

conditions, whereas the pressure of the adsorbing gas is increased. As the relative pressure 
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 is increased, more and more molecules adsorb on the surface. A thin layer will eventually 

cover the entire surface. The adsorption isotherm is obtained by measuring the amount of 

gas adsorbed across a wide range of relative pressure at a constant temperature (typically 

liquid N2 at 77 K). Conversely, desorption isotherms are achieved by measuring gas 

removed as pressure is reduced. 

 
Figure 2.27. Adsorption and Desorption process as a function of pressure. Layer coverage is also noted. 

The shape of the sorption isotherms is strongly 

influenced by the pore width which are 

classified as follows90; Micropores : pores with 

internal width less than 2 nm; Mesopores : 

pores of internal width between 2 and 50 nm; 

Macropores : pores of internal width greater 

than 50 nm. The surface area is determined 

using the BET equation: 
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)          (2.19) 

 

where W  is the weight of gas adsorbed at 

relative pressure P/P0 , Wm  is the weight of 

adsorbate constituting a monolayer of surface 

coverage. The C  constant is related to the 

magnitude of the adsorbent / adsorbate   

interactions.

Figure 2.28. Type of isotherms in BET theory. 
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The type of isotherms91 is summarized in Fig. 2.28. Type I isotherms are obtained when 

adsorption is limited to only a few molecular layers. Type II isotherms are typically 

obtained in the case of non-porous or microporous adsorbent. Point B indicates at which 

stage monolayer coverage is complete and multilayer adsorption begins to occur. The 

reversible Type III isotherm is obtained when C<1  and shows the formation of a multilayer. 

The adsorbate-adsorbent interactions are relatively weak. Type IV isotherms are typical for 

mesoporous materials. In these isotherms the hysteresis loop should be noted which is a 

result of pore condensation. The limiting uptake over a range of high P/P0  indicates 

complete pore filling. Type V isotherms shows hysteresis and pore condensation just like 

Type IV, but the initial part is similar to Type III indicating relatively weak interactions 

between the adsorbent and the adsorbate. Type VI is a special case which represents 

stepwise multilayer adsorption on a uniform, non-porous surface.  

 

2.7.2 – BET Experimental Set – Up (Dept. of Physics UOI) 
 

Prior to any measurement, the sample must be preconditioned to remove physically 

bonded impurities from the surface of the powder in a process called degassing. Samples 

are usually degassed either at vacuum conditions or with continuously flowing inert gas 

like N2 at elevated temperatures. The temperature of the degassing process as well as the 

duration are carefully chosen to avoid structural changes on the sample.  

Once the degassing process is completed, the powders are ready for measurement. The 

samples are inserted to the analysis port. Dewars of liquid nitrogen are used to ensure 

constant temperature during the measurement. The adsorbate usually liquid nitrogen is 

injected in the sample cell with a calibrated piston for the adsorption measurement and is 

evacuated for the desorption measurement. BET analysis must be done in the linear region  

of the BET plot.  

 

BET measurement were carried out using a 

Quantachrome NOVAtouch LX2 BET surface area 

and pore analyzer with a dedicated P0  station and 

four sample degassing ports. The analysis of the 

isotherms and factors like degassing duration and 

temperature as well as BET related factors were 

controlled with Quantachrome TouchWin 

software.  

 

Figure 2.29. Quantachrome NOVAtouch LX2.
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2.8 Flame Spray Pyrolysis (FSP) 
 

Flame Spray Pyrolysis (FSP) is a versatile one-step continuous process for the 

production of nanopowders66,67 at a high rate92 with controlled-particle characteristics68. It 

consists of the spray pyrolysis of a liquid precursor, under a heat treatment from a flame. 

The combustion of the spray converts the liquid precursors into nano-sized metal or metal-

oxide particles, depending on the material and the operating conditions. The production of 

high purity nanopowders with the absence of waste and the proven scalability makes this 

method a strong contender in the process of nanomaterials production.  

 

2.8.1 Basic Principles of FSP 
 

A typical FSP reactor is generally comprised by the three main parts93: an atomizer, a 

burner and a collecting system. As shown in Fig. 2.30 the liquid precursor must be atomized 

into micron-sized droplets. 

 

 
Figure 2.30.  Schematic representation of a typical FSP apparatus. 

Atomization can be achieved with different techniques like ultrasonic, electrostatic or 

even air blasts. The droplet size, velocity and rate of atomization are very important for the 

whole FSP process. The droplet is sprayed on the flame environment at the burner. The 

burner comes in two types: a diffusion burner where the fuel (CH4) and the oxidant (O2) 
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are not mixed before entering the flame zone, and a premixed burner where the oxidant 

(O2) and the fuel (CH4) are mixed before entering the flame zone. The premixed fuel and 

oxidant comprise the pilot flame where the dispersion gas (O2) is responsible for the 

nebulization angle of the droplet, the conversion of the precursor into micron-sized 

droplets and acts as an additional oxidant for the flame environment. An additional O2 gas 

flow termed sheath O2 creates an upward stream for protection of the flame environment 

and assistance in the nanoparticle’s collection.  The liquid precursor is injected in the flame 

environment with the form of droplets, the droplets are combusted, and the particles are 

then collected in a glass fiber filter. 

 

2.8.2 Particle Formation Process  

 

In FSP there are two possible routes leading to particle formation, droplet-to-particle 

or gas-to-particle. We must clarify at this point that even though the precursor is sprayed 

in micron-sized droplets into the flame environment, that does not mean that particle 

formation occurs only through the droplet-to-particle pathway.  

 

 
 

Figure 2.31. Gas-to-particle and droplet-to-particle pathways for particle formation in aerosol synthesis70. 
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Ιn the particle formation process, there are two basic criteria affecting the final 

product. These are the combustion enthalpy density and the fraction Tbp / Td,mp. Tbp refers 

to the boiling point of the solvent whereas Td,mp refers to the decomposition point of the 

metal precursor. It has been found that94 high combustion enthalpies (>4.7 kJ/ggas) and Tbp / 

Td,mp >1.05 lead to homogenous powders. The liquid precursors used are usually 

metalorganic compounds which account only a small fraction of the total combustion 

enthalpy. Most of the combustion enthalpy comes from the solvents, where high enthalpy 

solvents like xylene are used.  

In the gas-to-particle route, the Tbp / Td,mp >1.05 and thus the precursor decomposes 

before the solvent evaporates. The precursor spray ignites and reacts exothermically 

resulting in the decomposition of the precursor leaving a metal vapor in the hot flame 

environment (∿2400°C). These conditions lead to the formation of molecular nanoclusters 

by nucleation. These nanoclusters due to Brownian motion and difference in their 

velocities collide with each other, resulting in coagulation. Coagulation is the main growth 

mechanism. During their growth, particles collide and stick together, either retaining their 

individual shape or fuse together forming a spherical particle. This sintering process is 

called coalescence. The final particle morphology depends on the temperature profile 

(cooling rate) and primary particle size and are categorized into single particles, aggregates 

where the primary particles are connected by strong sinter necks or agglomerates where 

the primary particles are held together by weak van der Waals bonds. When sintering is 

faster than coagulation, single particles are formed. When sintering and coagulation are 

comparable aggregates are formed whereas when sintering is negligible agglomerates are 

formed95. 

In the droplet-to-particle route, Tbp / Td,mp <1.05 thus the solvent evaporates before the 

decomposition of the precursor thus leaving the precursor into the high temperature zone. 

The nanoparticle’s size depends on the droplet size. The precursor is concentrated on the 

outer layer of the droplet preventing further vaporization of the solvent. In this case 

precipitation occurs and if fast enough, a shell is formed outside the droplet and micron-

explosion occurs which induces shell-like particles. Other products include micron-sized 

particles.  

 

2.8.3 Oxygen-lean (Anoxic) Flame Spray Pyrolysis 
 

Flame spray synthesis produces metal-oxide nanoparticles of various metals. A step 

further would be the production of metal nanoparticles. As shown above, conventional 

flame spray pyrolysis is conducted without taking into account the atmosphere. While 

noble metal nanoparticles like Au0, Ag0, Pt0 can be obtained in oxygen-rich atmospheres 
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like ambient air, the production of non-noble metals (more technically important metals) 

requires atmospheres with low content in oxygen termed reducing or anoxic atmospheres. 

By the term “reduced metal oxides” we refer to metal oxides at which the metal is at a lower 

oxidation state then the thermodynamically most stable state at room temperature. 

Implementation of the reducing conditions could possibly alter the nanoparticles 

characteristics and growth path. It has been shown that96 the anoxic conditions do not affect 

the physical process of nucleation, growth and aggregation.  

In order to achieve the anoxic conditions required, the open-flame FSP apparatus has 

been modified97. The first step is the enclosure of the flame with a sinter metal tube with 

an inner porous or perforated tube as shown in Fig. 2.32. The second step is to insert an 

inert gas like nitrogen, helium or argon (N2 most used). The sinter metal tube with its inner 

tube creates a radial inflow which protects the flame environment against oxidation. In the 

nitrogen inner atmosphere, the amount of oxygen accessible for combustion can be limited 

to the oxygen initially fed to the flame. 

  

 
 

Figure 2.32. Schematic representation of anoxic FSP apparatus. 

Controlling the flame atmosphere is detrimental to the final product. At low oxygen 

concentrations novel phases such as reduced metal oxides can be produced. At very low 

oxygen concentrations (<100 ppm O2), oxygen deficiency prevents metal oxidation and as 

a result metallic nanoparticles are produced98. The main parameter affecting the 

composition of the flame environment atmosphere is the inert gas flow. High N2 flows tend 

to create more anoxic conditions. Flame pyrolysis must also be considered. Highly anoxic 

conditions mean low oxygen concentrations in the burner chamber. If the oxygen initially 

fed to the system is inadequate for the full combustion of methane, traces of non-combusted 

carbon may be found in the final product.  
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2.8.4 Coating in Flame Spray Pyrolysis 
 

The synthesis of nanomaterials in an one step-process can be done using flame spray 

pyrolysis. Surface functionalization, however, is another process. Surface functionalization 

can be done either at the nanoparticles surface or with the addition of a shell around the 

core material. Coating is used for surface functionalization, or for protection against 

oxidation or leaching. It is apparent that the synthesis and coating of such particles are two 

distinct processes. Traditional wet chemical methods do not allow the control of the 

hermeticity and shell thickness and are also multi-step processes. The combination of flame 

synthesis and particle coating in a single gas-phase process is the “holy grail” in flame 

aerosol technology. Two possible routes can be followed when it comes to coating in aerosol 

reactors. The first one is the feed of premixed precursors in the flame, a process which 

however can only be applied on certain occasions. The operation window is quite 

challenging since co-oxidation of precursors at high temperatures results in particles with 

segregated domains99. The alternative route is by the separate introduction of precursors to 

the flame burner. This approach is more favorable for the production of core-shell 

nanoparticles. 

 

 
 

Figure 2.33. Schematic representation of coating FSP apparatus. 
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As shown in Fig. 2.33, the coating setup71 consists of a metal torus ring placed above 

the metal-sinter tube. The ring has radially equispaced openings each pointing away from 

the center line and pointing downstream to ensure no stagnation flow upstream and to 

create a swirl effect. In case of core-shell XO2@YO2 nanoparticles at which the core metal 

oxide is coated with a metal oxide shell, the precursor vapor is supplied to the flame 

environment with the aid of an inert carrier gas usually nitrogen100. In the case of carbon-

coated nanoparticles, carbon-rich gases like acetylene (C2H2) are supplied to the ring and 

the shell is formed by the pyrolysis of acetylene in the flame environment.  

 

2.8.5 FSP Experimental Set-Up (Dept. Of Physics UOI) 

 

The FSP reactor used for the production of nanomaterials is shown in Fig. 2.34. As 

discussed above, the FSP reactor comprises of three main parts: an atomizer, a burner and 

the collection system.  

 
Figure 2.34. FSP reactor with its components noted. 

 

Starting from the basic component of the FSP apparatus the burner, it consists of a gas-

assisted nozzle made from a capillary of 0.5mm inner diameter and 0.6mm that lies in an 

opening of 0.8mm thus creating an annular gap. Oxygen gas is supplied in the annular gap 

and acts as the dispersion gas, whereas the flamelets are supplied with premixed O2 and 
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CH4, comprising the pilot flame. 

The spray angle is determined by 

the height of the capillary above the 

nozzle opening. As shown in Fig. 

2.35 and 2.36, the precursor is 

sprayed into the flame environment 

after is has been converted into 

micron-sized droplets with the aid 

of the dispersion gas. The pilot 

flame is responsible for the initial 

ignition and the sheath gas protects 

the flame environment and 

facilitates    particle collection. 

 

 
Figure 2.36. (Left): Pilot flame. (Middle): Dispersion. (Right): Precursor combustion. 

 
Figure 2.37. Atomization device. The precursor is converted into micron-sized droplets and sprayed with 

the aid of a syringe pump.

Figure 2.35. FSP burner configuration. 
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The precursor is supplied into the 

form of micron-sized droplets with 

the aid of a syringe pump (Kd 

Scientific). Precursor flow rate can 

be manually adjusted as shown in 

Fig. 2.37. Particle collection is done 

in a glass-fiber filter (Hahnemühle 

GF6 filter) as shown in Fig. 2.38  

with the aid of a vacuum pump. 

    

 

 

For the oxygen-lean anoxic FSP configuration, a metal sinter tube was used for the 

enclosure of the flame environment. Nitrogen was supplied through an inlet to achieve 

reducing conditions. The inner tube, responsible for the radial inflow is made either porous 

from Inconel alloy, or perforated from stainless-steel as shown in Fig. 2.39.  

 

 

 
 

Figure 2.39. (Top Left): Metal sinter tube for the anoxic FSP configuration. (Top Right): Porous inner tube. 

(Bottom): Perforated inner tube.

Figure 2.38. Particle collection. Nanopowders are collected in 

a glass fiber filter. 

https://www.hahnemuehle.com/en/index.html
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The coating setup is shown in Fig. 2.40. At the top of the metal sinter tube, a metal torus 

ring was placed with 4.5 cm diameter. The ring has 12 radially equispaced openings with 

interdistance ID = 0.6 cm each pointing 10° away from the center line and 20° downstream to 

ensure no stagnation flow upstream. Through these openings, acetylene gas (C2H2) was fed to 

the system. Above the ring a 25 cm quartz tube was placed for controlled pyrolysis of the 

acetylene. 

 

Figure 2.40. (Left): Coating configuration for carbon-coated nanopowders. (Right): The coating ring. 

 

For the synthesis of TiO2  core particles, titanium (IV) isopropoxide (TTIP, Sigma Aldrich, 

purity >97%) was dissolved in xylene (Sigma Aldrich, purity > 99.9%) and acetonitrile (ACN, 

Sigma Aldrich, purity > 99.9%), with a volume ratio of 2.2:1 and a fixed concentration of 0.64 

M. Through the FSP nozzle capillary, 5 mL min-1 of that solution was fed and dispersed by 2-

5 L min-1 O2 gas (Linde, purity >99.95%) from the surrounding annulus and sheathed by an 

additional 5-20 L min-1 N2 gas (Linde, purity >99.9%) flowing through the openings of the 

sinter metal plate. The pressure drop at the nozzle tip was held constantly at 1.5 bar. A 

premixed stoichiometric ring-shaped methane-oxygen flame CH4 1-3.5 L min-1 (Linde, purity 

> 99.5%) and O2 2-5 L min-1 (Linde, purity > 99.95%) was used to ignite the spray.  

For the synthesis of Core-Shell carbon-coated TiO2-x suboxides (C@TiO2-x), supplementary 

to the above was the addition of N2 gas 3-60 L min-1 through the inlet on the metal sinter tube 

or suboxic conditions to be fulfilled, and supply of 0.3 -3.5 L min-1 of acetylene C2H2 gas (Linde, 

purity >99.6%) through the coating ring. 
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Results – Discussion 

 

3.1 – Nanoparticle Synthesis  
 

The scalability of the FSP process described in Chapter 2, enabled us to successfully 

synthesize carbon-coated titanium suboxides TiO2-X @ C and the FSP-made pristine titanium 

oxides TiO2 and suboxides TiO2-X were calcined under carbon-rich CH4 atmosphere to examine 

the effect of the reducing atmosphere in terms of the defects created. Table 3.1 summarizes all 

the produced nanoparticles along with the variable parameters that determine the final 

product in terms of composition, phase percentage, size and crystallinity.   

 

Material 
Particle 

Configuration 
Precursor Solvents 

Precursor 

Feed rate 

(mL min-1) 

/ Dispersion 

(L min-1) 

Pilot 

Flame 

O2/CH4 

(L min-1) 

Sheath 

Gas 

N2 /[O2] 

(L min-1) 

N2 Blow 

(L min-1) 

C2H2 

Flow 

(L min-1) 

1219 TiO2 
TTIP 

0.64M 

Xylene 

/ACN 
5/5 2/1 - - - 

1221 TiO2-X 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 10 20 - 

1226 TiO2 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 - - - 

1227 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 - - 1 

1228 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 - - 1.5 
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Material 
Particle 

Configuration 
Precursor Solvents 

Precursor 

Feed rate 

(mL min-1) 

/ Dispersion 

(L min-1) 

Pilot 

Flame 

O2/CH4 

(L min-1) 

Sheath 

Gas 

N2 /[O2] 

(L min-1) 

N2 Blow 

(L min-1) 

C2H2 

Flow 

(L min-1) 

1229 TiO2-X 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 10 - - 

1230 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 10 - 3 

1231 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 10 - 5 

1248 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 10 3 3 

1249 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 10 3 1 

1250 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 10 20 1.5 

1251 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 10 20 4 

1264 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 - 25 3 

1265 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 - 25 1 

1290 TiO2 
TTIP 

0.64M 
Xylene 5/5 2/1 10 - - 

1292 TiO2-X 
TTIP 

0.64M 
Xylene 5/5 2/1 10 - - 

1294 TiO2-X 
TTIP 

0.64M 
Xylene 5/5 2/1 10 40 - 

1321 TiO2@C 
TTIP 

0.64M 
Xylene 5/5 2/1 5 25 2 

1322 TiO2-X 
TTIP 

0.64M 
Xylene 5/5 2/1 10 25 - 

1323 TiO2@C 
TTIP 

0.64M 
Xylene 5/5 2/1 10 25 3.5 
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Material 
Particle 

Configuration 
Precursor Solvents 

Precursor 

Feed rate 

(mL min-1) 

/ Dispersion 

(L min-1) 

Pilot 

Flame 

O2/CH4 

(L min-1) 

Sheath 

Gas 

N2 /[O2] 

(L min-1) 

N2 Blow 

(L min-1) 

C2H2 

Flow 

(L min-1) 

1463 TiO2-X 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 3/2.2 10 - - 

1465 TiO2-X 
TTIP 

0.64M 
Xylene 

/ACN 
5/3 3/2.2 10 10 - 

1466 TiO2-X 
TTIP 

0.64M 
Xylene 

/ACN 
5/3 3/2.2 10 20 - 

1467 TiO2-X 
TTIP 

0.64M 
Xylene 

/ACN 
5/2.5 3/2.2 10 20 - 

1468 TiO2-X 
TTIP 

0.64M 
Xylene 

/ACN 
5/2 3/2.2 10 20 - 

1469 TiO2-X 
TTIP 

0.64M 
Xylene 

/ACN 
5/2.25 3/2.2 10 20 - 

1470 TiO2-X 
TTIP 

0.64M 
Xylene 

/ACN 
5/2 3/2.2 10 10 - 

1474 TiO2-X 
TTIP 

0.64M 
Xylene 

/ACN 
5/3 3/2.2 10 10 - 

1477 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/3 3/2.2 10 10 0.3 

1478 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/3 3/2.2 10 10 1 

1479 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/3 3/2.2 10 10 0.6 

1480 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/3 3/2.2 10 10 2.5 

1481 TiO2@C 
TTIP 

0.64M 
Xylene 

/ACN 
5/3 3/2.2 10 10 2 

1598 TiO2 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 [10] - - 

1599 TiO2 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 2/1 [10] - - 
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Material 
Particle 

Configuration 
Precursor Solvents 

Precursor 

Feed rate 

(mL min-1) 

/ Dispersion 

(L min-1) 

Pilot 

Flame 

O2/CH4 

(L min-1) 

Sheath 

Gas 

N2 /[O2] 

(L min-1) 

N2 Blow 

(L min-1) 

C2H2 

Flow 

(L min-1) 

1600 TiO2 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 5/3.5 20 - - 

1601 TiO2 
TTIP 

0.64M 
Xylene 

/ACN 
5/5 5/3.5 20 - - 

1602 TiO2-X 
TTIP 

0.64M 
Xylene 

/ACN 
5/3 3/2.2 10 10 - 

1603 TiO2-X 
TTIP 

0.64M 
Xylene 

/ACN 
5/3 3/2.2 10 25 - 

1604 TiO2-X 
TTIP 

0.64M 
Xylene 

/ACN 
5/3 3/2.2 10 25 - 

1605 TiO2-X 
TTIP 

0.64M 
Xylene 

/ACN 
5/3 3/2.2 10 25 - 

 

Table 3.1. List of FSP experimental parameters for all synthesized nanoparticles. 

 

The FSP reactor setup was thoroughly investigated in order to achieve the optimal setup 

for our purpose. The encapsulation of the TiO2 particles with a carbon shell required the 

enclosure of the FSP reactor to ensure the core particles follow the correct pathway to meet 

the acetylene gas flow during the FSP process. The acetylene gas served as the source of the 

carbon shell and contrary to the process of coating with metal oxides where the precursor 

vapor of the metal oxides is introduced to the burner chamber with the aid of an inert carrier 

gas via a ring as discussed in Chapter 2, carbon coating required the pyrolysis of the acetylene 

gas to ensure carbon shell deposition. The introduction of the acetylene gas at the early stages 

of the core particle formation process as shown in Fig. 3.1 resulted in segregated domains of 

carbon and TiO2. The introduction of premixed C2H2 and N2 gases was not feasible since the 

setup for the production of metal suboxides required nitrogen radial flows greater than 10 L 

min-1 as compared to the sub-5 L min-1 of the acetylene gas and the miscibility between the 

two gases could not be achieved.   
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Figure 3.1. Left: FSP reactor setup for carbon-coated TiO2 oxide particles. Middle: In this FSP setup the C2H2 is 

inserted as a radial flow which leads to segregated domains of TiO2 and carbon. The introduction of the N2 gas 

via a ring doesn’t create the swirl effect and reducing atmosphere necessary for the production of TiO2-X  

suboxides. Right: The optimal FSP setup for the production of TiO2-X@C. 

 

Precursor molarity was kept fixed at 0.64M titanium (IV) isopropoxide (TTIP) and the 

xylene and acetonitrile solvents were mixed with a 2.2:1 ratio. In some cases, pure xylene was 

used as a solvent. Sheath gas was constantly fed to the burner to ensure a high temperature 

zone presence which allows longer residence times in the flame zone and protection of the 

particle formation pathway. The precursor feed rate, the dispersion oxygen gas as well as the 

premixed pilot O2/CH4 flame were investigated to achieve the optimal parameter setup for each 

purpose every time.  

The carbon-coated samples were calcined under a reductive CH4 atmosphere in a tubular 

furnace at different temperatures to improve graphitization since the pyrolysis of C2H2 is 

inevitably accompanied by the presence of carbon soot. The materials were further 

investigated in terms of the possible defect formation during the carbothermal reduction 

process. Calcination at temperatures exceeding 600°C led to carbon deposition.  

The materials chosen to be the basis for our analysis are materials 1290, 1323 and 1479 

with their experimental  parameters listed  at Table 3.1.  The materials as prepared and upon 

calcination are shown in Fig. 3.2.
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Carbothermal treatment of the samples was done at two different temperatures at 350°C 

and 800°C respectively for the same calcination time of 2 hours. The rate was kept fixed at 

5°C/min  as well as the flow of the CH4  gas at 30 mL / min.  

The samples will from now on listed as #material @ calcination temperature for the 

calcined samples and #material for the as prepared samples. 1323 represents the high carbon 

content material while material 1479 represents the low carbon content material. Material 

1290 serves as a reference P25-like flame made material. 

 

 
Figure 3.2. Left: From left to right material 1290 and upon calcination at 350°C and 800°C under CH4 atmosphere, 

respectively. Middle: From left to right material 1323 and upon calcination at 350°C and 800°C under CH4 

atmosphere, respectively. Right: From left to right material 1479 and upon calcination at 350°C and 800°C under 

CH4 atmosphere, respectively. 

 

3.2 – Crystal Structure  
 

3.2.1 – XRD Pattern and Crystal Size 

 

X-Ray Diffraction (XRD) was used to study the crystal structure of the nanomaterials. Fig. 

3.3, 3.4 and 3.5 presents the XRD patterns for the as prepared samples and upon calcination at 

350°C and 800°C respectively. The XRD patterns were analyzed using Rietveld refinement for 

the calculation of the phase percentages of each material. The effect of the temperature can be 

seen directly from the XRD pattern of material 1290. Whereas the as prepared and mildly 

calcinated material at 350°C are not affected in terms of crystal size and phase composition, 

the calcinated material at 800°C inevitably experienced phase transition from anatase to rutile 

as well as crystal growth from 14 nm to 35 nm. This is also the result of the carbon deposition 

at high calcination temperatures.   Furthermore, none of the Magnéli phases has been detected 

from the XRD pattern of all pristine materials and upon calcination. 
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Figure 3.3. XRD pattern of material 1290 and upon calcination at 350°C and 800°C under CH4 reductive 

atmosphere respectively. 
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Figure 3.4. XRD pattern of material 1323 and upon calcination at 350°C and 800°C under CH4 reductive 

atmosphere respectively.
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Figure 3.5. XRD pattern of material 1479 and upon calcination at 350°C and 800°C under CH4 reductive 

atmosphere, respectively. 

Material % Anatase % Rutile dXRD - Anatase (nm) dXRD -  Rutile (nm) 

1290 81 19 14 - 

1290 @ 350 80 20 15 - 

1290 @ 800 12 88 - 35 

1323 2 98 - 26 

1323 @ 350 3 97 - 27 

1323 @ 800 2 98 - 27 

1479 2 98 - 26 

1479 @ 350 3 97 - 27 

1479 @ 800 2 98 - 27 

 

Table 3.2. Phase composition and crystal size of synthesized nanoparticles as prepared and upon calcination at 

350°C and 800°C under CH4 atmosphere, respectively.
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If we investigate the XRD pattern of materials 1323 and 1479 and upon calcination, we 

conclude that no particle growth occurred upon calcination and that the dominant crystal 

phase is rutile. In contrary to the open flame material 1290 which is the TiO2 oxide, the carbon-

coated suboxides 1323 and 1479 are almost completely rutile and no particle growth occurred. 

This can be due to the carbon shell which suppressed further growth.  

The rutile structure of the carbon-coated suboxides in materials 1323 and 1479 can be 

correlated with the presence of the acetylene gas during the combustion process. For each 

flame of P  mL/min precursor solution and D  L/min  dispersion oxygen, hereafter denoted as 

P/D  flame, the ratio of the combustion enthalpy introduced by the precursor, solvent and fuel 

(methane) into the flame (𝐻̇c in MJ/min) over the total (liquid and gas) inlet mass flow rate, 

𝑚̇tot,in (kg/min) can be calculated using the following formula101: 

 

𝐻𝑐̇

𝑚̇tot,in

= −
(𝑛̇precursor∆𝐻c

precursor
+𝑛̇solvent∆𝐻c

solvent+𝑛̇CH4∆𝐻c
CH4)

𝑚̇precursor-solution+𝑚̇dispersion-O2+𝑚̇CH4-flame+𝑚̇O2-flame
  (3.1) 

 

where 𝑛̇ and 𝑚̇ are the inlet flow rates in mol/min and kg/min, respectively, and ∆𝐻c is 

the combustion enthalpy of each compound. The above equation gives only the enthalpy 

density supplied to the FSP burner without considering entrainment of ambient air into the 

flame. The ratio 𝐻̇c 𝑚̇tot,in⁄  will be hereafter referred to as “FSP feed enthalpy density”. The 

presence of the acetylene gas during the combustion process alters the above equation since 

the acetylene gas serves as an extra fuel to the combustion process and consequently cannot 

be neglected. Therefore, Eq. 3.1 needs to be modified to incorporate the acetylene gas as 

follows: 

 

𝐻𝑐̇

𝑚̇tot,in

= −
(𝑛̇precursor∆𝐻c

precursor
+𝑛̇solvent∆𝐻c

solvent+𝑛̇CH4∆𝐻c
CH4+𝑛̇C2H2∆𝐻c

C2H2)

𝑚̇precursor-solution+𝑚̇dispersion-O2+𝑚̇CH4-flame+𝑚̇O2-flame+𝑚̇C2H2-ring-flame
 (3.2) 

 

The presence of the extra term in Eq. 3.2 to include the acetylene gas contribution has 

profound effect on the value of the FSP feed enthalpy density. The acetylene gas, upon 

pyrolysis during the particle formation process elongates the hot zone area in the burner 

chamber and as a result, the nanoparticles have longer residence times in the hot zone area 

which inevitably lead to the anatase to rutile transformation. This fact is further supported by 

the high filter temperature during particle collection. For the materials 1323 and 1479 the filter 

temperature was over 350°C. If we take into consideration Eq. 3.2 the FSP enthalpy feed 

density is shown to augment rapidly with the acetylene flow as shown in Fig. 3.6.
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Figure 3.6. FSP feed enthalpy density as a function of the acetylene flow for materials 1290 1323 and 1479. The 

precursor to dispersion feed ratio P/D is noted along with the pilot flame O2/CH4. Starting from the TiO2 oxide 

1290 material with no acetylene flow at 13.9 kJ/g, the carbon-coated TiO2-x@C 1479 material with low acetylene 

flow at 0.6 L/min at 18 kJ/g and the TiO2-x@C 1323 material with high acetylene flow at 3.5 L/min with 21.2 kJ/g. 

 

3.2.2 – Surface Structure and Pore Analysis 
 

 

In order to get an insight into the surface structure of the materials, Brunauer-Emmett-

Teller analysis was implemented to determine the specific surface area (SSA) of the produced 

nanoparticles. Fig. 3.7, 3.8 and 3.9 show the BET isotherms and the specific surface area (SSA) 

measurements for the materials 1290, 1323 and 1479, respectively.  Starting from the TiO2 

oxide material 1290, the surface area is shown to be in the range of 100 m2/g. Both the carbon-

coated TiO2-X@C suboxides namely 1323 and 1479 have significantly less SSA than 1290 valued 

at 39 m2/g and 42 m2/g respectively, howbeit between materials 1323 and 1479, the SSA does 

not present great fluctuation. Graphite is known for having SSA values exceeding 300 m2/g, 

therefore the surface of both 1323 and 1479 consists of defective carbon which explains the 

smaller SSA values as compared to those of graphite. The increase of the carbon shell thickness 

from material 1479 to material 1323 was not accompanied with an increase in the specific 

surface area. 



3.2.2 – Surface and Pore Analysis 

 

76 

0.0 0.2 0.4 0.6 0.8 1.0

0

50

100

150

200

250

0.05 0.10 0.15 0.20 0.25 0.30

2

4

6

8

10

12

1
/[

W
(P

/P
0
)-

1
]

Partial Pressure (P/P0)V
o

lu
m

e
 (

c
m

3
/g

)

Partial Pressure (P/P0)

 Adsortpion

 Desorption

1290 - SSA : 100 m2 /g

 
Figure 3.7. BET isotherm of 1290 TiO2 nanomaterial. Inset: Linear multipoint BET plot for the determination of 

the specific surface area. 
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Figure 3.8. BET isotherm of 1323 TiO2-X@C nanomaterial. Inset: Linear multipoint BET plot for the determination 

of the specific surface area.
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Figure 3.9. BET isotherm of 1479 TiO2-X@C nanomaterial. Inset: Linear multipoint BET plot for the determination 

of the specific surface area. 

 

3.3 – Uv-Vis Diffuse Reflectance Spectroscopy (DRS) Results 

 

The optical properties of nanoparticles are greatly influenced by their structure as well as 

the presence of imperfections known as defects. As discussed in Chapter 1, TiO2 is a wide band-

gap semiconductor with optical bandgap values of 3.2 eV and 3.0 eV for anatase and rutile 

polymorphs, respectively. The surface functionalized carbon-coated titanium suboxide 

nanoparticles therefore will present different DRS spectrum as compared to their oxide non-

coated counterparts. Carbon-coating the surface of a nanoparticle leads to the positioning of 

mid gap states introduced by the carbon content on the nanoparticles surface. This leads to 

bandgap narrowing and can lead to visible-driven applications.  

Intuitively, the most efficient light-harvesting nanoparticle appears black to naked eye. 

This was the case with disorder engineered “black Titania”102 in which the appearance of Ti3+ 

centers upon hydrogenation resulted in the superb visible response of the nanoparticles. In our 

case, the presence of oxygen vacancies due to the oxygen-lean atmosphere in the FSP burner 
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chamber, as well as the carbon entering the subsurface as an intrinsic dopant during the 

coating process leads to bandgap narrowing. Ti3+ ions located at the surface of the particles are 

known to act as the coloration center103.  
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Figure 3.10. DRS spectrum of pristine material 1290 and upon calcination at 350°C and 800°C respectively. P25 is 

plotted as a reference material. Inset: Color change from left to right for pristine 1290 material and upon 

calcination at 350°C and 800°C, respectively. 

 

As we can see in Fig. 3.10 starting from the pristine 1290 TiO2 material, it possesses a 

bandgap close to that of the P25 reference material. Mild calcination at 350°C under CH4 

atmosphere resulted in a decrease in bandgap value whereas the calcination at 800°C resulted 

in a complete black material. The upshift of the linear part in DRS plot before the absorption 

step is consistent with the color change observed between the pristine 1290 material and upon 

calcination.  

Fig. 3.11 presents the Tauc plot used for the determination of the optical bandgap value. 

As we can see the bandgap value of the pristine material is in close agreement with the P25 

reference material. Upon calcination at 350°C, the bandgap value is decreased to approximately 

2.5 eV whereas the material calcined at 800°C shows no absorbance at all resulting from the 

excess carbon deposition during carbothermal treatment. 
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Figure 3.11. Tauc plot of the pristine 1290 material and upon calcination at 350°C and 800°C respectively. P25 

reference material is also plotted. Inset: Color change from left to right for pristine 1290 material and upon 

calcination at 350°C and 800°C, respectively. 
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Figure 3.12. DRS spectrum of pristine material 1323 and upon calcination at 350°C and 800°C respectively. P25 is 

plotted as a reference material. Inset: Color change from left to right for pristine 1323 material and upon 

calcination at 350°C and 800°C, respectively.
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Figure 3.13. Tauc plot of the pristine 1323 material and upon calcination at 350°C and 800°C respectively. P25 

reference material is also plotted. Inset: Color change from left to right for pristine 1323 material and upon 

calcination at 350°C and 800°C, respectively. 

 

The DRS plot of the carbon-coated titanium suboxide TiO2-X@C 1323 material is depicted 

in Fig. 3.12. As we can see beginning from the pristine 1323 material, the upshift of the linear 

part before the absorption step is in good agreement with the color change noticed in the 

pristine material as compared to the white TiO2. We must also notice here that there is no 

significant color change between the pristine 1323 material and upon calcination at 350°C and 

800°C. We must also notice that the change on the gradient is relatively small as compared to 

the TiO2 oxide.  

The Tauc plot of 1323 material and upon calcination is presented in Fig. 3.13. It is clear 

that while both the pristine 1323 and the 350°C calcined materials present a relatively small 

absorption, the 800°C calcined material shows no sign of absorption at all. This can be 

explained due the possible thick shell thickness which affects the optoelectronic properties of 

the core material. 
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Figure 3.14. DRS spectrum of pristine material 1479 and upon calcination at 350°C and 800°C respectively. P25 is 

plotted as a reference material. Inset: Color change from left to right for pristine 1479 material and upon 

calcination at 350°C and 800°C, respectively. 
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Figure 3.15. Tauc plot of the pristine 1479 material and upon calcination at 350°C and 800°C respectively. P25 

reference material is also plotted. Inset: Color change from left to right for pristine 1479 material and upon 

calcination at 350°C and 800°C, respectively.
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An intermediate state between the oxide TiO2 1290 and the carbon-coated TiO2-X@C 

suboxic 1323 material is encountered in material 1479. In Fig. 3.14, starting from the pristine 

material, it is clear that the upshift in the linear part before the absorption step at the DRS plot 

is smaller compared to that of 1323 material. This is consistent with the grey-colored  1479 

powder as compared to the blue-black of 1323. Furthermore, the absorption step is 

significantly greater than that of material 1323 but not as much as TiO2 1290 oxide. This 

implies that then thickness of the carbon shell is less than that of 1323 material. In Fig. 3.15, 

we can see from the Tauc plot that the bandgap value for the pristine 1479 and the 350°C 

calcined is close to the 3eV region which can be explained by the presence of the carbon-shell 

and the possible presence of Ti3+ close to the surface. Table 3.3 summarizes the bandgap values 

of all the pristine and calcined materials as they were calculated from the Tauc plot.  

 

Material Bandgap Energy (eV) 

P25 3.2 

1290 3.1 

1290 @ 350 2.9 

1290 @ 800 - 

1323 2.8 

1323 @ 350 2.8 

1323 @ 800 - 

1479 2.9 

1479 @ 350 2.9 

1479 @ 800 - 

 

Table 3.3. Bandgpap energy values for pristine and calcined materials at 350°C and 800°C respectively.
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3.4 – Raman Spectroscopy Results 
 

Raman spectroscopy provides information about vibrational and rotational modes of 

molecules. The shape of the Raman spectrum is dictated by the symmetry of the materials, 

with each material having a unique fingerprint of Raman modes. The symmetry of the 

different titanium polymorphs was analyzed in Chapter 1. Based on those symmetries, there 

are Raman modes for each polymorph. The Raman active modes for anatase and rutile are 

listed in Table 3.4. 

Anatase Rutile 

Assignment Raman Shift (cm-1) Assignment  Raman Shift (cm-1) 

Eg 144 B1g 143 

Eg 197 - 235 

B1g 399 Eg 447 

A1g 513 A1g 612 

B1g 519 B2g 826 

Eg 639  
 

 

Table 3.4. Raman active modes for anatase and rutile respectively104. 

 

The presence of the carbon shell will also influence the shape of the Raman spectrum. 

Two characteristic peaks appear in the Raman spectrum of carbon-related materials which 

determine if the material is graphite-like (sp2) or diamond-like (sp3). Ferrari et al 105 reported 

the a mode at around 1350 cm-1 termed as D-Band and another mode at 1580 cm-1 termed as 

G-Band. G-Band is assigned to graphite whereas the D-Band reveals the defects of the carbon 

species. The peak intensity ratio of the D-Band to that of the G-Band is a direct measure of the 

defective nature of the carbon.
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The peak position as well as the graphitelike-diamondlike shape of the curve is strongly 

influenced by the excitation energy of the source106. Lower excitation energies (as in our case 

the 785 nm laser source) tend to shift the D-Band to lower values from the original 1350 cm-1 

close to 1310 cm-1 , whereas the G-Band shifts are not so observable. Furthermore, the ratio ID 

/ IG  alters between samples measured with different excitation sources. 

The combustion of the precursor in the flame environment is accompanied by the 

presence of carbon soot. In some cases, the presence of carbon soot is verified via Raman 

spectroscopy. The addition of the acetylene gas during the carbon-coating process, adds 

additional fuel to the flame environment inevitably depositing carbon soot on the carbon-

coated nanoparticles. It is often in Raman spectrum of soot-containing nanoparticles to present 

a photoluminescence background107. 
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Figure 3.16. Raman spectrum of pristine TiO2 material 1290 and upon calcination at 350°C respectively. 

Photoluminescence background appears in the calcined sample without the detection of carbon soot. 

 

Starting from the pristine material 1290 and we can see clearly the well-defined peaks of 

anatase vibrational modes as stated in Table 3.4. Upon calcination at 350°C the spectrum 

exhibits a photoluminescence background which as stated before is usually soot related. The 

broad scan up to 2000 cm-1 did not reveal the presence of carbon soot. 
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Figure 3.17. Raman spectrum of pristine TiO2 material 1290 and upon calcination at 800°C. Calcination at elevated 

temperatures led to heavy carbon deposition which explains the black colored powder. 

 

Calcination at elevated temperatures of 800°C was accompanied with carbon deposition 

which is verified in Fig. 3.17. The white-colored pristine TiO2 material 1290 eventually upon 

calcination came out black-colored. The ID / IG ratio reveals that the deposited carbon is not 

graphitic but defective. We must also note the peak shift of D-Band from 1350 cm-1 to 1303 

cm-1 and the smaller peak shift of the G-Band from 1580 cm-1 to 1597 cm-1. As stated above, 

this shift is correlated with the excitation source (785 nm laser).  

Raman spectrum of the pristine carbon-coated TiO2-X@C material 1323 and upon 

calcination at 350°C is presented in Fig. 3.18. As expected from the XRD results, we encounter 

the well-defined peaks, but one might notice that if we compare the peak positions present in 

both the pristine and the calcined material with those of rutile listed on Table 3.4, a shift in 

the main peaks is observed. Wang et al 108 reported shift in rutile peaks on Magnéli phase 

titanium suboxides. The shift reported matches the shift observed in both pristine 1323 and 

the 350°C-calcined material. Since  Raman spectroscopy is a surface-sensitive technique, and 

there is no XRD evidence of Magnéli phases, we hypothesize that are randomly distributed 

close the surface since the XRD provides information about the bulk material and not about 

the surface.
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Figure 3.18. Raman spectrum of  pristine carbon-coated TiO2-x@C material 1323 and upon calcination at 350°C. 

The shift of the rutile peaks is evident for both the pristine and calcined material. 

The 235 cm-1 peak has shifted to 255 cm-1 and 258 cm-1 in the pristine 1323 and calcined 

material respectively. The same behavior is observed in the 447 cm-1 rutile peak, only this time 

shift is towards lower values at 419 cm-1 and 426 cm-1 for the pristine 1323 and calcined 

material. 
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Figure 3.19. Raman spectrum of  pristine carbon-coated TiO2-x@C material 1323 and upon calcination at 800°C. 

The shift of the rutile peaks observed in the 350°C-calcined material is not observed  in the 800°C-calcined.
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This is not the case for the calcined 1323 material at 800°C. As shown in Fig. 3.19, the 

peaks are not shifted but are in very good agreement with the typical rutile peaks. The elevated 

calcination temperature allowed the material to crystallize to the original rutile phase rather 

than having Magnéli phase clusters close to the surface.  
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Figure 3.20. Raman spectrum of pristine 1323 material and upon calcination at 350°C and 800°C respectively. The 

graphitization of the carbon shell is shown to improve upon calcination at high temperature based on the ratio 

ID / IG. 

If we examine the scan between 1000 cm-1  and 2000 cm-1 in Fig. 3.20, we can see that the 

calcination improved the graphitization of the carbon shell. The reduction of the ID / IG ratio 

from 1.93 for the pristine 1323 material down to 1.55 for the 800°C-calcined 1323 material 

suggests that the core particle is covered with a carbon shell that upon calcination begins to 

“heal” the defective carbon species and carbon-soot present from the pyrolysis of the acetylene 

in the FSP process. 

An intermediate between the fully oxide TiO2 1290 material and the high-carbon content 

TiO2-X@C 1323 material is the carbon-coated 1479 material. If we have a look at Fig. 3.21 and 

Fig. 3.22, we can again see the shift of the main rutile peaks to higher and lower values for the 

pristine and the calcined 1479 materials. This as before, can be attributed to the presence of 

Magnéli phase clusters, close to the surface that cannot be detected by means of XRD. 
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Figure 3.21. Raman spectrum of  pristine carbon-coated TiO2-x@C material 1479 and upon calcination at 350°C. 

The shift of the rutile peaks is evident for both the pristine and calcined material. 
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Figure 3.22. Raman spectrum of  pristine carbon-coated TiO2-x@C material 1479 and upon calcination at 800°C. 

The shift of the rutile peaks is evident for both the pristine and calcined material.
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Figure 3.23. Raman spectrum of pristine 1479 material and upon calcination at 350°C and 800°C respectively. The 

graphitization of the carbon shell is shown to be affected negatively upon calcination at moderate and high 

temperature based on the ratio ID / IG. 

 

If we examine 1479 material and upon calcination from the carbon perspective, as shown 

in Fig. 3.23,  we can see the calcination negatively affects the carbon shell in terms of 

graphitization.  The ID / IG ratio begins to shift to higher values thus affecting the quality of the 

carbon species in the coating shell. This can be attributed to the fact, that due to the low 

acetylene flow during the FSP process in 1479 material, the core is not entirely encapsulated 

with a hermetic shell but rather a “patchy” shell. This “patchy” shell upon calcination begins 

to become more hermetic but the carbon deposition in the carbothermal treatment seems to 

fill the “patches” with defective carbon species. This is the reason the graphitization of the 

carbon shell worsens upon carbothermal treatment. If we take into account the 800°C-calcined 

TiO2 1290 material, it is evident that the carbon deposition was with defective carbon species 

hence the 2.15 ID / IG ratio. 

Similar findings as far as the carbon coating part is concerned using FSP technology have 

been reported by Athanassiou et al 72,109 on carbon-coated copper nanoparticles.  
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3.5 – Comparison of XRD, DRS and Raman Results 
 

If we combine the results from the DRS and Raman spectroscopy with the diffraction 

patterns from XRD we can come to some conclusions concerning the structure of both the 

core and the shell material. 

XRD patterns of all pristine and calcined materials did not show the presence of Magnéli 

phases. This means that should these novel phases exist, they cannot be found in the bulk of 

the material so they must be located in the surface of the materials. Furthermore, we examined 

the crystal phase of the produced nanoparticles as prepared and upon calcination and found 

out that at the carbon-coated 1323 and 1479 particles rutile was almost the only phase present. 

This can be explained as follows: The acetylene gas adds extra fuel to the burner chamber and 

since it is pyrolyzed, it elongates the hot zone flame environment. As a result, the particles 

being produced have longer residence times at higher temperature zones which inevitably 

leads to the anatase to rutile transformation.  

DRS spectrum of the produced nanoparticles revealed their optical properties. The pristine 

1323 material and the 350°C-calcined one showed minimal absorbance which vanished in the 

800°C-calcined material. The minimal absorbance can be explained by the presence of a thick 

carbon shell which hinders intraband transitions between valence and conduction band of the 

core TiO2 nanoparticle. In the case of the 1479 material, things are a little bit different. The 

absorbance is significantly higher than that of 1323 material and slightly less than that of TiO2  

material. 

Raman spectroscopy provided valuable information concerning the structure of the 

carbon shell as well as the possible presence of  Magnéli phase clusters at the surface of the 

materials. The results suggested in the case of the 1323 material, the presence of a thick carbon 

shell with defective carbon species which upon calcination ameliorates the degree of 

graphitization as the methane atmosphere “heals” the defective species. On the contrary, in 

the case of the 1479 material, it revealed the exact opposite. More specifically, it revealed the 

presence of a “patchy” shell that upon calcination began to fill the gaps towards a hermetic 

shell with defective carbon species. Carbon deposition during carbothermal treatment 

occurred on the “patchy” shell with carbon that degraded the carbon quality of the shell. 

As far as the presence of Magnéli phase clusters in the surface of the particles, we discerned 

that the shift of the main rutile peaks in the carbon-coated pristine and calcined 1323 and 1479 

materials has been ascribed to the presence of Magnéli phase clusters at the surface, given that 
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we have no XRD evidence of Magnéli phase and that Raman spectroscopy is a surface sensitive 

technique. In order to explain the possible presence of those clusters at the surface we need to 

go to the particle formation process. In our experimental configuration, acetylene has a dual 

role. It can serve as a carbon source which upon pyrolysis can carbon-coat nanoparticles but 

let us not forget that acetylene is a reductive agent. This means that at the elevated 

temperatures in the burner chamber, the acetylene gas basically in situ  performs carbothermal 

reduction in the core nanoparticles. The high acetylene flows tend to converge more to thick 

carbon-shell creation rather than boosting carbothermal reduction as shown by the absence of 

peak shifting in the 800°C-calcined 1323 material.  

We must also consider the effect of the carbothermal treatment on the particles. When 

TiO2 or carbon-coated TiO2-X@C is exposed to a reducing agent like CH4 used for calcination, 

a significant amount of charged defects may form as oxygen atoms are removed from the lattice 

and the surface, leaving behind Ti3+ sites and oxygen vacancies. We can detect those defects 

and classify where they originate from lattice or surface by means of EPR. 

The verification of the presence of Magnéli phase clusters, as well as the electron behavior 

and the preliminary evaluation of photocatalytic efficiency will be discussed and determined 

by means of EPR. So far, the general knowledge about the carbon-coated TiO2-X@C 

nanoparticles can be summarized in Fig. 3.24. 

 

 
Figure 3.24. Left: High acetylene flows lead to thick carbon-shells like material 1323. Right: Low acetylene flows 

lead to "patchy" shells like material 1479. Carbothermal treatment improves the degree of graphitization in the 

thick shell case whereas mends the “patchy” shell with defective carbon species. The acetylene gas serves both as 

carbon-shell source and as a reductive agent. As a result, Magnéli phase clusters can form near the surface of the 

particle.  
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3.6 – Electron Paramagnetic Resonance (EPR) Results 

 

Electron paramagnetic resonance (EPR) is a powerful tool to probe electronic properties 

of paramagnetic species like carbon-based materials and metal oxide nanoparticles. 

Information can be extracted concerning the presence of electrons and holes at the bulk or 

surface of the material as well as the detection of radical generation on the surface of the 

material. Herein, we employed EPR spectroscopy to investigate the defects created on the 

carbon-coated nanoparticles as well as to monitor the radical generation. 

 

3.6.1 – EPR Analysis of Pristine and Calcined Materials 
 

In titanium oxide, electrons formed by photoexcitation are trapped by Ti4+ ions, forming 

Ti3+ ions. The sites responsible for the stabilization of the holes in metal oxides like in our case 

TiO2 are the oxygen ions of the lattice O2- that form paramagnetic O∙- paramagnetic species. 

Ti4+ + eCB
− → Ti3+          (3.3) 

 

O2− + hVB
− → O∙−          (3.4) 

 

It is therefore understandable that the nature, location (lattice or surface) and features of 

the charge traps are issues of vital importance. Giamello et al 110 examined the charge carrier 

separation as well as the stabilization of the electrons in TiO2 particles.  Fig. 3.25 presents EPR 

spectra recorded at 77K for the TiO2 polymorphs anatase and rutile. In anatase, we can detect 

two main paramagnetic species attributed to Ti3+ ions. The first one is an axial signal (signal I) 

with g// = 1.992 and also g⊥ = 1.964 that has been ascribed to regular lattice sites in the anatase 

matrix. The second one (signal II) is a broad signal centered at g = 1.93 and is ascribed to 

 Ti3+ centers close to the surface. The broad linewidth suggests the presence of not-well 

localized Ti3+ centers and the presence of a disordered environment commonly encountered at 

the surface of nanomaterials. 

In the rutile case, we again have two main paramagnetic species emerging upon UV 

illumination. The first one, is a rhombic signal with g1 = 1.970, g2 = 1.961 and g3 = 1.948 that 

has been ascribed (signal III) to Ti3+ centers at surface of the crystals. The second signal, with 

a rhombic symmetry (signal IV) with g1 = 1.966, g2 = 1.961 and g3 = 1.948 has been ascribed to 

Ti3+ centers of the bulk rutile structure.
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Fig. 3.25 also presents commercial P25 EPR spectra, that has been a reference material in 

the field of photocatalysis. P25 is a mixed phase photocatalyst and the signal upon UV 

illumination can be interpreted as the overlap signals of Ti3+ centers from both anatase and 

rutile polymorphs. 

 
Figure 3.25. CW EPR spectra of (a) anatase, (b) rutile and (c) P25 recorded upon UV illumination at 77K in 

vacuum. The overlap between anatase and rutile signals is evident in mixed phase P25110. 

 

So far, we have only referred to the Ti3+ centers. The sites responsible for the stabilization 

of the holes are the O∙- centers. Nakaoka et al 111  studied the nature and the location  of these 

hole trapping sites. They were able to correlate the signals from TiO2 anatase particles under 

UV illumination with the hole trapping sites as well as the hole trapping sites location at the 

bulk or at the surface of the crystal. They also ascertained the difficulty to produce radicals in 

rutile TiO2 powder, corresponding to the poor photocatalytic activity of most rutile powders. 

In order to mitigate the poor photocatalytic activity of rutile, most photocatalysts are 

mixed-phase. Hurum et al 57 examined the synergetic effect of the mixed-phase P25 catalyst, 

where the rutile does only act as a passive electron sink, but also facilitates stabilization of 
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charge through electron transfer at lower energy anatase lattice trapping sites. Therefore, rutile 

should not be sidelined in photocatalytic applications but must act synergistically. Table 3.5 

summarized the g-values for electron and hole trapping sites for both polymorphs. 

 

 
Figure 3.26. Left: EPR spectra of TiO2 powder upon UV irradiation at 77K for (a) unheated , (b) heated at 350°C 

for 5h and (c) heated at 700°C for 5h. Right: Plausible chemical structure of the radicals observed on anatase TiO2. 

A: trapped hole with OH- group; B: surface trapped electron; C: adsorbed superoxide radical; D: surface trapped 

hole; E: inner trapped electron111. 

 

Species Anatase Rutile 

Ti3+ 
g⊥ = 1.990           g// = 1.957 

(lattice) 

g⊥ = 1.975           g// = 1.940 

(lattice) 

O- g⊥ = 2.012           g// = 2.004 g⊥ = 2.016           g// = 2.002 

O2- g1 = 2.003        g2 = 2.008        g3 = 2.019 g1 = 2.003        g2 = 2.008        g3 = 2.022 

 

Table 3.5. G-value parameters of the paramagnetic centers for rutile and anatase polymorphs112,113.
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Figure 3.27. EPR spectrum of material 1290 before and upon UV-Vis irradiation. 
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Figure 3.28. EPR spectrum of material 1290 upon calcination at 350°C before and upon UV-Vis irradiation.
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Starting our analysis from the TiO2 1290 pristine material as shown in Fig. 3.27, we can 

detect an axial signal close to g∼2 which can be attributed to hole trapping sites. The 

corresponding g-values are in good accordance with those in the literature. The “shoulder” at 

the signal observed close to  g = 2.021 is the result of the interaction between surface Ti3+ with 

the atmosphere, probably during the degassing process. As far as the Ti3+ centers are concerned, 

the g-values for anatase at g = 1.989 and rutile at g = 1.974 respectively are in good accordance 

with the literature. One might also observe a broad signal beginning after the rutile signal 

which can be attributed to delocalized electrons that are close to the surface.  

Analogously, comparing the 350°C 1290 material as shown in Fig. 3.28 with its pristine 

counterpart, the trend seems to be the same. The broad shoulder on the dark scan as before is 

attributed to the interaction of  surface Ti3+ with the atmosphere. The g-values for the hole 

trapping sites as well as the lattice rutile and anatase electrons are once more in good 

accordance with the literature. Surface electrons are also present indicated by the broad signal 

ranging after the rutile signal. 
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Figure 3.29. EPR spectrum of pristine 1323 before and upon UV-Vis irradiation. 

The trend observed in 1290 material and its calcined counterpart, is not followed in 

pristine 1323 material. As we can see in Fig. 3.29, a sharp axial signal with a g-value at g = 

2.003 appears and which can either be defect-related or carbon-related. We can see that the 
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signal before and upon illumination remains intact. This can be attributed to the presence of a 

thick carbon shell as it had been proposed earlier in the analysis. The carbon shell, absorbs the 

incident radiation due to its thickness, suppressing in this way charge separation at the core 

TiO2-X material and as a result hindering the photocatalytic efficiency since the material is non-

photoactive.  
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Figure 3.30. P1/2  study of the symmetric signal at g∼2 for the pristine 1323 material. 

 

The above claim can be verified by examining the saturation of the signal. Since carbon 

behaves as a radical, we expect the signal to saturate. By examining the signal intensity as a 

function of the microwave power, we can verify the saturation of the signal. The high intensity 

of the signal is attributed to the high carbon content on the carbon shell. 

The 350°C-calcined 1323 material follows the same trend as its pristine counterpart, as we 

can see in Fig. 3.31. Like material 1323, the sharp axial signal is close to g∼2 and the signal 

before and upon illumination does not change. DRS results suggested minimal absorption that 

was attributed to the presence of a thick carbon shell. Examination of the saturation of the 

signal as shown in Fig. 3.32, once more reveals the presence of carbon with a decrease in the 

signal intensity, probably due to the improved graphitization of the shell of the calcined 

material.
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Figure 3.31. EPR spectrum of material 1323 upon calcination at 350°C before and upon UV-Vis irradiation. 
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Figure 3.32. P1/2  study of the symmetric signal at g∼2 for the 350°C-calcined 1323 material.
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The intermediate material between the fully oxide TiO2 1290 material and the thick 

carbon-coated TiO2-X@C 1323 material is material 1479. If we have a look at Fig. 3.33, the 

trend is a little bit different than that encountered in material 1323. The sharp axial signal at 

g∼2 exists but this time, the signal changes upon irradiation. Houlihan et al 114 have reported 

similar lineshapes with an axial signal around g∼2 for different Magnéli phase polymorphs. 

They correlated the linewidth of each signal with each one of the Magnéli phases. The shorter 

linewidths corresponded to the higher Ti3+ concentration that is the Ti2O3 polymorph. Let us 

not forget than titanium suboxides are mixed-valence compounds with two Ti3+ ions (3d1 

electronic configuration) and (n-2) Ti4+ ions (3d0 electronic configuration) (n being the number 

on the formula TinO2n-1). Since the linewidth in our signals is relatively short, we believe that 

we have nano-clusters of Ti2O3 and Ti3O5 located near the surface of the carbon shell since they 

cannot be detected by means of XRD. While the Magnéli phase titanium suboxides have Ti3+ 

ions at interstitial positions, they also exhibit high conductivity close to that of graphite. 

Therefore, they should ease charge migration to the surface at photocatalytic applications.  
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Figure 3.33. EPR spectrum of pristine 1479 before and upon UV-Vis irradiation. 
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Figure 3.34. P1/2  study of the signal at g∼2 for the pristine 1479 material. 

The signal intensity at material 1479 is smaller than that in pristine and calcined 1323 material. 

In Fig. 3.34 we can see the saturation of the signal which is consistent with our hypothesis.  
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Figure 3.35. EPR spectrum of material 1479 upon calcination at 350°C before and upon UV-Vis irradiation.
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Figure 3.36. P1/2  study of the symmetric signal at g∼2 for the 350°C-calcined 1479 material. 

 

The 350°C-calcined 1479 material’s lineshape resembles to that of the pristine 1479 

material. The shoulder before the axial signal at g = 2.003 is as stated before attributed to the 

interaction of surface Ti3+ with the atmosphere. The axial signal however saturated earlier and 

this perhaps is due to the fact that the carbon-content in the 350°C carbon-coated 1479 

material increased upon carbothermal treatment. The signal is a convolution of the carbon 

radical an the actual Magnéli phase signal.  

By summarizing the above analysis, we came to the conclusion that the thick carbon-

coated 1323 material is non-photoactive due to the extended presence of carbon species that 

block charge separation, while the “patchy”-coated 1479 material is shown to be photoactive, 

and we were able to verify the signal of the Magnéli phase clusters as we had proposed earlier 

in the analysis. The actual test of the efficacy of the “patchy” shelled 1479 material will be the 

photoinduced radical generation in order to ascertain if the patchy shell facilitates 

photocatalytic applications or trammels the process. Also, the radical monitoring will shed 

light to the role of the nanoclusters as far as charge transfer is concerned.  
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3.6.2 – Photoinduced Radical Monitoring 
 

A preliminary test of the photocatalytic efficiency of the nanomaterials is the monitoring 

of the radical generation upon the nanoparticles surface. Those radical intermediates can be 

monitored using the EPR spin trapping technique as discussed in Chapter 2. DMPO spin 

trapping experiments with TiO2  particles are known for their high yield115 in hydroxyl radicals 

(OH-). 

The procedure that was for the spin trapping experiments is summarized in Fig. 3.37. 

DMPO was used as the spin trap. 2 mg of nanoparticles were dispersed in 4 mL of MilliQ water 

and sonicated for 10 minutes. 450 μL of the aqueous solution was mixed with 50 μL of DMPO 

and 15 μL of those were placed in each one of the two capillaries.  

 

 
Figure 3.37. Schematic representation of the spin trapping experiment. 

 

P25 was used as our reference material, given the superb photocatalytic efficiency the 

material exhibits. In Fig. 3.38  we present the spectrum of the radical monitoring for the 

reference sample P25. The high yield is evident with the maximum photoinduced OH- radicals 

being 164 μmol g-1 h-1, without the generation of different type of radicals. Fig. 3.39 presents 

the pristine 1290 material, which is the flame-made TiO2 with common characteristics with 

P25. We can see that the yield is decreased, namely 95 μmol g-1 h-1 again without the presence 

of different type of radicals. Despite the fact that the SSA of P25 is close to 50 m2/g whereas in 

pristine 1290 the SSA is double this figure, the yield was nearly twice as much of the pristine 

1290 in P25. 
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Figure 3.38. Radical generation monitoring using DMPO for reference material P25. 
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Figure 3.39. Radical generation monitoring using DMPO for pristine 1290 material.
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Figure 3.40. Radical generation monitoring using DMPO for the 350°C-calcined 1290 material. 
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Figure 3.41. Radical generation monitoring using DMPO for the 800°C-calcined 1290 material.
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The 350°C and the 800°C calcined 1290 material show a very different behavior. The 

1290@350 material, shown in Fig. 3.40, excels in photoinduced OH- radical generation with a 

maximum output of 196 μmol g-1 h-1. The carbothermal treatment with CH4 lead to mild 

reduction of the surface which as a result boosted the radical generation. On the contrary, the 

1290@800 material, shown in Fig. 3.41, performed poorly on the radical generation. We 

detected a small number of superoxide radicals. This can be attributed to the extended 

defective carbon species deposition during carbothermal treatment which made the material 

non-photoactive and thus suppressed the core particles efficiency in photocatalytic 

applications.  

The radical generation in the pristine 1323 and the calcined ones is a bit different than 

those of the reference P25 and 1290. As shown in Fig. 3.42, the pristine 1323 does not perform 

efficiently in terms of radical generation with just 65 μmol g-1 h-1. Also, we can detect the 

presence of a few superoxide radicals (OOH-) which is possibly inducted by the presence of 

carbon. Upon calcination at 350°C, the 1323@350 material shown in Fig. 3.43, boosts the 

radical generation reaching a worth mentioning  maximum of 102 μmol g-1 h-1 hydroxyl 

radicals. The interesting in this case is however that the radical generation kept on going up 

for more minutes in contrary to the TiO2 1290 and 1290@350 material in which the radical 

generation deteriorated and almost seized after the 10 minute mark. The 1323@800 shown in 

Fig. 3.44, delivers 65 μmol g-1 h-1 just like the pristine material with differences in the duration 

of the radical generation.  
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Figure 3.42. Radical generation monitoring using DMPO for pristine 1323 material.
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Figure 3.43. Radical generation monitoring using DMPO for the 350°C-calcined 1323 material.
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Figure 3.44. Radical generation monitoring using DMPO for the 800°C-calcined 1323 material.
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The most anticipated material about its photocatalytic efficiency certainly is material 

1479. Anticipated in terms of how the “patchy” shell and the nanoclusters of Magnéli phase 

TiO2-X suboxides will influence the outcome. Astonishingly, pristine 1479 material shown in 

Fig. 3.45, performed superbly in radical generation with a maximum output of 161 μmol g-1 h-

1 which is as much as our reference P25 material generates. Evidently, the nanoclusters 

facilitated the charge transfer to the surface, while the “patchy” carbon shell did not hinder 

the radical generation on the surface of the nanomaterial. In comparison with the TiO2 1290 

material, 1479 outperformed it with almost double the hydroxyl radical production. The 

1479@350 material, shown in Fig. 3.46,  seems to be affected by the carbon deposition during 

carbothermal treatment since the yield drops from 161 μmol g-1 h-1 to half of that at 77 μmol g-

1 h-1. Similar behavior was observed in 1323 material in which the carbon mitigated radical 

generation. The same trend was observed for the 1479@800 material as shown in Fig. 3.47. 
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Figure 3.45. Radical generation monitoring using DMPO for pristine 1479 material. 
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Figure 3.46. Radical generation monitoring using DMPO for the 350°C-calcined 1479 material. 
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Figure 3.47. Radical generation monitoring using DMPO for the 800°C-calcined 1479 material.
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The bar chart shown in Fig. 3.48 summarizes the maximum photoinduced OH- radicals 

per sample. 
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Figure 3.48. Maximum photoinduced OH- radical generation per sample. 
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Figure 3.49. Kinetics of OH- radical generation for reference P25, material 1290 and upon calcination. 
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Figure 3.50. Kinetics of OH- radical generation for reference P25, material 1323 and upon calcination. 
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Figure 3.51. Kinetics of OH- radical generation for reference P25, material 1479 and upon calcination.
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The kinetics of the OH- radical generation is listed on Fig. 3.49, Fig. 3.50, and Fig. 3.51 for 

materials 1290, 1323 and 1479 pristine and upon calcination, respectively. It is worth 

mentioning that the carbon-coated pristine and calcined samples of 1323 and 1479 and the 

1290@800 material all have a similar behavior as far as the way they produce the OH- radicals. 

More specifically, the kinetics of the aforementioned materials suggest that there is a constant 

production of OH- radicals in contrary to the P25 reference and the exception of 1479 pristine 

material. P25 and 1479, 1290 and 1290@350 showed a different behavior with a burst in 

hydroxyl radicals generation in first few minutes followed by a steep decline in efficiency. 

Therefore, these particles facilitate and support high charge transfer so that the DMPO spin 

trap is consumed much more rapidly than in the cases of the steady production materials. 
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Conclusions 

 
 

In the present MSc Thesis, we developed a method for the encapsulation of metal oxides 

in with carbon shell in a core-shell configuration. The method was optimized for the TiO2  

nanoparticles. The method was based on the insertion of an acetylene gas stream via a ring 

that upon pyrolysis produced the carbon shell. The produced nanomaterials showed high 

crystallinity and with rutile favored phases in the cases of the carbon-coated samples. High 

acetylene flows resulted in thick carbon shells whereas low acetylene flows to “patchy” shells. 

The acetylene had a dual role during the FSP process, as not only it served as the carbon source 

for the production of the carbon shell, but also performed in situ  carbothermal reduction to 

the carbon-coated particles as a result of the high temperature zone created. Enthalpy feed 

density calculations validated the above claim as the enthalpy provided to the burner chamber 

changed drastically upon the addition of the acetylene gas. The initial suggestion was that the 

carbon-coating process resulted in highly reducted TiO2-X suboxides known as Magnéli phases. 

The materials were then calcined in carbon-rich CH4 atmospheres at mild and high 

temperatures to improve graphitization of the carbon shell. 

XRD revealed the crystal structure of the produced nanoparticles, howbeit did not reveal 

any evidence about the presence of Magnéli phases in the bulk of the materials. The coloration 

of the particles ranged from white for the TiO2 oxides, grey for the “patchy” coated TiO2-X@C 

to almost black for the thick-coated TiO2-X@C. DRS revealed that the thick-coated materials 

showed no absorbance whereas the “patchy” coated particles showed bandgap narrowing in 

the above 2 eV range.  

Raman spectroscopy prove to be an invaluable tool in the study not only of the carbon-

shell but also the surface of the materials. Calcination showed to improve graphitization for 

the thick-carbon materials whereas for the “patchy” coated led to defective-carbon deposition. 

Apart for the carbon study, the shift in the titanium rutile peaks suggested the possible 

presence of Magnéli phase clusters close to the surface.  

EPR spectroscopy was the basis of our analysis, complementary to the aforementioned 

techniques, since is one of the best techniques to study paramagnetic species like Ti3+ centers 
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and oxygen vacancies. The thick carbon-coated materials came out to be non-photoactive, 

whereas the non-calcined and the mildly calcined “patchy” coated materials were photoactive, 

as we identified the presence of the Magnéli phase clusters. Preliminary photocatalytic 

evaluation was done by monitoring the radical generation in spin trapping experiments. This 

is where the pristine “patchy” coated material excelled, and this is where the Magnéli phase 

clusters came into effect by boosting the charge transfer for radical generation.  

Concluding, this method for encapsulation of nanosemiconductors can be implemented in 

other reducible metal oxides like ZrO2, for surface functionalization of particles for 

photocatalytic applications.  
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