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ABSTRACT

Graph modification problems play important role in both structural and algorith-
mic graph theory. These problems have been studied for decades and find a large num-
ber of practical applications in several different fields in real world. In this thesis, we
study a famous edge deletion problem, known under the terms CLUSTER DELETION or
P;3-FREE EDGE DELETION, and we consider an edge labeling scheme that characterizes
social networks in terms of an edge deletion problem, known as MaxSTC. Both prob-
lems are known to be NP-hard. We provide the first computational results of MAXSTC
and we determine the computational complexity of CLUSTER DELETION on particular
graph classes. Moreover, we generalize the MAXSTC problem and propose a relaxation
of the classical F-FREE EDGE DELETION problem that we call STRONG F-CLOSURE. We
study STRONG F-CLOSURE from the parameterized perspective and provide computa-
tional results with various natural parameterizations.

In social networks the STRONG TRriaDIC CLOSURE is an assignment of the edges
with strong or weak labels such that any two vertices that have a common neighbor
with a strong edge are adjacent. The problem of maximizing the number of strong
edges that satisfy the strong triadic closure is known as MAxSTC and it was recently
shown to be NP-complete for general graphs. Here we initiate the study of graph classes
for which MAXSTC is solvable in polynomial time or NP-complete. On the positive
side, we show that the problem admits a polynomial-time algorithm for the following
incomparable classes of graphs: proper interval graphs, cographs, graphs with max-
imum degree 3, and graphs with bounded treewidth. To complement our result, we
show that the problem remains NP-complete on the following graphs: split graphs, and
consequently also on chordal graphs, graphs with maximum degree at most 4, planar
graphs, and (3Kj, 2K;)-free graphs. Thus, we contribute to define the first border be-
tween graph classes on which the problem is polynomially solvable and on which it
remains NP-complete.

Inspired by the close relative of MAXSTC, we consider the CLUSTER DELETION
problem. The goal is to remove the minimum number of edges of a given graph,
such that every connected component of the resulting graph constitutes a clique. It
is known that the decision version of CLUSTER DELETION is NP-complete on (Ps-free)
chordal graphs, whereas CLUSTER DELETION is solved in polynomial time on split
graphs. However, the existence of a polynomial-time algorithm of CLUSTER DELE-
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TION on interval graphs, a proper subclass of chordal graphs, remained a well-known
open problem. Our main contribution is that we settle this problem in the affirma-
tive, by providing a polynomial-time algorithm for CLUSTER DELETION on interval
graphs. Moreover, despite the simple formulation of a polynomial-time algorithm on
split graphs, we show that CLUSTER DELETION remains NP-complete on a natural and
slight generalization of split graphs that constitutes a proper subclass of Ps-free chordal
graphs. To complement our results, we provide faster and simpler polynomial-time al-
gorithms for CLUSTER DELETION on subclasses of such a generalization of split graphs.

Furthermore we introduce and initiate the parameterized study of the STRoNG F-
CLOSURE problem, for a fixed graph F, which a natural generalization of MAXSTC. The
goal is to select a maximum number of edges of the input graph G, and mark them as
strong edges, in the following way: whenever a subset of the strong edges forms a sub-
graph isomorphic to F, then the corresponding induced subgraph of G is not isomor-
phic to F. Hence, the subgraph of G defined by the strong edges is not necessarily F-
free, but whenever it contains a copy of F, there are additional edges in G to forbid that
strong copy of F in G. Therefore STRONG F-CLOSURE is a generalization of MaxSTC,
whereas it is a relaxation of F-FREE EDGE DELETION. We study STRONG F-CLOSURE
from a parameterized perspective with various natural parameterizations. Our main
focus is on the number k of strong edges as the parameter. We show that the problem
is FPT with this parameterization for every fixed graph F, whereas it does not admit
a polynomial kernel even when F = Ps. In fact, this latter case is equivalent to the
MAaxSTC problem, which motivates us to study this problem on input graphs belong-
ing to well known graph classes. We show that MAXSTC does not admit a polynomial
kernel even when the input graph is a split graph, whereas it admits a polynomial ker-
nel when the input graph is planar, and even d-degenerate. Furthermore, on graphs
of maximum degree at most 4, we show that MAXSTC is FPT with the above guar-
antee parameterization k — y(G), where y(G) is the maximum matching size of G.
We conclude with some results on the parameterization of STRONG F-CLOSURE by the
number of weak edges of G.



[TepiAnym

Ta mpoPAnpata enegepyaoiog ypapnudtwy maifovv onpavtikd polo téoo otnv
Sopkr) 600 kat oty akyoptOpikr Oswpia ypagnuatwv. Ta mpoPfAnuata avtd éxovv
neetnOei yio dekaetieg kal PploKOVY TIPAKTIKEG EQAPHOYEG O ONUAVTIKEG TTEPLOXEG
épevvag. Ze avtny Vv StatpiPr| peketdpe £va kAaotko mpdPAnua enegepyaoiog akpwy,
yvwot6 w CLUSTER DELETION 1| P3-FREE EDGE DELETION, kat e§etd{ovpe évav kavo-
VaL ETIYPAPTG AKUWY 0 0TI0i0G Xapaktnpilet Ta kovwvika Siktva, wg éva mpdBAnua
Staypagng akpwy, yvwotd wg MAXSTC. Ta §vo avta mpoPAnpata givat yvwotod Ot
eivat NP-80okola. ITapéxovpe Ta mpwta vitoAoylotikd anoteAéopata yia 1o MAXSTC
kat kaBopifovpe TNV vohoytoTikny ToAvmAokoTnTa yia To CLUSTER DELETION og
KAaoelg ypagnpdtwv. EmmAéov, yevikevovpe to mpoPAnpa MaxSTC mpoteivovtog
pia “yadpwon” tov kAaowkov tpoPArpuatog enegepyaociag akpwv F-FREE EDGE DELE-
TION, TO 0Tt0{0 KaAoVe STRONG F-CLOSURE. Meletape To mpoPAnua STRONG F-CLOS-
URE a0 TNV OKOTILA TNG TOPAUETPIKIG TOAVTTAOKOTNTAG KAl TIAPEXOVUE T TTPWTA
VTTOAOYLOTIKA amoTeAEoUATA VIO SLAPOPETIKOVG TIAPAUETPOVG.

Zra kowvwvika diktvan Ioxvpn Tpiadikr KAetototnTa eivat pia avdBeon emypagpwv
OTIG AKHEG WG LOXVPEG 1) aoDeveig akpés, £ToL WOoTe yla onoleadnmote §V0 KopLPEG oL
OTIOLEG £XOVV €val KOLVO YEITOVA e LoXVPT| akpr| givat yertovikég petafd toug (gite pe
loxvpn eite pe acBevn axprn). To poPAnua peylotomoinong Tov aplBpod Twv IoxvpwV
AKHWYV Ol OTIOIEG VAL LKAVOTIOLOVY TNV toXLPT TPLadik KAELOTOTNTA €ival YVwoTd wg
MAaxSTC xou éxet deiyOei mpoopata ott eivar NP-mAfpeg oe yevikd ypagrpata. Xe
auTr) StatptP) EMKEVTPWVOUAOTE 0€ KAAOELG YPAPTUATWY UE TNV CUOTNUATIKY HEAETN
yta 15 omoieg To mpoPAnpa MAXSTC eivat emAdoo o€ TOAVWVLHIKO XpdVO 1) Tapa-
pévet NP-mArpeg. And tnv OeTikr] OKOTIA TwV VTTOAOYLOTIKWV amoTeAeopdTwY, Sei-
XVOULLE OTL TO TIPOPAN A eMOEXETA TOAVWVLULKOV XpOVOL alydptBuo oTig akohovbeg
Hn-ovykpiolueg KAAOELS ypagpnudtwy: proper interval ypagrpata, cographs, ypaen-
Hato pe péytoto Pabuo 3, kat ypagrpata pe gpaypévo SevipomAdtog. Ao Ty AAAn
TAevpda, Seiyvovpe 6TLTo TPOPANUa tapapével NP-AN peg akopa kal OTav TO Ypagna
€10080V aviikel o o amd Tig akolovdeg kAdoelg ypagnuatwy: split ypagrpata (emo-
Hévwg, kau chordal ypagnuata), ypagrpata pe péyoto fadbuo to molv 4, emineda
ypagnrpata, kat (3Kj, 2K;)-free ypagrpata. Zvvenwg, cuppdlovpe va optotodv ta
TPWTA LTTOAOYLOTIKA OpLa HETAED KAATEWV YPAPNUATWY YLa TIG 00l TO TPOPAnUa
eivat ToAvwVLpLKA ETAVOLHO Kat yia TiG ontoieg apapével NP-mArpeg.

iii
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Eunvevopévol and tny otevy oxéon mov £xet pe to mpoPAnua MaxSTC, Oewpovue
7o mpoPAnua CLUSTER DELETION. Xkomdg eivat va agatpécovpie To edaxtoto mAnog
aKkpV ano éva §oBév ypdenua, €10t WoTe KADE CLVEKTIKI CLVIOTWOA TOV EVATIOHEL-
VavToG ypagruatog va oxnuartiGet khika. Eivat yvwoto 61t To CLUSTER DELETION
wg TPOPANpa andeaong eivat NP-mAnpeg ota (Ps-free) chordal ypagrpata, evw to
CLUSTER DELETION AVvetat € TOAWVLHIKO Xpovo ota split ypagrjpata. Qotdoo, n
vnapén evog mohvwvupkov xpovov akyopiBuov yia to CLUSTER DELETION oTa in-
terval ypagnuata, pia yvijota vrokAaon twv chordal ypagnuatwv, mapéueve avoxtd
npdPAnua. H kdpia ovvelopopd oto mpoPAnua avto eivat 0Tt anavrdpe Oetikd, Sivo-
VTaG évav TOAVWVVHLIKO aAyoptOpo yia to mpdBAnua CLUSTER DELETION ota inter-
val ypagnrpata. EmmAéov, av kat 0 moAvwvupikog alydpiBuog yia ta split ypagrpata
elvat oxetika amlog, deiyvovpe 6Tt To TpOPAnua CLUSTER DELETION mapapévet NP-
TANPEG O€ pia LOLKT Kat [UKPT) YeVikevomn Twv split ypagnuatwy mov anotelei Tavto-
xpova pia yvrota vrokAdon twv (Ps-free) chordal ypagnuatwv. Ilapd tnv SvokoAia
o€ auTn TN yevikevon twv split ypa@nuatwy, Tapéxovpe ypnyopoTePOLS Kat amrAov-
0TEPOVG TOAVWVVIKOVG aAyopiBpovg yia to mpoPAnua CLUSTER DELETION o€ vmo-
KAAOELG TNG CUYKEKPLUEVNG YEVIKEVOTG.

Emmnpoofétwg, elodyovpe kot HeAETAE TNV TAPAUETPLKT) TTOANVTAOKOTNTA TOV TTPO-
PAuatog STRONG F-CLOSURE, yla otabepd ypaenua F, mov amotelel pia yevikevon
Tov poPAnuatog MAXSTC. O otoxo6 eivat va emhé§ovpe éva péytoto mAnbog anod
akpég Tov 800€vtog ypagrpatog G katl va TIG XapaKkTnpioovpe WG LOXVPEG AKUEG, HE
Tov akOAovBo TpoTo: OTAV £Vva VTTOGVVOAO ATIO LOXVPEG akpég oxnuatifet éva voypa-
QN Ha LOOHOP@PO e To F, TOTE TO avTioTOLX0 eMaydpevo voypdenua tov G dev eivat
LOOHOPPO pe To F. Zuvenwg, To voypdgnua tov G mov opifetat and TiG LoXvpEég aKpES
dev eivar amapaitnta F-free, aAAd 0Tav mepiéxet £va avtiypago tov F, vtdpyovy emi-
A0V aKEG 0TO G WOTE VA ATAYOPEVOLY AVTO TO LOXVPO avTiypago Tov F oto G.
Emopévawe, to mpdPAnpa STRONG F-CLOSURE anoTelel pia yevikevon tov mpoBArua-
106 MAXSTC 6tav F = P3, evw anotehel éva eidog “yahdpwong” Tov mpoPAnpatog F-
FREE EDGE DELETION. MeheTape TNV TApAUETPLKT TOAVTAOKOTHTA TOL TTPOBAHATOG
o SLaopeg PLOLKEG TapapéTpovs. Emkevipwvopaote kupiwg oto mAnbog k twv
LOXLPWV AKPWV WG TapdapeTpo. Agiyvovpe Ott o mpoPAnua eivar FPT pe avtr tnv
napapetpomnoinon yla kabe otabepo ypagnua F, evd dev emdéxetal mMOAVWVUHIKO
Tupnva akopa kat 6tav to F = Ps. Avtr 1 televtaia mepintwon eivat toodvvaprn pe
0 MAXSTC mpdPAnpa, To 0moio pag mapakivei vo PeAETHOOVHE TO TPOPANUA avTd e
Yvwotég kKAdoelg ypagnuatwy. Asixvoope 6Tt to MAXSTC Sev emidéxetat moAvwvopikod
TVPTVAL AKOA KAl OTAV TO Ypd@npa ov pag divetal eivar split, evad emdéyetat éva
TOALWVLLKO TTVPTIVa v TO Ypdenua eivat eminedo 1| d-degenerate ypagnua. Emmpoo-
Oétwg, ota ypagrpata pe péytoto Baduod to moAv 4, deixvovpe 6Tt to MAXSTC mapa-
uéver FPT akopa kat pe tn mapapetpo k — u(G), omov u(G) eivar to péyebog tov



Héytotov tatptdoparog Tov G. KAeivovpe pe oplopéva vtohoylotiké anotedéopata
™G mapapeTponoinong tov mpoPAfpuatog STRONG F-CLOSURE vmd 1o mAnfog twv
acBevav akpwy, 6mov Seiyvovpe 0Tt To TpoPAnua eivat FPT kat emdéxetal mohvwvo-
HIKO TTUPT VA HE TH OVYKEKPLUEVT) TTAPAUETPO.
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CHAPTER

INTRODUCTION

In this chapter, we discuss graph modification problems and provide previous known
results on such problems. We present the main motivation of our study and we high-
light our results. Moreover, we outline the content of each forthcoming chapter.

1.1 Graph modification problems

Graph modification problems is one of the fundamental computational problems
in structural and algorithmic graph theory. In such problems we want to modify the
input graph with the minimum number of modifications such that the resulting graph
satisfies a certain property. Completion, deletion, editing, contraction can be some of
the type of modifications over the vertices or the edges of the graph. These problems
have been studied over the last decades. In the classical book of Garey and Johnson, 18
different types of vertex and edge modification problems are mentioned [51]. Regard-
ing the vertex deletion problem there is a negative result which states that for any non-
trivial and hereditary property (on induced subgraphs) the problem is NP-complete
[99]. However, there is no such generalized result for edge modification problems, de-
spite the individual NP-completeness results on most of the interesting graph proper-
ties which are typically formalized into graph classes. In edge modification problems
the researchers focus on graph classes with good structural properties and propose
approximation or parameterized algorithms [7, 15, 16, 29, 107]. Apart from the algo-
rithmic aspects of these problems, graph modification problems find a large number
of practical applications in several different fields in real world. Molecular biology, nu-
merical linear algebra, social network, and other fields of computer science are some
of the application areas [6, 54, 111].

Our main aim in this thesis is to extend the algorithmic results on such prob-
lems. More precisely, we study a famous edge deletion problem, known under the
terms CLUSTER DELETION or P3;-FREE EDGE DELETION, and we consider an edge la-
beling scheme that characterizes social networks in terms of an edge deletion prob-

1



Chapter 1 1.1. Graph modification problems

lem, known under the term MaXSTC. We provide the first computational results of
MAaxSTC and we determine the classical computational complexity of CLUSTER DELE-
TION on particular graph classes. Moreover, we generalize the MAXSTC problem and
propose a relaxation of the classical F-FREE EDGE DELETION problem that we call
STRONG F-CLOSURE. We study STRONG F-CLOSURE from the parameterized perspec-
tive and provide computational results with various natural parameterizations. In clas-
sical computational complexity the goal is to show that a problem either can be solved
by a polynomial-time algorithm depending on the size of the input or provide an
NP-hardness reduction. In contrast to classical complexity, parameterized complexity
splits the size of the input into an input size and another value, called the parameter.
The main goal is to show whether or not a problem is fixed parametric tractable (FPT).
A problem is FPT if can be solved in time f(k) - n%(), where k is the parameter, f some
computational function and 7 is the size of the problem. In other words, the goal is to
design an algorithm that are efficient when the parameter is small.

The principle of Strong Triadic Closure is an important concept in social networks
[41]. Understanding the strength and nature of social relationships has found an in-
creasing usefulness in the last years due to the explosive growth of social networks
(see e.g., [5]). Towards such a direction the Strong Triadic Closure principle enables
us to understand the structural properties of the underlying graph: it is not possible
for two individuals to have a strong relationship with a common friend and not know
each other [60]. Such a principle stipulates that if two people in a social network have a
“strong friend” in common, then there is an increased likelihood that they will become
friends themselves at some point in the future. Satisfying the Strong Triadic Closure
(STC) is to characterize the edges of the underlying graph into weak and strong such
that any two vertices that have a strong neighbor in common are adjacent. Since users
interact and actively engage in social networks by creating strong relationships, it is
natural to consider the MAXSTC problem: maximize the number of strong edges that
satisfy the Strong Triadic Closure. The problem has been introduced recently by Sintos
and Tsaparas and is known to be NP-hard [118].

Clustering is a general term that is considered on a set of elements with a relation
between the given elements. The task is to partition the elements into subsets, named
clusters, such that the elements of the same cluster have high similarities and elements
of different clusters have low similarities to each other [68, 69]. Some application of
clustering can be found in computational biology [117], image processing [124], VLSI
design [66]. Here, we study the CLUSTER DELETION problem: given a graph we want
to delete the minimum number of edges such that the resulting graph is a union of
cliques. Equivalently, the goal is characterized by no induced path P5 on three vertices
on the resulting graph and, therefore, it is also known under the term P3;-FREE EDGE
DELETION problem. It is known to be NP-hard and has been studied extensively even



Chapter 1 1.2. Previously known results

on restricted inputs formalized by graph classes.

Looking closer at the above definitions, one can realize a relationship between the
two problems MAXSTC and CLUSTER DELETION. In particular, the edges inside the
cliques of the resulting graph for CLUSTER DELETION can be labeled as strong edges
for MAXSTC, whereas the rest of the (deleted) edges can be labeled as weak edges. It is
not difficult to see that such a labeling scheme satisfies the strong triadic closure. Thus,
the number of edges in an optimal solution for CLUSTER DELETION consists a lower
bound for the number of weak edges in an optimal solution for MaxSTC. However,
the opposite is not always true. Hence, an interesting point of research direction is to
study and characterize graph classes in which both problems have the same size of
solution.

Motivated by the role of triadic closure in social networks and the importance
of finding a maximum subgraph avoiding a fixed pattern, we introduce STRONG F-
CLosURE which is a generalization of MAXSTC and, at the same time, it consists a
relaxation of F-FREE EDGE DELETION. The task in STRONG F-CLOSURE is to select a
maximum number of edges of the input graph G, and mark them as strong edges, in
the following way: whenever a subset of the strong edges forms a subgraph isomorphic
to F, then the corresponding induced subgraph of G is not isomorphic to F. Hence, the
subgraph of G defined by the strong edges is not necessarily F-free, but whenever it
contains a copy of F, there are additional edges in G to forbid that strong copy of F in
G. Notice that whenever F = P3, the STRONG F-CLOSURE problem is equivalent to the
MAaxSTC problem.

1.2 Previously known results

Motivated by social network analysis, Sintos and Tsaparas introduced MAaxSTC and
proved that it is an NP-complete problem on general graphs [118]. Also, a constant fac-
tor approximation ratio was proposed for its dual problem of minimizing the number
of weak edges [118].

On the contrary, CLUSTER DELETION has attracted several researchers. Regarding
its classical complexity, it is known to be NP-hard on general graphs [116]. With re-
spect to the maximum degree of a graph, Komusiewicz and Uhlmann[85] have shown
an interesting dichotomy result: CLUSTER DELETION remains NP-hard on Cy-free graphs
with maximum degree four, whereas it can be solved in polynomial time on graphs
having maximum degree at most three. For particular graph classes characterized by
forbidden induced subgraphs, Gao et al.[50] showed that CLUSTER DELETION is NP-
hard on (Cs, Ps, bull, fork, co — gem, 4 — pan, co — 4 — pan)-free graphs or (3Ky, 2K )-
free graphs. In the positive side, they provide a polynomial-time algorithm on cographs
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(P4-free graphs) by iteratively picking a maximum clique as a cluster.

Moreover, Bonomo etal.[10] extended the result of CLUSTER DELETION on cographs
for the class of P4-reducible graphs by using the same approach. On another paper,
Bonomo et al. [11] studied CLUSTER DELETION on subclasses of chordal graphs. They
showed that the problem remains NP-hard on Ps-free chordal graphs and, thus, on
chordal graphs. Moreover, they proposed polynomial-time algorithms on proper in-
terval graphs and split graphs. In regards with the parameterized complexity, the brute-
force approach proposed by Cai [16] shows that CLUSTER DELETION is FPT param-
eterized by the number of deleted edges. Furthermore, CLUSTER DELETION is APX-
hard [116] and there is a 2-approximation (non-polynomial) algorithm [33]. A sum-
mary of the known results on classical complexity of MAXSTC and CLUSTER DELE-
TION are given in Table 1.1.

During our research, there was an increasing interest on generalizations of the
MAaxSTC problem as well as the CLUSTER DELETION problem. Griittemeier and Ko-
musiewicz [62, 63] studied the paremeterized complexity of MAaxSTC and CLUSTER
DeLETION. They showed that MAXSTC admits a linear kernel parameterized by the
weak edges, which implies that the particular parameterization problem is FPT. Fur-
ther, they showed that MAXSTC and CLUSTER DELETION are FPT whenever the pa-
rameter is the number of strong edges, but both problems do not admit polynomial
kernels. Moreover, a complexity dichotomy of both problems was proposed on H-free
graphs for any fixed graph H of order at most four [62, 63].

Furthermore, Sintos and Tsaparas [118] had introduced a generalization of MAXSTC
with ¢ different types of strong edges, called MuLTI-STC. In MULTI-STC an induced
P3 may receive two strong labels as long as they are different. Bulteau et al. [14] studied
the classical and parameterized complexity of MULTI-STC and two variations under
the terms VL-MuLtI-STC and EL-MuLTI-STC. In the first variation every vertex has a
set of possible strong labels and the labeling of the incident edges must belong to this
set. In the latter variation every edge has a set of possible strong labels. They showed
that for all ¢ > 1 Mutrt1-STC, VL-Murti-STC, and EL-Murti-STC are NP-hard prob-
lems [14]. In case of ¢ > 3 they obtain NP-hardness even if the number of weak edges
is equal to zero. Also, they showed that, assuming the ETH, there is no 200VP) _time
algorithm for VL-MurtI-STC and EL-MuLTI-STC even if the number of weak edges
is equal to zero and ¢ € O(|V|). Regarding the parameterized complexity, Bulteau et
al. [14] proposed to use the number of weak edges of an optimal solution of MAxSTC,
denoted by ki, as a parameter. They provided a linear kernel for MuLTI-STC and a
2¢F1 .k -vertex kernel for VL-Murti-STC and EL-Murti-STC. On the other hand,
parameterization only by k; leads to W[1]-hardness for both variations [14]. Also, in
[64] the authors studied the parameterized complexity of MuLTI-STC and EL-MuLTI-
STC by considering the following parameter, denoted by £,._;: the minimum number
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of edges that need to be deleted from the input graph in order to obtain a graph with
maximum degree c—1. They showed that MurLTI-STC is FPT with this parameter when
¢ < 4 [64]. Moreover, EL-MULTI-STC admits a linear kernel parameterized by &, for
every fixed c [64].

Besides the above generalizations of MAXSTC, several other variations have been
considered closely related to triadic closure. Rozenshtein et al. [113] introduced two
such variations under the terms MinVioL and its dual MAXTRI. In the MINVIOL prob-
lem, we are given a graph G = (V, E), a set of communities Cj, ..., Cx C V, and a set
of strong edges S C E, and the task is to ensure that each (C;, S(C;)) is connected
and the number of triadic violations, viol(S), is minimized. The authors showed that
both problems MinVioL and MAxTRI are NP-hard. In the MAXTRI problem the goal
is to maximize the number of non-violated triangles. Rozenshtein et al. [113] devel-
oped an algorithm for MaxTR1 with an approximation guarantee. Moreover, Bevern
etal. [122] showed that uncapacitated facility location problem with matroid constraints
(UFLP-MC) is FPT. By using this problem, they proved that MaxTrr is FPT with re-
spect to r + k, where r is the number of non-violated triangles and k the number of
communities.

Another way of attacking MAxSTC is through Linear Programming (LP) approach,
since MAXSTC can be formulated as maximization problem where: i) for each edge
there is a variable which takes 0 or 1 whether its label is weak or strong respectively,
ii) the objective function is the sum of all variables, and iii) the constrains can be con-
structed as follows: for every two variables that correspond to an induced P5 at most
one can be 1. Thus, MAXSTC has an Integer Programming (IP) formulation. Adriaens
et al. [3] studied such a relaxation of MAXSTC. The first relaxation is on the IP vari-
ables, where instead of using binary values for the variables, they allow each variable to
take value between 0 and 1. In case of {0,1/2, 1}, the problem is half-integral and can
be solved in polynomial time [3]. The second relaxation allows the variables that cor-
respond to a triangle in the graph to take values larger than 1. Moreover, the authors
proposed three types of relaxations by changing the objective function and the con-
straints: allow violations, allow negative values, and maximize the number of strong
edges in all triangles [3].

1.3 Our contribution

Inspired by the NP-completeness result of MAXSTC on general graphs and in or-
der to have a better understanding on the complexity behavior of the problem, we
focus on graphs classes and provide new algorithmic results. We study MaxSTC on
subclasses of chordal graphs, since the class of chordal graphs finds important appli-
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cations in both theoretical and practical areas related to social networks [2, 83, 108].
We prove that MAXSTC remains NP-complete on split graphs and, thus, on chordal
graphs, since the class of split graphs forms a proper subclass of chordal graphs. More-
over, we give a polynomial-time algorithm on trivially perfect graphs by characterizing
an auxiliary graph that we call line-incompatibility. Surprisingly, our main result is a
polynomial-time algorithm on proper interval graphs by using a sophisticated analy-
sis and a rather technical dynamic programming approach which comes in contrast
to other known computational problems on proper interval graphs. Moreover, we are
able to express MAXSTC and CLUSTER DELETION in monadic second order logic of
second type (MSO;) which provide us to solve both problems in linear time on graphs
of bounded treewidth by applying Courcelle’s machinery through MSO,. These results
have led to the following publications [88, 90]:

+ Maximizing the strong triadic closure in split graphs and proper interval
graphs. Athanasios L. Konstantinidis, and Charis Papadopoulos. In 28th In-
ternational Symposium on Algorithms and Computation (ISAAC 2017), Leibniz
International Proceedings in Informatics (LIPIcs), pages 53:1-53:12, 2017.

o Maximizing the strong triadic closure in split graphs and proper interval
graphs. Athanasios L. Konstantinidis and Charis Papadopoulos. Discrete Ap-
plied Mathematics 285: 79-95, 2020.

Pushing further algorithmic results for MAXSTC, we prove that the optimal value
for MAXSTC matches the optimal value for CLUSTER DELETION on cographs. By doing
so, we reveal an interesting vertex partitioning with respect to maximum cliques and
maximum independent sets. This result enables us to give an O(#?)-time algorithm for
MaxSTC on cographs. As a byproduct we characterize a maximum independent set
of the cartesian product of two cographs, which implies a polynomial-time algorithm
for computing such a maximum independent set. Furthermore, we work on graphs of
bounded degree. We show an interesting complexity dichotomy result: for graphs of
maximum degree four MAXSTC remains NP-complete, whereas for graphs of maxi-
mum degree three the problem is solved in polynomial time. The proof of hardness
on graphs of maximum degree four implies that there is no subexponential-time algo-
rithm for MaxSTC unless the Exponential-Time Hypothesis (ETH) fails. These results
have led to the following publications [86, 87]:

o Strong triadic closure in cographs and graphs of low maximum degree. Athana-
sios L. Konstantinidis, Stavros D. Nikolopoulos, and Charis Papadopoulos. 23rd
Annual International Computing and Combinatorics Conference, (COCOON 2017),
Hong Kong, China, 2017. Springer Verlag, LNCS 10392: 346-358.
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o Strong triadic closure in cographs and graphs of low maximum degree. Athana-
sios L. Konstantinidis, Stavros D. Nikolopoulos, and Charis Papadopoulos. The-
oretical Computer Science 740: 76 -84, 2018.

Next we consider the CLUSTER DELETION which is well-studied problem. Despite
the intensively efforts of determining its complexity on proper subclasses of chordal
graphs, it still remained unresolved of whether it can be solved in polynomial time on
interval graphs. As already mentioned, Bonomo etal. [11] proved that CLUSTER DELE-
TION is polynomial solvable on proper interval graphs, a subclass of interval graphs,
and it is NP-complete on chordal graphs. Our main contribution is that we settle this
problem in the affirmative, by providing a polynomial-time algorithm for CLUSTER
DELETION on interval graphs. In particular, our algorithm for interval graphs suggests
to consider a particular consecutiveness of a solution and apply a dynamic program-
ming approach defined by two vertex orderings.

Moreover, there is a very simple characterization of an optimal solution for CLus-
TER DELETION on split graphs: either a maximal clique constitutes the only non-edgeless
cluster, or there are exactly two non-edgeless clusters whenever there is a vertex of the
independent set that is adjacent to all the vertices of the clique except one. Due to the
fact that true twins belong to the same cluster in an optimal solution, it is natural to
consider true twins at the independent set, as they are expected not to influence the
solution characterization. Surprisingly, we show that CLUSTER DELETION remains NP-
complete even on such a slight generalization of split graphs. The class of graphs that
are obtained from split graphs by adding true twins is known as the class of starlike
graphs and, besides the NP-completeness, we provide interesting structural character-
izations. Based on the obtained structural properties, we reveal subclasses of starlike
graphs for which CLUSTER DELETION is polynomial time solvable. These results have
led to the following publication [89, 91]:

o Cluster deletion on interval graphs and split related graphs. Athanasios L.
Konstantinidis and Charis Papadopoulos. 44th International Symposium on Math-
ematical Foundations of Computer Science,(MFCS 2019), Aachen, Germany, 2019.
Leibniz-Zentrum fur Informatik, LIPIcs 138: 12(1)-12(14), 2019.

o Cluster deletion on interval graphs and split related graphs. Athanasios L.
Konstantinidis and Charis Papadopoulos. Algorithmica, 2021.

In Table 1.1 we summarize our results together with previously-known results con-
cerning the complexity of CLUSTER DELETION and MAXSTC on graph classes.

Further, we introduce a generalization of MAXSTC, named STRONG F-CLOSURE
problem, and we study parameterized aspects of such a problem. We consider three
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Graphs CLUSTER DELETION MaxSTC
General NP-hard [116] NP-hard [118]
Chordal NP-hard [11] NP-hard
Interval Poly-time [Th. 5.3.14] ?
Proper interval Poly-time [11] Poly-time [Th. 3.4.17]
Split Poly-time [11] NP-hard [Th. 3.3.4]
Starlike NP-hard [[11], Th. 5.4.3] | NP-hard
Cograph Poly-time [50] Poly-time [Th. 4.3.6]
Trivially-perfect Poly-time [50] Poly-time [Th. 3.2.3]
Triangle free Poly-time Poly-time
Bounded treewidth | Poly-time Poly-time
Planar NP-hard [Cor. 6.5.4] NP-hard [Th. 6.5.3]
(3K3, 2K;)-free NP-hard [50] NP-hard [Th. 6.5.5]
A=3 Poly-time [85] Poly-time [Th. 4.4.3]
A>4 NP-hard [85] NP-hard [Th. 4.4.1]

Table 1.1: Complexity of CLUSTER DELETION and MAXSTC restricted on particular
graph classes. Our results obtained within this thesis are presented in bold.

different natural parameters to study the parameterized complexity of STRONG F-
CLOSURE: the number of strong edges, the number of strong edges above guarantee
(maximum matching size) and the number of weak edges. We show that STRONG F-
CLOSURE is FPT when parameterized by the number of strong edges for a fixed F,
even when we allow the size of F to be a parameter. We also observe that STRONG F-
CLOSURE parameterized by the previous parameterization admits a polynomial kernel
if F has a component with at least three vertices and the input graph is restricted to be
d-degenerate. Next, we focus on the special case of F = P3; which coincides with the
MAaxSTC problem. We complement our FPT results by proving that MaxSTC does not
admit polynomial kernel even on split graphs unless NP C coNP/poly. Since the size
of a maximum matching consists a lower bound for a solution of MAXSTC, we study
the parameterization above this bound. In particular, we show that MaxSTC is FPT
on graphs of maximum degree at most 4, parameterized by k— u(G), where u(G) is the
maximum matching size of G. Moreover, we prove that STRONG F-CLOSURE is FPT and
admits a polynomial kernel when parameterized by the number of weak edges and F is
a fixed graph. We conclude with some results related to classical computational com-
plexity. We show that MaxSTC remains NP-hard on (3Kj, 2K;)-free graphs and on
planar graphs. Our reduction for planar graphs also works for the CLUSTER DELETION
problem and, thus, CLUSTER DELETION remains NP-hard on planar graphs. These re-
sults have led to the following publications [55, 56]:
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o Parameterized aspects of strong subgraph closure. Petr A. Golovach, Pinar
Heggernes, Athanasios L. Konstantinidis, Paloma T. Lima and Charis Papadopou-
los. 16th Scandinavian Symposium and Workshops on Algorithm Theory, (SWAT
2018), Malmo, Sweden, 2018. Leibniz-Zentrum fur Informatik, LIPIcs 101: 23(1)-
23(13), 2018.

« Parameterized aspects of strong subgraph closure. Petr A. Golovach, Pinar
Heggernes, Athanasios L. Konstantinidis, Paloma T. Lima, and Charis Papadopou-
los. Algorithmica 82: 2006-2038, 2020.

1.4 Road map

In Chapter 2, we give fundamental definitions and notations of graph theory and
graph classes. Moreover, we provide definitions of classical and parameterized com-
plexity theory. Finally, we give formal definitions of all decision problems that we con-
sider within this thesis.

In Chapter 3, we present our results for MAXSTC on split graphs, proper interval
graphs and trivially perfect graphs. For split graphs we prove NP-hardness, whereas
for the other two graph classes we provide polynomial-time algorithms.

In Chapter 4, our main result is a polynomial-time algorithm for computing MAxSTC
on cographs and the equivalency between MAXSTC and CLUSTER DELETION. Further-
more, we study MAXSTC on graphs with low maximum degree.

In Chapter 5, we give a polynomial-time algorithm for CLUSTER DELETION on in-
terval graphs and we study the complexity of the problem on graphs related to a natural
generalization of split graphs.

In Chapter 6, we study the parameterized complexity of STRONG F-CLOSURE and
MAaxSTC with three different natural parameter. Moreover, we present NP-hardness
results for MAXSTC on planar and (3Kj, 2K;)-free graphs.

In Chapter 7, we summarize our results and we discuss possible future directions
for further research.
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CHAPTER

DEFINITIONS AND NOTATIONS

In this chapter we fix some basic notation and terminology, and briefly introduce
the most fundamental concepts in computational complexity from both the classical
as well as the parameterized viewpoints. We discuss several graph classes which are
relevant to this thesis. Moreover we provide a catalogue with formal definitions of all
considered problems discussed within this thesis.

2.1 Basic Concepts on Graph Theory

A graph is a pair G = (V,E) such that E C V x V. The elements of V are called
vertices or nodes and the element of E are called edges of G. So, each edge is a pair of
vertices. We consider all pairs are unordered. We denote the number of vertices of G
by n and the number of edges of G by m; that is n = |V(G)| and m = |E(G)|.

A vertex v is incident to an edge e if v € e or the edge e is incident to v. The two ver-
tices of an edge are called end-vertices or endpoints and the edge joins its end-vertices.
We denote an edge e that joins the vertices u and v by e = {u,v} or e = uv. For
simplicity, we sometimes write v € G, instead of v € V(G), and e € G instead of
e € E(G).

Two vertices u,v € G are adjacent or neighbors if e = {u,v} is an edge of G.
Two edges are adjacent if they have an endpoint in common. The neighborhood of a
vertex v of G is N(v) = {x|{v,x} € E} and the closed neighborhood of a vertex v of
G is N[v] = N(v) U {v}. We extend this notion to vertex sets: for § C V, N(S) =
U,es N(v) \ Sand N[S] = N(S) U S. For two vertices u and v we say that u sees v if
{u,v} € E(G); otherwise, we say that u misses v. We extend this notion to vertex sets:
a set A sees (resp., misses) a vertex set B if every vertex of A is adjacent (resp., non-
adjacent) to every vertex of B. Moreover, two adjacent vertices u and v are called true
twins if N[u] = N[v], whereas two non-adjacent vertices x and y are called false twins

if N(x) = N(y).
The degree of a vertex v is d(v) = |N(v)|, that is, the number of the incident edges

11
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to v. We denote by A the maximum degree of G, so that A = max{d(v)|Vv € G}. A
vertex of degree 0 is called isolated, a vertex of degree 1 is called pendant, and a vertex
vis called universal if d(v) = |V(G)| — L

The complement of a graph G, is the graph G = (V/,E') with V/ = Vand E/ =
{{u, vil{u,v} ¢ E}.

A set of pairwise adjacent vertices of G is called clique. The size of maximum clique

in G is called the clique number, denoted by w(G). A maximal clique of G is a clique
of G that is not properly contained in any clique of G.

A set of pairwise non-adjacent vertices of G is called independent set. The maximum
independent set denoted by «(G).

A vertex cover of a graph is a set of vertices that includes at least one endpoint of
every edge of the graph. It is not difficult to see that a set of vertices X is a vertex cover
if and only if V(G) \ X is an independent set.

A matching in G is a set of edges having no common endpoint. The maximum
matching number, denoted by u(G), is the maximum number of edges in any match-
ing of G. We say that a vertex v is covered by a matching M if v is incident to an edge of
M. We denote by V(M) the set of vertices covered by a matching M. It is not difficult
to see that the number of vertices in a maximum matching constitutes a lower bound
for the size of a minimum vertex cover.

Operations over the graphs

Let G = (V, E) be a graph. The following operations applied on G, result in a graph
that is obtained from G by standard set operations on V and E. For a vertex v € V
the vertex deletion of v from G has as result to delete the vertex v from G and all the
incident edges to v. We denote this operation by G — v. For an edge e € E the edge
deletion of e from G has as result to delete only the edge e from G. We denote this
operation by G — e. We can extend these definitions for a set of vertices U and for a set
of edges F. In the former case we delete all the vertices of U and all the incident edges
to U from G, denoted by G — U. In the latter case we delete only the edges of F from G,
denoted by G \ F. Let {x, y} be an edge of G. The contraction of the edge {x, y} is the
operation consisting in deleting the vertices x and y from G and adding a new vertex
which is adjacent to every vertex of G \ {x, y} that is adjacent to x or y in G. More
general, contracting a set of vertices S is the operation of substituting the vertices of S
by a new vertex w with N(w) = N(S).

Relations between graphs
Let G = (V,E) and H = (U, F) be two graphs. We have the following definitions:

« Gand H are disjoint if VN U = () (implying that EN F = ().

12
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o Hisasubgraph of Gif U C Vand F C E, which means H can be obtained from
G by deleting some vertices or edges from G.

o His an induced subgraph of Gif U C Vand F C E, but H can be obtained from
G by deleting only some vertices from G.

 H is a spanning subgraph of Gif U = Vand F C E (implying that H can be
obtained from G by deleting only some edges from G).

« His a minor of G if H can be obtained from G by a (possibly empty) sequence
of vertex deletions or edge deletions or edge contractions.

o Gand H are isomorphic if there is a bijection f: V' — U that preserves the adja-
cency, i.e. {u,v} € Eifand only if {f(u),f(v)} € F.If G and H are isomorphic
then we write G ~ H, whereas G % H stands for two non-isomorphic graphs.

For X C V(G), the subgraph of G induced by X, denoted by G[X], has vertex set X,
and for each vertex pair u, v from X, {u, v} is an edge of G[X] if and only if u # v and
{u, v} is an edge of G. Observe that G[X] is the graph obtained from G by deleting the
vertices of V'\ X. We say that G contains a graph H (as an induced subgraph) if G has
an induced subgraph isomorphic to H.

A graph G is self-complementary if G is isomorphic to its complement.

Operations between two graphs
Let G and H be two disjoint graphs G and H. We consider the following operations
resulting on a new graph:

o the disjoint union of Gand H: G & H = (V(G) U V(H), E(G) U E(H)).

o the complete joinof Gand H: GRH = (V(G)UV(H), E(G)UE(H)U{{u,v}|u €
E(G),v € E(H)}).

o the cartesian product of G and H, denoted by G x H, is the graph with the vertex
set V(G) x V(H) and any two vertices (u, ') and (v, V') are adjacent in G x H if
and only if either u = v and v/ is adjacent to v in H, or &/ = v/ and u is adjacent
tovin G.

For a positive integer p, pG denotes the disjoint union of p copies of G. Moreover,
the disjoint union of two graphs G and H may be simply denoted by G + H.

Special graphs
A graph with n vertices is called complete graph if there is an edge for every pair
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K3 K4 C4
—o——o — o o o /!\
Ps Py K13 (claw)

Figure 2.1: Some basic graphs.

of vertices in the graph, denoted by K,,. The complete graph with tree vertices, K3, is
called triangle.

A chordless path with n vertices, denoted by P,,, isa graph with V(P,,) = {w, ..., v,}
and E(P,) = {{vi,vi:1}|1 <i < n}.

A chordless cycle with n vertices, denoted by C,, isa graph with V(C,,) = {w, ..., v,}
and E(Cy,) = {{vi,vip}1 <i<n}U{{va,n}}.

A graph G is connected if every pair of distinct vertices is joined by a path. Oth-
erwise, the graph is referred to as disconnected. A maximal connected subgraph of a
graph is called a connected component of the graph.

For a fixed graph F, a graph G is said to be F-free if G has no induced subgraph
isomorphic to F.

A cluster graph is a graph in which every connected component is a complete graph.
Cluster graphs are characterized as exactly the graphs that do not contain a P; as an
induced subgraph. That is, cluster graphs are exactly the P3-free graphs.

The line graph L(G) of a graph G is the graph that has as vertex set the edges of G
and two vertices of L(G) are adjacent if and only if the corresponding edges in G have
a common endpoint.

The line-incompatibility G of a graph G is the graph that has as vertex set the edges
of G and two vertices of G are adjacent if and only if the corresponding edges induce
a P53 in G. The line-incompatibility graph has already been considered under the term
Gallai graph, denoted by I'(G), in [96] or as an auxiliary graph in [24, 118]. Note that
the line-incompatibility graph of G is a spanning subgraph of the line graph of G.
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An induced matching in a graph G, denoted by gKj, is a set of q edges, no two of
which have a common vertex or are joined by an edge of G.

An acyclic graph is a graph that does not contain any cycle and is called forest. A
connected forest is called tree. In a tree, the vertices of degree 1 are called leaves whereas
the rest of its vertices are called internals. A tree with one internal vertex and » leaves
is called star graph and is denoted by K; ,,. We will often refer to a particular star graph:
K 3 that is called claw.

In Figure 2.1 are given some examples of special graphs.

2.2 Graph Classes

A graph class is a set of graphs that share a common property. Graphs arising from
applications may naturally fall into one such class. On the other hand, graph classes
arise naturally within the scope of better understanding the tractability boundaries of
a computational hard problem. For each pair of a graph problem that is intractable
in general and a graph class, we wish to determine that either the problem becomes
efficiently solvable when restricted to the class, or that it still remains hard. The body
of literature upon this type of results is vast, as exposed by the online database [31] that
currently lists 1623 graph classes with the corresponding 26763 algorithmic reference.

Let M be a family of nonempty sets. The intersection graph of M is obtained by rep-
resenting each set in M by a vertex and two vertices are connected by an edge if and
only if their corresponding sets have a non-empty intersection. We refer to the ob-
tained graph as the intersection graph G of M and we call M the intersection model of
G. Without imposing some restrictions on the elements and the family of M, the class
of graphs obtained as intersection graphs is simply all undirected graphs. An interest-
ing case is when M is taken over a set of geometric objects. In such sense, intersection
graphs are a very popular “meta graph class” An algorithmic vein towards this direc-
tion is to determine the complexity of recognizing the members of each graph class. In
particular, the problem of characterizing the intersection graphs of families of sets hav-
ing some specific topological or other pattern is often very interesting and frequently
has applications to the real world.

A class G of graphs containing with each graph G all induced subgraphs of G is called
hereditary. In other words, G is hereditary ifand only if G € G implies G[X] € G forany
X C V(G). Some known hereditary graph classes are perfect graphs, cluster graphs,
bipartite graphs, whereas simple examples showing the non-hereditary property are
paths or trees.

Let F be a set of graphs. A graph class G is characterized as F-free if and only if
every graph G € G does not contain any graph F € F as an induced subgraph. In this
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scope, we say that the graphs in F are forbidden induced subgraphs for the class G.

Looking closer at the above two definitions of a hereditary class G and a set of
forbidden induced subgraphs F, an interesting characterization shows that a class of
graphs G is hereditary if and only if there is a set F such that G is F-free.

Characterizations of graph classes by forbidden induced subgraphs do not only pro-
vide algorithmic tools, but also play a key role as the subject of profound mathematics.
The most striking example is probably the case of perfect graphs.

Perfect graphs: A graph is perfect if for every induced subgraph H the chromatic num-
ber y(H) equals the clique number w(H). The class of perfect graphs is very important
from both theoretical as well as practical point of view, since the two problems of de-
termining the chromatic number and the clique number can be solved in polynomial
time [61]. Moreover, there is another characterization for perfect graphs, the Strong
Perfect Graph Theorem, which states that a graph G is perfect if and only if G and G
contain no induced Cyx4; for k > 2 [23]. By this theorem, it is easy to see that a per-
fect graph is self-complementary. Therefore a maximum independent set can be found
in polynomial time on perfect graphs, as it is a maximum clique in the complement
graph.

Chordal graphs: A well known subclass of perfect graphs is the class of chordal graphs,
also known as triangulated graphs. A graph is chordal it each cycle in G of length at
least 4 has at least one chord. Equivalently, G does not contain an induced subgraph
isomorphic to C, for n > 3. Moreover, a graph is chordal if and only if it is the inter-
section graph of a family of subtrees of a tree [52].

Interval graphs: A graph is an interval graph if there is a bijection between its vertices
and a family of closed intervals of the real line such that two vertices are adjacent if
and only if the two corresponding intervals intersects. Such a bijection is called an
interval representation of the graph. An example of an interval graph and its interval
representation can be seen in Table 2.1. Thus they correspond to the graphs that can
be represented as the intersection graphs of intervals on the real line. Interval graphs
form a proper subclass of chordal graphs. Moreover, it is known that an interval graph
can be characterized by a set of forbidden induced subgraphs [98].

Proper interval graphs: The interval graphs in which no interval is properly contained
in another interval form the class of proper interval graphs. An example of a proper
interval graph and its interval representation can be seen in Table 2.1. The interval
graphs in which all intervals are required to have unit length form the class of unit
interval graphs. Roberts showed that the classes of unit interval graphs and proper in-
terval graphs coincide [110]. Also, he characterized them as claw-free interval graphs
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Interval graph

Split graph

Starlike graph

Cograph

Table 2.1: Five known graph classes and an example for each class.

[110].

Split graphs: Another subclass of chordal graphs is the class of split graphs which are
incomparable to interval and proper interval graphs. A graph is a split if its vertex set
can be partitioned into a clique and an independent set. Such a partition is called split
partition. A split graph with four vertices in the independent set and four vertices in
the clique can be seen in Table 2.1. It is not difficult to see that the class of split graphs
is self-complementary, that is, the complement of a split graph remains a split graph.
Furthermore, they have been characterized by forbidden set of induced subgraphs. A
graph is a split if and only if it contains no Cy, C5 and 2K as an induced subgraph,
that is, they are exactly the {Cy4, Cs, 2K; }-free graphs [45]. Moreover, in terms of the
intersection model, split graphs form the intersection graphs of distinct subtrees of a

star.
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[Proper Interval] [Trivially Perfect] A <4
Threshold A <3

Figure 2.2: A Hasse diagram among the considered graph classes. An arrow from class
X to class Y shows that Y is a proper subclass of X.

Starlike graphs: A graph G = (V, E) is called starlike graph if its vertex set can be
partitioned into C and I such that G[C] is a clique and every two vertices of I are either
non-adjacent or true twins in G. A starlike graph with eight vertices in I and four
vertices in C can be seen in Table 2.1. By definition, split graphs form a proper subclass
of starlike graphs. Their name comes from the corresponding characterization through
intersection graphs: they are exactly the intersection graphs of subtrees of a star [19].

Bipartite graphs: A graph is bipartite if its vertex set can be partitioned into at most
2 independent sets. A bipartite graph G with a given bipartition A U B will be denoted
G = (A, B, E). Moreover, a graph G is bipartite if and only if it contains no cycles of
odd length. A bipartite graph G = (A, B, E) is complete bipartite if every vertex of A
is adjacent to every vertex of B. A complete bipartite graph with parts of size n and
m is denoted K, ,,. Bipartite graphs can be seen as intersection bigraphs of two given
families M, M’ of subsets: the bipartite graph in which each set in M is a red vertex,
each set in M’ is a blue vertex, and a red vertex is adjacent to a blue vertex if and only
if the corresponding sets intersect.

Cographs: A graph is cograph if it can be generated from a single vertex graph and
recursively applying the disjoint union and complete join operations. Cographs are
exactly the graphs that do not contain any chordless path on four vertices, that is, they
are exactly the P4-free graphs [26]. An example of a cograph can be seen in Table 2.1.
Cographs are unrelated to chordal graphs, as they contain chordless cycles, whereas
any chordless path is a chordal graph.
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Trivially Perfect graphs: A graph G is called trivially-perfect (also known as quasi-
threshold) if for each induced subgraph H of G, the number of maximal cliques of H
is equal to the maximum size of an independent set of H. The class of trivial perfect
graphs coincides with the class of chordal graphs and cographs. In other words, this is
the class of (Cy, P4)-free graphs [57].

Threshold graphs: A graph is a threshold graph if there is a real number s (known as the
threshold) and for every vertex v there is a real weight w(v) such that: {u, v} isan edge if
and only if w(v) +w(u) > s. A more intuitive characterization is that threshold graphs
are exactly the graphs that are both split graphs and cographs. Hence, they are exactly
the (P4, Cy, 2K;)-free graphs. However, since split graphs are also chordal, threshold
graphs are actually a subclass of trivially perfect graphs. As they are split graphs, their
vertex set can be partitioned into a clique and an independent set, but, in addition, the
neighborhood of the independent set has the special property of being orderable by
inclusion [103].

Non-Perfect graphs:

A graph is triangle-free if it contains no K3 as an induced subgraph. Every bipartite
graph is triangle-free, whereas every triangle-free graph is not necessarily bipartite.

For a non-negative integer k, a k-degenerate graph is a graph in which every sub-
graph has a vertex of degree at most k. To give an example, forests are exactly the
1-degenerate graphs.

A graph is planar if it can be drawn in the plane so that no two edges cross each
other. However the most famous characterization of this graph class is through for-
bidden minors. Planar graphs are exactly the graphs that do not contain K5 and K3 3
as minors. A planar graph is 5-degenerate graph, as every planar graph has a vertex of
degree five or less.

In Figure 2.2 we present the inclusion relations among the considered graph classes.

2.3 Computational Complexity

Classical complexity

The theory of computational complexity explores the amount of resources that a
computational problem needs to be solved and classifies the problems according to
the amount of resources required. For example, as amount of resources can be con-
sidered time and space. Here, we mainly focus on time. In other words, for given a
computational problem we want to know if there is an algorithm that solves the prob-
lem in an efficient way or not. Hence, the complexity of an algorithm is intended to
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measure exactly this type of efficiency.

A fundamental notion used to describe the complexity of an algorithm is the asymp-
totic upper bound O(f(n)). Big O-notation expresses the upper bound of operations
(worst case running time) that an algorithm needs to solve a problem. More precisely,
for a given function g(n), that measures the worst case running time of an algorithm
on an input of size n, and another function f(n), we say that g(n) is O(f(n)) if there
exist constants ¢ > 0 and ny > 0 so that for all n > ng, we have g(n) < ¢ f(n).

Another useful notation is the little o-notation in which we say that g(n) is o(f(n)),
if for any constant ¢ > 0 there exists a constant ny > 0 so that for all n > ng, we have
g(n) < c - f(n). Besides the asymptotic upper bound O(f(n)), one can consider the
asymptotic lower bound big Q2-notation in which we say that g(n) is Q(f(n)), if there
exist constants ¢ > 0 and ny > 0 so that for all n > ng, we have g(n) > ¢ f(n).

The notation of big O helps us to order the algorithms based on their asymptotic
running times. For example, an algorithm is linear if it is O(n) and it is more efficient
than an exponential algorithm O(2"). We say that an algorithm is efficient if it is poly-
nomial, meaning O(#¥) for some constant k > 0. Thus, we can classify the problems in
classes based on the complexity of the algorithms that solve the problems. The classes
are known as Complexity Classes.

The class that contains all the problems which can be solved in polynomial time
is denoted by P. There are problems that are harder and, probably, they cannot be
solved in polynomial time. One class that contains such problems is the class of NP. To
define this class we must give the definition of certifier. A certifier is an algorithm that
checks if a given possible solution for a problem is indeed a solution, that is whether the
decision problem answers correctly “yes”. The class of NP contains all the problems that
have a polynomial certifier. It is obvious that P C NP, but it is widely open whether P =
NP or P # NP. Also, there is the complement of the class NP. This class is called coNP
and is defined as the complexity class which contains the complements of problems
found in NP (whether the decision problem answers correctly “no”).

In order to study these problems, we need a technique to compare the relative diffi-
culty among them. In some sense, we want to know which problem is as least as hard
as another. This is achieved through the technique of reduction. Suppose we have a
black box that can solve instances of a problem Y. We say that a problem X is polyno-
mial time reducible to Y, denoted by X <, Y, if any instance of X can be solved using
polynomial number of computational step (transformed to some instance of Y) plus
a polynomial number of calls of the black box that solves Y.

There are some important results of this technique. If we know that the problem Y
is polynomial solvable then we have an algorithm to solves problem X in polynomial
time. On the other hand, if X cannot be solved in polynomial time then Y cannot be
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solved in polynomial time. By taking advantage of the second property, we can define
the hardest problem in class NP. A problem Y is NP-complete if: (i) Y € NP and (ii)
every problem X € NP is polynomial reducible to Y. If we remove the first assumption
of NP-completeness (membership in NP), then we say that the problem Y is NP-hard.

Parameterized complexity

In contrast to classical complexity, parameterized complexity is a two dimensional
framework for studying the computational complexity of a problem. One dimension is
the input size n and the other is a parameter k associated with the input. As a parameter
in a problem more often is used the natural parameter (the size of the solution). On the
other hand, it can be used anything that measures a structural property of the input.
For example, in graph problems parameters such as maximum degree, treewidth or
maximum matching may be widely chosen.

The basic idea of parameterized complexity is to refine the analysis of hard prob-
lems. It was developed by Downey and Fellow [36, 38]. The central part of the theory
is fixed-parameter tractability. A problem with input size #n and parameter k is fixed
parameter tractable (FPT), if it can be solved in time f(k) - n°() for some computable
function f. Here, we want to design an algorithm that the non-polynomial part de-
pends only on the parameter. This means that the problem is solvable in an efficient
way whenever the parameter is small.

A classical NP-complete problem which is FPT parameterized by the size of the
solution is VERTEX COVER. It is known that VERTEX COVER can be solved in 2 - n°()
time by a Bounded Search Tree technique. The best running time for VERTEX COVER is
0(1.2738% + k- n) [21]. On the other hand, it is not known whether INDEPENDENT SET
can be solved in f(k) - n°0). It is believed that no such fixed-parameter algorithm for
INDEPENDENT SET exists. For a fixed k, it can be solved in O(n¥) time by enumerating
all subsets of size at most k. Problems which can be solved in f(k) - n8*) for some
computable functions f, g are called slice-wise polynomial and they are denoted by the
complexity class XP. It holds FPT C XP. Hence, there are problems that have the same
classical complexity, but they have different behavior in parameterized complexity.

Below we provide some formal definitions on parameterized complexity.

Definition 2.3.1 ([30]). A parameterized problem is a language L C £* x N, where
is a finite alphabet. For an instance (x,k) € X* x N, k is called the parameter.

Definition 2.3.2 ([30]). A parameterized problem L C %* x N is called parameter
tractable (FPT) if there exist an algorithm A (called a fixed parameter algorithm), com-
putable function f : N — N, and a constant ¢ such that, given (x,k) € 2* x N, the
algorithm A correctly decide whether (x, k) € L in time bounded by f(k) - |(x, k)|. The
complexity class containing all fixed parameter tractable problems is called FPT.
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Definition 2.3.3 ([30]). A parameterized problem L C X* x N is called slice-wise poly-
nomial (XP) if there exists an algorithm A and two computable functionsf,g: N — N
such that, given (x,k) € £* X N, the algorithm A correctly decides whether (x,k) € L
in time bounded by f(k) - |(x, k) |8%). The complexity class containing all slice-wise poly-
nomial problems is called XP.

Moreover, there is an analogous notion of reduction for parameterized problems
that transfers fixed-parameter tractability.

Definition 2.3.4 ([30]). Let A, B C X£* X N be two parameterized problems. A parame-
terized reduction from A to B is an algorithm that, given an instance (x, k) of A, outputs
an instance (x', k') of B such that:

(i) (x,k) is a yes-instance of A if and only if ((x', k') is a yes-instance of B,
(ii) k' < g(k) for some computable function g, and
(iii) the running time is f(k) - |x|°0) for some computable function f.

As already mentioned, there is an FPT algorithm for VERTEX COVER, but not for IN-
DEPENDENT SET which is in XP. It is interesting to provide evidence which shows that a
parameterized problem is not FPT. In this direction, Downey and Fellows introduced
the W-Hierarchy [37]. They defined the complexity classes W[¢], for all ¢ € N such
that FPT C W[1] C W[2] C - - - C XP. The level of W-hierarchy are defined by restrict-
ing the WEIGHTED CIRCUIT SATISFIABILITY problem. Furthermore, a parameterized
problem Q is called W([t]-hard if every problem in W{[t] is parameterized reducible
to Q, and W{t]-complete if it is also contained in W[¢]. For example, it is known that
INDEPENDENT SET is W[1]-complete and DOMINATING SET is W[2]-complete. Hence,
we have evidence that it is unlikely for both problems to be fixed-parameter tractable.

There are problems that do not admit FPT algorithms and not even belong to XP. A
typical example is the problem of k-COLORABILITY. It is NP-complete even if we use
k = 3 colors. Thus any f(k) - n¢ algorithm or f(k) - n8%), for any computable functions
f, gand any constant c that solves k-COLORABILITY implies that P = NP. For these type
of problems we have the following complexity class.

A parameterized problem L C X* x N is in para-NP, if there is a computable func-
tion f : N — N, a constant ¢, and a nondeterministic algorithm that, given x € X*,
decides if (x, k) € L in at most f(k) - |(x, k)| steps [44].

A parameterized problem Q is para-NP-hard if for any parameterized problem P
in para-NP there is parameterized reduction from P to Q. If the parameterized prob-
lem Q is additionally contained in para-NP then Q is para-NP-complete. Observe,
every parameterized problem that is already NP-hard for a constant parameter value

22



Chapter 2 2.3. Computational Complexity

is para-NP-hard, i.e., para-NP-hard problems do not admit FPT-algorithms under the
assumption that P # NP. Hence, the problem of k-COLORABILITY is known to be para-
NP-complete.

In order to study a parameterized problem one either designs a FPT algorithm or
shows that the problem is W[¢] for some ¢. Instead of explicitly design a FPT algo-
rithm, there are some tools to implicitly show that a problem is FPT. One of them is
kernelization, a preprocessing algorithm that solves the easy part of an instance (with
polynomial rules) and shrinks it as much as possible (kernel) to its difficult part (solv-
able in brute force manner).

Definition 2.3.5. A generalized kernelization [8] (or bi-kernelization [4]) for a pa-
rameterized problem P is a polynomial algorithm that maps each instance (x, k) of P
with the input x and the parameter k into to an instance (x', k') of some parameterized
problem Q such that

(i) (x,k) is a yes-instance of P if and only if (x', k') is a yes-instance of Q,
(ii) the size of X' is bounded by f(k) for a computable function f, and
(iii) k' is bounded by g(k) for a computable function g.

The output (', k') is called a generalized kernel of the considered problem. The
function f defines the size of a generalized kernel and the generalized kernel has poly-
nomial size if the function fis polynomial. If Q = P, then generalized kernel is called
kernel. Note that if Q is in NP and P is NP-complete, then the existence of a polyno-
mial generalized kernel implies that P has a polynomial kernel because there exists a
polynomial reduction of Q to P.

Definition 2.3.6. A polynomial compression of a parameterized problem P into a
(nonparameterized) problem Q is a polynomial algorithm that takes as an input an in-
stance (x, k) of P and returns an instance X' of Q such that

(i) (x,k) is a yes-instance of P if and only if x' is a yes-instance of Q,
(ii) the size of X' is bounded by p(k) for a polynomial p.

Clearly, the existence of a (generalized) polynomial kernel implies that the prob-
lem admit a polynomial compression but not the other way around. It is well-known
that every decidable parameterized problem is FPT if and only if it admits a kernel,
but it is unlikely that every problem in FPT has a polynomial kernel or polynomial
compression. In particular, the now standard composition and cross-composition tech-
niques [8, 9] allow to show that certain problems have no polynomial compressions
unless NP C coNP/poly.
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It is common to build an FPT algorithm or a kernel for a parameterized problem
by constructing a series of reduction rules, that is, polynomial algorithms that either
solve the problem or produce instances of the problem that, typically, have small sizes
or small values of the parameter. Respectively, a rule is safe or sound if it either correctly
solves the problem or constructs an equivalent instance.

Lower Bounds and ETH

In order to prove lower bounds for a problem there is the conjecture of Exponential-
Time Hypothesis (ETH): it states that k-SAT, k > 3, cannot be solved in time 2°") or
2°0m) where n is the number of variables and  is the number of clauses in the given
k-CNF formula (see for e.g., [74, 101, 123]). In this context, algorithms with running
time 2°%) for some parameter p are called subexponential-time algorithms. Thus, for
any fixed k > 3, k-satisfiability does not have a subexponential time algorithm, under
ETH.

2.4 Problem Definitions

In this section, we provide formal statements of some well-known NP-complete
problems, given in the following list. All problems are considered as decision problems
in which the output is a yes- or a no-answer.

VERTEX COVER
Input: A graph G = (V, E) and a non-negative integer k.
Task:  Does G have a vertex cover of size k or less?

INDEPENDENT SET
Input: A graph G = (V, E) and a non-negative integer k.
Task:  Does G have a independent set of size k or more?

CLIQUE
Input: A graph G = (V, E) and a non-negative integer k.
Task:  Does G have a clique of size k or more?

DOMINATING SET

Input: A graph G = (V, E) and a non-negative integer k.

Task:  Does G have a dominating set of size k or less, (i.e a subset V' C V
with |V/| < k such that forallu € V — V' thereisa v € V' for which
{u,v} € E)?
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K-COLORABILITY (CHROMATIC NUMBER)

Input: A graph G = (V, E) and a non-negative integer k.

Task:  Is G k-colorable, i.e, does there exist a function f: V — {1, 2, ..., k} such
that f(u) # f(v) whenever {u, v} € E?

F-FREE EDGE DELETION

Input: A graph G = (V, E) and a non-negative integer k.

Task:  Does there exist a set E' C E of size at most k such that G\ E is an F-free
graph?

INDUCED SUBGRAPH ISOMORPHISM
Input: Two graphs G and H.
Task:  Does G have an induced subgraph isomorphic to H?

d-SET PACKING

Input: A universe U, a family F of sets over I/, where each set in F is of size at
most d, and a non-negative integer k.

Task:  Does there exist a family 7/ C F of k pairwise disjoint sets?

d-HITTING SET

Input: A universe U, a family F of sets over U/, where each set in F is of size at
most d, and a non-negative integer k.

Task:  Does there exist a set X C U of size at most k that has a nonempty inter-
section with every element of 7?

Exact CoVER BY 3-SETS (X3C)

Input: A set X with |X| = 3g elements and a collection C of triplets of X.

Task: Does C contain an exact cover for X, i.e., a subcollection C' C C such
that every element of X occurs in exactly one member of C'?

PLANARX3C
Input: A bipartite planar graph G = (A, B, E) where every vertex of B has de-
gree 3.

Task:  Is there an induced subgraph H = (A’, B, E’) of G such that A’ = A,
B’ C B, and every vertex of A" has degree one?

KNAPSACK

Input:  Finite set U, for each u € Uasize s(u) € Z* and a value v(u) € Z7,
and positive integers B and K.

Task:  Is there a subset U' C Usuchthat ), ., s(u) < Band >, o v(u) >
Kz
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In the CLUSTER DELETION problem the goal is to partition the vertices of a given
graph G into vertex-disjoint cliques with the minimum number of edges outside the
cliques, or, equivalently, with the maximum number of edges inside the cliques.

CLUSTER DELETION
Input: A graph G = (V, E) and a non-negative integer k.
Task:  Does there exist a disjoint union of cliques by deleting at most k
edges?

Observe that CLUSTER DELETION coincides with the F-FREE EDGE DELETION problem
by setting F = Ps.

Next we highlight and give formal statements of the main problems considered
within this thesis. Given a graph G = (V,E), a strong-weak labeling on the edges
of G is a function A that assigns to each edge of E(G) one of the labels strong or weak;
ie,A: E(G) — {strong, weak}. An edge that is labeled strong (resp., weak) is simply
called strong (resp. weak). The strong triadic closure of a graph G is a strong-weak label-
ing A such that for any two strong edges {u, v} and {v, w} there is a (weak or strong)
edge {u, w}. We say that such a labeling satisfies the strong triadic closure. In other
words, in a strong triadic closure there is no pair of strong edges {u, v} and {v, w}
such that {u, w} ¢ E(G).

The problem of computing a maximum strong triadic closure, denoted by MaxSTC,
is stated as follows:

MaxSTC

Input: A graph G = (V, E) and a non-negative integer k.

Task:  Does there exist a strong-weak labeling of E(G) that satisfies the
strong triadic closure and has at least k strong edges?

Note that the MAXSTC problem can be considered as an edge modification problem
where the task is to find a spanning subgraph H of G with at least k edges, such that for
every induced P; of H the vertices of P; induce a K3 in G. We formalize this observation
in the following generalized problem.

In the STRONG F-CLOSURE problem, we have a fixed graph F, and we are given an
input graph G, together with an integer k. The task is to decide whether we can select
at least k edges of G and mark them as strong, in the following way: whenever the
subgraph of G spanned by the strong edges contains an induced subgraph isomorphic
to F, then the corresponding induced subgraph of G on the same vertex subset is not
isomorphic to F. The remaining edges of G that are not selected as strong, will be called
weak. Consequently, whenever a subset S of the strong edges form a copy of F, there
must be an additional strong or weak edge in G with endpoints among the endpoints of
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edges in S. A formal definition of the problem is easier to give via spanning subgraphs.
If two graphs H and F are isomorphic then we write H o~ F, whereas if they are not
isomorphic then we simply write H % F. Given a graph G and a fixed graph F, we
say that a (not necessarily induced) subgraph H of G satisfies the F-closure if, for every
S C V(H) with H[S] ~ F, we have that G[S] # F. In this case, the edges of H form
exactly the set of strong edges of G.

STRONG F-CLOSURE

Input: A graph G and a non-negative integer k.
Task:  Decide whether G has a spanning subgraph H that satisfies the F-
closure, such that |E(H)| > k.

Based on this definition and the above explanation, the terms “marking an edge as
weak (in G)” and “removing an edge (of G to obtain H)” are equivalent, and we will use
them interchangeably. In connection to the previously mentioned problems, observe
that STRONG P3-CLOSURE is exactly the MAXSTC problem.
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CHAPTER

MAXSTC oN SPLIT AND PROPER
INTERVAL (GRAPHS

In this chapter, we initiate the study of graph classes for which MaxSTC is solvable.
We show that the problem admits a polynomial-time algorithm for two incomparable
classes of graphs: proper interval graphs and trivially-perfect graphs. To complement
our result, we show that the problem remains NP-complete on split graphs, and conse-
quently also on chordal graphs. Thus, we contribute to define the first border between
graph classes on which the problem is polynomially solvable and on which it remains
NP-complete.

The results of this chapter have led to the following publications [88, 90]:

o Maximizing the strong triadic closure in split graphs and proper interval
graphs. Athanasios L. Konstantinidis, and Charis Papadopoulos. In 28th In-
ternational Symposium on Algorithms and Computation (ISAAC 2017), Leibniz
International Proceedings in Informatics (LIPIcs), pages 53:1-53:12, 2017.

+ Maximizing the strong triadic closure in split graphs and proper interval
graphs. Athanasios L. Konstantinidis and Charis Papadopoulos. Discrete Ap-
plied Mathematics 285: 79-95, 2020.

3.1 Introduction

Predicting the behavior of a network is an important concept in the field of so-
cial networks [41]. Understanding the strength and nature of social relationships has
found an increasing usefulness in the last years due to the explosive growth of social
networks (see e.g., [5]). Towards such a direction the STRONG TR1ADIC CLOSURE prin-
ciple enables us to understand the structural properties of the underlying graph: it is
not possible for two individuals to have a strong relationship with a common friend
and not know each other [60]. Such a principle stipulates that if two people in a social
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network have a “strong friend” in common, then there is an increased likelihood that
they will become friends themselves at some point in the future. Satisfying the STRONG
TriaDIC CLOSURE is to characterize the edges of the underlying graph into weak and
strong such that any two vertices that have a strong neighbor in common are adjacent.
Since users interact and actively engage in social networks by creating strong relation-
ships, it is natural to consider the MAXSTC problem: maximize the number of strong
edges that satisfy the STRONG Tr1aDIC CLOSURE. The problem has been shown to be
NP-complete for general graphs while its dual problem of minimizing the number of
weak edges admits a constant factor approximation ratio [118]. More recently, inter-
esting variations of the MAXSTC problem have been considered which impose ad-
ditional information than the network structure (e.g., through a collection of strong
subgraphs) [112, 113].

In this work, we initiate the computational complexity study of the MaxSTC prob-
lem in important classes of graphs. If the input graph is a Ps-free graph (i.e., a graph
having no induced path on three vertices which is equivalent with a graph that consists
of vertex-disjoint union of cliques) then there is a trivial solution by labeling strong
all the edges. Such an observation might falsely lead into a graph modification prob-
lem, known as CLUSTER DELETION problem (see e.g., [11, 70]), in which we want to
remove the minimum number of edges that correspond to the weak edges, such that
the resulting graph does not contain a P; as an induced subgraph. More precisely the
obvious reduction would consist in labeling the deleted edges in the instance of CLus-
TER DELETION as weak, and the remaining ones as strong. However, this reduction
fails to be correct due to the fact that the graph obtained by deleting the weak edges
in an optimal solution of MAXSTC may contain an induced P3, so long as those three
vertices induce a triangle in the original graph (prior to deleting the weak edges). We
stress that there are examples on split graphs (Figure 3.1) and proper interval graphs
(Figure 3.4) showing such a difference.

To the best of our knowledge, no previous results were known prior to our work
when restricting the input graph for the MaxSTC problem. It is not difficult to see
that for bipartite graphs the MAXSTC problem has a simple polynomial-time solu-
tion by considering a maximum matching that represent the strong edges [72]. In fact
such an argument regarding the maximum matching generalizes to the larger class of
triangle-free graphs. Also notice that for triangle-free graphs a set of edges is a max-
imum matching if and only if it is formed by a solution for the CLUSTER DELETION
problem. It is well-known that a maximum matching of a graph corresponds to a max-
imum independent set of its line graph that represents the adjacencies between the
edges [42]. As previously noted, for general graphs it is not necessarily the case that a
maximum matching corresponds to the optimal solution for MAxXSTC. Here we show
a similar characterization for MAXSTC by considering the adjacencies between the
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edges of a graph that participate in induced Ps’s. Such a characterization allows us to
exhibit structural properties towards an optimal solution of MAxSTC.

Due to the nature of the P; existence that enforce the labeling of weak edges, there
is an interesting connection to problems related to the square root of a graph; a graph
H is a square root of a graph G and G is the square of H if two vertices are adjacent in
G whenever they are at distance one or two in H. Any graph does not have a square
root (for example consider a simple path), but every graph contains a subgraph that
has a square root. Although it is NP-complete to determine if a given chordal graph
has a square root [95], there are polynomial-time algorithms when the input is re-
stricted to bipartite graphs [94], or proper interval graphs [95], or trivially-perfect
graphs [106]. Among several square roots that a graph may have, one can choose the
square root with the maximum or minimum number of edges [24, 97]. The relation-
ship between MaxSTC and to that of determining square roots can be seen as follows.
In the MAXSTC problem we are given a graph G and we want to select the maximum
possible number of edges, at most one from each induced P in G. Thus we need to find
the largest subgraph (in terms of the number of its edges) H of G such that the square
of H is a subgraph of G. However the known results related to square roots were con-
cerned with deciding if the whole graph has a (maximum or minimum) square root
and there are no such equivalent formulations related to the largest square root.

Our main motivation in this chapter is to understand the complexity of the problem
on subclasses of chordal graphs, since the class of chordal graphs (i.e., graphs having no
chordless cycle of length at least four) finds important applications in both theoretical
and practical areas related to social networks [2, 83, 108]. More precisely two famous
properties can be found in social networks. For most known social and biological net-
works their diameter, that is, the length of the longest shortest path between any two
vertices of a graph, is known to be a small constant [76]. On the other hand it has been
shown that the most prominent social network subgraphs are cliques, whereas highly
infrequent induced subgraphs are cycles of length four [121]. Thus it is evident that
subclasses of chordal graphs are close related to such networks, since they have rather
small diameter (e.g., split graphs or trivially-perfect graphs) and are characterized by
the absence of chordless cycles (e.g., proper interval graphs). Towards such a direc-
tion we show that MAxSTC is NP-complete on split graphs and consequently also on
chordal graphs. On the positive side, we present the first polynomial-time algorithm
for computing MAXSTC on proper interval graphs. Proper interval graphs, also known
as unit interval graphs or indifference graphs, form a subclass of interval graphs and
they are unrelated to split graphs [110]. By our result they form the first graph class,
other than triangle-free graphs, for which MaxSTC is shown to be polynomial time
solvable. In order to obtain our algorithm, we take advantage of their clique path (con-
secutive arrangement of maximal cliques) and apply a dynamic programming on sub-
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Figure 3.1: A split graph G is shown to the left side. The right side depicts a solution
for MAXSTC on G where the weak edges are exactly the edges of G that are not shown.

problems defined by passing the clique path in its natural ordering. Our structural
proofs together with its polynomial solution on proper interval graphs can be seen
as useful tools towards settling the complexity of MAXSTC on interval graphs. Fur-
thermore by considering the characterization of the induced Ps’s mentioned earlier,
we show that MAXSTC admits a simple polynomial-time solution on trivially-perfect
graphs (i.e., graphs having no induced P, or C4). Thus we contribute to define the first
borderline between graph classes on which the problem is polynomially solvable and
on which it remains NP-complete.

3.2 Preliminaries

Before we start with our results on MAXSTGC, it is convenient here to remind the
formal definition of MAXSTC and provide a useful observation.

MaxSTC
Input: A graph G = (V,E).
Task:  Does there exist a strong-weak labeling of E(G) that satisfies the
strong triadic closure and has at least k strong edges?

Let G be a strong-weak labeled graph. We denote by (Es, Eyy) the partition of E(G)
into strong edges Es and weak edges Eyy. The graph spanned by Eg is the graph G\ Eyy.
For a vertex v € V(G) we say that the strong neighbors of v are the other endpoints of
the strong edges incident to v. We denote by Ng(v) C N(v) the strong neighbors of
v. Similarly we say that a vertex u is strongly adjacent to v if u is adjacent to v and the
edge {u, v} is strong.

Observation 3.2.1. Let G be a strong-weak labeled graph with edge partition (Es, Ew).
Then G satisfies the strong triadic closure if and only if for every P in G\ Ev, the vertices
of P5 induce a K3 in G.
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Proof. Observe that G\ Eyy is the graph spanned by the strong edges. If for two strong
edges {u, v} and {v,w}, {u,w} ¢ E(G\ Ey) then {u, w} is an edge in G and, thus,
u, v, winduce a K3 in G. On the other hand notice that any two strong edges of G\ Ew
are either non-adjacent or share a common vertex. If they share a common vertex then
the vertices must induce a K3 in G, implying that (Es, Eyy) satisfies the strong triadic
closure. O

Therefore in the MAXSTC problem we want to minimize the number of the removal
(weak) edges Ey from G such that every three vertices that induce a P in G\ Ey form
a clique in G. Then it is not difficult to see that G satisfies the strong triadic closure if
and only if for every vertex v, Ns[v] induces a clique in G.

3.2.1 Basic Results

It is interesting to settle the complexity of MAXSTC on graphs of small structural
parameter, such as treewidth. Towards such a direction observe that every problem
expressible in monadic second order logic of second type (MSO,) with quantifica-
tion over vertex sets and edge sets can be solved in linear time for graphs of bounded
treewidth [28]. Indeed, MAXSTC can be formulated in MSO;: (i) the edges are parti-
tioned into two subsets Eg, Ey (i.e., a strong-weak labeling), (ii) the endpoints of every
path of length two spanned by the edges of Es have an edge in G (i.e., satisfy the strong
triadic closure), and (iii) |Es| is as large as possible. In particular, the following two
expressions correspond to properties (i) and (ii), respectively:

o VxVyadj(x,y) = (Ew(x,y) V Es(x,y)) A (mEw(x,y) V ~Es(x, y))
o VxVyVz (Es(x,y) A Es(y,z)) — adj(x,z)

Therefore there is a linear-time algorithm for MAXSTC on graphs of bounded treewidth
[28]. Notice that a similar observation holds for the CLUSTER DELETION problem in
which the only difference is that the endpoints considered in case (ii) must have an
edge of Es (i.e., the strong edges span a Ps-free graph where the strong edges reflect
the edges of the graph resulting after removing the weak edges). We remark that the
graphs considered hereafter, such as split graphs, proper interval graphs, and trivially
perfect graphs do not have bounded treewidth.

3.2.2 The line-incompatibility graph and twin vertices

We next provide some interesting characterizations related to the MAxSTC problem
that might be of independent interest with respect to our main results concerning
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split graphs and proper interval graphs. First, we give an equivalent transformation
of MAXSTC related to the independent set of an auxiliary graph and, then, we show
how to contract twin vertices. As a consequence of the former characterization, we
show that its application leads to a polynomial solution for the class of trivially-perfect
graphs.

Instead of maximizing the strong edges of the original graph G, we will look at the
maximum independent set of the following graph that we call the line-incompatibility
graph G of G: for every edge of G there is a node in G and two nodes of G are ad-
jacent if and only if the vertices of the corresponding edges induce a P; in G. In a
different context the notion of line-incompatibility has already been considered un-
der the term Gallai graph in [96] or as an auxiliary graph in [24, 118]. Note that the
line-incompatibility graph of G is a subgraph of the line graph of G. Moreover, observe
that for a graph G, its line graph and its line-incompatibility graph coincide if and only
if G is a triangle-free graph.

Proposition 3.2.2. A subset S of edges E(G) is an optimal solution for MaxSTC of G if
and only if S is a maximum independent set of G.

Proof. By Observation 3.2.1 for every P; in G at least one of its two edges must be
labeled weak in S. This means that these two edges are adjacent in Gand they cannot
belong to an independent set of G. On the other hand, by construction two nodes of
G are adjacent if and only if there is a P; in G. Thus the nodes of an independent set
of G can be labeled strong in G satisfying the strong triadic closure. O

Therefore, for the optimal solution of G one may look at a solution for a maximum
independent set of G. Also note that for any graph G, computing a maximum inde-
pendent set of Gisan NP-complete problem [96]. As a byproduct, if we are interested
in minimizing the number of weak edges then we ask for the minimum vertex cover
of G. To distinguish the vertices of G with those of G, we refer to the former as nodes
and to the latter as vertices. For an edge {u, v} of G we denote by uv the corresponding
node of G. Figure 3.2 shows a graph and its line-incompatibility graph.

Due to Proposition 3.2.2 it is natural to characterize the graphs for which their
line-incompatibility graph is perfect. Such a characterization will lead to polynomial
cases of MAXSTC, since the problem of finding a maximum independent set of perfect
graphs admits a polynomial solution [61]. A typical example is the class of bipartite
graphs for which their line graph coincides with their line-incompatibility graph and
it is known that the line graph of a bipartite graph is perfect (see for e.g., [12]). As we
show next, another paradigm of this type is the class of trivially-perfect graphs.

We remind here a graph G is called trivially-perfect (also known as quasi-threshold)
if for each induced subgraph H of G, the number of maximal cliques of H is equal to
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Figure 3.2: A graph G on the left side and its line-incompatibility graph G on the right
side. Notice that if the nodes of an independent set in G are labeled strong and the rest
are labeled weak then such a strong-weak labeling satisfies the strong triadic closure.

the maximum size of an independent set of H. It is known that the class of trivially-
perfect graphs coincides with the class of (P4, Cy4)-free graphs, that is every trivially-
perfect graph has no induced P4 or Cy4 [57]. Notice that the graph given in Figure 3.2
is trivially-perfect. A cograph is a graph without an induced Pj, that is a cograph is a
Py4-free graph. Hence trivially-perfect graphs form a subclass of cographs.

Theorem 3.2.3. The line-incompatibility graph of a trivially-perfect graph is a cograph.

Proof. Let Gbea trivially-perfect graph, thatis Gisa (P4, C4)-free graph. We will show
that the line-incompatibility graph Gof Gisa Py-free graph. Consider any P; in G.Due
to the construction of @, the P; has one of the following forms: (i) v1v2, v2v3, v3v4 or (ii)
ViX, v2x, v3x. We prove that the P5 has the second form because G has no induced P, or
Cq. If (i) applies then {vi, v3}, {v2, va} € E(G) and {w1, vz}, {v2, v3},{v3,va} € E(G)
which implies that v4 # v;. Thus G contains a P4 or a C4 depending on whether there is
the edge {v1, v4} in G. Hence every P in G has the form V1X, VX, V3X where v, v,, V3, X
are distinct vertices of G. Now, assume for contradiction that G contains a P,. Then the
P, isof the form vix, v,x, v3x, v4x because it contains two induced P3’s. The structure of
the P, implies that {vi, vo}, {v2, v3}, {v3,va} & E(G) and {v1, v3}, {va, va}, {va,n} €
E(G). This however shows that the vertices v3, v1, v4, v, induce a P4 in G leading to a
contradiction that G is a (P4, C4)-free graph. Therefore G is a Py-free graph. O

By Theorem 3.2.3 and the fact that a maximum independent set of a cograph can be
computed in linear time [26], MAXSTC can be solved in polynomial time on trivially-
perfect graphs. We would like to note that the line-incompatibility graph of a cograph
or a split graph or a proper interval graph is not necessarily a perfect graph. It is also
interesting to note that the line-incompatibility graph of the complement of a bipartite
graph (co-bipartite graph) is bipartite.

A natural contraction for several graph problems is to group twin vertices since
they play the same role on the given graph. For the CLUSTER DELETION problem, such
an approach has already been used [11, 109]. With the next result, we show that this is
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indeed the case for the MaXSTC problem. We denote by Iz a maximum independent
set of G.

Lemma 3.2.4. Let x and y be twin vertices of a graph G. Then there is an optimal solution
I such that xy € I and for every vertex u € N(x), xu € Iy ifand only if yu € I.

Proof. First, we show that xy is an isolated node in G.1f xy is adjacent to xu then y is
non-adjacent to u in G which contradicts the fact that x and y are twins. Thus xy is an
isolated node in G which implies xy € I For the second argument observe that for
every vertex u € N(x), xu and yu are non-adjacent in Iz. Let u € N(x). Then notice
that u € N(y). This means that if xu € I; (resp., yu € I3;) then yu (resp., xu) is a node

of G. We define the following sets of nodes in G:

o Let A, be the set of nodes xa such that xa € I and ya ¢ I and let A be the set
of nodes ya such that xa € A,.

« Let By be the set of nodes yb such that yb € Iz and xb ¢ Iz and let B, be the set
of nodes xb such that yb € B,.

It is clear that A, C I, B, C I, and A, N B, = (). Also note that |A,| = |A,| and
|B,| = |Bx|, since N[x] = N[y].

Let I, = Iz \ (AxUB,) so that Iz = A, U B, U I,. We show that every node of
A, is non-adjacent to any node of I \ B,. Let ya be a node of A,. If there is a node
az € Iz \ By that is adjacent to ya then z and y are non-adjacent in G which implies
that z and x are non-adjacent in G. This however leads to a contradiction because
xa,az € Iy and xa is adjacent to az in G. If there is a node yb € I that is adjacent to
ya then a is non-adjacent to b in G so that xa is also adjacent to xb in G. This means
that xb ¢ I implying that yb € B,. Thus every node of A, is non-adjacent to any node
of I; \ B, and with completely symmetric arguments, every node of By is non-adjacent
to any node of I; \ A,. Hence both sets I} = Ay UA, U I and I, = By U B, U1,
form independent sets in G. By the facts that |A,| = |A,| and |B,| = |B,| we have
|| > |I5| whenever |A,| > |B,| and |I;| > |Iz| whenever |A,| < |B,|. Therefore we
can safely replace one of the sets A, or B, by B, or A, and obtain the solutions I or I,
respectively. Now observe that in both solutions I; and I, we have xu € I; if and only
if yu € I, for i € {1,2}, and this completes the proof. O

3.3 MaxSTC on split graphs

Here we provide an NP-hardness result for MaxSTC on split graphs. In fact, our
main result stated in Theorem 3.3.4 implies that computing a maximum independent
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set of the line-incompatibility graph of a split graph is NP-hard, improving a result in
[96] which states that computing a maximum independent set of the Gallai graph of
a graph is NP-hard. A graph G = (V, E) is a split graph if V can be partitioned into
a clique C and an independent set I, where (C, I) is called a split partition of G. Split
graphs form a subclass of the larger and widely known graph class of chordal graphs.It
is known that split graphs are self-complementary, that is, the complement of a split
graph remains a split graph. First we need the following two results.

Lemma 3.3.1. Let G = (V, E) be a split graph with a split partition (C, I). Let Eg be the
set of strong edges in a solution for MAXSTC on G and let Iy be the vertices of I that are
incident to at least one edge of Es. Furthermore, for every vertex w; of I we denote by A;
its strong neighbors in C and we denote by B the set of vertices in C that are non-adjacent

to w;. Then,
< o+ ¥ i (1- | ).

wi€lw

Proof. Let w; be a vertex of I. For the edges of the clique, there are |A;||B;| weak edges
due to the strong triadic closure. Moreover any vertex w; of I\ {w;} cannot have a
strong neighbor in A;. This means that A; N A; = (). Notice, however, that both sets
B; N Bj and A; N B; are not necessarily empty.

Observe that Iy contains the vertices of I that are incident to at least one strong
edge. Let E(A, B) be the set of weak edges that have one endpoint in A; and the other
endpoint in By, for every 1 < i < |Iw|. We show that 2|E(A, B)| > >_, ;. |Ail|Bil.
Let {a,b} € E(A,B) such thata € A;and b € B;. Assume that there is a pair A;, B;
such that {a, b} is an edge between A; and B;, for j # i. Then a cannot belong to A;
since A;NA;j = (). Thus, a € Bjand b € A;. Therefore, for every edge {a, b} € E(A, B)
there are at most two pairs (A;, B;) and (A, B;) for whicha € A; N Bjand b € B; N A;.
This means that every edge of E(A, B) is counted at most twice in )}, [A;[|Bj.

For any two edges {u,v},{v,z} € E(C) \ E(A,B), observe that they satisfy the
strong triadic closure since there is the edge {u, z} in G. Thus, the strong edges of the
clique are exactly the set of edges E(C) \ E(A, B). In total by counting the number
of strong edges between the independent set and the clique, we have |Es| = |E(C) \
E(A,B)|+_y.cr,, |Ail- Since 2|E(A, B)| > 3 |Aj||Bi|, we get the stated formula.

U

wi€lw

Lemma 3.3.2. Let G = (V, E) be a split graph with a split partition (C, I). Let Es be the
set of strong edges in an optimal solution for MAXSTC on G and let Iy be the vertices of
I that are incident to at least one edge of Es.

1. If every vertex of Iw misses at least three vertices of C in G, then Es = E(C).
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2. If every vertex of Iy misses exactly one vertex of C in G, then |Es| < |E(C)| +
et

Proof. We apply Lemma 3.3.1 in each case. The first claim of the lemma holds because
|Bi| > 3 so that Iy = (). For the second claim we show that for every vertex of Iy,
|Ai| = 1. Let w; € Iy such that |A;| > 2 and let B; = {b;}. Recall that no other vertex
of I has strong neighbors in A;. Also note that there is at most one vertex w; in Iy
that has b; as a strong neighbor. If such a vertex w; exists and for the vertex b; of the
clique that misses w; it holds bj € A;, then weletv = bj; otherwise we choose v as
an arbitrary vertex of A;. Observe that no vertex of I \ {w;} has a strong neighbor in
A;\{v} and only w; € Iy is strongly adjacent to b;. Then we label weak the |A;|—1edges
between w; and the vertices of A; \ {v} and we label strong the |A;| — 1 edges between
b; and the vertices of A; \ {v}. Making strong the edges between b; and the vertices of
A; \ {v} does not violate the strong triadic closure since every vertex of C U {w;} is
adjacent to every vertex of A; \ {v}. Therefore for every vertex w; € Iy, |A;| = 1 and
by substituting |B;| = 1 in the formula for |Eg| we get the claimed bound. O

In order to give the reduction, we introduce the following problem that we call
maximum disjoint non-neighborhood (MaxD1sjOINTNN):

MaxDisjoINTNN

Input: A split graph (C,I) where every vertex of I misses three vertices
from C and a nonnegative integer k.

Task:  Find a subset Sy of I such that the non-neighborhoods of the vertices
of Sy are pairwise disjoint and [S;| > k.

The polynomial-time reduction to MAxD1sjoINTNN is given from the classical NP-
complete problem 3-SET PACKING [80]: given a universe U/ of n elements, a family F of
triplets of i/, and an integer k, the problem asks for a subfamily 7' C F with | F'| > k
such that all triplets of 7' are pairwise disjoint.

Corollary 3.3.3. MAXDIsjoINTNN is NP-complete.

Proof. Given a split graph G = (C,I) and S; C I, checking whether S; is a solution
for MaxDi1sjoINTNN amounts to checking whether every pair of vertices of Sy have
common neighborhood. As this can be done in polynomial time the problem is in
NP. We will give a polynomial-time reduction to MAxD1sjoINTNN from the classical
NP-complete problem 3-SET PACKING [80]: given a universe U of n elements, a family
F of triplets of U, and an integer k, the problem asks for a subfamily 7/ C F with
|F'| > k such that all triplets of 7’ are pairwise disjoint.
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Let (U, F, k) be an instance of the 3-SET PACKING. We construct a split graph G =
(C,I) as follows. The clique of G is formed by the #n elements of U/. For every triplet F;
of F we add a vertex v; in I that is adjacent to every vertex of C except the three vertices
that correspond to the triplet F;. Thus every vertex of I misses exactly three vertices
from C and sees the rest of C. Now it is not difficult to see that there is a solution
F' for 3-SET PACKING(U, F, k) of size at least k if and only if there is a solution S; for
MaxD1sjoINTNN(G, k) of size at least k. For every pair (Fj, F;) of 7' we know that F;N
F; = () which implies that the vertices v; and v; have disjoint non-neighborhood since
F; corresponds to the non-neighborhood of v;. By the one-to-one mapping between
the sets of F and the vertices of I, every set F; belongs to F” if and only if v; belongs to
Sr. O

Now we turn to our original problem MAXSTC. The decision version of MAXSTC
takes as input a graph G and an integer k and asks whether there is strong-weak labeling
of the edges of G that satisfies the strong triadic closure with at least k strong edges.

Theorem 3.3.4. The decision version of MAXSTC is NP-complete on split graphs.

Proof. Given a strong-weak labeling (Es, Ey) of a split graph G = (C, I), check-
ing whether (Eg, Eyy) satisfies the strong triadic closure amounts to check in G \ Ey
whether there is a non-edge in G between the endvertices of every P3 according to
Observation 3.2.1. Thus by listing all Ps’s of G \ Ey the problem belongs to NP. Next
we give a polynomial-time reduction to MAXSTC from the MAxD1sjoINTNN prob-
lem on split graphs which is NP-complete by Corollary 3.3.3. Let (G, k) be an instance
of MaxDisjoINTNN where G = (C, I) is a split graph such that every vertex of the in-
dependent set I misses exactly three vertices from the clique C. For a vertex w; € I, we
denote by B; the set of the three vertices in C that are non-adjacent to w;. Let n = |C|.
We extend G and construct another split graph G’ as follows (see Figure 3.3):

» We add n vertices yj, . . ., y, in the clique that constitute the set Cy.
o We add n vertices xy, . . ., x, in the independent set that constitute the set Ix.
o Foreveryl <i < n,y; is adjacent to all vertices of (CU Cy UTU Ix) \ {x;}.

o Foreveryl < i < n,x;is adjacent to all vertices of (CU Cy) \ {yi}.

Thus w; misses only the vertices of B; from the clique. By construction it is clear that
G is a split graph with a split partition (CU Cy, I U Ix). Notice that the clique CU Cy
has 2n vertices and G = G'[IU C].

We next prove that G has a solution for MaxDisjoINTNN of size at least k if and
only if G has a strong triadic closure with at least n(2n — 1) + | 2] + [£] strong edges.
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Figure 3.3: The split graph (C U Cy, I U Ix) given in the polynomial-time reduction.
Every vertex w; misses the vertices of B; and sees the vertices of (C U Cy) \ B;. Every
vertex x; misses y; and sees the vertices of (C U Cy) \ {y;}. The sets By, ..., By are
pairwise disjoint whereas for every set Bj, k < j < |I|, thereisa set B;,;1 < i < k,
such that B; N Bj # (). The drawn edges correspond to the strong edges between the
independent set and the clique, and the dashed edges are the only weak edges in the
clique CU Cy.

(=) Assume that {wy,...,wr} C Iis a solution for MAxDisjoINTNN on G of size
at least k. Since the sets By, . . ., By are pairwise disjoint, there are k distinct vertices
Y1, .-, Yk in Cy such that k < n. We will give a strong-weak labeling for the edges of
G’ that fulfills the strong triadic closure and has at least the claimed number of strong
edges. For simplicity, we describe only the strong edges; the edges of G’ that are not
given are all labeled weak. We label the edges incident to each vertex wj, y;, x; and the
three vertices of each set B;, for 1 < i < k as follows:

o The edges of the form {y;, v} are labeled strong if v € (CU Cy) \ Bior v = w;.

« The edges between x; and the three vertices of B; are labeled strong.

Next we label the edges incident to the rest of the vertices. No edge incident to a ver-
tex of I\ {wy, ..., wx} is labeled strong. For every vertex u € C\ (B; U --- U By) we
label the edge {u, v} strongif v € (CU Cy). Let Cy = {yxu1,...,yn} and let Iy =
{%k+1, - - -, xn }. Recall that every vertex x;j is adjacent to every vertex of Cy \ {yx4;}.
Let ¢ = L”Tfkj Let M = {ey,...,es} be a maximal set of pairwise non-adjacent
edges in G'[Cy] where ej = {yxi2j—1, Vk42i}» for j € {1,..., £}; note that M is a max-
imal matching of G'[C}]. For every vertex y € C}, we label the edge {y, v} strong if
v € (CUCy) \ {/} such that {y,y'} € M. Moreover, forj € {1,..., ¢}, the edges
{%k+2j-1, Yk42j } and {Xk42j, Yk42j—1} are labeled strong. Note that if n — k is odd then
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no edge incident to the unique vertex y, belongs to M and all edges between y,, and
the vertices of CU Cy are labeled strong; in such a case also note that no edge incident
to x; is strong.

Let us show that such a labeling fulfills the strong triadic closure. Any labeling for
the edges inside G'[CU Cy] is satisfied since G'[CU Cy] is a clique. Also note that there
are no two adjacent strong edges that have a common endpoint in the clique CU Cy
and the two other endpoints in the independent set I U Ix. If there are two strong
edges incident to the same vertex v of the independent set then v € {x1,...,xx} and
Ng[v] = B; which is a clique. Assume that there are two adjacent strong edges {u, v}
and {v, z} such thatu € IUIx,and v,z € CU Cy.

o Ifuc {w,...,w}then {u,z} € E(G) since every w; misses only the vertices
of B,‘.

o Ifu e {x,...,xx} thenv € B;and {u,z} € E(G’) since every vertex x; misses
only y;.

o Ifu € Ix \ {x1,...,xx} then the strong neighbors of v in C U Cy are adjacent
to u in G’ since for the only non-neighbor of u in C U Cy there is a weak edge
incident to v.

Recall that there is no strong edge incident to the vertices of I\ {w, . . . , w }. Therefore
the given strong-weak labeling fulfills the strong triadic closure.

Observe that the number of vertices in CU Cy is 2n. There are exactly 3k + ¢ weak
edges in G'[C U Cy]. Thus the number of strong edges in G'[C U Cy] is n(2n — 1) —
3k — £. There are k strong edges incident to {wy, ..., wy}, 3k strong edges incident to
{x1,...,xx}, and 2¢ strong edges incident to Ix \ {xi, ..., xx}. Thus the total number
of strong edges is n(2n — 1) — 3k — ¢ + k + 3k + 2¢ = n(2n — 1) + ¢ + k and by

n—k

substituting £ = | "5~ | we get the claimed bound.

(<) For the opposite direction, assume that G’ has a strong triadic closure with at
n

least n(2n — 1) + [ 2] + [4] strong edges. Let Es be the set of strong edges in such a
strong-weak labeling. Observe that the number of edges in G'[CUCy] is n(2n—1) which
implies that Eg contains edges between the independent set IUIx and the clique CUCy.
If no vertex of Ix is incident to an edge of Eg then the first statement of Lemma 3.3.2
implies that |Es| = |E(CUCy)| = n(2n—1). And if no vertex of I is incident to an edge
of Eg then the second statement of Lemma 3.3.2 shows that |Es| < [E(CUCy)|+ [5].
Therefore, Eg contains edges that are incident to a vertex of I and edges that are incident

to a vertex of Ix.

In the graph spanned by Es we denote by Syy the set of vertices of I that have strong
neighbors in CU Cy. A nice solution is a strong-weak labeling that satisfies the strong
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triadic closure with a set of strong edges E§ such that |Es| = |E;|. We will show that
the non-neighborhoods of the vertices of Sy in CU Cy are disjoint in G’ and, since G
is an induced subgraph of G, their non-neighborhoods are also disjoint in G.

Claim 3.3.5. There exists a nice solution such that for every w; € Sy, (i) Ns(w;) C Cy
holds and (ii) there is a unique vertex x € Ix with Ng(x) = B;.

Proof: Let w; be a vertex of Sy. We first show that Ng(w;) C Cy. Let W; be the strong
neighbors of w; in C and let Y; be the strong neighbors of w; in Cy. Observe that no
other vertex of Sy has a strong neighbor in W;UY;. Furthermore, notice that there are
(|Wi|+Yi|)|Bi| weak edges since w; is non-adjacent to the vertices of B;. We show that
W; = (), for every vertex w; € Sy. For all vertices w; for which W; = () we replace in Eg
the strong edges between w; and the vertices of W; by the edges between the vertices of
B; and W;. Notice that making strong the edges between the vertices of B; and W; does
not violate the strong triadic closure since no vertex from Sy has a strong neighbor in
B; and every vertex of Ix is adjacent to all the vertices of W;. Let E(W, B) be the set of
edges that have one endpoint in W; and the other endpoint in B;, for every w; € Sy.
Notice that the difference between the two described solutions is [E(W, B)| — > |W;|.
By Lemma 3.3.1 and |B;| = 3, we know that [E(W,B)| > 3/2) |W;|. Thus, such a
replacement is safe for the number of edges of Es and every vertex w; € Sy has strong
neighbors only in Cy.

Let X; be the set of vertices of Ix that have at least one non-neighbor in Y;. By
construction every vertex of Y; is non-adjacent to exactly one vertex of Iy, and thus
|Xi| = |Yi|. Since w; has strong neighbors in Y;, every edge between X; and Y; is weak.
By the previous argument every vertex of Sy has strong neighbors only in Cy so that
Ng(B;)NI = (. Also notice that no two vertices of the independent set have a common
strong neighbor in the clique, which means that there are at most | B;| strong neighbors
between the vertices of B; and Ix. Choose an arbitrary vertex x € X;. We replace all
strong edges in Eg between B; and Ix by |B;| strong edges between x and the vertices of
Bi. Notice that such a replacement is safe since the unique non-neighbor of x belongs
to Y; and there are weak edges already in the solution between B; and Y; because of
the strong edges between w; and Y;. Thus B; C Ng(x). We focus on the edges between
the vertices of (CU Cy) \ (B; U Y;) and x. If a vertex x of X; has a strong neighbor u in
(CUCy) \ B; then the edge {u, y} is weak where y € Y; is the unique non-neighbor of
x. Also notice that Ng(u) N (IUIx) = {x}, Ns(y) N (IUIx) = {w;}, and w; is adjacent
to u. Then we can safely replace the strong edge {x, u} by the edge {u, y} and keep the
same size of Es. Hence Ng(x) = B;. &

Claim 3.3.6. There exists a nice solution such that for every w; € Sw, Ns(w;i) = {y}
where y € Cy is the non-neighbor of x with Ng(x) = B;.
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Proof: Let Y; = Ng(w;). By Claim 3.3.5 we know that Y; C Cy and there exists x € Ix
such that Ng(x) = B;. Both w; and x are vertices of the independent set and, thus, no
other vertex of I U Ix has strong neighbors in B; U Y;. This means that if we remove
w; from Sy by making weak the edges incident to w; and the vertices of Y; then the
edges between the vertices of B; and Y; \ {y} are safely turned into strong. Let E be the
set of strong edges in a nice solution such that all edges incident to w; are weak. Then
|Es| — |E5| = |Yi| + |Bi| — |Yi||Bi| and |Es| > |E§| only if |Y;| = 1 because |B;| > 1.
Thus Ng(w;) contains exactly one vertex y € Cy. &

We claim that for every pair of vertices w;, w; € Sw, Bi N B; = (. Assume for
contradiction that B; N B; # (). Applying Claim 3.3.5 for w; shows that there exists
x € Ix that has strong neighbors in every vertex of B; N B;. With a similar argument
for wj we deduce that there exists x’ € Ix that has strong neighbors in every vertex of
BiNB;.If x # x’ then a vertex from B;NB; has two distinct strong neighbors in Iy which
is not possible due to the strong triadic closure. Thus x = x’. Claim 3.3.6 implies that
the unique non-neighbor y of x is strongly adjacent to both w; and w;. This however
violates the strong triadic closure for the edges of Eg since w;, w; are non-adjacent and
we reach a contradiction. Thus B; N B; = (). This means that the number of edges in
Egis atleast n(2n — 1) + [ 5] + ('STW'} which is maximized for k = |Syy|. Therefore
there are at least |Sy| vertices from the independent set which form a solution for
MaxDisjoiNTNN on G, since G is an induced subgraph of G O]

3.4 Computing MaxSTC on proper interval graphs

Due to the NP-completeness on split graphs given in Theorem 3.3.4, it is natural to
consider interval graphs that form another well-studied subclass of chordal graphs.
However besides few observations of this section that may be applied for interval
graphs, we found several unresolved technical cases. Moreover we would like to note
that, to the best of our knowledge, the complexity of the close-related CLUSTER DELE-
TION problem still remains unresolved on interval graphs [11]. Therefore we further
restrict the input to the class of proper interval graphs that form a proper subclass of
interval graphs. Our polynomial solution for MAXSTC on proper interval graphs can
be seen as a first step towards determining its complexity on interval graphs.

A graph is a proper interval graph if there is a bijection between its vertices and a
family of closed intervals of the real line such that two vertices are adjacent if and only
if the two corresponding intervals overlap and no interval is properly contained in
another interval. A vertex ordering ¢ is a linear arrangement ¢ = (vy,...,v,) of the
vertices of G. For a vertex pair x, y we write x < yif x = v;and y = v; for some indices
i < j;if x # y which implies i < j then we write x < y. We extend < to support sets
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of vertices, as follows: for two sets of vertices A and B we write A < Bifforanya € A
and b € B, a < b holds. The first position in ¢ will be referred to as the left end of o,
and the last position as the right end. We will use the expressions to the left of, to the
right of, leftmost, and rightmost accordingly.

A vertex ordering o for G is called a proper interval ordering if for every vertex triple
x,y,zof Gwithx < y < z, {x,z} € E(G) implies {x, y},{y, z} € E(G). Proper inter-
val graphs are characterized as the graphs that admit such orderings, that is, a graph is
a proper interval graph if and only if it has a proper interval ordering [102]. We only
consider this vertex ordering characterization for proper interval graphs. Moreover it
can be decided in linear time whether a given graph is a proper interval graph, and if
so, a proper interval ordering can be generated in linear time [102]. It is clear that a
vertex ordering o for G is a proper interval ordering if and only if the reverse of ¢ is a
proper interval ordering. A connected proper interval graph without twin vertices has
a unique proper interval ordering o up to reversal [32, 73]. Figure 3.4 shows a proper
interval graph with its proper interval ordering.

Before reaching the details of our algorithm for proper interval graphs, let us high-
light the difference between the optimal solution for MAXSTC and the optimal solu-
tion for the CLUSTER DELETION. As already explained in the Introduction a solution
for CLUSTER DELETION satisfies the strong triadic closure, though the converse is not
necessarily true. In fact such an observation carries out for the class of proper interval
graphs as shown in the example given in Figure 3.4. For the CLUSTER DELETION prob-
lem twin vertices can be grouped together following a similar characterization with
Lemma 3.2.4, as proved in [11]. This means that the P3-free graph depicted in the lower
part of Figure 3.4 that is obtained by removing its weak edges (i.e., the dashed drawn
lines) is an optimal solution for CLUSTER DELETION problem on the given proper in-
terval graph. Therefore when restricted to proper interval graphs the optimal solution
for CLUSTER DELETION does not necessarily imply an optimal solution for MAXSTC.

Let G be a proper interval graph and let o be a proper interval ordering for G. Here-
after we denote by Eg the set of strong edges in an optimal solution for MAXSTC on G.
Moreover a labeled edge {x, y} (weak or strong) is simple denoted by xy. By Proposi-
tion 3.2.2 and the strong triadic closure, in the forthcoming arguments we will apply
the following observations:

o If xy € Eg, then for every strong edge yz € Es, {x,z} € E(G).
o Ifxy ¢ Es, then there is a strong edge yz € Es such that {x, z} ¢ E(G).

We say that a solution Eg has the consecutive strong property with respect to o if for
any three vertices x, y, z of G with x < y < z the following holds: xz € Eg implies
xy,yz € Eg. Our task is to show that such an ordering exists for an optimal solution.
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Figure 3.4: A proper interval graph G and its proper interval ordering. The vertices
{c¢,d, e} and {f, g, h} form twin sets in G. The two lower orderings depict two solutions
for MAXSTC on G. A solid edge corresponds to a strong edge, whereas a dashed edge
corresponds to a weak edge. Observe that the upper solution contains larger number of
strong edges than the lower one. Also note that the lower solution consists an optimal
solution for the CLUSTER DELETION problem on G.

We start by characterizing the optimal solution Eg with respect to the proper interval
ordering o.

Lemma 3.4.1. Let x, y, z be three vertices of a proper interval graph G such that x <
y < z. Ifxz € Eg then xy € Es or yz € Es.

Proof. We show that at least one of xy or yz belongs to Es. Assume towards a contra-
diction that neither xy nor yz belong to Es. Consider the edge xy in G. Since xy ¢ Eg,
there is a strong edge of Es that share a common vertex with xy. Suppose that there is
an edge xxy € Eg such that {x;,y} ¢ E(G). Then observe that xy < y because x < y
and {x¢,y} ¢ E(G). Since both xx; and xz belong to Es, {x¢,z} € E(G). This, how-
ever, contradicts the proper interval ordering because x; < y < z, {xy,z} € E(G) and
y is non-adjacent to x,. Thus, there is no strong edge xxy with {x;, y} ¢ E(G) and, in
analogous fashion, there is no strong edge zz, with {y, z,} ¢ E(G).
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Now, if all strong neighbors of y are adjacent to x (resp., z) then the edge xy (resp.,
yz) can be made strong. So, let us assume that there are edges yy, € Es and yyy € Es
such that {x, y,} ¢ E(G) and {z,y,} ¢ E(G). Since {x,z} € E(G), y¢ and y, cannot
be ordered between x and y in the proper interval ordering. In particular, by the facts
{x, 9.} ¢ E(G) and {z,y,} ¢ E(G) we have y; < x < y < z < y,. Then, notice that
{ye;y+} € E(G), because both yy,, yy, € Es. By the proper interval ordering we know
that both x and z are adjacent to yy, yr, leading to a contradiction to the assumptions
{x,9,} ¢ E(G) and {z,y¢} ¢ E(G). Therefore, at least one of xy or yz belongs to
Es. O

Thus, by Lemma 3.4.1 we have two symmetric cases to consider. The next char-
acterization suggests that there is a fourth vertex with important properties in each
corresponding case.

Lemma 3.4.2. Let x, y, z be three vertices of a proper interval graph G such that x <
y < zand xz € Eg.

o Ifxy ¢ Es and yz € Eg then for every edge xyx € Es, {x¢,y} € E(G) holds and
there is a vertex w such that yw € Es, {x,w} ¢ E(G), andz < w.

o Ifxy € Es and yz ¢ Eg then for every edge zz, € Es, {y,z,} € E(G) holds and
there is a vertex w such that wy € Es, {w,z} ¢ E(G) and w < x.

Proof. Let xy ¢ Esand yz € Eg. The case for xy € Es and yz ¢ Eg is completely
symmetric. First, we prove that there is no strong edge x,x such that {x;, y} ¢ E(G).
Suppose that there is an edge xyx € Eg with y being non-adjacent to x,. Notice that
x¢ < x because y is adjacent to x and x < y. Due to the fact that x,x, xz € Eg, we have
{x¢,2} € E(G). Since xy < x < y < zand {x,z} € E(G), by the proper interval
ordering we get {xy,y} € E(G) leading to a contradiction. Thus there is no strong
edge xyx € Es with {x/, y} ¢ E(G).

Now to prove the statement, assume towards a contradiction that there is no vertex
w such that yw € Eg, {x, w} ¢ E(G), and z < w. Thus, for all edges yy, € Es either
{x, 9.} ¢ E(G)andy, < z,or{x, y,} € E(G).If{x,y,} ¢ E(G)weknow thaty, < xor
x < y, < zbythe proper interval ordering. However, both caseslead to a contradiction
to {x,y,} ¢ E(G) since in the former case we have {y,,y} € E(G) andy, < x < y,
and in the latter case we know that {x,z} € E(G).If {x,y,} € E(G) then putting xy
in Eg does not violate the strong triadic closure, contradicting the assumption xy ¢ Es
of the statement. Therefore, the corresponding statement holds. O

Now we are ready to show that there is an optimal solution that has the described
properties with respect to the given proper interval ordering.
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Lemma 3.4.3. There exists an optimal solution Eg that has the consecutive strong prop-
erty with respect to o.

Proof. Let o be a proper interval ordering for G. Assume towards a contradiction that
Es does not have the consecutive strong property. Then there exists a conflict with
respect to o, that is, there are three vertices x, y,z with x < y < zand xz € Eg such
that xy ¢ Es or yz ¢ Es. We will show that as long as there are conflicts in ¢, we can
reduce the number of conflicts in ¢ without affecting the value of the optimal solution
Es. Consider such a conflict formed by the three vertices x < y < z with xz € Eg.
By Lemma 3.4.1 we know that xy € Es or yz € Eg. Without loss of generality, assume
that yz € Eg. Then, clearly xy ¢ Eg, for otherwise there is no conflict. Moreover, by
Lemma 3.4.2 there is a vertex w such that yw € Eg, {x, w} ¢ E(G),andx <y < z < w.
Notice that both triples x, y, z and y, z, w create conflicts in 0.

We start by choosing an appropriate such conflict that is formed by four vertices
x,y,z,wsothatx < y < z < w, xz,yz, yw € Eg, and {x,w} ¢ E(G).Fixyandzin o
with y, zbeing the leftmost and the rightmost vertices, respectively, such that for every
vertex v with y < v < z, yv, vz € Eg holds. Recall that yz € Eg. We choose x as the
leftmost vertex such that xz € Eg, xy ¢ Es and we choose w as the rightmost vertex
such that yw € Eg, zw ¢ Eg. Observe that {x, w} ¢ E(G), since y and z participate in
a conflict. Due to the properties of the considered conflicts, all such vertices exist (see
for e.g., Figure 3.5). Our task is to create a new set of strong edges E; from Eg such
that (i) E5 does not violate the strong triadic closure, (ii) |Ey| = |Es|, and (iii) E§ has
strictly less conflicts than Es. We do so, with a series of claims that we prove next.

We define the following sets of vertices with respect to the strong neighbors of z
and y:

« Let X(z) be the set of vertices x; such that xjz € Eg and {x;, w} ¢ E(G).

« Let W(y) be the set of vertices w; such that yw; € Es and {x, w;} ¢ E(G).

Claim 3.4.4. X(z) < y < z < W(y) holds. Moreover, for any vertex of xj € X(z),
xjy ¢ Es holds, and for any vertex of w; € W(y), zw; ¢ Es holds.

Proof: Let xj € X(z). If w < x;j then {xj, w} € E(G) because z < wand {x;, z} € E(G),
and if y < xj < wthen {x;j, w} € E(G) because {y, w} € E(G). By the definition of
X(z) we know that {x;, w} ¢ E(G) which means x; < y. Thus, {x;,y} € E(G) holds,
since {xj, z} € E(G). With symmetric arguments for the vertices of W(y), we conclude
that X(z) < y < z < W(y). Moreover, if xjy € Eg then by the fact that yw € Eg, we
have {xj, w} € E(G), contradicting the definition of X(z). &
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Figure 3.5: A proper interval ordering for a graph G with two different solutions con-
sidered in the proof of Lemma 3.4.3. A solid edge corresponds to a strong edge in an
optimal strong-weak labeling, whereas a dashed edge corresponds to a weak edge in an
optimal strong-weak labeling. Observe that the lowest ordering contains less conflicts
than the topmost, that is, triple of vertices that violate the consecutive strong property.

Notice that the previous claim and the choices for x and w imply that x is the leftmost
vertex of X(z) and w is the rightmost vertex of W(y). We further partition the strong
neighbors of z that lie to the left of y, and the strong neighbors of y that lie to the right
of z, as follows (see Figure 3.5):

« Let A(2) be the set of vertices a; such that a; < y, a;z € Es, {a;j, w} € E(G),and
a;y ¢ Es.

o Let B(y) be the set of vertices b; such that z < b;, yb; € Es, {x, b;} € E(G), and
Zbi Qé Es.

Claim 3.4.5. X(z) < A(z) < y < z < B(y) < W(y) holds. Moreover, every vertex of
A(z) is adjacent to all the vertices of W(y) and every vertex of B(y) is adjacent to all the
vertices of X(z).

Proof: By Claim 3.4.4 and the definition of A(z), we know that X(z) < yand A(z) < y.
Let x; € X(z) and a; € A(z). Since {xj, w} ¢ E(G), {aj, w} € E(G), and 0 is a proper
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interval ordering, we deduce that X(z) < A(z) < y. Moreover, g is adjacent to w by
definition, and w is the rightmost vertex of W(y). Thus, a; is adjacent to every vertex
of W(y). Symmetric arguments for the vertices of B(y) and W(y) show the rest of the
claims. &

Claim 3.4.6. Let v be a vertex of G. For any vertex x; € X(z), we have vx; € Eg implies
{v,y} € E(G). Moreover, for any vertex a; € A(z), we have va; € Es implies {v,y} €
E(G).

Proof: For the first claim, notice that v < w, since {xj, w} ¢ E(G).If xj < v < w then
{v.y} € E(G), since xj < y < wand y is adjacent to x; and w; and if v < x; then,
due to the fact that xjz, vxj € Es and {z,v} € E(G), we have again {v,y} € E(G),
because v < y < z. For the latter, if y < v then {v,y} € E(G) becausea; < y < v
and {a;,v} € E(G);andifv < ythen {v,z} € E(G) because ajz,va; € Es, so that
{v,y} € E(G) by the proper interval ordering v < y < z. &
With symmetric arguments, we get the following for the vertices of W(y) and B(y):

Claim 3.4.7. Let v be a vertex of G. For any vertex w; € W(y), we have vw; € Eg
implies {v,z} € E(G). Moreover, for any vertex b; € B(y), we have vb; € Eg implies

{v,z} € E(G).

The next claim shows that for every vertex v that is strongly adjacent to y and lies
to the right of y, either v belongs to B(y) U W(y) or v is strongly adjacent to z, as well.

Claim 3.4.8. Let yv € Eg such thaty < vandv ¢ B(y) U W(y). Then, zv € Es.

Proof: If y < v < z then according to the choice of y and z we have yv,zv € E;.
Assume for contradiction that z < v and zv ¢ Es. Then, v is either adjacent to x or
non-adjacent to x. In the former case we have v € B(y) and in the latter case we have
v € W(y). Thus, in all cases we get zv € Eg. &

Symmetrically, for the left strong neighbors of z we have the following:

Claim 3.4.9. Let zv € Eg such that v < zand v ¢ X(z) U A(z). Then, yv € Es.

We define the following set of weak and strong edges:
o Let S(y) be the set of weak edges of the form yv where v € X(z) U A(z).
o Let E(y) be the set of strong edges of the form yv where v € B(y) U W(y).
o Let S(z) be the set of weak edges of the form zv where v € B(y) U W(y).

o Let E(z) be the set of strong edges of the form zv where v € X(z) U A(z).
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Now we are ready to modify Egs as follows:

Eg = (Es \ (E(y) UE(2)) U (S(y) US(2)) -

We say that a labeled edge e is removed from Es if e € Eg \ Eg, whereas e is added in
Egif e € E;\ Es. Under these terms, observe that an edge uy is added only if u < y,
and uy is removed only if y < u; symmetrically, uz is added only if z < u, and uz is
removed only if u < z.

Claim 3.4.10. Labeling strong the edges of Eg does not violate the strong triadic closure.

Proof: Observe that we only replace labeled edges incident to y and z. Consider the
edges incident to y. Those new strong edges are formed by the set S(y). Since Eg satisfies
the strong triadic closure, the edges of Es\ E(y) do not violate the strong triadic closure.
Let uy € Eg. By the definition of S(y), we know that u € X(z) UA(z) and u < y. There
are three cases to consider:

(i) thereisanedge vy € Egand v € X(z) U A(z).
(ii) thereisan edge vy € E{and v ¢ X(z) U A(z).
(iii) there is an edge uv € Ei.

In the former case (i), observe that uz, vz € Eg according to the definition of X(z)
and A(z). Thus, {u,v} € E(G) holds. For the second case (ii), if y < v then vz € Eg
by Claim 3.4.8, which means that {u, v} € E(G) holds, since uz € Eg. If v < y then
x < vbecause yw, vy € Eg and {x, w} ¢ E(G). Thus, x < {u,v} < y < zand, since
{x,z} € E(G), we get {u,v} € E(G). For the third case (iii), Claim 3.4.6 shows that
{y, v} € E(G). Therefore, the edges incident to y in Eg do not violate the strong triadic
closure.

Completely symmetric arguments hold for the edges incident to z in E§. Hence,
labeling strong the edges of E§ does not violate the strong triadic closure. &

Claim 3.4.11. |E§| = |Eg| holds.

Proof: Only edges incident to y and z are modified from Eg with respect to Eg. By
definition, the number of edges incident to y that are removed from Eg is |B(y)| +
|W(y)|, whereas the number of edges incident to z that are added in E is |B(y)| +
|W(y)|. Symmetrically, the number of edges incident to z that are removed from Eg
is [X(z)| + |A(z)|, whereas the number of edges incident to y that are added in Ej is
|X(z)| + |A(z)]. Since the rest of the edges in Es and Eg remain the same, we have
|Eg| = |Es]. ¢
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Claim 3.4.12. The number of conflicts in E is strictly smaller than the number of con-
flicts in Eg.

Proof: Observe that conflicts of the form X(z) < y < zand y < z < W(y) in Eg do not
create conflicts in E by the construction of E§. Since X(z) and W(y) are non-empty
sets, such already existed conflicts in Es do not appear in E5. We show that for every
other conflict in Ef, there is a unique conflict in Eg. First we show that both y and z do
not participate in a conflict in E5. Assume for contradiction that y and z form a conflict
in E with another vertex v. If v < y < z then, since yz € Eg N Eg, we have vy ¢ Ej
and vz € E{ in order to create a conflict. Then, observe that vz € Eg, because no
added edge is incident to the left of z in E§. Moreover, no edge incident to the left of y
is removed from Eg which means that vy ¢ Eg. This, however, contradicts Claim 3.4.9,
since vz € Es, v ¢ X(z) UA(z),and vy ¢ Es. If y < z < v then symmetric arguments
show that there is no such conflict. Moreover, if y < v < z holds, then by the choice of
y and z, we know that yv, vz € Eg N Eg. Thus, there is no conflict in Ej that is formed
by y and z.

Consider the edges incident to y. Note that with respect to the proper interval or-
dering, we only add edges incident to y and a vertex to the left of y, and we only remove
edges incident to y and a vertex to the right of y. This means that for any vertex v < y
with vy ¢ Eg, wehave vy ¢ Eg, and for any vertex y < vwith yv € Eg, we have yv € Es.
Observe also that the (added or removal) edges of E; \ Es and Eg \ E are incident to y
or z. Thus, for any two vertices u, v different than y and z, we have uv € Eg if and only
if uv € Eg.

Assume that there is a conflict in E§ formed by the vertices u, v, y. Note that u, v # z,
since y and z do not participate in a conflict. If both edges of the conflict belong to
EsNEjg and the non-edge of the conflict does not belong to EgU Eg, then such a conflict
formed by the vertices u, v, y was already a conflict in Eg. So, let us assume next that
at least one of the two edges in the conflict belongs to E \ Eg and is incident to y (i.e.,
uy € Eg \ Es or vy € E{ \ Eg) or the non-edge of the conflict belongs to Es \ E§ and is
incident to y (i.e., uy € Eg \ E).

o Suppose that u < v < y. Then, we have either uy, uv € Egand vy ¢ Eg, or
uy,vy € Egand uv ¢ E. In the former case, we have the following:

- Letuy € Eg, uv € E§, and vy ¢ Eg. Notice that uv € Es and vy ¢ Eg,
which means that uy € Ej \ Es. Then, by the definition of Eg, we have
u € X(z) UA(z) and v ¢ X(z) U A(z). This means that vz ¢ Eg by
Claim 3.4.9. Thus, u < v < z form a conflict in Es, because uz € Eg
and vz ¢ Es. Moreover, observe that u, v, z is not a conflict in E§, because
uz ¢ E; by the definition of Eg.
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In the latter case, we distinguish between uy being an added edge:

- Letuy € E{\ Es, uv ¢ Eg,and vy € Eg. Notice that uv ¢ Es. If vy € Eg\ Es
then u < v < z form a conflict in Eg, because u,v € X(z) U A(z) and
uz,vz € Es. Moreover, by the definition of Eg observe that uz, vz ¢ E,
so that u, v, z is not a conflict in E§. If vy € Eg then, since uz € Eg, v is
strongly adjacent to u or z in Eg by Lemma 3.4.1. By the fact that uv ¢ Eg,
we get vz € Eg. This shows that u < v < zform a conflict in Es. Moreover,
observe that u, v, zis not a conflict in Eg, because uz ¢ E by the definition
of Eg.

- Letuy € EgN Es, uv ¢ Eg, and vy € Eg \ Es. Notice that uy € Eg,
uv ¢ Es, vy ¢ Eg. This, however, is not possible due to Lemma 3.4.1, since
u < v < yand v is not strongly adjacent to u and y.

« Suppose that u < y < v. Then, we have either uv,uy € E§ and yv ¢ Eg, or
uv,yv € Egand uy ¢ E;. In the former case, we distinguish between uy being
an added edge:

- Letuy € Eg\ Es, uv € E, and yv ¢ Es U Eg. Notice that uy ¢ Eg
and uv € Eg. This, however, is not possible due to Lemma 3.4.1, since
uy, yv ¢ Eg.

- Letuy € Eg\ Es, uv € E, and yv € Eg \ Eg. Notice that uy ¢ Eg, uv € Eg,
and yv € Es. Thus u < y < v form a conflict in Eg.

- Letuy € EsNEg, uv € E, and yv € Eg \ E. Notice that uv € Eg and
yv € Es. Then, by the definition of Ej, we have v € B(y) U W(y) which
implies zv ¢ Egand y < z < v. Moreover, by Lemma 3.4.1 we have
uz € Eg,since u < z < vand uv € Eg. Thus, u < z < v form a conflict
in Eg, because uv, uz € Eg, and zv ¢ Eg. Further, notice that u, z, v is not
a conflict in Ej, because zv € Eg by v € B(y) U W(y) and uz € Eg by
u ¢ X(z) UA(z).

In the latter case, we have the following:

- Letuy ¢ Eg, uv € Eg, and yv € Eg. Notice that uy ¢ Eg because u < y,
uv € Eg,and yv € Eg because y < v. Thus, u < y < v form a conflict in
Eg.

« Suppose that y < u < v. Then, we have either yv,yu € Eg and uv ¢ Eg, or
yv,uv € Egand yu ¢ E;. We distinguish between the two cases:

- Letyv € E;, yu € Egand uv ¢ Eg. Notice that yv € Eg, yu € Eg, because
y < {u,v},and uv ¢ Es. Thus, y < u < v form a conflict in Es.
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- Letyu ¢ E§, yv € E{, and uv € Ej. Notice that yv € Eg because y < v,
and uv € Es. Thus, yu is a removal edge, so that yu € Eg\ E§. Then, by the
definition of E5, we have u € B(y)UW(y) and v ¢ B(y)UW(y). This means
that zu ¢ Eg and by Claim 3.4.8 we have zv € Eg. Thus, z < u < v form a
conflict in Eg, because zu ¢ Eg, zv € Es, and uv € Eg. Moreover, observe
that z, u, v is not a conflict in Ef, because zu, zv € E§ by the definition of

Putting together, for all edges incident to y that create new conflict in E§ there is a
unique conflict in Eg. With completely symmetric arguments, we get that edges inci-
dent to z that create new conflict in Ej there is a unique conflict in Eg. Therefore, Eg
has strictly smaller number of conflicts than Ej, since the conflicts formed by y and z
in Eg are not conflicts in E. &

Thus, we replace appropriate set of strong edges in Eg and obtain an optimal solution
by Claims 3.4.10 and 3.4.11 having a smaller number of conflicts by Claim 3.4.12.
Therefore, by applying such a replacement in every possible conflict, we get an optimal
solution that has no conflicts and, thus, it satisfies the consecutive strong property. L[]

Lemma 3.4.3 suggests to find an optimal solution that has the consecutive strong
property with respect to 0. In fact by the proper interval ordering, this reduces to
computing the largest proper interval subgraph H of G such that the vertices of every
P; of H induce a clique in G.

Let G be a proper interval graph and let 0 = (vy,...,v,) be its proper interval
ordering. For a vertex v; we denote by £(i) and r(i) the positions of its leftmost and
rightmost neighbors, respectively, in 0. Observe that for any two vertices v; < v; in
0, veiiy = Ve(j) and vy = vy [32]. For1 < i < m,let Vi = {viy..., vy} and
let G; = G[Vj]. In what follows, we assume that Es is a solution of G that has the
consecutive strong property with respect to . Given Es, we denote by (i) the position
of the rightmost strong neighbor of v;, that is,

n ifi = nor v;vy € Eg for every vertex vy € Viyy,
rs(i) = ¢ i  if vjvx & Eg for every vertex v € Vi1,
k ifvivy € Egand vjvi 1 ¢ Eg for a vertex vg € V.

Observe that if r5(i) = i, then v; has no strong neighbor in V;. Moreover, notice that
i < rg(i) < r(i). It is not difficult to see that given rg(i) for every vertex v;, we can
describe all strong edges of a solution Eg, since, by the consecutive strong property,
for i < j, we have vjv; € Egifand only if i < j < rg(i) holds.
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We are now ready to define our subproblems with respect to o. Let A; be the value of
an optimal solution Es of G;. Clearly A; corresponds to the value of an optimal solution
of G.

Definition 3.4.13. Fori < r < r(i), we denote by A[i, r] the value of an optimal solution
of G; such that rs(i) = r.

As a base case, observe that A, = A[n,n| = 0, because G, contains exactly one
vertex. By the consecutive strong property, we get the following equation, for any 1 <
i<m

A;j = max Ali,r]. (3.1)
i<r<r(i)
For i < r, we denote by rg(; ) (j) the position of the rightmost strong neighbor of every
vertex v; € V; that is described by the value A[i, r]. For1 <i < r < < n,letB;, » be
the number of strong edges incident to vii, . . ., v,_ (i.e., to the vertices of Vi1 \ V;)
that belong to Gj4, in an optimal solution of G; such that

o r5(i) = rand
o 15(j) = rs(,’,/)(i), foreveryr <j < n.

Observe that if r = i 4 1then B; , » = 0, as there is no vertex between v; and v, (i.e.,
the set Viy; \ V; is empty). Moreover, notice that rg,. . (j) corresponds to the position
of the rightmost strong neighbor of v; described by A[r, .

In order to recursively compute A[i, 7], the key idea is that we try every allowed
position 7’ of the rightmost strong neighbor of r. This is achieved through the consec-
utive strong property. Then, we split the solution into two parts among the vertices of
Vi \ V;and V,, respectively.

Lemma 3.4.14. Let1 < i <r < n. Then A, = A[n,n] =0, Ali,i] = A1, and

Ali,r] = i) (A[r,”] 4+ Bipy +7—1i).

Proof. The base cases follow by definition. Assume that v;v, € Es with i < r and v,
being the rightmost strong neighbor of v;. It is clear that r < (i), as {v;, v,} € E(G).
Moreover, for the rightmost strong neighbor v,» of v,, we know that {v;, v} € E(G)
since both strong edges v;v, and v,v, satisfy the strong triadic closure. Thus we have
r < 1 < r(i). Furthermore, v; is strongly adjacent to every vertex v;;1, ..., v, by the
consecutive strong property, implying that there are » — i strong edges incident to v;
in Gi.
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Let S, and S, be the strong edges described by the values A, r] and Ar, '], re-
spectively. Suppose that {x, y} is an edge of G,. We claim that xy € S;, if and only if
xy € S, p. Ifxy € S;, thenxy € S, ,, since V, C V;. Assume for contradiction that
xy € S, and xy ¢ S;,. Then there is a vertex w € V; \ V, such that wx € §;, and
{w,y} ¢ E(G).If w # v; then wx is not a strong edge described by the definition of
B; ;. Thus w = v;. Since v, is the only strong neighbor of v; in G,, we know that x = v,.
For any strong neighbor y of v, in S, - we know that v, < y < v,» by the consecutive
strong property. Then, however, by the fact that ¥ < r(i) we reach a contradiction to
{vi,y} ¢ E(G). Therefore the given formula describes the considered solutions. [

Next we focus on computing B; , . For doing so, we define a recursive formulation
on subsolutions that take into account the position rs(i + 1) of the rightmost strong
neighbor of v; ;. Observe that r < rs(i + 1) < ¢ holds, since v;v, € Es and v,v,» € Es
by the consecutive strong property. In fact, it is not difficult to verify that, for every
i <k<rr<rsk) <7 holds, because rs(i) = rand rs(r) = r’.

Definition 3.4.15. Fori < r < t </, we denote by Bli,r, t,7'] the number of strong
edges incident to viyy, ..., v, (i.e., to the vertices of Vi1 \ V,) that belong to Giy, in
an optimal solution of G; such that

. r5(i) =,
o t <rs(k), foreveryi < k <r,and
o 15(j) = r(r,m)(j), foreveryr < j < n.

By the definition of the describes values and the previous discussion on the consec-
utive strong property, we get the following equation:

B, = max B[i,r,t,7] (3.2)
r<t<r/

For every i < k < r, let x(k) be the rightmost position j such that j < 7 and
rs(r,)(j) < (k). Observe that r < x,(k), because ' < r(i) < r(k) for every v; < v.

Lemma3.4.16. Let1 <i<r<t<7 <n ThenBlr—1,r,t,7] =0and

Bli,r,t,7] = t9g3§+1) (Bli+1,7,j,7]+j— (i+1)).

Proof. Let v; be the rightmost strong neighbor of v; 1 in G;1. Then t < jholds, by the

restriction described in B[i, r, t, 7']. By the fact that rg(, ) (r) = 7 and v;1y < v, we
deduce that j < 7. Suppose that x,» (i +1) < j. By the choice of x,» (i + 1) we know that
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either ¥ < j which is not possible, or j < ' and there is a strong edge vjv € S(r,"’)
with {viy1,v} ¢ E(G) which violates the strong triadic closure. Thus we conclude
t <j < xp(i + 1) and the consecutive strong property implies that there are j — i — 1
strong edges incident to v;4; in Gj4;.

Let S; and S; 1 be the strong edges described by B[i, r, t, 7] and B[i+1, r, j, '], respec-
tively. Suppose that {v;y,, v} is an edge of G;,. We claim that v;4,v € S; if and only if
VitaV € Sit. IfVH_zV € S; then it is clear that VitaV € Sitp, since Vipp = ViU {V,’_H}.
Assume for contradiction that v;,v € S;1 and viy,v ¢ S;. Observe that v, < v < v,
Let zbe the rightmost strong neighbor of vin S;y;. Then, by definition, we have vz € §;.
This means that there is a strong edge wv;, in S; \ Si+1 such that {w, v} ¢ E(G). By
the definition of B[i, r, t, 7], we have that w = v; ;. Then, however, we reach a con-
tradiction to {v;11,v} ¢ E(G),since v < vy and ¥ < r(i) < r(i + 1). Therefore we
conclude the described formula. O]

Now we are equipped with our necessary tools in order to obtain our main result,
namely a polynomial-time algorithm that solves the MaxSTC problem on proper in-
terval graphs.

Theorem 3.4.17. There is a polynomial-time algorithm that computes the MAxSTC of
a proper interval graph.

Proof. Let G be a proper interval graph on n vertices and m edges. We first compute
its proper interval ordering o in linear time [102]. In order to compute an optimal
solution A; for G described in Equations 3.1 and 3.2, we use a dynamic programming
approach based on their recursive formulation given in Lemmas 3.4.14 and 3.4.16,
respectively. For doing so, we store two tables 74 and 7 that correspond to the values
Ali,r] and Bli, r, t,7']. Whenever we compute the value T4[i, r], we perform a second
sweep to backtrack the actual rightmost strong neighbor of each vertex in V;. More
precisely, it suffices to backtrack the rightmost strong neighbors of each vertex of V; \
V.. Correctness follows from Lemmas 3.4.3, 3.4.14, and 3.4.16.

Regarding the running time, notice that all instances of 74 [i, r] and Tgl[i, r, t, 7’| can
be computed as follows. At each vertex v;, we compute all possible vertex pairs v,, v
with i < r < ¢ < r(i) which are bounded by #n?. For each vertex vy withi < k < r,
computing x, (k) takes O(n) time by scanning the rightmost strong neighbors of the
vertices of V, \ V... Moreover, for each index t with r < ¢ < 7/, there are at most n
choices. Thus the number of instances T4 [i, 7] and T3[i, r, t, '] generated by v; is O(n?).
Because we visit 7 vertices, the total running time of the algorithm is O(n*). O]
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CHAPTER

MAXSTC oN COGRAPHS AND
GRAPHS OF LOW MAXIMUM DEGREE

Here in Chapter 4, we further explore the complexity of the MAxSTC problem on
graph classes. Also, we conduct the first systematic study that reveals graph families
for which the optimal solutions for MAxSTC and CLUSTER DELETION coincide. We
first show that MAxSTC coincides with CLUSTER DELETION on cographs and, thus,
MAaxXSTC is solvable in polynomial time on cographs. As a side result, we give an
interesting computational characterization of the maximum independent set on the
cartesian product of two cographs. Furthermore, we address the influence of the low
degree bounds to the complexity of the MaxSTC problem. We show that this problem
is polynomial-time solvable on graphs of maximum degree three, whereas MAXSTC
becomes NP-complete on graphs of maximum degree four. The proof of the latter re-
sult implies that there is no subexponential-time algorithm for MAXSTC unless the
Exponential-Time Hypothesis fails.

The results of this chapter have led to the following publications [86, 87]:

o Strong triadic closure in cographs and graphs of low maximum degree. Athana-
sios L. Konstantinidis, Stavros D. Nikolopoulos, and Charis Papadopoulos. 23rd
Annual International Computing and Combinatorics Conference, (COCOON 2017),
Hong Kong, China, 2017. Springer Verlag, LNCS 10392: 346-358.

« Strongtriadic closure in cographs and graphs of low maximum degree. Athana-
sios L. Konstantinidis, Stavros D. Nikolopoulos, and Charis Papadopoulos. The-
oretical Computer Science 740: 76 -84, 2018.

4.1 Introduction

The principle of strong triadic closure is an important concept in social networks
[41]. It states that it is not possible for two individuals to have a strong relationship with
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a common friend and not know each other [60]. The strong triadic closure is satisfied
if the edges of the underlying graph are characterized into weak and strong such that
any two vertices that have a strong neighbor in common are adjacent. Towards the
investigation of the behavior of a network, such a principle has been recently proposed
as a maximization problem, called MAaXSTC, in which the goal is to assign each edge as
strong or weak so that to maximize the number of strong edges of the underlying graph
that satisfy the strong triadic closure [118]. Closely related to the MAxSTC problem is
the CLUSTER DELETION problem which finds important applications in areas involving
clustering [6]. In the latter problem the goal is to remove the minimum number of
edges such that the resulting graph consists of vertex-disjoint union of cliques.

The relation between MAXSTC and CLUSTER DELETION arises from the fact that
the edges inside the cliques in the resulting graph for CLUSTER DELETION can be seen
as strong edges for MaxSTC which satisfy the strong triadic closure. Thus, the number
of edges in an optimal solution for CLUSTER DELETION consists a lower bound for the
number of strong edges in an optimal solution for MAxSTC. However there are graphs
(see for e.g., Figure 4.1) showing that an optimal solution for MAXSTC contains larger
number of edges than an optimal solution for CLUSTER DELETION. Interestingly, there
are also families of graphs in which their optimal value for MAxSTC matches such a
lower bound. For instance, any maximum matching on graphs that do not contain tri-
angles constitutes a solution for both problems. Here we initiate a systematic study on
other non-trivial classes of graphs for which the optimal solutions for both problems
have exactly the same value.

Our main motivation is to further explore the complexity of the MaxSTC problem
when restricted to graph classes. As MAXSTC has been recently introduced, there are
few results concerning its complexity. The problem has been shown to be NP-complete
for general graphs [118] and we showed in Chapter 3 that MAxSTC is NP-complete for
split graphs (Theorem 3.3.4) whereas it becomes polynomial-time tractable on proper
interval graphs (Theorem 3.4.17) and trivially perfect graphs (Theorem 3.2.3). The NP-
completeness for MAXSTC on split graphs shows an interesting algorithmic difference
between the two problems, since CLUSTER DELETION on such graphs can be solved in
polynomial time [11]. It is known that CLUSTER DELETION is NP-complete on gen-
eral graphs [116] and remains NP-complete on chordal graphs and, also, on graphs
of maximum degree four [11, 85]. On the positive side CLUSTER DELETION admits
polynomial-time algorithms on proper interval graphs [11], graphs of maximum de-
gree three [85], and cographs [50]. In fact for cographs a greedy algorithm that finds
iteratively maximum cliques gives an optimal solution, although no running time was
explicitly given in [50].

Such a greedily approach is also proposed for computing a maximal independent
set of the cartesian product of general graphs. Summing the partial products between
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G CLUSTER DELETION MAxSTC

N

Figure 4.1: Two examples of graphs with their corresponding optimal solutions for
CLUSTER DELETION and MAXSTC, respectively. For the MaxSTC problem the edges
of G that are not drawn in the solution correspond to the weak edges.

iteratively maximum independent sets consists a lower bound for the cardinality of
the maximum independent set of the cartesian product [75, 77]. Here we prove that a
maximum independent set of the cartesian product of two cographs matches such a
lower bound. We would like to note that a polynomial-time algorithm for computing
such a maximum independent set is already claimed [71]. However neither a charac-
terization is given, nor an explicit running time of the algorithm is reported.

In the following sections, we further explore the complexity of the MaxSTC prob-
lem. We consider two unrelated families of graphs, namely, cographs and graphs of
bounded degree and we settle the complexity of the MAXSTC problem on both graph
families. Cographs are characterized by the absence of a chordless path on four ver-
tices. For such graphs we prove that the optimal value for MAXSTC matches the opti-
mal value for CLUSTER DELETION. For doing so, we reveal an interesting vertex parti-
tioning with respect to their maximum clique and maximum independent set. This
result enables us to give an O(n?)-time algorithm for MaxSTC on cographs. As a
byproduct we characterize a maximum independent set of the cartesian product of two
cographs which implies a polynomial-time algorithm for computing such a maximum
independent set. Moreover we study the influence of low maximum degree for the
MAaxSTC problem. We show an interesting complexity dichotomy result: for graphs
of maximum degree four MAXSTC remains NP-complete, whereas for graphs of maxi-
mum degree three the problem is solved in polynomial time. Our reduction for the NP-
completeness on graphs of maximum degree four implies that, under the Exponential-
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Time Hypothesis, there is no subexponential time algorithm for MaxSTC.

4.2 Preliminaries

We remind here the definitions of MAXSTC and CLUSTER DELETION as well as some
notations.

In the MAXSTC problem the goal is to to find a strong-weak labeling on the edges of
E(G) that satisfies the strong triadic closure and has the maximum number of strong
edges. We denote by (Es, Eyy) the partition of E(G) into strong edges Es and weak
edges Ey. The graph spanned by Es is the graph G\ Eyy; notice that the graph spanned
by Es consists of the whole vertex set V(G) and it may contain vertices with degree
equal to zero. For a strong edge {u, v}, we say that u (resp., v) is a strong neighbor of
v (resp., u). We denote by Ng(v) C N(v) the strong neighbors of v. Given an optimal
solution for MAXSTC that consists of the strong edges Es, the graph spanned by the
edges of Es is denoted by Es(G). Whenever we write |Es(G)| we refer to its number of
edges, that is |[Es(G)| = |Es|.

In the CLUSTER DELETION problem the goal is to partition the vertices of a given
graph G into vertex-disjoint cliques with the minimum number of edges outside the
cliques, or, equivalently, with the maximum number of edges inside the cliques. A
cluster graph is a graph in which every connected component is a clique. Cluster graphs
are characterized as exactly the graphs that do not contain a P5 as an induced subgraph.
Given an optimal solution for CLUSTER DELETION, the cluster graph spanned by the
edges that are inside the cliques is denoted by Ec(G). We write |Ec(G)| to denote the
number of edges in the cluster graph. Notice that if we assign strong labels to all the
edges of a cluster graph then such a labeling satisfies the strong triadic closure of the
given graph. Thus |[Ec(G)| < |Es(G)| holds for any graph G.

Figure 4.1 shows two graphs in which the optimal solution of CLUSTER DELETION
contains strictly less edges than the optimal solution for MAXSTC. In terms of E¢(G)
and Eg(G) notice that in such cases we have |Ec(G)| < |Es(G)|, though in general
|Ec(G)| < |Es(G)]| holds. In the first example, from top to bottom, an optimal solution
of CLUSTER DELETION consists of 7 edges whereas there is a solution of MAXSTC that
contains 8 edges. The second example shows an optimal solution of CLUSTER DELE-
TION with 22 edges, whereas there is a solution of MAxSTC with 23 edges. Notice that
in the second example the 6 vertices drawn in the middle induce a clique on 6 vertices.
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4.3 Computing MaxSTC on Cographs

A graph is a cograph if it can be generated from single-vertex graphs and recur-
sively applying the disjoint union and complete join operations. The complement of
a cograph is also a cograph. Cographs are exactly the graphs that do not contain any
chordless path on four vertices [26], and they can be recognized in linear time [27].

Let G be the given cograph. Our main goal is to show that there is an optimal so-
lution for MAXSTC on G that coincides with an optimal solution for CLUSTER DELE-
TION. The strong edges that belong to an optimal solution for MAXSTC span the graph
Es(G). An optimal solution for CLUSTER DELETION consists of a cluster graph E¢(G)
by removing a minimum number of edges of G. Labeling all edges of a cluster graph
as strong, results in a strong-weak labeled graph that satisfy the strong triadic closure.
Thus, our goal is to show that there is an optimal solution Es(G) for MAXSTC that is
a cluster graph.

A clique (resp. independent set) of G having the maximum number of vertices is
denoted by Cryax(G) (resp., Imax(G)). A greedy clique partition of G, denoted by C, is
the ordering of cliques (Cy, C3, . .., Cp) in G such that

. C1 = Cmax(G> and
. C = Cons (G—U};}cj) fori=2,3,....p.

Similarly, a greedy independent set partition of G, denoted by Z, is the ordering of in-
dependent sets (I, I, . . . , I;) in G such that

o [} = Ihax(G) and
o I; = Imax (G—U;;i@) fori:2a37"‘>q'

Observe that the subgraph spanned by the edges of C does not contain any P; and,
thus, consists a solution for CLUSTER DELETION. Although in general a greedy clique
partition does not necessarily imply an optimal solution for CLUSTER DELETION, when
restricted to cographs the optimal solution is characterized by the greedy clique par-
tition.

Lemma 4.3.1 ([50]). Let G be a cograph with a greedy clique partition C. Then the edges
of C span an optimal solution Ec(G) for CLUSTER DELETION.

We will use such a characterization of CLUSTER DELETION in order to give its equiv-
alence with the MaxSTC problem. Notice, however, that due to the freedom of the ad-
jacencies between the cliques of a greedy clique partition, it is not sufficient to consider
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such a partition of the vertices. For doing so, we will further decompose the cliques of
a greedy clique partition. It is known that a graph G is a cograph if and only if for any
maximal clique C and any maximal independent set I of every induced subgraph of
G, |CN1I| = 1holds (also known as the clique-kernel intersection property) [26]. Thus,
we state the following lemma.

Lemma 4.3.2 ([26]). Let G be a cograph. Then Cuax(G) N Imax(G) = {v} for some
vertex v.

We recursively apply Lemma 4.3.2 to obtain the following result.

Lemma 4.3.3. Let G be a cograph with a greedy clique partition C = (Cy, ..., C,) and
a greedy independent set partition T = (I, ...,1;). For every i,j with1 < i < p and
1<j<qif|C| >jor || > ithen C;N I # 0.

Proof. We prove that if |C;| > jor |I;| > i then C; N I; # (). Assume for contradiction
that there exist C; and I such that C; N I; = (). Let i and j be the smallest integers
for which C; N I; = (). By the choice of j we know that for every j/ < j, C; N Iy # ()
holds because |C;j| > j > j'. This means that there are j — 1 vertices uj, ..., uj_
such that C; N I} = {w},...,CiNIi—y = {uj_1}. Similarly, for every i’ < i we have
|C#| > |Ci] > j, by the greedy choice of Cy, ..., C;. Thus there are i — 1 vertices
vi,...,viopsuch that G NI = {w},...,Ci.1 NI = {vi_1}. Let G;; be the graph
obtained from G by removing the sets of vertices C,...,C;_jand I, ..., I; ;. Notice
that G;; contains at least one vertex because |Cj| > jor |[j| > i. We will prove that
CmaX(Gi,j) = C,' \ {ul, N uj_l} and Imax(GiJ) = I] \ {Vl, ey V,'_l}.

Let C' be the vertices of G, ..., C;_; and let I be the vertices of I, . . ., I;_;. By the
greedy independent set partition, the vertices of G; j can be partitioned into |C;| —j+1
independent sets [; \ C', ..., |, \ C'. This implies that a maximum clique of G;; has
size at most |C;| — j + L. As G is an induced subgraph of G, C; \ {uj, ..., uj_1} is
a clique of size |Ci| — j + 1 of G;;. Thus, we have Crax(Gij) = Ci \ {u1, ..., uji1}.
Following symmetric arguments, the vertices of G; j can be partitioned into |I;| —i+1
cliques C; \ I', ..., Cpp \ I'. This implies that a maximum independent set of G;; has
size at most [[j| — i + 1. Thus Iax(Gij) = L \ {v1, ..., vi1}.

Notice that {uy,...,uj_1} N {v,...,vi.1} = 0, due to the choice of i and j. Then
Lemma 4.3.2 applies to G; j, which shows that

(Ci \ {ul, ey uj_l}) N (I] \ {Vl, ceey Vi_1}) 75 @

Therefore C;NI; # (), leading to a contradiction that proves the desired statement. [

Lemma 4.3.3 suggests a partition of the vertices of G with respect to C and Z as
follows. We call greedy canonical partition a pair (C,T) with elements (v;;), where
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Figure 4.2: A cograph and its greedy canonical partition (C,Z) where C =
(Cl, Cz, C3, C4) andZ = (Il, 12, 13).

1<i<pandl <j<|Cj, such that V(G) = {vl,l,...,vp7‘cp‘} andv;; € G;N 1,
Figure 4.2 shows such a greedy canonical partition of a given cograph. Observe that
such a partition corresponds to a 2-dimensional representation of G. By Lemma 4.3.3
it follows that a cograph admits a greedy canonical partition.

Let us turn our attention back to the initial MAXSTC problem. We first consider the
disjoint union of cographs.

Lemma 4.3.4. Let G and H be vertex-disjoint cographs. Then Es(G @ H) = Es(G) &
Es(H) and Ec(G ) H) = Ec(G) @ Ec(H).

Proof. There are no edges between G and H so that a strong edge of G and a strong
edge of H have no common endpoint. Thus the union of the solutions for G and H
satisfy the strong triadic closure. By Lemma 4.3.1, Ec(G @ H) contains the edges of
a greedy clique partition which is obtained from the corresponding cliques of G and
H. O

We next consider the complete join of cographs. Given two vertex-disjoint cographs
G and H with greedy clique partitions C = (Cy,...,Gy) and C' = (Cy,...,Cy),
respectively, we denote by C;(G, H) the edges that have one endpoint in C; and the
other endpoint in C}, for every 1 < i < min{p, p'}.

Lemma 4.3.5. Let G and H be vertex-disjoint cographs with greedy clique partitions
C=(C...,Cp)andC' = (C,...,Cy), respectively. Then,
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« Es(G® H) = (Es(G) ® Es(H)) U E(G, H) and
« Ec(G® H) = (Ec(G) ® Ec(H)) U E(G, H),
where E(G,H) = C,(G,H) U - - - U C(G, H) and k = min{p, p'}.

Proof. For the edges of Ec(G ® H) we know that a greedy clique partition of G @ H
forms an optimal solution by Lemma 4.3.1. A greedy clique partition of G ® H is
obtained from the cliques C; U C, for every 1 < i < k, since all the vertices of G are
adjacent to all the vertices of H. The edges of C; U C} can be partitioned into the sets
E(C;), E(C)), and C;(G, H) giving the desired formulation for Ec(G ® H).

We consider the optimal solution for MaXSTC described by the edges of Es(G® H).
Let us show that any solution on the edges of G satisfy the strong triadic closure in the
graph G ® H. Consider a strong edge {x, y} of G. If the resulting labeling does not
satisfy the strong triadic closure then there is a strong edge {x, w} such that y and w
are non-adjacent. As G and H are vertex-disjoint graphs, w € V(G) or w € V(H). If
w € V(G) then we already know that the labeling of Es(G) satisfies the strong triadic
closure so that y and w are adjacent. If w € V(H) then by the complete join operation
w is adjacent to y. Thus maximizing the number of strong edges that belong in G and
H results in an optimal solution for G ® H.

We next consider the edges that have one endpoint in G and the other in H, denoted
by E(G, H). Our goal is to show that edges of C;(G, H) U - - - U Cy(G, H) belong to an
optimal solution. Let (C,Z) and (C’, Z”) be the greedy canonical partitions of G and
H, respectively, where

« C = (Cl,...,cp),_'[: (Il,...,Iq),and

« C'=(C,...,C) T = (L., 1))
Now observe that |G (G, H)U- - -UCk(G, H)| = ZLI |Ci||Cl|. Notice that the edges of
Ci(G, H)U- - -UCy(G, H) satisfy the strong triadic closure, since every two strong edges
incident to a vertex of G belong to C;(G, H) which implies that the endpoints of H
belong to a clique C} and, thus, are adjacent in G® H. Therefore, we have |Es(GR H)| >
|Ec(G ® H)| and

k
E(G,H)| > > |Gil|C]].
i=1

In the forthcoming arguments we prove that |E(G, H)| < Zle |Ci||Cl].

We consider the vertices of I;, 1 < j < g, and count the number of strong edges
that have one endpoint in I; and the other endpoint on a vertex of H. Without loss
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of generality assume that |I;| < |Ij|. Then, k = |I;| since p = || and p’ = |[j| by
Lemma 4.3.3. For a subset W of vertices of G, we denote by s(W) the number of strong
edges of E(G, H) that are incident to the vertices of W. By the strong triadic closure
principle, any vertex of H has at most one strong neighbor in I; and any vertex of G has
at most one strong neighbor in I';, 1 < j' < q'. Thus, for any I, of H there are at most
min{|Ij, |I]’/ |} strong edges between the vertices of I; and I]’.,. Let r; be the largest index
of {1,...,q'} for which |I,| > |I;|; notice that r; exists, since [} < || < [Ij|. Then,

since [Ij| > -+ > |I/|, it is clear that |Ij| is smaller than or equal to any of fj, ..., |I |
and greater than to any of ]I’yj qibeoes |I/q, |. Thus, we get the following inequality:
q " 4
s() < Y min{|5| L1y = Y15+ Y 15l
= TR
We next describe the vertices of I, . . ., I’,j, I’rj +1>---» I, by the cliques of H. In partic-

ular, for every 1 < i < ||, we consider a clique C; of H. By Lemma 4.3.3 we know
that C! contains exactly one vertex from each of I}, ..., I, I .|, ..., I . This means
i 1 12 1+l |Ci]

that all previously described vertices are contained in the disjoint union of cliques
Ly C" i Thus, the previous inequality can be written as follows.

1 q 151
/ /
s) < D5+ > 1= _IC.
j'=1 i=1

j/=rj+l
Summing up each of s(I;) for every I;, 1 < j < g, we obtain:

q q [l

[E(G.H)| =) s([) <) > IC].

=1 j=1 i=1

Observe that, in the described sum, each |C}| is counted for all 1 < j < g for which
|I;| > i. For such |Ij| and i, by Lemma 4.3.3 we have C; N I; # (). Thus, the number that
|C!| appears in the formula is exactly |C;|. Moreover, by the greedy canonical partition
we know that 2;1:1 || = >>F|Ci| and p = |I|. Hence, we get the desired upper
bound for the number of strong edges in E(G, H):

q 5l |

E(G,H)| <> |Gl =) ICl[C].

j:] i=1 i=1

Therefore, the claimed formula holds for the strong edges of Es(G ® H) and this con-
cludes the proof. O]

65



Chapter 4 4.3. Computing MaxSTC on Cographs

We are now ready to state our claimed result, namely that the solutions for MaxSTC
and CLUSTER DELETION coincide for the class of cographs.

Theorem 4.3.6. Let G be a cograph. There is an optimal solution for MaxSTC on G that
is a cluster graph. Moreover MAXSTC on G can be solved in O(n?) time.

Proof. An optimal solution for MAXSTC coincides with an optimal solution for CLus-
TER DELETION trivially for graphs that consist of a single vertex. If G is a non-trivial
cograph then it is constructed by the disjoint union or the complete join operation. In
the former case Lemma 4.3.4 applies, whereas in the later Lemma 4.3.5 applies show-
ing that in all cases Es(G) = Ec(G).

Regarding the running time, a maximum clique C; of G can be found in O(n) time
[26], due to a suitable data structure called cotree. We first construct the cotree of G
which takes time O(n + m) [27]. Removing a vertex v from a cograph G and updating
the cotree takes O(d(v)) time, where d(v) is the degree of v in G [115]. Thus, after re-
moving all vertices from G we can mantain the cotree in an overall O(n + m) time. In
every intermediate step, we first remove the set of vertices C; in O(d(C;)) time where
d(C;) is the sum of the degree of the vertices of C;, and then spend O(n) time to com-
pute a maximum clique by using the resulting cotree. Therefore, since there are at most
n such cliques in C, a greedy clique partition of G can be found in total O(n?) time. [

4.3.1 Maximum independent set of the cartesian product of cographs

In this section we apply the characterization of Theorem 4.3.6 in order to show
an interesting computational characterization of the cartesian product of cographs.
Towards such a characterization we take advantage of the equivalent transformation
of an optimal solution for MAXSTC in terms of a maximum independent set of the
line-incompatibility graph. The line-incompatibility (also known under the term Gallai
graph [24, 96]), denoted by I'(G), graph has a node uv in T'(G) for every edge {u, v} of
G, and two nodes uv, vw of I'(G) are adjacent if and only if the vertices u, v, w induce a
P; in G. The connection between a maximum independent set in I'(G) and a solution
for MaXSTC in G was proved in Chapter 3, Proposition 3.2.2 and it is the following:

Proposition 3.2.2: For any graph G, a subset Es of edges span Eg(G) if and only if
the nodes corresponding to Eg form Iax (T (G)).

Let G and H be two vertex-disjoint graphs. The cartesian product of G and H, de-
noted by G x H, is the graph with the vertex set V(G) x V(H) and any two vertices
(u,u') and (v, V) are adjacent in G x H if and only if either u = v and «/ is adjacent to
v in H, or v/ = v/ and u is adjacent to v in G. We are interested in computing a maxi-
mum independent set of G x H whenever G and H are cographs. We first characterize
the graph I'(G ® H) in terms of G x H.
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Lemma4.3.7. Let G and H be two vertex-disjoint cographs. Then, I(G® H) = I'(G) ®
I(H) & (G x H).

Proof. Notice that G ® H is a connected cograph, as every vertex of G is adjacent to
every vertex of H. The edges of G ® H can be partitioned into the following sets of
edges: E(G), E(H), and E(G, H) where E(G, H) is the set of edges between G and H
in G ® H. By definition the nodes of I'(G) and I'(H) correspond to the sets E(G) and
E(H). Moreover since G and H are vertex-disjoint graphs, I'(G) and I'(H) are also
node-disjoint. This means that there are no common endpoints in the edges inside G
and H. Hence every node of I'(G) is non-adjacent to all nodes of I'(H).

Next we show that every node of I'(G® H) that corresponds to an edge of E(G, H) is
non-adjacent to the nodes of I'(G) and I'(H). If a node xy of ['(G) is adjacent to a node
xa of E(G, H) then a is a vertex of H and {y, a} is not an edge of G ® H contradicting
the adjacency between the vertices of G and H. Symmetric arguments show that any
node of I'(H) is non-adjacent to any node of E(G, H). Thus no node that corresponds
to an edge of E(G, H) is adjacent to any node of I'(G) & I'(H).

To complete the proof we need to show that graph of I'(G ® H) induced by the
nodes of E(G, H) is exactly the graph G x H. Let x, y be two vertices of G and let w, z
be two vertices of H. By the definition of I'(G ® H), two nodes xw, yz are adjacent if
and only if either x = y and w is non-adjacent to z in H (so that w is adjacent to z in
H), or w = zand x is non-adjacent to y in G (so that x is adjacent to y in G). Such an
adjacency corresponds exactly to the definition of the cartesian product of G and H.
Therefore the graph of I'(G ® H) induced by the nodes of E(G, H) is exactly the graph
G x H. O

Now we are ready to give the characterization of a maximum independent set of the
cartesian product of cographs, in terms of their greedy independent set partition. Al-
though a polynomial-time algorithm for computing such a maximum independent set
has already been claimed earlier [71], no characterization is proposed nor an explicit
bound on the running time is reported.

Theorem 4.3.8. Let G and H be two vertex-disjoint cographs with greedy indepen-
dent set partitions T = (Iy,...,1q) and I’ = (L, ..., I},), respectively. Then the ver-
tices of (I X I}) @ - - - & (Ip x I) form a maximum independent set of G x H, where
¢ = min{q, q'}. Moreover Iy.x(G x H) can be computed in O(n*) time, where n =

max{|V(G)[, [V(H)]}.

Proof. Let (Cy,...,Cp)and (C, ..., C;,) be greedy clique partitions of G and H, re-
spectively. By Lemma 4.3.5, we know that Es(G ® H) = Es(G) @ Es(H) U E(G, H),
where E(G,H) = C(G,H) U --- U C(G, H) and k = min{p,p’}. Notice that if
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(G, ..., Cp) is a greedy clique partition for G then (G, ..., Cp) is a greedy indepen-
dent set partition for G. Moreover, by Proposition 3.2.2, we know that the edges of
Es (G ® H) correspond to the nodes of I1,ax (I (G® H)). Since I' (G® H) =T(G) @
I'(H) & (G x H) by Lemma 4.3.7, we get E(G,H) = Inax(G x H). Therefore, the
vertices of (I; x I}) & - - - & (Iy x Ij) consist a Iyax (T (G ® H)).

For the running time, we need to compute two greedy independent set partitions
(L,...,I;)and (I},. . ., I;,) for G and H, respectively, and then combine each of I; with
IJ’-, for1 < j < £. Computing a greedy independent set partition for a cograph G can be

done in O(n?) time by applying the algorithm on G given in the proof of Theorem 4.3.6.
Therefore, the total running time is bounded by O(|V(G)|* + |V(H)|?). O

4.4 Graphs of Low Maximum Degree

Here we study the influence of the bounded degree in a graph for the MaxSTC
problem. We show an interesting complexity dichotomy result: for graphs of maxi-
mum degree four MAXSTC remains NP-complete, whereas for graphs of maximum
degree three the problem has a polynomial solution.

We prove the hardness result even on a proper subclass of graphs with maximum
degree four. A graph G is a 4-regular K4-free graph, if every vertex of G has degree four
and there is no K4 in G. The decision version of MAXSTC takes as input a graph G
and an integer k and asks whether there is a strong-weak labeling of G that satisfies
the strong triadic closure with at least k strong edges. Similarly the decision version of
CLUSTER DELETION takes as input a graph G and an integer k and asks whether G has
a spanning cluster subgraph by removing at most k edges. It is known that the decision
version of CLUSTER DELETION on connected 4-regular Ky-free graphs is NP-complete
[85].

Theorem 4.4.1. The decision version of MAXSTC is NP-complete on connected 4-regular
K4-free graphs.

Proof. We give a polynomial-time reduction to MAXSTC from the CLUSTER DELE-
TION problem on connected 4-regular Ky4-free graphs which is already known to be
NP-complete [85]. Let G = (V, E) be a connected 4-regular Ky-free graph with n = 3¢
and 2n edges. Let Ec(G) be a solution for the CLUSTER DELETION with k = n edges.
It is not difficult to see that every connected component of Ec(G) is a triangle, since
the graph is 4-regular and Kj is a forbidden graph [85]. Then E¢(G) is a solution for
MaxSTC with at least # strong edges.

For the opposite direction, assume that Eg(G) is a solution for MAXSTC with at
least n strong edges. We show that the graph spanned by the strong edges of Eg(G) is a
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two-regular graph. That is, every vertex of G has exactly two strong neighbors. Assume
that there is a vertex v that has at least three strong neighbors. By the strong triadic
closure all its strong neighbors must induce a clique in G. Then N[v] induces a K4
which is a forbidden subgraph. Thus every vertex has at most two strong neighbors.
Furthermore if there is a vertex having only one strong neighbor then |Es(G)| < n
which contradicts the assumption of # strong edges. Hence every vertex has exactly
two strong neighbors in Eg(G).

Since Es(G) is a 2-regular graph we know that the graph spanned by the strong
edges is the disjoint union of triangles or chordless cycles C,, with 4 < p < n. Let us
also rule out that a connected component of Eg(G) is a chordless cycle on four vertices
Cy. To see this, observe that if there is a C4 in Es(G) then the four vertices of the Cy4
induce a Ky in G. Now assume that there is a connected component of Eg(G) that is
a chordless cycle C, with 4 < p < n. In such a connected component, every vertex
belongs to two distinct P3’s as an endpoint. More precisely, let vi, . . . , v, be the vertices
of C, such that {v;, vi11} and {v), v} are strong edges with 1 < i < p. Then, for every
vertex v; of C, there two P3’s v;_5,v;_1,v; and v;, viy1, viy2 such that v;_» # vis. By
the strong triadic closure, we know that v; is adjacent to both v;_, and v;{, in G. Since
G is a 4-regular graph, there are no more edges incident to any vertex of C,. Thus,
every vertex of C, is non-adjacent to any other vertex of G — C, which contradicts the
original connectivity of G. Therefore, either every connected component of Es(G) is a
triangle or Eg(G) is connected and Eg(G) = C,,.

If every connected component of Eg(G) is a triangle then clearly Es(G) spans a
cluster graph. Suppose that Es(G) = C,,. Since n = 3¢, we can partition the vertices of
C, into q triangles with the same number of strong edges as follows. For every triplet of
vertices vi, Vit1, Vita, 1 < i < n— 2, we further label the edge {v;, viy2} strong and we
label both edges {vi;2, vi+3} and {v,, v } weak. Observe that {v;, v;;,} is an edge of G,
since both {v;, vit1}, {Vit1, vit2} are strong edges. Such a labeling satisfies the strong
triadic closure property and maintain the same number of strong edges. Therefore in
every case a solution for MAXSTC with n edges can be equivalently transformed into
a solution for CLUSTER DELETION with n edges. O]

We can also obtain lower bounds for the running time of MAxSTC with respect
to the integer k (size of the solution) or the number of vertices n. For that purpose,
we make use of the exponential-time hypothesis: it states that k-SAT, k > 3, cannot be
solved in time 2°(") or 2°0") where # is the number of variables and  is the number
of clauses in the given k-CNF formula (see for e.g., [74, 101, 123]). In this context,
algorithms with running time 2°?%) for some parameter p are called subexponential-
time algorithms.

A subexponential-time algorithm for MAxSTC would imply an algorithm for solv-
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ing CLUSTER DELETION that has running time subexponential in the size of the so-
lution k or the number of vertices n. However, CLUSTER DELETION does not admit
such subexponential-time algorithms even if we restrict to graphs of maximum de-
gree four [85]. Since we can reduce CLUSTER DELETION to MAXSTC instances on the
same graph with k = n, we arrive at the following.

Corollary 4.4.2. MaxSTC cannot be solved in 2°%) - poly(n) time or in O(2°")) time
unless the exponential-time hypothesis fails.

Due to Proposition 3.2.2, we stress that MAXSTC reduces to finding a minimum
vertex cover of I'(G) corresponding to the weak edges in an optimal solution. Thus
MaXSTC admits algorithms with running times 2%%) poly(n) or O*(c")* where k is
the minimum number of weak edges and ¢ < 2 is a constant [30, 46].

Now let us show that if we restrict to graphs of maximum degree three then MaxSTC
becomes polynomial-time solvable. Our goal is to show that there is an optimal solu-
tion for MAXSTC that is a cluster graph, since CLUSTER DELETION is solved in poly-
nomial time on such graphs [85].

Theorem 4.4.3. Let G be a graph with maximum degree three. Then, there is an optimal
solution for MAXSTC on G that is a cluster graph.

Proof. Observe that if there is a Ky in G then the vertices of the K4 form a connected
component in G since no vertex can have degree more than three. Let Eg(G) be the
graph spanned by the strong edges in an optimal solution for MAXSTC. For a vertex
v, we denote by Ng(v) the strong neighbors of v. Clearly |[Ng(v)| < 3.If [Ns(v)| = 3
then the vertices of N[v| form a Ky since the strong neighbors of v are adjacent in G,
which implies that all edges of G[N[v|] are strong. In what follows we assume that for
every vertex v, [Ns(v)| < 2 holds.

If every connected component of Eg(G) is a clique then Eg(G) is a cluster graph.
Assume that there is a connected component of Eg(G) that is not a clique. Then, there
isa P; = x,y,zin Eg(G) so that {x,y} and {y,z} are strong edges. Notice that y
has no other strong neighbor in Eg(G). We distinguish cases according to the strong
neighbors of x and z.

o Let Ng(x) = {y} and Ng(z) = {y}. Observe that {x, z} is an edge of G by
the strong triadic closure. Then, we reach a contradiction to the optimality of
Es(G) since labeling the edge {x, z} as strong does not violate the strong triadic
closure.

"The O* notation suppresses polynomial factors of 7.
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o« Let N5(x) = {x,y} and Ng(z) = {y}. Then, observe that the edge {y,x’} is
weak. We show that we can label the edge {y, x'} as strong and the edge {y,z}
as weak without violating the strong triadic closure. Assume for contradiction
that labeling the edge {y, x'} as strong violates the strong triadic closure. Then,
since there is no other strong edge incident to y, there is a strong edge {x', a}.
Since Ns(z) = {y}, a # z. Then, however, we reach a contradiction to the
degree of x since x is adjacent to a, X, ¥, and z in G. Hence, we can safely label
the {y, X'} as strong so that x, y, x' does not induce a P; in Eg(G).

o Let Ng(x) = {x/,y} and Ng(z) = {2/, y}. If ¥’ # 2’ then y must be adjacent in G
to all four vertices x, z, x’, Z which contradicts its degree in G. Thus x’ = 2’ and
the vertices x, y, z, ¥’ induce a Ky in G by the strong triadic closure. This means
that all edges of the K4 are strong.

Since |Ns(x)| < 2 and |Ns(z)| < 2, we have considered all cases for the strong neigh-
bors of x and z. Thus, we can reform the solution Eg(G) for MAXSTC into a union of
cliques and keep the same size. Therefore, there is a solution for CLUSTER DELETION
having the same size with an optimal solution for MAxSTC. O]

By combining Theorem 4.4.3 with the fact that CLUSTER DELETION can be solved
in O(n'® - log? n) on graphs with maximum degree three [85], we get the following
result.

Corollary 4.4.4. MaxSTC can be solved in O(n'® - log? n) time when the input graph
has maximum degree three.
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CHAPTER

CLUSTER DELETION ON INTERVAL
GRAPHS AND STARLIKE GRAPHS

It is known that the decision version of CLUSTER DELETION is NP-complete on (Ps-
free) chordal graphs, whereas CLUSTER DELETION is solved in polynomial time on split
graphs. The existence of a polynomial-time algorithm of CLUSTER DELETION on inter-
val graphs, a proper subclass of chordal graphs, remained a well-known open problem.
Our main contribution, in this chapter, is that we settle this problem in the affirmative,
by providing a polynomial-time algorithm for CLUSTER DELETION on interval graphs.
Moreover, we show that CLUSTER DELETION remains NP-complete on a natural and
slight generalization of split graphs that constitutes a proper subclass of Ps-free chordal
graphs. Although the later result arises from the already-known reduction for Ps-free
chordal graphs, we give an alternative proof showing an interesting connection be-
tween edge-weighted and vertex-weighted variations of the problem. To complement
our results, we provide faster and simpler polynomial-time algorithms for CLUSTER
DELETION on subclasses of such a generalization of split graphs.

The results of this chapter have led to the following publications [89, 91]:

o Cluster deletion on interval graphs and split related graphs. Athanasios L.
Konstantinidis and Charis Papadopoulos. 44th International Symposium on Math-
ematical Foundations of Computer Science,(MFCS 2019), Aachen, Germany, 2019.
Leibniz-Zentrum fur Informatik, LIPIcs 138: 12(1)-12(14), 2019.

o Cluster deletion on interval graphs and split related graphs. Athanasios L.
Konstantinidis and Charis Papadopoulos. Algorithmica (to appear).

5.1 Introduction

In graph theoretic terms, clustering is the task of partitioning the vertices of the
graph into subsets, called clusters, in such a way that there should be many edges within
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each cluster and relatively few edges between the clusters. In many applications, the
clusters are restricted to induced cliques, as the represented data of each edge corre-
sponds to a similarity value between two objects [68, 69]. Under the term cluster graph,
which refers to a disjoint union of cliques, one may find a variety of applications that
have been extensively studied [6, 20, 114]. Here we consider the CLUSTER DELETION
problem which asks for a minimum number of edge deletions from an input graph,
so that the resulting graph is a disjoint union of cliques. In the decision version of the
problem, we are also given an integer k and we want to decide whether at most k edge
deletions are enough to produce a cluster graph.

Although CLusTER DELETION is NP-hard on general graphs [116], settling its com-
plexity status restricted on graph classes has attracted several researchers. CLUSTER
DELETION remains NP-hard on Cy4-free graphs with maximum degree four, whereas
it can be solved in polynomial time on graphs having maximum degree at most three.
Quite recently, Golovach et al. [55] have shown that it remains NP-hard on planar
graphs. For graph classes characterized by forbidden induced subgraphs, Gao et al.
[50] showed that CLUSTER DELETION is NP-hard on (Cs, Ps, bull, fork, co-gem, 4-pan,
co-4-pan)-free graphs and on (2K3, 3K )-free graphs. Regarding H-free graphs, Griit-
temeier et al. [62], showed a complexity dichotomy result for any graph H consist-
ing of at most four vertices. In particular, for any graph H on four vertices with H ¢
{P4, paw}, CLUSTER DELETION is NP-hard on H-free graphs, whereas it can be solved
in polynomial time on P4- or paw-free graphs [62]. Interestingly, CLUSTER DELETION
remains NP-hard on Ps-free chordal graphs [11].

On the positive side, CLUSTER DELETION has been shown to be solved in polyno-
mial time on cographs [50], proper interval graphs [11], split graphs [11], and Py4-
reducible graphs [10]. More precisely, iteratively picking maximum cliques defines a
clustering on the graph which actually gives an optimal solution on cographs (i.e., P4-
free graphs), as shown by Gao et al. in [50]. In fact, the greedy approach of selecting
a maximum clique provides a 2-approximation algorithm, though not necessarily in
polynomial-time [33]. As the problem is already NP-hard on chordal graphs [11], it
is natural to consider subclasses of chordal graphs such as interval graphs and split
graphs. Although for split graphs there is a simple polynomial-time algorithm, re-
stricted to interval graphs only the complexity on proper interval graphs was deter-
mined by giving a solution that runs in polynomial-time [11]. Settling the complexity
of CLUSTER DELETION on interval graphs, was left open [11, 10, 50].

For proper interval graphs, Bonomo et al. [11] characterized their optimal solution
by consecutiveness of each cluster with respect to their natural ordering of the vertices.
Based on this fact, a dynamic programming approach led to a polynomial-time algo-
rithm. It is not difficult to see that such a consecutiveness does not hold on interval
graphs, as potential clusters might require to break in the corresponding vertex order-
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ing. Here, we characterize an optimal solution of interval graphs whenever a cluster is
required to break. In particular, we take advantage of their consecutive arrangement
of maximal cliques and describe subproblems of maximal cliques containing the last
vertex. One of our key observations is that the candidate clusters containing the last
vertex can be enumerated in polynomial time given two vertex orderings of the graph.
We further show that each such candidate cluster separates the graph in a recursive
way with respect to optimal subsolutions, that enables to define our dynamic pro-
gramming table to keep track about partial solutions. Thus, our algorithm for interval
graphs suggests to consider a particular consecutiveness of a solution and apply a dy-
namic programming approach defined by two vertex orderings. The overall running
time of our algorithm is O(n®) for an interval graph on 7 vertices and, thus, exploiting
the first polynomial-time such algorithm.

Furthermore, we complement the previously-known NP-hardness of CLUSTER DELE-
TION on Ps-free chordal graphs, by providing a proper subclass of such graphs for
which we prove that the problem remains NP-hard. This result is inspired and moti-
vated by the very simple characterization of an optimal solution on split graphs: ei-
ther a maximal clique constitutes the only non-edgeless cluster, or there are exactly
two non-edgeless clusters whenever there is a vertex of the independent set that is
adjacent to all the vertices of the clique except one [11]. Due to the fact that true
twins belong to the same cluster in an optimal solution, it is natural to extend split
graphs by allowing two vertices that do not belong to the clique to be adjacent only
if they are true twins, as they are expected not to influence the solution characteriza-
tion. Surprisingly, we show that CLUSTER DELETION remains NP-complete even on
such a slight generalization of split graphs. This is achieved by observing that the con-
structed graphs given in the reduction for Ps-free graphs [11], constitute such split-
related graphs. However, here we give a different reduction that highlights an interest-
ing connection between edge-weighted and vertex-weighted split graphs. In fact, the
resulting split-related graphs are known as starlike graphs which are exactly the inter-
section graphs of subtrees of a star [19]. We then study two different classes of starlike
graphs that can be viewed as the parallel of split graphs that admit disjoint clique-
neighborhood (that we call stable-like graphs) and nested clique-neighborhood (that
we call threshold-like graphs). For CLUSTER DELETION we provide polynomial-time
algorithms on both classes of graphs. In particular, for the former case, a polynomial-
time algorithm is already known and is achieved through computing a minimizer of
submodular functions [11]. Here we provide a simpler and faster (linear-time) algo-
rithm for CLUSTER DELETION on such graphs that avoids the usage of submodular
minimization. In order to unify both classes, we also consider the starlike graphs that
are obtained from disjoint threshold-like graphs with a common clique (that we call
laminar-like graphs). Our general approach that uses both subroutines on stable-like
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and threshold-like graphs, results in a quadratic-time algorithm for CLUSTER DELE-
TION on laminar-like graphs.

5.2 Preliminaries

We remind here the problem of CLUSTER DELETION. Given a graph G = (V,E),
the goal is to compute the minimum set F C E(G) of edges such that every connected
component of G \ Fis a clique. Also, cluster graph is a Ps-free graph, or equivalently,
any of its connected components is a clique. Thus, the task of CLUSTER DELETION is
to turn the input graph G into a cluster graph by deleting the minimum number of
edges. Let S = (i, ..., Cy be a solution of CLUSTER DELETION such that G[C;] is a
clique. In such terms, the problem can be viewed as a vertex partition problem into
Ci, ..., Ck. Each C; is simple called cluster. Edgeless clusters, i.e., clusters containing
exactly one vertex, are called trivial clusters. The edges of G are partitioned into internal
and external edges: an internal edge uv has both its endpoints u, v € C; in the same
cluster C;, whereas an external edge uv has its endpoints in different clusters u € C;
andv € C;, for i # j. Then, the goal of CLUSTER DELETION is to minimize the number
of external edges which is equivalent to maximize the number of internal edges. We
write S(G) to denote an optimal solution for CLUSTER DELETION of the graph G, that
is, a cluster subgraph of G having the maximum number of edges. Given a solution
S(G), the number of edges incident only to the same cluster, that is the number of
internal edges, is denoted by [S(G)|.

Definition 5.2.1. For a clique C, we say that a vertex x is C-compatible if C \ {x} C
N(x).

We start with few preliminary observations regarding twin vertices. Notice that for
true twins x and y, if x belongs to any cluster C then y is C-compatible.

Lemma 5.2.2 ([11]). Let x and y be true twins in G. Then, in any optimal solution x
and y belong to the same cluster.

The above lemma shows that we can contract true twins and look for a solution
on a vertex-weighted graph that does not contain true twins. Even though false twins
cannot be grouped into the same cluster as they are non-adjacent, we can actually
disregard one of the false twins whenever their neighborhood forms a clique.

Lemma 5.2.3. Let x and y be false twins in G such that N(x) = N(y) is a clique. Then,
there is an optimal solution such that x constitutes a trivial cluster.
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Proof. Let Cy, and C, be the clusters of x and y, respectively, in an optimal solution
such that |Cy| > 2 and |C,| > 2. We construct another solution by replacing both
clusters by C, U C, \ {y} and {y}, respectively. To see that this indeed a solution, first
observe that x is adjacent to all the vertices of C, \ {y} because N(x) = N(y), and
Cy UG, \ {y} € Nlx] forms a clique by the assumption. Moreover, since |Cy| > 2
and |Cy| > 2, we know that |G| + |C,| < |Cy||Cy|, implying that the number of
internal edges in the constructed solution is at least as the number of internal edges of
the optimal solution. O

Moreover, we prove the following generalization of Lemma 5.2.2.

Lemma 5.2.4. Let C and C' be two clusters of an optimal solution and let x € C and
y € C. If y is C-compatible then x is not C'-compatible.

Proof. Let S be an optimal solution such that C, C’ € S. Assume for contradiction that
xis C'-compatible. We show that S is not optimal. Since y is C-compatible, we can move
y to Cand obtain a solution S, that contains the clusters CU{y} and C'\ {y}. Similarly,
we construct a solution S, from S, by moving x to C' so that C\ {x},C' U {x} € S,.
Notice that the S, forms a clustering, since x is C'-compatible. We distinguish between
the following cases, according to the values |C| and |C'|.

o If|C| > |C'| then |S,| > ||, because (|C|2+1) + (‘Cl2|_1) > (‘g‘) + (‘CZ/‘).
o If|C| < |C/| then [Sy| > |S|, because (|C|2_1) + (lC/2|+1) > (‘g‘) + (‘(;‘).

In both cases we reach a contradiction to the optimality of S. Therefore, x is not C'-
compatible. O

Corollary 5.2.5. Let C be a cluster of an optimal solution and let x € C. If there is a
vertex y that is C-compatible and N[y] C Nx], then y belongs to C.

Proof. Assume for contradiction that y belongs to a cluster C’ different than C. Then,
observe that x is C'-compatible. Indeed, for any vertex u of C’, we know xu € E(G),
since u is adjacent to y and N[y] C NJ[x|. Thus, by Lemma 5.2.4 we reach a contradic-
tion, so that y € C. O

5.3 Polynomial-time algorithm on interval graphs
Here we present a polynomial-time algorithm for the CLUSTER DELETION problem
on interval graphs. A graph is an interval graph if there is a bijection between its ver-

tices and a family of closed intervals of the real line such that two vertices are adjacent
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if and only if the two corresponding intervals intersect. Such a bijection is called an in-
terval representation of the graph, denoted by Z. We identify the intervals of the given
representation with the vertices of the graph, interchanging these notions appropri-
ately. Whether a given graph is an interval graph can be decided in linear time and if
so, an interval representation can be generated in linear time [48]. Notice that every
induced subgraph of an interval graph is an interval graph.

Let G be an interval graph. Instead of working with the interval representation of G,
we consider its sequence of maximal cliques. It is known that a graph G with p maximal
cliques is an interval graph if and only if there is an ordering Kj, . . . , K, of the maximal
cliques of G, such that for each vertex v of G, the maximal cliques containing v appear
consecutively in the ordering (see e.g., [12]). A path P = K;--- K, following such
an ordering is called a clique path of G. Notice that a clique path is not necessarily
unique for an interval graph. Also note that an interval graph with #n vertices contains
at most n maximal cliques. By definition, for every vertex v of G, the maximal cliques
containing v form a connected subpath in P.

Given a vertex v, we denote by K (), . . ., Kp(,) the maximal cliques containing v
with respect to P, where K(,) and Ky, are the first (leftmost) and last (rightmost)
maximal cliques containing v. Notice that a(v) < b(v) holds. Moreover, for every
edge of G there is a maximal clique K; of P that contains both endpoints of the edge.
Thus, two vertices u and v are adjacent if and only if a(v) < a(u) < b(v) or a(v) <
b(u) < b(v).

For aset of vertices U C V, we write a- min Uand a- max U to denote the minimum
and maximum value, respectively, among all a(u) with u € U. Similarly, b- min U and
b- max U correspond to the minimum and maximum value, respectively, with respect
to b(u).

With respect to the CLUSTER DELETION problem, observe that for any cluster C of a
solution, we know that C C K; where K; € P, as C forms a clique. A vertex y is called
guarded by two vertices x and z if

min{a(x),a(z)} < a(y)and b(y) < max{b(x),b(z)}.

For a clique C, observe that y is C-compatible if and only if there exists a maximal
clique K; such that C C K; with a(y) <i < b(y).

Lemma 5.3.1. Let x, y, z be three vertices of G such that y is guarded by x and z. If x and
z belong to the same cluster C of an optimal solution and y is C-compatible then y € C.

Proof. To ease the presentation, for three non-negative numbers i, j, k we write i €

[j, k] if j < i < k holds. Without loss of generality, assume that a(y) € [a(x), a(z)].
Assume for contradiction that y belongs to another cluster C'. We apply Lemma 5.2.4
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to either x and y or z and y. To do so, we need to show that x is C'-compatible or z is
C'-compatible, as y is already C-compatible. Since C' is a cluster that contains y, there
is a maximal clique K; such that C’ C K; with i € [a(y), b(y)].

We show that i € [a(x),b(x)] ori € [a(z),b(z)]. Ifi ¢ [a(x),b(x)] then b(x) <
i < b(y), because a(x) < a(y) < i. As y is guarded by x and z, we know that i <
b(y) < b(z). Now observe that if i < a(z) then b(x) < a(z), implying that x and z are
non-adjacent, reaching a contradiction to the fact that x, z € C. Thus, a(z) < i < b(z)
which shows that i € [a(z), b(z)]. This means that i € [a(x), b(x)] or i € [a(z), b(2)].

Hence, x or z belong to the maximal clique K; for which C' C K;. Therefore, at least
one of x or z is C'-compatible and by Lemma 5.2.4 we conclude that y € C. O

Let v, ..., v, be an ordering of the vertices such that b(v;) < --- < b(v,). For
every v;, v; with b(v;) < b(v;), we define the following set of vertices:

Vij = {v € V(G) : min{a(v),a(%)} < a(v) and b(») < b(y;)} .

That s, V;; contains all vertices that are guarded by v; and v;. We write a(i, j) to denote
the value of min{a(v;), a(v;) } and we simple write K,(;) and Kj(;) instead of K,;(,,) and
Kj(y,)- Notice that for a neighbor u of v; with u € V; ;, we have either a(v;) < a(u) or
a(v;) < a(u) < a(v;). This means that all neighbors of v; that are totally included (i.e.,
all vertices u such that a(v;) < a(u) < b(u) < b(vj)) belong to V;; for any v; with
b(v;) < b(v;). To distinguish such neighbors of vj, we define the following sets:

« U(j) contains the neighbors u € V;;of vj such thata(u) < a(v;) < b(u) < b(v))
(neighbors of v; in V;; that partially overlap v;).

« M(j) contains the neighbors w € V;; of vj such that a(v;) < a(w) < b(w) <
b(vj) (neighbors of v; that are totally included within v;).

In the forthcoming arguments, we restrict ourselves to the graph induced by V; ;. It
is clear that the first maximal clique that contains a vertex of V; ; is K,(; j), whereas the
last maximal clique is Kp;).

We now explain the necessary sets that our dynamic programming algorithm uses
in order to compute an optimal solution of G.

Definition 5.3.2 (Optimal solutions A; ;). For two vertices v;, vj with b(v;) < b(v;),
o A;jis the value of an optimal solution for CLUSTER DELETION of the graph G[V j|.

To ease the notation, when we say a cluster of A;; we mean a cluster of an optimal
solution of G[V;]. Notice that A, , is the desired value for the whole graph G, since
Vi = V(G).
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Our task is to construct the values for A; ; by taking into account all possible clusters
that contain v;. To do so, we show that (i) the number of clusters containing v; in A,
is polynomial and (ii) each such candidate cluster containing v; separates the graph in
a recursive way with respect to optimal subsolutions.

Observe that if v;v; € E(G) then v; € U(j) if and only if a(v;) < a(vj), whereas
vi € M(j) if and only if a(v;) < a(v;); in the latter case, it is not difficult to see that
Vij = M(j) U {vj}, according to the definition of V;;. Thus, whenever v; € M(j)
holds, we have V;; = V;;. The candidates of a cluster of A;; containing v; lie among
U(j) and M(j). Let us show with the next two lemmas that we can restrict ourselves
into a polynomial number of such candidates. To avoid repeating ourselves, in the
forthcoming statements we let v;, v; be two vertices with b(v;) < b(v;).

Lemma 5.3.3. Let C be a cluster of A;j containing v;. If there is a vertex w € M(j)
such that w € C then there is a maximal clique K; with a(vj) < t < b(v;) such that

Proof. Since vj,w € C, we know that there is a maximal clique K; for which C C
K; with a(vj) < a(w) < t < min{b(v;),b(w)}. We show that all other vertices of
K; M M(j) are guarded by v; and w. Notice that for every vertex y € M(j) we already
know that a(v;) < a(y) and b(y) < b(v;). Thus, for every vertex y € M(j) we have
a(v;) = min{a(vj),a(w)} < a(y) and b(y) < max{b(v;), b(w)}. This means that
all vertices of K; N M(j) \ {w} are guarded by v; and w. Moreover, since C C K, we
know that all vertices of K; N M(j) are C-compatible. Therefore, we apply Lemma 5.3.1
to every vertex of K; N M(j), showing that K; N M(j) C C. Furthermore, there is no
vertex of M(j) \ K; that belongs to C, because C C K;. O

By Lemma 5.3.3, we know that we have to pick the entire set K; M(j) for construct-
ing candidates to form a cluster that contains v; and some vertices of M(j). As there
are at most n choices for K;, we get a polynomial number of such candidate sets. We
next show that we can construct polynomial number of candidate sets that contain v
and vertices of U(j). For doing so, we consider the vertices of U(j) increasingly ordered
with respect to their first maximal clique. More precisely, let U(j) <o = (u1, - - ., ujy(j)|)
be an increasingly order of the vertices of U(j) such that a(u;) < --- < a(uy(j))- The
right part of Figure 5.1 illustrates the corresponding case.

Lemma 5.3.4. Let C be a cluster of A;j containing vj and let uy, € U(j)<aIfug € C
then every vertex of {ug1, - - -, Ujy(j)|} that is C-compatible belongs to C.

Proof. Let ubeavertex of {ug1, . .., uy(j) }- We show that u is guarded by u, and v;.
By the definition of U(j)<,, we know that a(u,;) < a(u) < a(v;). Moreover, observe
that b(u) < b(v;) holds by the fact that u € V;; and b(u,) < b(v;). Thus, we apply
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Figure 5.1: Illustrating the sets M(j) and U(j) for v;. The left part shows the case in
which v; € M(j) (or, equivalently, V;; = V;;), whereas the right part corresponds to
the case in which a(v;) < a(v}).

Lemma 5.3.1 to u, because ug,vj € C and u is C-compatible, showing that u € C as
desired. O

Fora(vj) <t < b(vj),let M[t] = K;NM(j). Observe that each M[t| may be an empty
set. On the part M(j), all vertices are grouped into the sets Mla(v;)], ..., M[b(v;)].
Similar to M([t], let U[t] = U(j) NK;. Then, all vertices of U[t] are {vj, M[t| }-compatible
and all vertices of M(t] are {v;, U[t]}-compatible. Figure 5.1 depicts the corresponding
sets.

Lemma 5.3.5. Let C be a cluster of A; containing v;. Then, there is a(v;) < t < b(v))
such that M[t] C C.

Proof. Assume for contradiction that no set M[t| is contained in C. Let Uc = U(j) N C
and let i/ = b- min(Uc). Notice that C = {v;} UUc because of the assumption as there
are no other neighbors of v; in V; ;. Then, a(v;) < i’ < b(vj) holds, because v; € C.
We show that M[i'] C C. Observe that C C Ky. If M[i'] = () then clearly M[i'] C C.
Assume that M[i'] # () and let C' be a non-empty subset of M[’] that forms a cluster in
A;j. Then, all vertices of C are C'-compatible and all vertices of C" are C-compatible,
because C, C’' € K;. Thus, we reach a contradiction by Lemma 5.2.4 to the optimality
of A; ;. This means that there is a vertex w € M(j) that is contained in C together with
vj. Therefore, by Lemma 5.3.3, there is a set M[t] = K;NM(j) thatisincludedin C. [

All vertices of a cluster C containing v; belong to U(j) U M(j). Thus, C \ {v;} can
be partitioned into C N U(j) and C N M(j). Also notice that C C K; for some a(v;) <
t < b(vj). Combined with the previous lemmas, we can enumerate all such subsets
C of U(j) U M(j) in polynomial-time. In particular, we first build all candidates for
C N M(j), which are exactly the sets M[t] by Lemma 5.3.3 and Lemma 5.3.5. Then, for
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each of such candidate M([¢], we apply Lemma 5.3.4 to construct all subsets containing
the last g vertices of U[t]<,. Thus, there are at most #n*> number of candidate sets from
the vertices of U(j) U M(j) that belong to the same cluster with v;.

5.3.1 Splitting into partial solutions

We further partition the vertices of M(j). Given a pivot group M|t], we consider the
vertices that lie on the right part of M([t]. More formally, for a(v;) < t < b(v;), we
define the set

B(t) = ((Ker1 U~ UKy()) \ Ke) N M(j).

The reason of breaking the vertices of the part M(j) into sets B;j(t) is the following.

Lemma 5.3.6. Let C be a cluster of A; j such that {v;} UM[t] C C, fora(v;) <t < b(vj).
Then, for any two vertices x € V;; \ Bj(t) and y € Bj(t), there is no cluster of A;j that
contains both of them.

Proof. Firstobservethaty € (M[t + 1]U- - -UMIb(j)]) \ M[t]. We consider two cases for
x, depending on whether x € M(j) or not. Assume that x € M(j). Then, we show that
xy ¢ E(G). To see this, observe that by the definition of each group M[t] = K; N M(j),
there is no maximal clique that contains both x and y. Thus, there is no cluster that
contains both of them.

Now assume that x € U(j). If x € C, then y does not belong to K, so that y ¢ C.
If x ¢ C, then we show that x does not belong to a cluster with any vertex of B;(t).
Assume for contradiction that x belongs to a cluster C’ such that C' N B;(t) # 0. This
means that x € Ky with t < i’ < b(vj) and C' C Ky. Then v; is C'-compatible and x is
C-compatible, as both x and v; belong to K; N Kjr. Therefore, by Lemma 5.2.4 we reach
a contradiction to x and v; belonging to different clusters. O]

Definition 5.3.7 (Optimal solution A(S)). For a non-empty set S C V(G), we write
A(S) to denote the following solutions:

« A(S) = Ay jy, where vy is the vertex of S having the smallest a(vy) and vy is the
vertex of S having the largest b(vy).

Having this notation, observe that A;; = A(V;;), for any v;, v; with b(v;) < b(v)).
However, it is important to notice that A(S) does not necessarily represent the optimal
solution of G[S], since the vertices of S may not be consecutive with respect to Vy i/, so
that S is only a subset of Vi j in the corresponding solution Ay j for A(S). Under the
following assumptions, with the next result we show that for the chosen sets we have
S — Vi/J/.
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Observation 5.3.8. Let v;, vj be two vertices with b(v;) < b(vj) and let V; = K; NV},
for any maximal clique K; of P with a(v;) <t < b(v)).

(i) ISt = (Vaijy U--- U Vi) \ Vi then S = Vi j,
where i’ = a- min(Sy) and j = b- max(Sy).

(11) USR — (Vt+1 J.---uJ Vb(V])) \ Vt then SR = Vi/yjl’

where i’ = a- min(Sg) and j = b- max(Sg).

Proof. We prove the case for §; = (Va(id-) u---u Vt,l) \ Vi. As each V; contains
vertices of V;j, we have Vi ; C V;;. Observe that either a(vy) < a(vy) or a(vy) <
a(vy). In both cases we show that b(v;) = t — 1. Assume that there is a vertex w € St
with t —1 < b(w). Then a(w) < t —lasw € S, and w € K; by the consecutiveness
of the clique path. This shows that w ¢ S; because w € V;. Thus, b(vy) = t — L
We show that a(vy) = min{a(v;),a(v;)}. If there is a vertex w in S; with a(w) <
min{a(v;),a(v;)} then w ¢ V;; leading to a contradiction that Vi y C V;;. Hence
we have a(vy) = min{a(v;), a(v;)} and b(vy) = t — 1. Moreover, observe that by the
definition of Sy, we already know that §; C Vir . Now it remains to notice that for
every vertex w with min{a(v;),a(v;)} < a(w) and b(w) < t — 1 we have w € §;.
This follows from the fact that w € Vi) U -+ - U Vi) and w & V. Therefore we get
Sp = Vi j. Completely symmetric arguments along the previous lines, shows the case
for Sg. ]

Given the clique path P = Kj - - - K, a clique-index t is an integer 1 < t < p. Let
£(j), r(j) be two clique-indices such that a(i,j) < £(j) < a(v;) and a(v;) < r(j) <
b(v;j). We denote by /,(j) the minimum value of a(v) among all vertices of v € K, ;) N
Vi having £(j) < a(v). Clearly, £(j) < £,(j) < r(j) holds.

Definition 5.3.9 (Admissible pair and crossing). A pair of clique-indices (£(j), r(j)) is
called admissible pair for a vertex v;, if both

e a(i,j) < L(j) < a(v;) and
o a(vj) < r(j) < b(v;) hold.

Given an admissible pair (£(), r(j)), we define the following set of vertices:
« C(G), () = {z € Vij - &:(j) < a(2) <r(j) < b(2)}.

We say that a vertex u crosses the pair (£(j), r(j)) if we have a(u) < £,(j) and r(j) <
b(u).
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Observe that all vertices of C(¢(j), r(j)) induce a clique in G, because C(¢(j), r(j)) <
Ky(j)- It is not difficult to see that for a vertex u that crosses (£(j), (j)), we have u ¢
C(2(j),r(j)). We prove the following properties of C(¢(j), r(j)).

Lemma 5.3.10. Let vy, vy be two vertices with b(vy) < b(vy) and let (£,r) be an ad-
missible pair for vy. Moreover, let v;, vj be the vertices of Vi jy \ C({, r) having the smallest
a(v;) and largest b(v;), respectively. If the vertices of C({, r) form a cluster in Ay j then
the following statements hold:

1. Vi,j = Vi’,j’ \ C(E, T).
2. Ifa(x) < r < b(x) holds for a vertex x € Vj, then x crosses ({,).

3. Every vertex of Bj(r) does not belong to the same cluster with any vertex of V; \
B;i(r).
J

4. Every vertex that crosses (£, r) does not belong to the same cluster with any vertex
y € Vijhaving £, < a(y).

Proof. First we show that V;; = Vi i \ C(¢, r). Assume that there is a vertex v € V; ; \
Vi y. Thenv ¢ C(£,r) and v is distinct from v;, vj because, by definition, v;, v; € Vi 7.
Also notice that v € V;; implies a(i,j) < a(v) and b(v) < b(vj). By the second
inequality, we get b(v) < b(vj) < b(vy). Suppose that a(v) < a(i’,j'). As we already
know that a(i,j) < a(v), we conclude that a(i,j) < a(7,j’) leading to a contradiction
that v;,v; € Vi y. Thus we have a(i',j') < a(v) and b(v) < b(vj), showing that
v € Vi j. This means that V;; C Vi jr, so that Vi ; = Vi » \ C(£, 7).

For the second statement, observe that if £, < a(x) then x € C(¢,r). Since x € V;,
we conclude that x ¢ C(, r) by the first statement. Thus a(x) < ¢, holds, implying
that x crosses (¢, r).

With respect to the third statement, observe that no vertex of Bj(r) belongs to the
clique K,. This means that all vertices of B;(r) belong to both sets V;; and Vi y. Thus
Lemma 5.3.6 and the first statement show that no two vertices x € V;; \ B;j(r) and
y € Bj(r) belong to the same cluster.

For the fourth statement, let x be a vertex that crosses (¢, r). By the first statement
we know that x € V;;. If r < a(y) then y € Bj(r) and the third statement show
that x and y do not belong to the same cluster. Suppose that ¢, < a(y) < r. If r <
b(y) then y € C(¢,r) contradicting the fact that y € V;;. Putting together, we have
¢, < a(y) < b(y) < r. Now assume for contradiction that x and y belong to the
same cluster C,,. By the fact that a(x) < a(y), observe that a(y) < a-min(C,,) <
b-min(Cyy) < min{b(v;), b(y)}. We consider the graph induced by Vi j. We show
that there is a vertex of Cy, that is C(, r)-compatible and there is a vertex of C(¢, r) that
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is Cy,-compatible. Notice that x is C(¢, r)-compatible, because x crosses (¢, r) so that
x € K;. To see that there is a vertex of C(¢, r) that is C,,-compatible, choose z to be the
vertex of C(¢, r) having the smallest a(z). This means that a(z) = ¢,. Then zis adjacent
to every vertex of Cy, because a(z) < a(y) and b(y) < r < b(z). Thus, z € C(¢, 1)
is Cy,-compatible. Therefore, Lemma 5.2.4 shows the desired contradiction, implying
that x and y do not belong to the same cluster. O]

Notice that the number of admissible pairs (£(j), r(j)) for v; is polynomial because
there are at most n choices for each clique-index. Moreover, if v; € M(j) then we have

£(j) = a(vj).

Definition 5.3.11 (Bounding pair). A pair of clique-indices (¢,r) with £ < r is called
bounding pair for v; if either b(v;) < r holds, or vj crosses (£, r). Given an bounding pair
(¢, r) for vj, we write (£(j), 7(j)) < (£, r) to denote the set of admissible pairs (£(j), r(j))
for vj such that

o 1(j) < b(vj), whenever b(v;) < r holds, and
o 7(j) < 4, otherwise.

Observe that if b(v;) < r holds, then (£(j), r(j)) < (¢, r) describes all admissible
pairs for v; with no restriction, regardless of £. On the other hand, if ¢ < a(v;) and
r < b(vj) hold, then (¢, r) is not a bounding pair for v;. In fact, we will show that
the latter case will not be considered in our partial subsolutions. For any admissible
pair (£(j), (j)) and any bounding pair (¢, r) for vj, observe that v; € C(£(j), r(j)) and
v; ¢ C({,r). Intuitively, an admissible pair (£(j), 7(j)) corresponds to the cluster con-
taining v;, whereas a bounding pair (¢, r) forbids v; to select certain vertices as they
have already formed a cluster that does not contain v;.

Our task is to construct subsolutions over all admissible pairs for v; with the prop-
erty that the vertices of C(£(j), r(j)) form a cluster. To do so, we consider a vertex vy
with b(v;) < b(vy) and a cluster containing vy. Let (¢, ) be an admissible pair for
vy such that a(v;) < r < b(v;). The previous results suggest to consider solutions in
which the vertices of C(¢, r) form a cluster in an optimal solution. It is clear that if
¢ < a(vj) then v; € C(£,r). Moreover, if b(v;) < r, then no vertex of V;; belongs to
C(¢,r). Thus, we need to construct solutions for A; j, whenever (¢, r) is a bounding
pair for v and the vertices of C(¢, r) form a cluster. Such an idea is formally described
in the following restricted solutions.

Definition 5.3.12 ((/, r)-restricted solution). Let (¢,r) be a bounding pair for v;. We
call the following solution, (¢, r)-restricted solution:
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Figure 5.2: A partition of the set of vertices given in A; [/, r], where V; = C; U L and
Vg = Cg UR. Observe that B;(r(j)) = RUCr U (C(¢,7) N V;j) U Bj(r).

o A;jll,1] is the value of an optimal solution for CLUSTER DELETION of the graph
G[Vi;] — (C(¢,r) U Bj(r)) such that the vertices of C({,r) form a cluster.

Hereafter, we assume that B;(t) with t > b(v;) corresponds to an empty set. Fig-
ure 5.2 illustrates a partition of the vertices with respect to A; ;[¢, r]. Notice that an opti-
mal solution A; ; without any restriction is described in terms of A; j[¢, r] by A; ;[1, b(v;)+
1], since no vertex of V; ; belongs to C(1, b(v;) +1). Therefore, A, ,[1, n+4-1] corresponds
to the optimal solution of the whole graph G. As base cases, observe that if V; ; con-
tains at most one vertex then A;;[¢,r] = 0 for all bounding pairs (¢, r), since there
are no internal edges. For a set C, we write |C|, to denote the number ('gl). With the
following result, we describe a recursive formulation for the optimal solution A; [/, 7],
which is our central tool for our dynamic programming algorithm.

Lemma 5.3.13. Let (¢, r) be a bounding pair for v;. Then,

At = max (AVD[G). )]+ |CEG). )l + AVRIEA).

where Vi = V;; \ (C(E(j), r(j)) U Bj(r(j))) and Vg = Bj(r(j)) \ (C(ﬁ, r) U Bj(r)).

Proof. We first argue that C(£(j), r(j)) corresponds to the correct cluster C containing
vj. Observe that v; ¢ C(/, r), because (¢, r) is a bounding pair for v;, so that a(v;) < ¢
whenever a(v;) < r < b(v;) holds. By Lemmas 5.3.4 and 5.3.3, there are r(j) = t and
£(j) = k, wherea(v;) <t < b(v;) and k = a- min(K;NC), such that C = C(£(j), r(j))-
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We show that such a set C(£(j), r(j)) is obtained from a correct choice among the
described (£(j), r(j)). Assume first that b(v;) < r. Then A;;[(,r] = A;}, because for
every vertex u of C(¢, r) we know the b(v;) < b(u), so that V;; N C(¢,r) = (. This
means that a(v;) < r(j) < b(v;) for every admissible pair (£(j), r(j)), as described in
the given formula. Now assume that » < b(v;). Since v; crosses (¢, r), Lemma 5.3.10 (4)
shows that v; is not contained in a cluster with a vertex y having £ < a(y). Thus, for
any vertex y € C we know that y € K; where a(vj) < t < (. This means that there
is a set C(£(j), r(j)) that contains exactly the vertices of C such that a(v;) < r(j) < £.
Therefore, (£(j), r(j)) < (¢, ) holds, as desired.

Next, we consider the sets Vi and Vg. We show that A(V1)[¢(j), r(j)] and A(VR)[¢, 7]
correctly store the optimal values of each part. To do so, we show first that the vertex
sets of each part correspond to the correct sets and, then, each pair (£(j), r(j)) and (¢, r)
is indeed a bounding pair for the last vertex of V; and Vg, respectively. We start with
some preliminary observations. Notice that B;(r) C B;(r(j)), because r(j) < r, which
means that every vertex B;j(r) does not belong to V;, U V. Since C(£(j), 7(j)) contains
only vertices of K,(j, and r(j) < ¢, no vertex of Bj(r) is considered in the described
formula, as required in A; ;[/, r]. By the properties of C((j), r(j)) and C(/, r), we have
the following:

o Letx € K(;)NV;;. Then, either x € C(£(j), r(j)) or x crosses the pair (¢(j), r(j))-
Moreover, if a vertex v crosses (£(j), r(j)) then v € V.

« Lety € K, N V;;. Then, either y € C(¢, r) or y crosses the pair (¢, ). Moreover,
if a vertex v crosses (¢, r) but does not cross (¢(j), r(j)) then v € V.

Let Cy be the set of vertices of V; ; that cross (£(j), (j)) and let Cg be the set of vertices
of V;; \ Cp that cross (¢, r). The previous properties imply that we can partition V7 to
the vertices of Cy and the vertices of V; j that belong to L = (K ; j)U- - -UKy(j)—1) \Ky(j)-
Similarly, V7 is partitioned to the vertices of Cr and the vertices of V; ; that belong to
R = (Kyj41 U - U K1) \ (Kyj) U K;). See Figure 5.2 for an exposition of the
corresponding sets. Thus, we have the following partitions for V; and Vg:

« Vi =CLUL where L = ((Ky(i;) U UKgj-1) \ Ky) N Vi
° VR = CR U R, where R = ((Ky(])_t'_l U---u Krfl) \ (Kr(]) U Kr)) N Virj'

Let vy, vy be the vertices of V; with i’ = a-min(V;) and j’ = b- max (V). We now
show that A(V1)[£(j), r(j)] corresponds to the optimal solution of the graph G[V y1] —
(By(r(j)) U C(£(j), r(j))) such that the vertices of C(£(j), r(j)) form a cluster. Assume
for contradiction that there is a vertex x of Vi s \ (C(€(j),(j)) U By (r(j))) that does
not belong to Vi, = V;;;\ (Bj(r) U C(¢, r)). First notice that K, N V;; = C(£(j), (j))
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if and only if C is an empty set. In such a case, by Observation 5.3.8, we have Vi =
Vij\ (Kr(j) U---u Kb(j))> contradicting the existence of such a vertex x. Suppose that
vy # vi. Then v; € M(j) or v; € C(£(j), r(j)), because min{a(v;), a(vj)} is the first
maximal clique of all vertices of V; ;. If v; € M(j) then U(j) = () and £(j) = a(j). This
means that for every a(v;) < r(j) < b(v;), we have K,(;, N\ V;; = C(£(j), r(j)), reaching
a contradiction. If v; € C(¢(j), r(j)) then £(j) = a(v;) and Cy, is empty, reaching again
a contradiction. Suppose now that i/ = i. It is clear that x # vy. If vy € L then
Cr = 0, so that K,(;y N V;; = C(£(j), r(j)). Assume that vy € Cr. Now observe that if
x € LUCy, then xisavertex of V;;\ (B;(r) U C(¢,r)). Thus,x ¢ LUCL.If b(x) < r(j)
then x € L because a(v;) < a(x). This means that r(j) < b(x). If £(j) < a(x) < r(j)
then x € C(£(j), r(j)), leading to a contradiction that x € Vi, and if a(x) < £(j) then
x € Cy, leading to a contradiction that x ¢ L U Cy. Thus, we know that r(j) < a(x)
and b(x) < b(vy). This, however, implies that x € By ((j)), reaching a contradiction
to the fact that x € Vi y \ By (r(j)). Therefore, we have shown that an optimal solution
of the vertices of Vi \ (By(r(j)) U C(£(j), (j))) corresponds to an optimal solution
of the vertices of V7.

Furthermore, we argue that (£(j), r(j)) is a bounding pair for vy in A(VL)[£(j), r(j)].
Assume that r(j) < b(vy). If r(j) < a(vy) then vy € Bj(r(j)), because a(v;) <
r(j). As vy € Vi, we have a(vy) < r(j) < b(vy). Then, if £(j) < a(vy), we get
vy € C(L(j), r(j)), which implies that a(vy) < £(j), showing that (£(j),(j)) is a
bounding pair for vy. Assume next that b(vy) < r(j). Then, vy ¢ Cp, implying
that C, = (). Thus, for any value of £(j) we know that (£(j), r(j)) is a bounding pair
for vir. Therefore, A(V1)[{(j), r(j)] corresponds to the optimal solution of the graph
GlViry] — (By (r(j)) U C(£(j), r(j)))-

Next we consider the vertices of Vg, in order to show that A(Vy)[¢, r] corresponds
to an optimal solution of the graph G[V]. Let v;, vj» be the vertices of Vg with i’ =
a-min(Vg) and j/ = b-max(Vy). Assume for contradiction that there is a vertex x
of Vi ju \ (C(£, r) U By (r)) that does not belong to Vr = B;(r(j)) \ (C(¢, r) U Bj(r)).
Every vertex of R U Cg belongs to Vi, so that x ¢ R U Cg. This means that b(x) > r,
since x ¢ R, and a(x) > r, since x ¢ Cg U C(¢, r). Then we obtain r < a(x) < b(x) <
b(vyr), showing that x € Bj»(r). Thus we reach a contradiction, because Bj(r) C
Bj(r). Hence, the vertices described in A(Vy)[/, 7] correspond to the vertices of Vg, as
desired.

With respect to A(Vg) [, 7], it remains to show that (¢, 7) is a bounding pair for v
If b(vjr) < rthen Cg = (), which means that (£, r) is a bounding pair for v;». Next
suppose that 7 < b(vjr). If r < a(vjr) then vyy € Bj(r), contradicting the fact that
vy € Vg. Thus, we know that a(vy) < r < b(vjr). If further £ < a(vj»), then v €
C(¢,r), contradicting vj» € Vg. Hence, we conclude that vj crosses (¢, ), showing
that (¢, r) is indeed a bounding pair for v;.
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To complete the proof, observe that no vertex of V; belongs to the same cluster
with a vertex of Vx by Lemma 5.3.10 (3). Thus, the optimal solutions described by
A(V)[£(j), 7(j)] and A(Vg)[¢, r] do not overlap in A; j[/, r|. Therefore, the claimed for-
mula holds. O

Now we are ready to obtain our main result, namely a polynomial-time algorithm
for CLUSTER DELETION on interval graphs.

Theorem 5.3.14. CLUSTER DELETION is polynomial-time solvable on interval graphs.

Proof. We describe a dynamic programming algorithm that computes A; , based on
Lemma 5.3.13. In a preprocessing step, we first compute two orderings of the vertices
according to their first a(v) and last b(v) maximal cliques. Then we visit all vertices
in ascending order with respect to b(v;) and for each such vertex v; we consider the
vertices v; with b(v;) < b(v;) in descending order with respect to b(v;). In such a way,
we construct the sets V; ;. We use a table 7[i, j, £, r] to store the values of each A; ;[¢, r].
At the end, we output the maximum value of 7[1,n, n + 1, n + 1] that corresponds to
Ajp[n + 1,n + 1], as already explained. Regarding the running time, observe that the
number of our table entries is at most #%, as each table index is bounded by n. More-
over, computing a single table entry requires O(n?) time, since we take the maximum
of at most (¢, r) table entries. Therefore, the overall running time of the algorithm is
o(n®). O

5.4 Cluster Deletion on starlike graphs

A graph G = (V,E) is a split graph if V can be partitioned into a clique C and an
independent set I, where (C, I is called a split partition of G. Split graphs are charac-
terized as (2K3, Cy4, Cs)-free graphs [45]. They form a subclass of the larger and widely
known graph class of chordal graphs, which are the graphs that do not contain induced
cycles of length 4 or more as induced subgraphs. In general, a split graph can have
more than one split partition and computing such a partition can be done in linear
time [67].

Hereafter, for a split graph G, we denote by (C, I) a split partition of G in which Cis
a maximal clique. It is known that CLUSTER DELETION is polynomial-time solvable on
split graphs [11]. In fact, the algorithm given in [11] is characterized by its simplicity
due to the following elegant characterization of an optimal solution: if there is a vertex
v € I'suchthat N(v) = C\{w} and whas a neighbor v in I then the non-trivial clusters
of an optimal solution are C \ {w} U {v} and {w, v'}; otherwise, the only non-trivial
cluster of an optimal solution is C [11]. Here we study whether such a simple character-
ization can be extended into more general classes of split graphs. Due to Lemma 5.2.2,
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Figure 5.3: The list of forbidden induced subgraph characterization for starlike graphs.

it is natural to consider true twins of V'\ C, as they are grouped together in an op-
timal solution and they are expected not to influence the solution characterization’.
Surprisingly, we show that CLUSTER DELETION remains NP-complete even on such a
slight generalization of split graphs. Before presenting our NP-completeness proof, let
us first show that such graphs form a proper subclass of Ps-free chordal graphs. We
start by giving the formal definition of such graphs that were introduced in [19].

Definition 5.4.1. A graph G = (V,E) is called starlike graph if its vertex set can be
partitioned into C and I such that G[C] is a clique and every two vertices of I are either
non-adjacent or true twins in G.

It is clear that in a starlike graph G with vertex partition (C, I) the following holds:

(i) each connected component of G[I] is a clique and forms a true-twin set in G,
and

(i) contracting the connected components of G[I] results in a split graph, denoted
by G*.

Starlike graphs are exactly the intersection graphs of subtrees of a star [19]. In fact,
a forbidden induced subgraph characterization was already given in [19]; figure 5.3
illustrates the induced subgraphs that are forbidden in a starlike graph. Despite the
known forbidden subgraph characterization, here we give a shorter and different proof
of such a characterization.

Proposition 5.4.2. A graph G is starlike if and only if it does not contain any of the
graphs Cy, Cs, P5, 2P3, A, X as induced subgraphs.

Proof. Let F be the list of such subgraphs, i.e., F = {Cy, Cs, Ps, 2P3, A, X}. We show
that starlike graphs are exactly the F-free graphs. It is clear that any subgraph of F
does not contain true twins. Moreover, each subgraph of F \ {C4, Cs} contains an

"Note that the class of split graphs is closed under the addition of true twins in the clique.
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induced 2K, which implies that all such subgraphs of F are not starlike graphs. Thus,
if a graph G contains one of the subgraphs of F then G is not a starlike graph.

We show that any F-free graph G is starlike. If G is a split graph then, by definition,
G is starlike. Assume that G is not a split graph. Since G does not contain Cy4 or Cs
and split graphs are exactly the (2K;, C4, Cs)-free graphs, there is an induced 2K, in
G. Let x1x; and y;y, be the two edges of an induced 2K,. We show that the endpoints
of at least one of the two edges are true twins. Assume for contradiction that neither
X1, X NOr ¥y, ¥, are true twins in G. Let a be a neighbor of x; that is non-adjacent to
X2, and let b be a neighbor of y; that is non-adjacent to y,. We show that the vertices
of {a,x1,x2,b,y1,y.} induce one of the subgraphs of F, contradicting the fact that
no pair of vertices form true twins. If b ¢ N({x;,x,}) and a ¢ N({y1,y,}) then
there is an induced Ps or 2P; depending on whether a and b are adjacent or not. Thus,
b € N({x1,x2}) ora € N({y1,52}). Observe that if a is adjacent to at least one of
1 or y, then a is adjacent to both y; and y,; otherwise, {x1, x3, a, y1, 2} induce a Ps.
By symmetric arguments we know that either b is adjacent to both x;, x, or to none.
Without loss of generality, assume that bx;, bx, € E(G).

o Suppose that a and b are non-adjacent. If a ¢ N({y1,y,}) then there is a Ps
induced by {a, x1, b, y1, 2 }. Moreover, by the previous argument, we know that
ifa € N({y,»:}) then ay;,ay, € E(G), which implies a Cy in G induced by
{a,x1,b,y}. Thus if ab ¢ E(G) we obtain a induced subgraph of F.

« Suppose that a and b are adjacent. If a ¢ N({y1,y2}), then all six vertices in-
duce an X graph. Otherwise, we know that ay;, ay, € E(G), showing that all six
vertices induce a graph A, where a and b are the degree four vertices.

Thus in all cases we obtain an induced subgraph of F, reaching to a contradiction that
G being an F-free graph. This means that for any 2K, we know that at least one of the
two edges contains true twin vertices in G. By iteratively picking such true twins and
contracting them into a new vertex, results in a graph G* that does not contain 2K,.
Therefore G* is a split graph, implying that G is a starlike graph. O]

Thus by Proposition 5.4.2, starlike graphs form a proper subclass of Ps-free chordal
graphs, i.e., of (Cy4, Cs, Ps)-free graphs. Now let us show that decision version of CLUS-
TER DELETION is NP-complete on starlike graphs. This is achieved by observing that
the constructed graphs given in the reduction for Ps-free graphs [11], constitute such
split-related graphs. In particular, the reduction shown in [11] comes from the X3C
problem: given a universe X of 3q elements and a collection C = {C,...,C¢g} of
3-element subsets of X, asks whether there is a subset C' C C such that every element
of X occurs in exactly one member of C'. The constructed graph G is obtained by iden-
tifying the elements of X as a clique Ky and there are |C| disjoint cliques Kj, . . . , K¢
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each of size 3q corresponding to the subsets of C and a vertex x of Ky is adjacent to all
the vertices of K; if and only if x belongs to the corresponding subset C; of K;. Then,
it is not difficult to see that the vertices of each K; are true twins and the contracted
graph G* is a split graph, showing that G is indeed a starlike graph. Therefore, by the
NP-completeness given in [11], we have:

Theorem 5.4.3. CLUSTER DELETION is NP-complete on starlike graphs.

However, here we give a different reduction that highlights an interesting connec-
tion between edge-weighted and vertex-weighted split graphs. In the EDGE WEIGHTED
CLUSTER DELETION problem, each edge of the input graph is associated with a weight
and the objective is to construct a clustered graph having the maximum total (cumu-
lative) weight of edges. As already explained, we can contract true twins and obtain
a vertex-weighted graph as input for the corresponding CLUSTER DELETION. Simi-
larly, it is known that for edge-weighted graphs the corresponding EDGE WEIGHTED
CLUSTER DELETION remains NP-hard even when restricted to particular variations on
special families of graphs [11]. In fact, it is known [11] that EDGE WEIGHTED CLUSTER
DELETION remains NP-hard on split graphs even when

(i) all edges inside the clique have weight one,
(ii) all edges incident to a vertex w € I have the same weight g, and
(i) 9 =C].

We abbreviate the latter problem by EWCD and denote by (C, I, k) an instance of the
problem where (C, I) is a split partition of the vertices of G and k is the total weight of
the edges in a cluster solution for G. With the following result, we show an interest-
ing connection between the two variations of the problem when restricted to starlike
graphs.

Theorem 5.4.4. There exists a polynomial time algorithm that, given an instance (C, I, k)
for EWCD, produces an equivalent instance for CLUSTER DELETION on starlike graphs.

Proof. Let(C, I, k)bean instance of EWCD, where G = (CUI, E) is a split graph. From
G, we build a starlike graph G’ = (C' U T, E’) by keeping the same clique C' = C, and
for every vertex w; € I we apply the following:

« We replace w; by g = |C]| true twin vertices I’ (i.e., by a g-clique) such that
for any vertex w' € I we have No/(w') = Ng(w;) U (I; \ {w'}). That is, their
neighbors outside I; are exactly Ng(w;). Moreover, the set of vertices I,..., IT 1
form I'.
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By the above construction, it is not difficult to see that G’ is a starlike graph, since the
graph induced by I’ is a disjoint union of cliques and two adjacent vertices of I' are
true twins in G'. Also observe that the construction takes polynomial time because g
is at most n = |V(G)|. We claim that there is an edge weighted cluster solution for G
with total weight at least k if and only if there is a cluster solution for G’ having at least
k+ 1] - (9) edges.

Assume that there is a cluster solution S for G with total weight at least k. From S,
we construct a solution §' for G'. There are three types of clusters in S:

(a) Cluster formed only by vertices of the clique C, i.e., Y € S, where Y C C. We
keep such clusters in §'. We denote by £, the total weight of clusters of type (a).
Notice that since the weight of edges having both endpoints in C are all equal to
one, t, corresponds to the number of edges in Y.

(b) Cluster formed only by one vertex w; € I, ie., {w;} € S.In S we replace such
cluster by the corresponding clique IJ’ having exactly (1) edges. It is clear that
the total weight of such clusters do not contribute to the value of S.

(c) Cluster formed by the vertices yi, .. ., y,, wj, where y; € Cand w; € L. As the
weights of the edges between the vertices of y; is one, the total number of weights
in such a cluster is (5) 4 p-q. Let . be the total weight of clusters of type (c). In &'
we replace w; by the vertices of I]’ and obtain a cluster §' having (5) +p- g+ ()
number of edges.

Now observe that in S we have ¢, + t, total weight, which implies ¢, + t. > k. Thus, in
S we have at least t, + t. + |I| - (1) edges, giving the desired bound.

For the opposite direction, assume that there is a cluster solution §' of G’ having
at least k + [I| - (%) edges. All vertices of IJ’ are true twins and, by Lemma 5.2.2, we
know that they belong to the same cluster in §'. Thus, any cluster of §’ has one of the
following forms:

(i) Y, where Y C C,
(i) L,
(i) LU {y,....y,} wherey; € C.

This means that all internal edges having both endpoints in I contribute to the value
of §' by |I| - (). Moreover, observe that for any internal edge of &' of the form y'w/
with y € C"and w' € I, we know that there are exactly g internal edges incident
to y and the g vertices of I. Thus, internal edges y'w’ of §’ correspond to exactly one
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AV

gem dart

Figure 5.4: Forbidden induced subgraphs of stable-like graphs that are starlike graphs.

internal edge yw; of S having weight g, where y = y’ (recall that C = C’) and w; is the
vertex of I associated with I;. Hence, all internal edges outside each IJ’ in §' correspond
to either a weighted internal edge in S or to the same unweighted edge of the clique C
in S. Therefore, there is an edge weighted solution S having weight at least k. O

5.4.1 Polynomial-time algorithms on subclasses of starlike graphs

Due to the hardness result given in Theorem 5.4.4, it is natural to consider subclasses
of starlike graphs related to their analogue subclasses of split graphs. We consider two
such subclasses. The first one corresponds to the starlike graphs in which the vertices
of I have no common neighbor in the clique, unless they are true or false twins. The
second one is related to the true twin extension of threshold graphs (i.e., split graphs
in which the vertices of the independent set have nested neighborhood) and form the
starlike graphs in which the vertices of the I have nested neighborhood. The third one
comprises a generalization of the formers and consists of the starlike graphs that are
obtained from vertex-disjoint threshold graphs with a common clique. We formally
define such graphs and give polynomial-time algorithms for CLUSTER DELETION on
the considered graph classes. For a vertex x € I we write N¢(x) to denote the set
N(x) N Cand for a vertex a € C we write Nj(a) to denote the set N(a) N I.

Definition 5.4.5. A starlike graph G with partition (C, I) on its vertices is called stable-
like graph if

o Vx,y € I either Nc(x) N Nc(y) = 0 or No(x) = Ne().

It is not difficult to see that in a stable-like graph, any two vertices of I having a
common neighbor in C have exactly the same neighborhood in C. Before presenting
our linear-time algorithm, we first give a forbidden induced subgraph characterization
for the class of stable-like graphs. The graphs gem and dart are shown in Figure 5.4.

Proposition 5.4.6. A graph G is stable-like if and only if it does not contain any of the
graphs Cy4, Cs, P5, 2P3, gem, dart as induced subgraphs.
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Proof. We first show that if G is stable-like then it does not contain any graph of the
given list as an induced subgraph. Since G is a starlike graph, by Proposition 5.4.2
G does not contain any of Cy4, Cs, P5, 2P3 as induced subgraphs. Moreover, it is not
difficult to see that in any proper partition (C, I) of a gem or a dart there are no two
vertices x, y € I for which N¢(x) N N¢(y) = 0 or Ne(x) = N¢(y). Thus, the claimed
list is indeed forbidden for stable-like graphs.

For the opposite direction, we show that any starlike graph that is not stable-like
contains a gem or a dart as an induced subgraph. Then, by Proposition 5.4.2 we obtain
the claimed list of forbidden induced subgraphs. Let G be a starlike graph that is not
stable-like, with partition (C, I) such that |C| is maximum. By definition, we know that
there are two vertices x, y € I such that Nc(x) N N¢(y) # () and N¢(x) # Ne().

« Assume that N¢(x) ¢ N¢(y) and Ne(y) € Ne(x). Let a € Ne(x) \ Ne(y),
b € Nc(y) \ Ne(x), and ¢ € Ne(x) N Ne(y). Notice that all three vertices exist
because of our assumptions. Then, xy ¢ E(G) because there is no Cy in a starlike
graph which means that the vertices of {x, y, a, b, c} induce a gem in G.

o Assume that N¢(x) € N¢(y). There are two vertices b,c € C such that b €
Nc(y) \ Ne(x) and ¢ € Ne(x) N Ne(y). We show that y is non-adjacent to all
the vertices of C. For this, observe that if C C N¢(y) then (CU y, I\ {y}) is
a partition of the vertices of G that respects Definition 5.4.1 and properties (i)
and (ii). By the maximality of C, we obtain that there is a vertex z € C such that
z ¢ N¢(p). Since N¢(x) € Ne(y), we know that z ¢ Ne(x). Thus the vertices of
{x,9,b,c,z} induce a gem whenever xy € E(G) or a dart whenever xy ¢ E(G).

Therefore, in all cases we obtain a gem or a dart as an induced subgraph. O]

Theorem 5.4.7. CLUSTER DELETION can be solved in time O(n + m) for a stable-like
graph on n vertices and m edges.

Proof. Let G be a stable-like graph with partition (C, I). First observe that if G is dis-
connected then I contains isolated cliques, i.e., true twins having no neighbor in C.
Thus we can restrict ourselves to a connected graph G, since by Lemma 5.2.2 each iso-
lated clique is contained in exactly one cluster of an optimal solution. We now show
that all vertices of C that have a common neighbor in I are true twins. Let « and v be
two vertices of C such that x € N(u) N N(v) N I. All vertices of C \ {u, v} are adjacent
to both u and v. Assume that there is a vertex y € I that is adjacent to u and non-
adjacent to v. If xy € E(G) then by the definition of starlike graphs x and y are true
twins which contradicts the assumption of xv € E(G) and yv ¢ E(G). Otherwise, x
and y are non-adjacent and since N¢(x) N N¢(y) # () we reach a contradiction to the
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definition of stable-like graphs. Thus, all vertices of C that have a common neighbor
in [ are true twins.

We partition the vertices of C into true twin classes Ci, . . ., Cy, such that each C;
contains true twins of C. From the previous discussion, we know that any vertex of
I is adjacent to all the vertices of exactly one class C;; otherwise, there are vertices
of different classes in C that have common neighbor. For a class C;, we partition the
vertices of N(C;) N I'into true twin classes I}, . . ., I such that || > - > |I]].

We claim that in an optimal solution S, the vertices of each classfﬁ withj > 2 consti-
tute a cluster. To see this, observe first that the vertices of Iﬁ:, 1 <j < g, are true twins,
and by Lemma 5.2.2 they all belong to the same cluster of S. Also, by Lemma 5.2.2 we
know that all the vertices of C; belong to the same cluster of S. Moreover, all vertices
between different classes I’IZ,I]; are non-adjacent and are C;-compatible. Since every
vertex of IJZ is non-adjacent to all the vertices of V(G) \ (Ii U C;), we know that any
cluster of S that contains IZ is of the form either IJI U C; or I]l Assume that there is a
cluster that contains I]l U C; with j > 2. Then, we substitute the vertices of I]l by the
vertices of I! and obtain a solution of at least the same size, because |I}| > \Iﬂ implies
(IGI;—IIH) > ('C"ljw"'). Thus, all vertices of each class IJI with j > 2 constitute a cluster
in an optimal solution S.

This means that we can safely remove the vertices of Ii with j > 2, by constructing a

cluster that contains only I’l Hence, we construct a graph G* from G, in which there are
only matched pair of k classes (C;, I;) such that (i) all sets C;, I; are non-empty except
possibly the set I, (ii) N(C;) N I = I, (iii) N(I;) = C;, (iv) G*[C; U 1] is a clique, and
(v) G*[GL U - - - U Cy] is a clique. Our task is to solve CLUSTER DELETION on G*, since
for the rest of the vertices we have determined their cluster. By Lemma 5.2.2, observe
that if the vertices of C; U C; belong to the same cluster then the vertices of each I; and
I; constitute two respectively clusters. Thus, for each set of vertices I; we know that
either one of C; U I; or I; constitutes a cluster in S. This boils down to compute a set M
of matched pairs (C;, I;) from the k classes, having the maximum value

> (1S ¢ (Soantol) 3 (1),

(Ci,Ii)GM IJQM

Let (C;, I;) and (C;, I;) be two pairs of classes such that |C;j| 4 |I;| < |G|+ |I;|. We show
that if (C;, I;) ¢ M then (C;,I;) ¢ M. Assume for contradiction that (C;, I;) ¢ M and
(Ci,Ii) € M. Observe that [[j| < > ¢ ¢ MG |Ct|, because I; is C;-compatible. Similarly,
we know that ZC,&M\Cj |C¢| + |Cj| < |I;]. This however, shows that |Cj| + |I;| < |Ii|,
contradicting the fact that |C;|+|I;| < |Cj|+|I;|. Thus (C;, I;) ¢ Mimplies (C;, I;) ¢ M.

This means that we can consider the k pair of classes (C;, I;) in a decreasing order
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according to their number of vertices |C;| + |I;|. With a simple dynamic program-
ming algorithm, starting from the largest ordered pair (C;, ;) we know that either
(Cy, L) belongs to M or not. In the former, we add ('CIEFW) to the optimal value of
(Ca, L), . . ., (Ck, Ix) and in the latter we know that no pair belongs to M giving a total
value of (Zzlc"‘) + > (|12i|). By choosing the maximum between the two values, we
construct a table of size k needed for the dynamic programming. Computing the twin
classes and the partition (C, I) takes linear time in the size of G and sorting the pair
of classes can be done O(n) time, since > _(|C;| + |I;]) is bounded by n. Thus, the total
running time is O(n 4+ m), as the dynamic programming for computing M requires
O(n) time. Therefore, all steps can be carried out in linear time for a stable-like graph
G. O

We next define the analogue of threshold graphs in terms of starlike graphs.

Definition 5.4.8. A starlike graph G with partition (C, I) on its vertices is called threshold-
like graph if

. Vx,y el Nc(x) - Nc(y)

It is not difficult to see that the class of threshold-like graphs and stable-like graphs
are unrelated. Threshold-like graphs are also known as starlike-threshold graphs under
the notions of intersection graphs [19]. Although the absence of an induced P, follows
from the results of [19], we give the following short proof for completeness.

Lemma 5.4.9. Let G be a threshold-like graph. Then G is a P4-free graph.

Proof. We show that there is no induced path on four vertices, P4, in G. Assume for
contradiction that there is a Py = v1v,v3v4 in G. Since G[C] is a clique and G]I] is a
disjoint union of cliques, at least one of v, v4, say v;, belongs to I. If vy € Cthenv, € I
because v4v, ¢ E(G), which gives a contradiction as v;v, € E(G) and vy, v, are not
true twins. Otherwise, we have v4 € I, so that v,, v; € C because vy, v, and v3, v4 are
not true twins G. The latter, results again in a contradiction because Nc(v1) € Nc¢(v4)
and N¢(v4) € Nc(v1). Therefore, G is a P4-free graph. O

By Lemma 5.4.9 and the O(n?)-time algorithm on Py-free graphs (also known as
cographs) [50, 87], CLUSTER DELETION is polynomial-time solvable on threshold-like
graphs.

Next we proceed with a subclass of starlike graphs that generalizes the previous two
classes, as it contains both the class of stable-like graphs and the class of threshold-like
graphs.
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Definition 5.4.10. A starlike graph G with partition (C, I) on its vertices is called laminar-
like graph® if

1. Vx,y € I: either Nc(x) N N¢(y) = 0 or Nc(x) € Ne(y), and

2. Va, b € C: either Ny(a) N Ni(b) = 0 or Ny(a) C Ny(b).

We start by characterizing the laminar-like graphs in terms of disjoint threshold-
like graphs.

Lemma 5.4.11. A graph G = (V, E) is a laminar-like graph with partition (C, I) if and
only if V(G) can be partitioned into vertex-disjoint threshold-like graphs G; = (C; U
I;, E;) such that C = UC;, I = UI,, and E(G) = E(C) U (UE;).

Proof. Given alaminar-like graph G with partition (C, I), we partition the vertices of G
according to whether the vertices of I have a common neighbor in C. Let I; be a subset
of I that contains all vertices x, y € I such that N¢(x) N N¢(y) # 0 or Ne(x) = Ne(p).
Letalso C; = N¢(I;). We claim that G; = G[C;UI}] is a threshold-like graph. By the first
property of Definition 5.4.10, for any two vertices x, y € I; wehave N¢(x) C N¢(y). Let
z € I;. Then N¢(z) € N¢(y) by the construction of I;. Assume for contradiction that
N¢(x) € Ne(z) and Ne(z) € Ne(x). Leta € Ne(x) \ Ne(z) and b € Ne(z) \ Ne(x).
Then observe that y € Ny(a) N N;(b). Thus by the second property of Definition 5.4.10
we reach a contradiction to Ny(a) C Nj(b). Therefore the vertices of I; can be ordered
as wi, . .., w)y such that Ne(wy) C -+ C N¢(wjy,) which means that G; is indeed a
threshold-like graph. Moreover consider any two subgraphs G; = (C;,I;) and Gj =
(Gj, I;) that are constructed as explained above. Then it is clear that I; N [; = () and
CiNC; = 0, since the construction partitions I into equivalent classes of I. In particular,
for every two vertices w € I; and w' € I; we have Nc(w) N Ne(w') = (). What is left
to show is that there are no edges between the vertices of I; and I;. For this, observe
that if there is an edge between w € I; and W' € Ij then w and w' are true twins, as G
is a starlike graph. Therefore we have N¢(w) = N¢(w') which means that both w, w/
belong to the same set I;.

For the opposite direction, assume that we are given vertex-disjoint threshold-like
graphs G; = (C; U I;, E;). We consider the graph G obtained from the union of G;
by adding all edges among the vertices of UC;. As there are all the edges among the
vertices of C; and Cj, we have that C = UC; is a clique. Moreover, each class of true
twins of I; remains a class of true twins in G. Thus G is starlike graph. We show that
G is indeed a laminar-like graph by verifying the two properties of Definition 5.4.10.

*The term laminar comes from the notion of laminar family of sets: a family of sets is called laminar
if any two of its sets are either disjoint or one includes the other.
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For any two vertices x, y € I; we have N¢(x) C N¢(y) by Definition 5.4.8. If x € I; and
y € Ijthen N¢(x) N Ne(y) = 0, since there are no edges between the vertices of I; and
I;. Similarly, for any two vertices a, b € C; we have Ny,(a) C Ny,(b) which means that
Ni(a) € Ni(b) because every vertex of G — G; is either adjacent to both a and b or
non-adjacent to both a and b. Moreover, for two vertices a € C; and b € C;, we have
Ni(a) N Ni(b) = 0 because I; N I; = () and both a and b are adjacent to every vertex
of C. Therefore G is a laminar-like graph. O

We next show a polynomial-time algorithm for solving CLUSTER DELETION on
laminar-like graphs which form the more general subclass of the considered subclasses
of starlike graphs. Towards this, we apply Lemma 5.4.11, obtain an optimal solution
in each Gj, and then apply the algorithm given in Theorem 5.4.7.

Theorem 5.4.12. CLUSTER DELETION can be solved in time O(n?) for a laminar-like
graph on n vertices.

Proof. Let G be a laminar-like graph. We first compute the true twin classes and the
partition (C, I) of G which can be done in linear time. By the true twin classes and
Lemma 5.4.11, we compute the threshold-like induced subgraphs G; of G. For do-
ing so, all vertices of I, denoted by I;, having a common neighbor in C belong to the
same graph G;, whereas all vertices of I having no neighbor in C belong to the same
graph, that we denote by Gy. Observe that the vertices of I; define the set C; = N¢(I;).
Moreover, all adjacent vertices of Ij are true twins in G and N¢(Iy) = (). Thus each
connected component of Gy is already a clique in G and forms a cluster in any optimal
solution.

Consider a threshold-like graph G; with partition (C;, I;). To ease the notation, we
let H = G; and (A, B) be the partition (C;, ;). By Lemma 5.4.9, H is a P4-free graph.
For P4-free graphs, it is known that greedily selecting maximum cliques results in an
optimal solution for CLUSTER DELETION [50]. Let S(H) = (Sy, . . ., S) be the clusters
of an optimal solution of H such that S; is a maximum clique of the graph H — (S, U
<+ USiy), for1 < i < kwith Sy = (0. We call S(H) a greedy-optimal solution of H.
Observe that all true twins of H belong to the same cluster S; by the greedy choice of
a maximum clique. We partition the vertices of each cluster S; € S(H) with respect to
(A, B). In particular, for every 1 < i < k, we define A; = S; N A and B; = S; N B. Due
to the construction of H, in which N¢(B) = A, notice that all sets B; are non-empty,
whereas a set A; may be empty. We prove the following claim.

Claim 5.4.13. Let S(H) = (S1, ..., Sk) be a greedy-optimal solution of the threshold-
like graph H. For every S; = (A;, B;), 1 < i < k, the following hold:

1. B; constitutes a class of true twins.
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2. Foreveryi < j < kwith S; = (Aj, Bj), we have |A;| + |B;| > |W| + |Bj|, where
W= (Al' U--- UAk) ﬂNH(Bj).

3. Removing all edges with one endpoint in A; and the other endpoint in Bj, for j # i,
results in a stable-like graph.

Proof: Let C(H) = AjU---UAgand I(H) = B; U - - - U By. For the first statement,
observe that every pair of adjacent vertices in I(H) are true twins since H is a starlike
graph. Thus, by Lemma 5.2.2, every set B; constitutes a class of true twins.

For the second statement, let H' be the graph obtained from H by removing the ver-
tices of (A1, B1), . .., (Ai—1, Bi—1). As (A;, B;) is a maximum clique in H' by the greedy
choice for S;, |A;| + |Bi| is greater or equal than the size of any other (maximal) clique
in H'. Any maximal clique containing B; in H', consists of B; together with adjacent
vertices of A; U - - - U Ag. Therefore the second statement follows.

For the third statement we consider the graph H” with vertex set C(H) U I(H) and
edge set formed by making C(H) and each (A;, B;) a clique, for 1 < i < k. In order
to show that H” is a stable-like graph, observe that every pair of adjacent vertices in
I(H) are true twins since they belong to the same set B;. Thus H” is a starlike graph.
To conclude, we need to prove that for any two vertices x, y of I(H) either N¢ (g (x) N
Ny (v) = 0 or Negy(x) = Ny (9)- I x,y € B; then Neay (x) = N (v) = Ai
by construction, and if x € B; and y € B; then N (x) = A; and Ne(yy(y) = Aj so
that A; N A; = (). Therefore, H” is indeed a stable-like graph.

Next we show that there is an optimal solution for G that respects the internal clus-
ters of a greedy-optimal solution of H. That is, every cluster (A;, B;) in H remains a
cluster in G, or is split into two clusters A; U Z and B; where Z is a set of vertices of C.

Claim 5.4.14. Let S(H) = (S, ..., Sk) be a greedy-optimal solution of H and let S; =
(A, B;) be a cluster of S(H), 1 < i < k. There is an optimal solution S(G) of G such that
either A; U B; € S(G), or A;UY,B; € S(G), where Y C C.

Proof: Let (C,I) be the partition of the vertices of G into a clique C and a union of
cliques I. Let also C(H) = A; U --- U Ak and I(H) = By U --- U By. Recall that
every vertex of B; is non-adjacent to any vertex of G — H, whereas every vertex of A;
is adjacent to every vertex of C. Thus for any vertex z € V(G) \ V(H) we know that
the vertices {z} U A; U B; do not induce a clique in G. If there is no cluster of S(G) that
contains vertices of both G — H and H, then every cluster (A;, B;) of H is a cluster of
G, since S(H) is an optimal solution of H. In what follows, we assume that a set Z of
vertices of G — H together with a set X of vertices of H constitutes a cluster in §(G).
Itis clear Z C C\ C(H) and X C C(H). Observe also that all the vertices of Z are
adjacent to every vertex of C(H) = A; U - - - U Ay and non-adjacent to any vertex of
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I(H) = By U - - - U By by Lemma 5.4.11. First we claim that there is no cluster Z' U X’
in S(G) with Z' C C\ (V(H) U Z) and X’ C C(H) \ X. To see this, notice that all the
vertices of Z are (Z' U X’)-compatible and all the vertices of Z’ are (ZU X)-compatible
which by Lemma 5.2.4 is not possible.

We consider the graph F = G[ZUV(H)]. It is not difficult to see that Fis a threshold-
like graph, since H is a threshold-like graph and all the vertices of Z are adjacent to ev-
ery vertex of C(H) and non-adjacent to any vertex of I(H). In particular, (C(H), I(H)U
Z) is a partition of the vertices of F where the vertices of Z are true twins. Let Sy be the
cluster of S(H) with the smallest1 < ¢ < ksuchthat |As|+|B;| < |Z|4|A¢|+- - -+|Ak]-
We show that there is a greedy-optimal solution (Sj, . . ., S;_) of F such that:

o Si=8,foreveryl <i</{-—1,
« §p=(ApU---UA, Z),and
o 811 = (0,B)), forevery £ < j < k.

For this, observe that for any S;, 1 < i < ¢ — 1, we have |A;| + |B;| > |Z] + |Ai| +
.-+ + |Ak| by the choice of S;. Thus, by Claim 5.4.13 (2), S; is a maximum clique of
F— ($U---USi1),so that S; = S;. Due to the greedy choice and Claim 5.4.13 (2),
we know that the described S} is the maximum clique of F — (§; U - - - U Sy_;). Thus
Sy is indeed a cluster of a greedy-optimal solution of F. Moreover all vertices of Bj,
¢ < j < k, form true twins by Claim 5.4.13 (1). Since the vertices of each B; have no
neighbors in F — (S{U- - - U, U B;), every B; constitutes a cluster. Therefore there is a
greedy-optimal solution of F with the claimed properties. As the clusters in F remain
clusters in G, we conclude the claim. &

Let us now describe the remaining steps of our algorithm. Assume that every graph
G; is an induced threshold-like subgraph of G as given in Lemma 5.4.11.

1. For every G;, compute a greedy-optimal solution S(G;) = (S, ..., S};l_).

2. Construct the graph G’ from G by removing all edges among the vertices of S;,
and S;, for every G;and 1 < p,q < k; with p # q.

3. Run the algorithm described in Theorem 5.4.7 on G’ and return the obtained
solution.

For the correctness, observe that Claim 5.4.13 (3) shows that every induced sub-
graph of G’ on the vertices of V(G;) is indeed a stable-like graph. Since the vertices
of each set I; and I; of G; and Gj, respectively, have no common neighbor in G, we
conclude that G’ is indeed a stable-like graph. Moreover Claim 5.4.14 implies that the
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constructed solution is an optimal solution of G, as required. Regarding the running
time, observe that a greedy-optimal solution on each P4-free graph G; can be com-
puted in O(n?) time where n; = |V(G;)| [50, 87]. The removal of the described edges
and the algorithm given in Theorem 5.4.7 takes linear time. Therefore the total run-
ning of the algorithm is O(n?). O
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CHAPTER

PARAMETERIZED ASPECTS OF
STRONG SUBGRAPH CLOSURE

In this chapter, motivated by the role of triadic closures in social networks, and the
importance of finding a maximum subgraph avoiding a fixed pattern, we introduce
and initiate the parameterized study of the STRONG F-CLOSURE problem, where F is a
fixed graph. This is a generalization of MAXSTC, whereas it is a relaxation of F-FREE
EDGE DELETION. We study STRONG F-CLOSURE from a parameterized perspective with
various natural parameterizations. Our main focus is on the number k of strong edges
as the parameter. We show that the problem is FPT with this parameterization for ev-
ery fixed graph F, whereas it does not admit a polynomial kernel even when F = P;.
In fact, this latter case is equivalent to the MAXSTC problem, which motivates us to
study this problem on input graphs belonging to well known graph classes. We show
that MAxSTC does not admit a polynomial kernel even when the input graph is a
split graph, whereas it admits a polynomial kernel when the input graph is planar, and
even d-degenerate. Furthermore, on graphs of maximum degree at most 4, we show
that MAXSTC is FPT with the above guarantee parameterization k— u(G), where u(G)
is the maximum matching size of G. We conclude with some results on the parame-
terization of STRONG F-CLOSURE by the number of edges of G that are not selected as
strong.

The results of this chapter have led to the following publications [55, 56]:

o Parameterized aspects of strong subgraph closure. Petr A. Golovach, Pinar
Heggernes, Athanasios L. Konstantinidis, Paloma T. Lima and Charis Papadopou-
los. 16th Scandinavian Symposium and Workshops on Algorithm Theory, (SWAT
2018), Malmo, Sweden, 2018. Leibniz-Zentrum fur Informatik, LIPIcs 101: 23(1)-
23(13), 2018.

o Parameterized aspects of strong subgraph closure. Petr A. Golovach, Pinar
Heggernes, Athanasios L. Konstantinidis, Paloma T. Lima, and Charis Papadopou-
los. Algorithmica 82: 2006-2038, 2020.
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6.1 Introdution

Graph modification problems are at the heart of parameterized algorithms. In par-
ticular, the problem of deleting as few edges as possible from a graph so that the re-
maining graph satisfies a given property has been studied extensively from the view-
point of both classical and parameterized complexity for the last four decades [38, 30,
125]. For a fixed graph F, a graph G is said to be F-free if G has no induced subgraph
isomorphic to F. The F-FREE EDGE DELETION problem asks for the removal of a min-
imum number of edges from an input graph G so that the remaining graph is F-free.
Here, we introduce a relaxation of this problem, which we call STRONG F-CLOSURE.
Our problem is also a generalization of the MAXSTC problem, which asks to select as
many edges as possible of a graph as strong, so that whenever two strong edges uv and
vw share a common endpoint v, the edge uw is also present in the input graph (not
necessarily strong). This problem is well studied in the area of social networks [5, 41],
and its classical computational complexity has been studied recently on general graphs
[118].

In the STRONG F-CLOSURE problem, we have a fixed graph F, and we are given an
input graph G, together with an integer k. The task is to decide whether we can select
at least k edges of G and mark them as strong, in the following way: whenever the sub-
graph of G spanned by the strong edges contains an induced subgraph isomorphic to
F, then the corresponding induced subgraph of G on the same vertex subset is not iso-
morphic to F. The remaining edges of G that are not selected as strong, will be called
weak. Consequently, whenever a subset S of the strong edges form a copy of F, there
must be an additional strong or weak edge in G with endpoints among the endpoints
of edges in S. A formal definition of the problem is easier to give via spanning sub-
graphs. If two graphs H and F are isomorphic then we write H ~ F, and if they are not
isomorphic then we write H % F. Given a graph G and a fixed graph F, we say that a
(not necessarily induced) subgraph H of G satisfies the F-closure if, for every S C V(H)
with H[S] ~ F, we have that G[S] # F. In this case, the edges of H form exactly the set
of strong edges of G.

STRONG F-CLOSURE

Input: A graph G and a nonnegative integer k.

Task:  Decide whether G has a spanning subgraph H that satisfies the F-closure,
such that |[E(H)| > k.

Based on this definition and the above explanation, the terms "marking an edge as
weak (in G)” and “"removing an edge (of G to obtain H)” are equivalent, and we will
use them interchangeably. An induced path on three vertices is denoted by P;. Re-
lating STRONG F-CLOSURE to the already mentioned problems, observe that STRONG
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) bj
G, F=P; P3;-FREE EDGE DELETION(G) STRONG P3-CLOSURE(G)
L >
L J L > L J
G, F=C4 C4-FREE EDGE DELETION(G) STRONG C4-CLOSURE(G)

Figure 6.1: Two examples where the optimal solution of STRONG F-CLOSURE is sightly
larger than the optimal solution of H-FREE EDGE DELETION.

P;3-cLOSURE is exactly MAXSTC. Observe also that a solution for F-FREE EDGE DELE-
TION is a solution for STRONG F-CLOSURE, since the removed edges in the first problem
can simply be taken as the weak edges in the second problem. However it is important
to note that the reverse is not always true. For instance, consider the square of a chord-
less cycle on seven vertices, denoted by C2 (i.e., the graph obtained from C; by adding
edges between vertices that are in distance two in C;). An optimal solution for the Ps-
FREE EDGE DELETION consists of two vertex-disjoint triangles and a singleton vertex
spanned by 6 edges. For the STRONG P3-CLOSURE, an optimal solution is spanned by
the 7 edges of the C;. Such observations arise from the fact that any edge removal of
aP;in C% results in a new P; which needs to be handled for the P;-FREE EDGE DELE-
TION, whereas for the STRONG P3;-CLOSURE we cannot create new forbidden structure
by the removal of edges. Figure 6.1 shows the above instance of the square of a chord-
less cycle on seven vertices as well as another instance where F = C, and the optimal
solution of STRONG Cy4-CLOSURE is larger than the optimal solution of C4-FREE EDGE
DELETION.

All of the mentioned problems are known to be NP-hard. The parameterized com-
plexity of F-FREE EDGE DELETION has been studied extensively when parameterized
by /, the number of removed edges. With this parameter, the problem is fixed param-
eter tractable (FPT) if F is of constant size [16], whereas it becomes W[1]-hard when
parameterized by the size of F even for £ = 0 [81]. Moreover, there exists a small graph
F on seven vertices for which F-FREE EDGE DELETION does not admit a polynomial
kernel [92] when the problem is parameterized by ¢. In Table 6.1 we summarize the
parameterized complexity of F-FREE EDGE DELETION. To our knowledge, MaxSTC
has not been studied with respect to parameterized complexity before our work.
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We study the parameterized complexity of STRONG F-CLOSURE with three different
natural parameters: the number of strong edges, the number of strong edges above
guarantee (maximum matching size), and the number of weak edges. In follow we
explain the content of every section.

« In Section 6.3, we show that STRONG F-CLOSURE is FPT when parameterized by
k = |E(H)| for a fixed F. Moreover, we prove that the problem is FPT even when
we allow the size of F to be a parameter, that is, if we parameterize the problem
by k + |V(F)|, except if F has at most one edge. In the latter case STRONG F-
CLOSURE is co-W[1]-hard when parameterized by | V(F)| even if k < 1. We also
observe that STRONG F-CLOSURE parameterized by k + |V(F)| admits a polyno-
mial kernel if F has a component with at least three vertices and the input graph
is restricted to be d-degenerate.

o In Section 6.4, we focus on the case F = Pj, that is, we investigate the parame-
terized complexity of MAXSTC. We complement the FPT results of the previous
section by proving that MAXSTC does not admit a polynomial kernel even on
split graphs unless NP C coNP/ poly. It is straightforward to see that if F has
a connected component on at least three vertices, then a matching in G gives
a feasible solution for STRONG F-cLOSURE. Thus the maximum matching size
¢(G) provides a lower bound for the maximum number of edges of H. Conse-
quently, parameterization above this lower bound becomes interesting. Moti-
vated by this, we study STRONG F-CLOSURE parameterized by |[E(H)| — u(G). It
is known that MAXSTC can be solved in polynomial time on subcubic graphs,
but it is NP-complete on graphs of maximum degree at most d for every d > 4
[86]. As a first step in the investigation of the parameterization above lower
bound, we show that MAXSTC is FPT on graphs of maximum degree at most 4,
parameterized by |E(H)| — u(G).

« Finally, in Section 6.5, we consider STRONG F-CLOSURE parameterized by ¢/ =
|E(G)|—|E(H)|, that is, by the number of weak edges. We show that the problem
is FPT and admits a polynomial generalized kernel if F is a fixed graph. Notice
that, contrary to the parameterization by k + |V(F)|, we cannot hope for FPT
results when the problem is parameterized by ¢ + | V(F)|. This is because, when
¢ = 0, STRONG F-CLOSURE is equivalent to asking whether G is F-free, which is
equivalent to solving INDUCED SUBGRAPH IsoMORPHISM that is well known to
be W[1]-hard [39, 81]. We also state some additional results and open problems.
Our findings are summarized in Table 6.2.

Independently from our work, Griittemeier and Komusiewicz [62] very recently
studied MaxSTC and showed that the problem parameterized by |E(H)| = k, the
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Parameterized

Parameter Restriction Reference
Complexity
|E(H)| + |[V(F)|  |E(F)| <1 WI[1]-hard (81]
IE(G)| — |E(H)|  None FPT [16]
no polynomial kernel [92]

Table 6.1: Summary of known results: parameterized complexity analysis of F-FREE
EDGE DELETION.

number of strong edges, is fixed-parameter tractable but has no polynomial kernel
unless NP C coNP/ poly. Also, they showed that MAXSTC parameterized by ¢ =
|E(G)| — |E(H)|, the number of weak edges, admits a linear kernel.

Parameter Restriction Parameterized Result
Complexity
|E(F)| <1 co-W/[1]-hard Propositions 6.3.2, 6.3.3
E(F)| >2 FPT Theorem 6.3.8
B(E)] + v(e)| A1 ,
F has a component with > 3 . -,
. . polynomial kernel Proposition 6.3.10
vertices, G is d-degenerate
\E(H)| F has no isolated vertices FPT Corollary 6.3.9
F = P3, Gis split no polynomial kernel Theorem 6.4.1
F=P;,A(G) <4 FPT Theorem 6.4.9
B(H)] ~ 1(G) -
F=K;,t>3 FPT Theorem 6.5.6
FPT Theorem 6.5.1
E(G)| — |[E(H None i i
|E(G)| — |E(H)| polynomial generalized Theorem 6.5.2
kernel

Table 6.2: Summary of our results: parameterized complexity analysis of STRONG F-
CLOSURE.

6.2 Preliminaries

Let us give a couple of observations on the nature of our problem. An F-graph of a
subgraph H of G is an induced subgraph H[S] ~ F such that G[S] ~ F. Clearly, if H is
a solution for STRONG F-CLOSURE on G, then there is no F-graph in H, even though
H might have induced subgraphs isomorphic to F. For F-FREE EDGE DELETION, note
that the removal of an edge that belongs to a forbidden subgraph might generate a
new forbidden subgraph. However, for STRONG F-CLOSURE problem, it is not difficult
to see that the removal of an edge that belongs to an F-graph cannot create a new
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critical subgraph.

Observation 6.2.1. Let G be a graph, and let H and H' be spanning subgraphs of G such
that E(H') C E(H). If H satisfies the F-closure for some F, then H' satisfies the F-closure.

In particular, Observation 6.2.1 immediately implies that if an instance of STRONG
F-cLOSURE has a solution, it has a solution with exactly k edges.

6.3 Parameterized complexity of Strong F-closure

In this section we give a series of lemmata, which together lead to the conclusion
that STRONG F-CLOSURE is FPT when parameterized by k = |E(H)|. Observe that in
our definition of the problem, F is a fixed graph of constant size. However, the results
of this section allow us to also take the size of F as a parameter, making the results
more general. We start by making some observations that will rule out some simple
types of graphs as F.

Observation 6.3.1. Let p be a positive integer. A graph G has a spanning subgraph H
satisfying the pKi-closure if and only if G is pKi-free, and if G is pKi-free, then every
spanning subgraph H of G satisfies the pK;-closure.

Recall that the INDEPENDENT SET problem asks, given a graph G and a positive
integer k, whether G has an independent set of size at least k. By combining Obser-
vation 6.3.1 and the well known result that INDEPENDENT SET is W[1]-hard when pa-
rameterized by the size of the independent set [39], we obtain the following:

Proposition 6.3.2. For a positive integer p, STRONG pK;-CLOSURE can be solved in time
nO®), and it is co-W[1]-hard for k > 0 when parameterized by p.

Using Proposition 6.3.2, we assume throughout the remaining parts of the paper
that every considered graph F has at least one edge. We have another special case F =
pK1 + K;.

Proposition 6.3.3. For a nonnegative integer p, STRONG (pKj + K3)-CLOSURE can be
solved in time n°®), and it is co-W[1]-hard for k > 1 when parameterized by p.

Proof. Let F = pKj+ K,. If p = 0, then (G, k) is a yes-instance of STRONG F-CLOSURE
if and only if k = 0. Assume that p > 1. Let H be a spanning subgraph of G. Notice
that H satisfies the F-closure if and only if for every edge uv of H, G — N[{u, v}] has
no independent set of size p.
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This observation implies that to find a spanning subgraph H of G satisfying the
F-closure, we can use the following procedure: for every edge uv € E(G), we check
whether G — N[{u, v}] has an independent set with p vertices, and then if this holds,
we discard uv, and we include uv in the set of edges of H otherwise. Clearly, it can be
done in time n9®),

To show hardness, we reduce INDEPENDENT SET. For simplicity, we prove the claim
for k = 1. Let (G, p) be an instance of INDEPENDENT SET. Let Q be the graph obtained
from two copies of the star K;, by making their central vertices u and v adjacent.
We define G = G + Q. We claim that G’ has a spanning subgraph H satisfying the
F-closure that has exactly one edge if and only if G has no independent set with p
vertices. Suppose that G has no independent set with p vertices. Then the spanning
subgraph H of G’ with E(H) = {uv} satisfies the F-closure. Assume now that H is a
spanning subgraph of G’ with E(H) = {xy}. We show that xy = uv. Suppose this is
not the case. If u (resp. v) is not an endpoint of xy, then G’ — N[{x, y}] contains an
independent set of size at least p, namely the one formed by the p vertices of degree
one adjacent to u (resp. v) in G'. This contradicts the property that H satisfies the F-
closure. Hence, xy = uv. Then G = G' — N[{u, v}] has no independent set with p
vertices. By Observation 6.2.1, we have that (G, p) is a no-instance of INDEPENDENT
Set if and only if (G, k) is a yes-instance of STRONG F-CLOSURE. O

From now on we assume that F # pKj and F # pK; + K;. We show that STRONG
F-cLosURE is FPT when parameterized by k and |V(F)| in this case. We will consider
separately the case when F has a connected component with at least 3 vertices and the
case F = pK; + gK; forp > 0and g > 2.

Lemma 6.3.4. Let F be a graph that has a connected component with at least 3 vertices.
Then STRONG F-CLOSURE can be solved in time 200°) (|V(F)| + k)°®) 4 n00),

Proof. We show the claim by proving that the problem has a kernel with at most
22=2(|V(F)| 4 k) + 2k — 2 vertices. Let (G, k) be an instance of STRONG F-CLOSURE.
We recursively apply the following reduction rule in G:

Rule 6.3.4.1. If there are at least |V(F)| 4 k + 1 false twins in G, then remove one of
them.

To show that the ruleis sound, let vy, . . . , v, be false twins of G for p = |V(F)[+k+1
and assume that G’ is obtained from G by deleting v,. We claim that (G, k) is a yes-
instance of STRONG F-cLOSURE if and only if (G, k) is a yes-instance.

Let (G, k) be a yes-instance. By Observation 6.2.1, there is a solution H for (G, k)
such that |E(H)| = k. Since |E(H)| = k, thereisi € {1,...,p} such that v; is an
isolated vertex of H. Since vi,. .., v, are false twins we can assume without loss of
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generality that i = p. Then H = H — v, is a solution for (G', k), that is, this is a
yes-instance. Assume that (G', k) is a yes-instance of STRONG F-CLOSURE. Let H' be
a solution for the instance with k edges. Denote by H the spanning subgraph of G
with E(H) = E(H’). We show that H satisfies the F-closure with respect to G. To
obtain a contradiction, assume that there is a set of vertices S of G such that H[S] ~ F
and G[S] ~ F. Since H' satisfies the F-closure with respect to G, S ¢ V(H'). Thus,
v, € S. Note that v, is an isolated vertex of H. Because p = |V(F)| + k + 1, there
isi € {1,...,p — 1} such that v; is an isolated vertex of H and v; ¢ S. Let §' =
(S\ {vp}) U {vi}. Since v; and v, are false twins, H[S'| = H'[S'] ~ Fand G[S'] ~ F;a
contradiction. Therefore, we conclude that H satisfies the F-closure with respect to G,
that is, H is a solution for (G, k).

It is straightforward to see that the rule can be applied in polynomial time. To sim-
plify notations, assume that (G, k) is the instance of STRONG F-CLOSURE obtained
by the exhaustive application of Rule 6.3.4.1. We greedily find an inclusion maximal
matching M in G. Notice that the spanning subgraph H of G with E(H) = M sat-
isfies the F-closure because every component of H has at most two vertices and by
the assumption of the lemma F has a component with at least 3 vertices. Therefore, if
|M| > k, we have that H is a solution for the instance. Respectively, we return H and
stop.

Assume that [M| < k — 1. Let X be the set of end-vertices of the edges of M. Clearly,
|X| < 2k — 2 and X is a vertex cover of G. Let Y = V(G) \ X. We have that Y is an
independent set, since M is an inclusion-wise maximal matching. Every vertex in Y
has its neighbors in X. Hence, there are at most 2/X vertices of Y with pairwise distinct
neighborhoods. Hence, the vertices of Y can be partitioned into at most 21| classes of
false twins. After applying Rule 6.3.4.1, each class of false twins has at most |V(F)| + k
vertices. It follows that |Y| < 2 (|V(F)| 4 k) and

V(G)| = [X] + Y] < [X] + 2X(|V(B)| + k) < (2k —2) + 2 ([V(F)| + k).

Now we can find a solution for (G, k) by brute force checking all subsets of edges
of size k by Observation 6.2.1. This can be done it time |V(G)|°®). Hence, the total
running time is 200) (|V(F)| 4 k)°®) + 00, O

Now we consider the case F = pK;+gK; for p > 0and g > 2. First, we explain how
to solve STRONG gK;-CLOSURE for q > 2. We use the random separation technique pro-
posed by Cai, Chen and Chan [18] (see also [30]). To avoid dealing with randomized
algorithms and subsequent standard derandomization we use the following lemma
stated in [22].

Lemma 6.3.5 ([22]). Given aset U of size n and integers0 < a, b < n, one can construct
in time 20 {a.b}log(a+0)) . y1og n a family S of at most 20(min{a.b}log(a+b)) . 1o 1
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subsets of U such that the following holds: for any sets AJB C U, ANB =0, |A| < a,
|B| < b, there existsaset S € S with A C Sand BN S = ).

(klogk) . ,0(1).

Lemma 6.3.6. For q > 2, STRONG qK,-CLOSURE can be solved in time 2° n

Proof. Let (G, k) be an instance of STRONG gK,-CLOSURE. If k < g, then every span-
ning subgraph H of G with k edges satisfies the F-closure, that s, (G, k) is a yes-instance
of STRONG F-cLOSURE if k < |E(G)|. Assume from now that g < k.

Suppose that G has a vertex v of degree at least k. Let X be the set of edges of G
incident to v and consider the spanning subgraph H of G with E(H) = X. Since F =
gK; and g > 2, H satisfies the F-closure. Hence, H is a solution for (G, k). We assume
that this is not the case and A(G) < k — 1.

Suppose that (G, k) is a yes-instance. Then by Observation 6.2.1, there is a solution
H with exactly k edges. Let A = E(H) and denote by X the set of end-vertices of the
edges of A. Denote by B the set of edges of E(G) \ A that have at least one end-vertex in
N[X]. Clearly, ANB = (). We have that |A| = kand because the maximum degree of G is
atmostk—1, |B| < 2k(k—1)(k—2). Applying Lemma 6.3.5 for the universe U = E(G),
a = kand b = 2k(k — 1)(k — 2), we construct in time 201085 . 400 3 family S of
at most 20(k1°25) . 1og 1 subsets of E(G) such that there exists a set S € S with A C §
and BN S = (). For every S € S, we find (if it exists) a spanning subgraph H of G with
k edges such that (i) E(H) C S and (ii) for every e;, e; € S that are adjacent or have
adjacent end-vertices, it holds that either ej, e, € E(H) or e, e; ¢ E(H). Property (ii)
ensures that the set of edges of S\ E(H) do not belong to B. By Lemma 6.3.5, we have
that if (G, k) is a yes-instance of STRONG F-CLOSURE, then it has a solution satisfying
(i) and (ii). Hence, if we find a solution for some S € S, we return it and stop and,
otherwise, if there is no solution satisfying (i) and (ii) for some S € S, we conclude
that (G, k) is a no-instance.

Assume that S € S is given. We describe the algorithm for finding a solution H
with k edges satisfying (i) and (ii). Let R be the set of end-vertices of the edges of S.
Consider the graph G[R] and denote by Cy, . . ., C, its components. Let A; = E(C;) NS
forie {1,...,r}.

Observe that if H is a solution with k edges satisfying (i) and (ii), then for each
i€ {l,...,r}, either A; C E(H) or A; N E(H) = (. It means that we are looking for
a solution H such that E(H) is union of some sets A;, that is, E(H) = U;cfA; for I C
{1,...,r}. Let¢; = |Aj| fori € {1,...,r}. Clearly, we should have that ) _,_; ¢; = k.
In particular, it means that if |A;] > k, then the edges of A; are not in any solution.
Therefore, we discard such sets and assume from now that |[A;| < kfori € {1,...,r}.
Fori € {1,...,r}, denote by w; the maximum number of edges in A; that form an
induced matching in C;. Since each |A;| < k, the values of w; can be computed in time
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2k. nO0) by brute force. Observe that for distinct i, j € {1, ..., r}, the vertices of C; and
Cj are at distance at least two in G and, therefore, the end-vertices of edges of A; and
Aj; are not adjacent. It follows, that the problem of finding a solution H is equivalent
to the following problem: find I C {1,...,r} suchthat ) ., ¢; = kand ), ., w; < q.
It is easy to see that we obtain an instance of a variant of the well known KNapPsack
problem (see, e.g., [82]); the only difference is that we demand ) _,; ¢; = k instead of
> icr€ > kas in the standard version. This problem can be solved by the standard
dynamic programming algorithm (again see, e.g., [82]) in time O(kn).

(klogk) . ,,0(1) klogk) .

Since the family S is constructed in time 2° n9M and we consider 29
log 1 sets S, we obtain that the total running time is 20(k10gk) . ,0(), O

We use Lemma 6.3.6 to solve STRONG (pK; + gK;)-CLOSURE.

Lemma 6.3.7. Forp > 0 and q > 2, STRONG (pK; + qK;)-CLOSURE can be solved in
time 20((k+p)log(k+p)) . ,;O(),

Proof. Let F = pK; + gK;. If p = 0, we can apply Lemma 6.3.6 directly. Assume that
p > 1. Let (G, k) be an instance of STRONG F-CLOSURE. If k < g, then every spanning
subgraph H of G with k edges satisfies the F-closure, that is, (G, k) is a yes-instance of
STRONG F-cLOSURE if k < |E(G)|. Assume from now that g < k.

Suppose that G has a vertex v of degree at least k. Then we argue in exactly the same
way as in the proof of Lemma 6.3.6. We consider the set of edges X incident to v and
define H be the spanning subgraph of G with E(H) = X. Since q > 2, H satisfies the
F-closure and we have that H is a solution for (G, k). We assume from now that this is
not the case and A(G) < k — 1.

Suppose that |V(G)| < 2k(k — 1) + pk. In this case we solve STRONG F-CLOSURE by
brute force trying all possible subsets X of k edges and checking whether the spanning
subgraph H with E(H) = X is a solution. By Observation 6.2.1, it is sufficient to solve
the problem. To check whether H is a solution, we have to verify whether H satisfies
the F-closure. We do it by brute force in time n°1V#D_ Since n < 2k(k — 1) + pk and
|V(F)| = p+2q < p+2k, this can be done in time 20((k+2) og(k+2))_Gince the number
of sets X is 20((k+p)log(k+p)) the total running time is 20((k+p) log(k+p))

Assume now that | V(G)| > 2k(k — 1) + pk.

We claim that in this case a spanning subgraph H of G satisfies the pK; +gK;-closure
if and only if H satisfies the gK;-closure. It is straightforward to see that if H satisfies
the gK;-closure, then H satisfies the pK; 4 qK,-closure. Suppose that H does not satisfy
the gK,-closure. Then there is S C V(G) of size 2q such that G[S] = H[S] is a matching
with g edges. Let X = V(G)\NI[S]. Since A(G) < k—1, |N[S]| < 2k(k—1) and, therefore,
|X| > pk. It implies that G[X] has an independent set ' of size at least p because the
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maximum degree is bounded by k — 1. We have that G[SUS'| = H[SUS'] ~ pK; +gK.
It means that H does not satisfy the pK; + gK;-closure.

By the proved claim, we have to solve STRONG gK,-CLOSURE and this can be done
in time 20(k1ogk) . ,00) by Lemma 6.3.6. O

Combining Lemmata 6.3.4, 6.3.6, and 6.3.7, we obtain the following theorem.

Theorem 6.3.8. If F # pK, for p > 1and F # pK; + K; for p > 0, then STRONG
F-cLOSURE is FPT when parameterized by |V(F)| + k.

Notice that if |[E(F)| > k, then (G, k) is a yes-instance of STRONG F-CLOSURE. This
immediately implies the following corollary.

Corollary 6.3.9. If F has no isolated vertices, then STRONG F-CLOSURE is FPT when
parameterized by k, even when F is given as a part of the input.

We conclude this section with a kernel result. It can be observed that if the input
graph G is restricted to be a graph from a sparse graph class and is closed under taking
subgraphs, then the kernel constructed in Lemma 6.3.4 becomes polynomial in some
cases. We demonstrate this for d-degenerate graphs *.

Proposition 6.3.10. IfF has a connected component with at least 3 vertices, then STRONG
F-cLOSURE has a kernel with k°\Dd(|V(F)| + k) vertices on d-degenerate graphs.

Proof. Let (G, k) be an instance of STRONG F-cLOSURE and G is d-degenerate. First,
we exhaustively apply Rule 6.3.4.1. To simplify notations, assume that (G, k) is the
obtained instance. Then we find an inclusion maximal matching M in G. If | M| > k, we
have that H is a solution for the instance. Respectively, we return H and stop. Assume
that this is not the case, that is, [M| < k — 1. Let X be the set of end-vertices of the
edges of M. Clearly, |X| < 2k — 2 and X is a vertex cover of G. Let Y = V(G) \ X. We
have that Y is an independent set.

Observe that if Y contains at least (fﬁl)d + 1 vertices of degree at least d + 1,

then G contains the complete bipartite graph K1, 441 as a subgraph contradicting
d-degeneracy. We conclude that Y contains d - k%) vertices of degree at least d + 1.
The number of vertices of degree at most d with pairwise distinct neighborhoods is
kO This immediately implies that G has k%@ d(|V(F)| + k) vertices. O

In particular, we have a polynomial kernel when F = Pj. Similar results can be
obtained for some classes of dense graphs. For example, if G is dK;-free, then V(G) \ X
has at most d — 1 vertices and we obtain a kernel with 2k + d — 3 vertices.

'NP-completeness result for F = P; restricted to planar graphs (and, thus, 5-degenerate graphs) is
given in Section 6.5.
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6.4 Parameterized complexity of MAXSTC

In this section we study the parameterized complexity of STRONG P3-CLOSURE,
which is more famously known as MaxSTC.

Note that MAxSTC is FPT and admits an algorithm with running time 20(R) .00
by Lemma 6.3.4. We complement this result by showing that MAXSTC does not admit
a polynomial kernel, even when the input graph is a split graph. A graph is a split graph
if its vertex set can be partitioned into an independent set and a clique. MAXSTC is
known to be NP-hard on split graphs (Theorem 3.3.4).

Theorem 6.4.1. MaxSTC has no polynomial compression unless NP C coNP/ poly,
even when the input graph is a split graph.

Proof. The reduction comes from the SET PACKING problem: given a universe U of
t elements and subsets By, ..., B, of i decide whether there are at least k subsets
which are pairwise disjoint. SET PACKING (also known as RANK D1SJOINT SET prob-
lem), parameterized by |U/|, does not admit a polynomial compression unless NP C
coNP/ poly [35]. Clearly, it can be assumed that k < t as, otherwise, we have a trivial
no-instance. Given an instance (i, By, . . ., By, k) for the SET PACKING, we construct a
split graph G with a clique U U Y and an independent set W U X as follows:

o The vertices of U correspond to the elements of /.

o For every B; there is a vertex w; € W that is adjacent to all the vertices of (U U
Y) \ B.

 Xand Y contain additional 2¢ verticeswith X = {x,...,x}and Y = {y1,...,y}
such that y; is adjacent to all the vertices of (WU X) \ {x;} and x; is adjacent to
all the vertices of (UU Y) \ {yi}.

Notice that the clique of G contains 2t vertices. We will show that there are at least
k pairwise disjoint sets in {Bj, .. ., B, } if and only if there is a solution for STRONG P;-
CLOSURE on G with atleast k' = |[E(UUY)|+ [k/2] + /2] edges. Since k < t = |U],
this means that ¥’ = O(#?) and, therefore, the existence of a polynomial compression
for MAxSTC would imply the same result for SET PACKING parameterized by t.

Assume that B’ is a family of k pairwise disjoint sets of By, . . . , By. For every B € B’
we choose three vertices w;, y;, x; from W, Y, and X, respectively, such that x; is non-
adjacent to y; with the following strong edges: w; is strongly adjacent to y; and x; is
strongly adjacent to the vertices of B} in U. We also make weak the edges inside the
clique between the vertices of B, and y;. All other edges incident to w; and x; are weak.
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X

Figure 6.2: Illustrating the split graph G given in the construction in the proof of The-
orem 6.4.1, where UU Y is a clique and WU X is an independent set. Given an instance
(U, By, By, B3, 2) for the SET PACKING, the labeled edges correspond to a solution for
STRONG P3-cLOSURE on G. To keep the figure clean, we only draw the strong edges
between the independent set W U X and the clique U U Y; the dashed edges of the
clique UU Y correspond to its weak edges. Notice that the dashed edges span a union
of star graphs.

Let W, Y', X be the set of vertices that are chosen from the family B’ according to
the previous description. Every vertex of W\ W’ is not incident to a strong edge and,
thus, it is isolated in H. For the ¢ — k vertices of Y\ Y’ we choose a maximum matching
of L%J edges. For each matched pair y;, y; we make the following edges strong: x;yy
and x;jy; where x; and x; are non-adjacent to y; and yj, respectively. Moreover each
edge y;y; of the clique is weak and all other edges incident to x; and x; are weak. The
rest of the edges inside the clique UU Y are strong. Figure 6.2 illustrates such a labeling
on the edges of G.

Let us now show that the described subgraph H satisfies the Ps-closure with the
claimed number of strong edges. Observe that if there is a P;-graph in H then it must
contain a vertex of the independent set incident to a strong edge. Also notice that no
vertex of the clique UU Y is strongly adjacent to more than one vertex of the indepen-
dent set WU X. By construction for each B; € B’ the vertices w;, x; of the independent
set are incident to a strong edge. The vertices of the clique that are non-adjacent to w;
constitute B}, and x; is non-adjacent only to vertex y;. Since all edges of E(B}, {;}) are
weak, both vertices w; and x; cannot induce a P3-graph. The rest of the vertices of the
independent set that are incident to at least one strong edge belong to X \ X'. Every
vertex x; of X \ X’ is adjacent to all vertices of (UU Y) \ {y;}. For the strong edge x;yy
there is a weak edge y;y; implying that x; does not participate in any P;-graph of H.
Thus for any vertex v of the independent set that is strongly adjacent to a vertex v/ of
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the clique there are weak edges between v/ and the non-neighbors of v in the clique.

Consequently there is no Ps-graph in H. For the number of edges in H notice that for

every weak edge inside the clique UU Y there is a unique matched strong edge incident

to a vertex of X. Furthermore every vertex of W’ is incident to an unmatched strong
[X\X|

edge and each of the | =5~ ] vertices is incident to an additional unmatched strong

edge. Hence |[E(H)| = |[E(UU Y)| + k + [ 5% ], which gives the claimed bound '.

For the opposite direction, assume that H is a subgraph of G that satisfies the P;-
closure with at least k" edges. For a vertex v € WUX, let S(v) be the strong neighbors of
vin Hand let B(v) be the non-neighbors of v in UU Y. Our task is to show that for any
two vertices u, v of W U X with non-empty sets S(u), S(v), we have B(u) N B(v) = ().
Since there is no Ps-graph in H, it is clear that all edges of E(S(v), B(v)) are weak. Also
observe that for any two vertices u,v € WU X, S(u) N S(v) = 0.

A spanning subgraph H of G that satisfies the P3-closure is called nice solution if for
any weak edge uv of the clique U U Y the following property holds:

(W1) there are two vertices #/, v in the independent set W U X such that u € S(u) N
B(v')andv € S(v) N B(v/).

We first prove that every solution can be transformed into an equivalent nice solution.

Claim 6.4.2. For any spanning subgraph H of G that satisfies the P3-closure with at least
K’ edges, there is a nice solution H' with at least k" edges.

Proof: We assume that H is not a nice solution. This means that there is a weak edge uv
with u, v € UU Y that does not admit property (W1). We will show that we can safely
make the edge uv strong and maintain the same number of strong edges. If u, v ¢ S(x)
for every vertex x of W U X then we can make the edge uv strong without violating
the Ps-closure. Thus there is at least one vertex u’ that is strongly adjacent to u so that
u € S(u'). Moreover if v € S(u') then both u and v have no other strong neighbor
in the independent set which means that we can safely make the edge uv strong. This
implies that v ¢ S(u’). Now assume that v ¢ B(u/), meaning that v is a neighbor of /
in G but not a neighbor of &’ in H. Observe that v has at most one strong neighbor in
the independent set. If there is such a strong neighbor v/ of v in W U X then we make
v/ weak and uv strong. Such a replacement is safe, since u has exactly one strong
neighbor #' in W U X and all other strong neighbors of u or v belong to the clique.
Hence v € B(«/).

Suppose next that v has no strong neighbor in the independent set. Then we replace
the strong edge u/u by the edge uv; such a replacement is safe since v has no strong
neighbors in the independent set and /' is the only strong neighbor of u in the inde-
pendent set. Thus there is a strong neighbor v/ of v such that v € WUX. Summarizing,
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there are u’, v/ € WU X such that u € S(«/), v € S(V/), v € B(«'), and by symmetry
for v/ we get u € B(V/). Therefore u € S(u') N B(V') and v € S(v') N B(«/'). &

In what follows we assume that H is a nice solution. We next consider the vertices
of X from the independent set.

Claim 6.4.3. Let H be a nice solution in which no vertex of W is incident to a strong
edge. Then |[E(H)| < [E(UUY)| + |t/2].

Proof: We first show that for every vertex x; of X, S(x;) contains at most one vertex.
Recall that B(x;) contains exactly one vertex. Assume for contradiction that S(x;) con-
tains at least two vertices. Let u,v € S(x;) and let B(x;) = z. By the Ps-closure, both
edges uz and vz of the clique must be weak. Then by property (W1) and Claim 6.4.2,
there is a vertex xj € X such that z € S(x;) and {u,v} C B(x;). This however is not
possible since by construction we know that B(x;) contains exactly one vertex. Thus
|S(x;)| < 1for every vertex x; € X.

Let Ey be the set of weak edges that have both their endpoints in the clique. If
there are two edges of Eyy incident to the same vertex u then by property (W1) and
Claim 6.4.2 the unique vertex #’ € X that is strongly adjacent to u has two non-
adjacent vertices in the clique. Since every vertex of X is non-adjacent to exactly one
vertex, there are no two edges of Eyy incident to the same vertex. This means that the
edges of Ey form a matching in E(UUY). Moreover property (W1) and the fact that H
is nice solution, imply that for every edge of Eyy there are exactly two strong edges be-
tween the vertices of the independent set and the clique. Thus Eyy C E(Y) and |Ey| <
| £], since | Y| = t. For the same reason, also observe that [S(X)| = 2|Ew]| where S(X)
are the strong edges with one endpoint in X. Therefore E(H) = (E(UUY)\ Ew)US(X)
which implies |[E(H)| < [E(UUY)| + | £]. %

Thus by Claim 6.4.3 and the fact that a nice solution H contains k' > |[E(UUY)| 4+
|t/2] edges, we know that some vertices of W are incident to strong edges in H. We
next show that these type of vertices of W must have disjoint non-neighborhood in G.
To do so, we consider the weak components of E(H) in the clique. A weak component is
a connected component of the clique spanned by the weak edges, that is, by the edges
of E(G) — E(H).

Let C,, be a weak component with n(C,,) its number of vertices and m(C,, ) its num-
ber of weak edges. Denote by Es(C,,) the set of strong edges between C,, and W U X.
By property (W1) and Claim 6.4.2, E5(C,,) is non-empty. Notice that every vertex of
C,, has exactly one strong neighbor in the independent set, since H satisfies the P3-
closure. This means that |Es(C,,)| = n(C,). Then the number of edges in H can be
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described as follows:

[E(H)| = [EUUY)[+ ) (n(Cy) = m(Cy)) . (6.1)
Cw

We say that a nice solution H is a nice sparse solution if every weak component of H is
a tree.

Claim 6.4.4. For every nice solution H, there is a nice sparse solution H' such that
|[E(H)| = [E(H)|.

Proof: Consider a weak component C,, of H. If we make strong all edges among the
vertices of C,, and remove the edges of Es(C,) from H then the resulting graph H’
satisfies the Ps-closure. Thus if m(C,,) > n(C,, ) then we can safely ignore such a com-
ponent in the sum of |[E(H)| in Equation 6.1 by replacing all its weak edges by the
strong edges of Eg(C,,). This means that m(C,,) = n(C,,) — 1 because the weak edges
of C,, span a connected component. Therefore every weak component C,, is a tree in
H'. &

In fact we will prove that there is a nice solution in which every weak component is a
tree of height one (star graph). Before that, let us first show the following property with
respect to the nested non-neighborhood of vertices of WU X. For a vertex v € WU X,
observe that all edges between S(v) and B(v) are weak. Thus all vertices of S(v) belong
to the same weak component of H.

We say that a nice sparse solution H is nice disjoint solution if for any v;, v € WU X
with non-empty S(v;) and S(v;), we have B(v;) € B(v;) and B(vj) € B(v;).

Claim 6.4.5. For every nice sparse solution H, there is a nice disjoint solution H' such
that |[E(H)| = |E(H')|.

Proof: By the Ps-closure of H, we know that no vertex of the clique has more than one
strong neighbor in the independent set, which implies S(v;) N S(vj) = (). Assume that
there are two vertices v;, v; in W U X such that B(v;) C B(v;). This means that the
vertices of S(v;) U S(v;j) belong to the same weak component C,,. We show that there
is an optimal solution H’ for which S(v;) = () and |E(H')| = |E(H)|. There is no weak
edge with the endpoints in S(v;) and S(v;), respectively, since C,, is a tree. Thus all edges
between the vertices of S(v;) and S(v;) are strong. This means that v; is adjacent to every
vertex of S(vj). We construct H' by replacing all strong edges incident to v; by strong
edges incident to v;. Remove all strong edges incident to v; and let S(v;) U S(v;) be the
strong neighbors of v; in H'. Notice that |[E(H')| = |E(H)|. Since we only added strong
edges incident to v; and B(v;) C B(v;), all edges between B(v;) and S(v;) U S(v;) are
weak and, thus, H' satisfies the P;-closure. Therefore applying the same replacement
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for every pair of vertices with nested non-neighborhood, results in an optimal solution
as desired. &

Claim 6.4.6. Every weak component of a nice disjoint solution H is a star graph.

Proof. Let uy, uy, ..., u, be a path of a weak component C,, of H where u; is a leaf
vertex of C,,. Since uju, is a weak edge, property (W1) implies that there is a vertex v;
in the independent set that is strongly adjacent to u; such that B(v;) = {uy}. If C,, is
not a star then r > 4. For r > 4, the weak edge u3uy implies that there is a vertex v
in the independent set that is strongly adjacent to u3 such that {u, us} C B(v;). Then
we reach a contradiction since B(v;) C B(v;) which is not possible by the definition of
H. Therefore we have r < 3, which implies that C,, is a tree of height one. O]

Claim 6.4.7. For any two vertices v;,v; € W U X of a nice disjoint solution H with
non-empty S(v;) and S(v;), we have B(v;) N B(v;) = 0.

Proof: Recall that S(v;) N S(v;) = () and notice that all edges of E(S(v;), B(v;)) and
E(S(vj), B(v;)) are weak. If the vertices of S(v;) belong to a different weak component
than the vertices of S(v;) then B(v;) and B(v;) are disjoint. Suppose that the vertices
of S(v;) and S(v;) belong to the same weak component C,,. By Claim 6.4.6, C,, is a
star graph. Let u be the non-leaf vertex of the star C,,. If both v; and v; are strongly
adjacent to leaf vertices of C,, then B(v;) = B(v;) = {u}. Thus by the definition of H,
v; is strongly adjacent to u so that B(v;) = V(C,,) \ {u} and vj is strongly adjacent to
all leaf vertices of C,, so that B(v;) = {u}. Consequently B(v;) and B(v;) are disjoint
sets. &

Claim 6.4.8. Let H be a nice disjoint solution. Then, the following hold:

(i) The number of weak components in H is at least [k/2] + [t/2].
(ii) Every vertex of WU X has strong neighbors in at most one weak component of H.

(iii) For every weak component C,, of H, there are exactly two vertices of W U X that
have strong neighbors in C,,.

Proof: Let C,, be a weak component of H. Since H is a nice disjoint solution, C,, is a tree
which means m(C,,) = n(C,,) — 1. From Equation 6.1 we get |[E(H')| = |[E(UUY)|+¢,
where c is the number of weak components in H'. Thus we have ¢ = [k/2] + [t/2].
For (ii), let v be a vertex of WUX that has strong neighbors in a weak component C,,.
Property (W1) implies that B(v) N C,, # (). This means that for any vertex v’ € S(v) all
edges between v/ and B(v) are weak from the P;-closure. Thus we have S(v) C V(C,,).
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For a weak component C,,, we know that there are at least two vertices v;, v, of
WU X that have strong neighbors in C,, by property (W1). By Claim 6.4.6, C,, is a star
graph. Let u be the non-leaf vertex of C,,. If u ¢ S(v1) U S(v2) then u € B(v;) N B(vz)
which is not possible by Claim 6.4.7. Without loss of generality assume that u € B(v;).
Then, by property (W1) we have u € S(v,). Recall that S(v) N S(v/) = 0 for any two
vertices v,V € W U X. Assume that there is a vertex v € (W U X) \ {w, v»} that
is strongly adjacent to C,,. Then u ¢ S(v) and S(v) contains a non-leaf vertex of C,,.
Thus we reach a contradiction to Claim 6.4.7 because u € B(v) by property (W1) and
u € B(vy). Therefore the third statement follows. &

Now we are equipped with our necessary tools to show our claimed result. Given
a solution H of G with at least k" edges, Claims 6.4.2, 6.4.4, and 6.4.5 imply that there
is a nice disjoint solution H' with |E(H’)| = k. By Claim 6.4.8 (i) there are at least
[k/2] + |t/2] weak components in H'. Moreover, Claim 6.4.8 (ii) and (iii) imply that
there are at least k 4 ¢ vertices of W U X that have a strong neighbor in U U Y. Recall
that |X| = tand, by construction, B(x) with x € X is disjoint with any B(v) of a vertex
v e (WUX) \ {x}. Thus there are at least k vertices in W that have a strong neighbor
in UU Y. Claim 6.4.7 shows that all vertices of W that are incident to at least one
strong edge in H' must have disjoint non-neighborhood. Since B(w;) = B;, there are

k pairwise disjoint sets in {By, ..., B} for the k vertices of W that are incident to at
least one strong edge in H'. Therefore there is a solution for the SET PACKING problem
for (U, By, ..., By, k). O

Let F be a graph that has at least one component with at least three vertices. If M is a
matching in a graph G, then the spanning subgraph H of G with E(H) = M satisfies the
F-closure. Hence, if G has a matching of size at least k, then (G, k) is a yes instance of
STRONG F-CLOSURE. Such instances that admit a solution that is given by a matching
can be detected in polynomial time, since the size of a maximum matching of a graph
can be computed in polynomial time [105]. This gives rise to the question about the
parameterized complexity of STRONG F-CLOSURE with the parameter r = k — u(G).
We show that MAXSTC is FPT with this parameter for the instances where A(G) < 4.
Note that MaXSTC is NP-complete on graphs G with A(G) < d for every d > 4 by
Theorem 4.4.1.

Theorem 6.4.9. MaXSTC can be solved in time 2°0) . n°U) on graphs of maximum
degree at most 4, where r = k — u(G).

Proof. Let (G, k) bean instance of MAXSTC such that A(G) < 4.Letalsor = k—pu(G).

Recall that a triangle is a cycle on three vertices. Slightly abusing notation, we do
not distinguish between a triangle and its set of vertices and write G — T instead of
G — V(T) for a triangle T and do the same for a union of triangles.
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We construct the set of vertices X and the set of edges A as follows. Initially, X = ()
and A = (). Then we exhaustively perform the following steps in a greedy way:

1. If there exists a copy of K4 in G — X, we add the vertices of this K4 to X and the
edges between these vertices to A.

2. If there exists a triangle Tin G — X such that y(G — X) <3+ u(G—-X - 1),
we add the vertices of T to X and and the edges of T'to A.

Let M be a maximum matching of G — X for the obtained set X. Note that the
spanning subgraph H of G with the set of edges A U M is a disjoint union of complete
graphs with 1, 2, 3 or 4 vertices, that is, H has no induced path on three vertices. Hence,
H satisfies the P3-closure. Assume that Step 1 was applied p times and we used Step 2
q times. Clearly, |A| = 6p + 3q. Notice that the vertices of a copy of K4 can be incident
to at most 4 edges of a matching and the complete graph with 4 vertices has 6 edges.
Observe also that by the application of Step 2, we increase the size of A by 3 and u(G —
X) — u(G— X — T) < 2. This implies that |E(H)| = |A| + |M| > u(G) + 2p + q.
Therefore, if 2p + g > 1, (G, k) is a yes-instance of MAXSTC. Assume from now that
this is not the case. In particular, it means that |X| < 4rand G’ = G — X is a Ky-free
graph. By the choices made in both steps, notice that every vertex of X has at least two
neighbors inside X. Let Y = V(G) \ X = V(G).

We need some structural properties of G’ and (possible) solutions for the considered
instance of MaxSTC.

Claim 6.4.10. If T is a triangle in G/, then T satisfies the following properties:

(i) T contains no edge of M;

(ii) every vertex of T is incident to an edge of M.

Proof: If either (i) or (ii) does not hold, the triangle T is such that at most two edges of
the matching M are incident to its vertices. This implies that u(G') < 3 + u(G' — T),
which is a contradiction with the fact that Step 2 can no longer be applied. &

We say that a solution H for (G, k) is regular if H[Y] is a disjoint union of triangles,
edges and isolated vertices. We also say that a solution H is triangle-maximal if (i) it
contains the maximum number of edges and, subject to (i), (ii) contain the maximum
number of pairwise distinct triangles.

Claim 6.4.11. If (G, k) is a yes-instance of MAXSTC, then every triangle-maximal so-
lution is regular.
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Proof: Let H be a triangle-maximal solution for (G, k).

We first note that, H has no K, 3 as a subgraph. Otherwise it would imply the ex-
istence of a K4 in G — X, because for every copy xyz of (not necessarily induced) P3
in H, xz € E(G) if H satisfies the Ps-closure. This implies that H consists of a disjoint
union of paths and cycles. Consider an induced path on three vertices P; = v1v,v3 in
H. By the Ps-closure there is the edge v;v3 in G. We prove that the P; has a particular
form which allows us to make v;v3 strong, i.e., the triangle v;v,v; belongs to a solu-
tion H. In particular we show that Ny(v,) = {w, v3} and either Ny(v;) = {v,} and
Ny(v3) = {v2,y} hold or Ny(v;) = {v2,y} and Ng(v3) = {v2} hold, where y is a
vertex in G.

« First observe that v, has no other neighbor in H, because v, belongs to a path or
acyclein H. Assume that there is a vertex x € X that is adjacent to v, in H. Then
by the P;3-closure, x is adjacent in G to all three vertices of P; which contradicts
the fact that d(x) < 4, because x is adjacent to at least two vertices inside X.
Thus v, has no other neighbor in H.

o Next assume that there are vertices u, u3 such that u; € Ngy(v;) \ {v.} and
us € Nu(vs3) \ {v2}. If u = u; = u3 then u does not belong to Y because there
isno Ky in G'. And if u € X then by the Ps-closure, u is adjacent to all three
vertices of the P; which contradicts the fact that d(u) < 4. For u; # u3, notice
that v, is adjacent to both u, u3 by the Ps-closure. Then both u;v;v, and uzv3v;
form triangles in G, which implies by Claim 6.4.10 that there is an edge v,v of
M with v ¢ {w, v3, u1, u3}. This, however, contradicts the fact that d(v,) < 4.

« By the previous two arguments, we know that at least one of vi, v3 is only ad-
jacent to v, in H. Without loss of generality, assume that Ny (v;) = {v,}. If
Ng(v3) = {v2, 7,5} then by the Ps-closure v; is adjacent in G to both y, y'. Ap-
plying Claim 6.4.10 shows that there is another edge incident v,, contradicting
the fact that d(v,) < 4. Also note that if Ny(v3) = {v,} then both vy, v5 have
no other strong edge incident to them, so that the edge v;v3 of G can be made
strong which contradicts the maximality of H.

Thus for the given P; we know that Ny (v1) = {v2}, Ny(v2) = {v1, 3}, and Ny (v3) =
{v2,y} or Ny(v1) = {v2,5}, Nu(v2) = {v1,v3}, and Ny(v3) = {v>}. This means that
in both cases we can replace in H the edge v3y or vy by the edge v;v3; without violating
the Ps-closure. Iteratively applying such a replacement for every P; of H' shows that
H is regular. &

In the following we use the notion of distance between two subsets of vertices. For
two disjoint subsets of vertices X; and X, the distance between X; and X is the length
of the shortest path among all pairs of vertices v; and v, with v; € X; and v, € X;.
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Claim 6.4.12. Let T = abc be a triangle in G’ that is at distance one from X. If H is a
solution containing T, then H contains no other edge incident to the vertices a, b, and c.

Proof: Let T = abcbe a triangle as described above and let H be a solution containing T.
Assume for a contradiction that there exists an edge xa in H that is incident to a vertex
of T. Suppose that x € X. This implies that xb € E(G) and xc € E(G). Since x has at
least two neighbors inside X, we conclude that d(x) > 4, a contradiction. If x € G—X,
this would imply the existence of Ky in G', a contradiction. &

Claim 6.4.13. Let T be a triangle at distance at least two from X that does not intersect
any other triangle. Then T is included in every triangle-maximal regular solution for
(G, k).

Proof: Let T = abc be a triangle as described above and assume that H is a triangle-
maximal regular solution that does not contain T. Since no other triangle intersects T,
at most one edge of H is incident to each vertex of T by Claim 6.4.11 and these edges
are not included in any other triangle except, possibly, T. If no edge of T'is in H, we can
replace the edges incident to T by the edges ab, bc and ac and obtain a solution with
at least as many edges as H containing T. This solution contains an additional triangle
contradicting the condition that H is a triangle-maximal solution. If there exists an
edge of T'in H, let ab be such an edge. Clearly, ab is the unique edge of the solution
in T. Again, since no other triangle intersects T, there is no other edge of the solution
that is incident to a or b and at most one edge is incident to c. Then we replace the
edge incident to ¢ by the two edges of the triangle abc and obtain a solution with more
edges, a contradiction. We conclude that the edges of T are included in H. &

Claim 6.4.14. If Ty and T, are two intersecting triangles in G/, then the following holds:
1. Ty and T, have one edge in common;
2. No other triangle intersects Ty or T».

Proof: Let T; and T, be two intersecting triangles as described above. Assume for a
contradiction that T; and T, have only a single vertex in common and let a be such a
vertex. Recall that M is a maximum matching in G — X. By Claim 6.4.10, there exists
an edge of the matching incident to a that cannot be contained neither in T} nor in 75,
which implies that d(a) > 4, which is a contradiction. We conclude that the triangles
must intersect in one edge. Let T} = abc and T, = bcd. Assume for the sake of contra-
diction that there exists a triangle T that intersects T. Since by the first argument of
the claim the triangles T and T; cannot intersect in a single vertex, T contains at least
one of b or ¢c. Assume b € V(T). Again, by Claim 6.4.10, there must be an edge of M
incident to b that is not contained in any of the triangles, which implies that d(b) > 4,
a contradiction. This concludes the proof. &
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Claim 6.4.15. If T\ and T, are two intersecting triangles such that T is at distance at
least two from X, then either Ty or T, is included in every triangle-maximal regular
solution for (G, k).

Proof: Let H be a solution. By Claim 6.4.14, T; and T, have exactly one common
edge. Let T} = abc and T, = bcd. Assume that a triangle-maximal regular solu-
tion H contains neither T; nor T,. Note that at most one edge of H is incident to a by
Claim 6.4.11. Because H does not contain all the edges of T5, the same holds for b and
¢ by Claim 6.4.11. By Claim 6.4.14, these edges are not included in any other trian-
gles except, possibly, T1 and T,. Now we repeat the same arguments as in the proof of
Claim 6.4.13. If no edge of T; is in H, we can replace the edges incident to T; by the
edges ab, bc and ac and obtain a solution with at least as many edges as H containing
one additional triangle T; contradicting the triangle-maximality of H. If there exists
an edge of T in H, then at most two edges of H are incident to the vertices of T; and we
can replace them by the edges of T} and increase the number of edges in the solution
contradicting the choice of H. O

Given the properties of the triangles in G’ and the properties of triangle-maximal
regular solutions, we are now ready to solve the problem by finding a regular solution
if it exists. Recall that by Claim 6.4.11, a regular solution H to the problem when re-
stricted to G— X is a disjoint union of triangles, edges and isolated vertices. The crucial
step is to sort out triangles in G'.

We first consider the triangles in G’ that are at distance at most one from the set X
in G, that is, the triangles that contain at least one vertex that is adjacent to a vertex of
X in G. Since |X| < 4r and since every vertex of X has at least two neighbors inside
X, we have that [Ng(X)| < 8r. By Claim 6.4.14, at most 2 triangles of G’ contain the
same vertex. Thus, the number of pairwise distinct triangles in G’ that are at distance
at most one from the set X in G is at most 16r. We list all these triangles, and branch on
all at most 2'¢" choices of the triangles that are included in a triangle-maximal regular
solution. Then, for each choice of these triangles, we try to extend the partial solution.
If we obtain a solution for one of the choices we return it and the algorithm returns
NO otherwise.

Assume that we are given a set 7; of triangles at distance one from X that should be
in a solution. Note that by Claim 6.4.11, the triangles in 7; are pairwise disjoint. We
apply the following reduction rule.

Rule 6.4.15.1. Set G = G — Ure; T and set k = k — 3|Tq).

By Claim 6.4.12, the original instance has a regular solution if and only if the ob-
tained instance has a regular solution that does not contain triangles in G — X that are
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at distance one from X. Our aim now is to find such a solution. For simplicity, we keep
the same notation and assume that G’ = G — X.

Now we deal with triangles that are at distance at least 2 from X. Consider the set
T, of triangles in G’ that are at distance at least 2 from X and have no common vertices
with other triangles in G'. By Claim 6.4.13, all these triangles are in every triangle-
maximal regular solution. It immediately gives us the following rule.

Rule 6.4.15.2. Set G = G — Urep; T and set k = k — 3|7T5|.

We again assume that G’ = G — X. To consider the remaining triangles, recall that
by Claim 6.4.14, for every such a triangle T, T is intersecting with a unique triangle 7'
of G and T, T’ are sharing an edge.

Let 75 be the set of triangles in G’ that are at distance at least 2 from X in G and
have a common edge with a triangle at distance one from X. Recall that we are looking
for a regular solution that does not contain triangles in G — X that are at distance one
from X. Then by Claim 6.4.15, triangles of 73 should be included to a triangle-maximal
regular solution, and we get the next rule.

Rule 6.4.15.3. Set G = G — Urep; T and set k = k — 3|T3].

As before, let G = G — X. The remaining triangles in G’ at distance at least 2
from X in G form pairs {Tj, T, } such that T} and T, have a common edge and are not
intersecting any other triangle. Let P be the set of all such pairs. By Claim 6.4.15, a
triangle-maximal regular solution contains either T; or T,. We use this to apply the
following rule.

Rule 6.4.15.4. For every pair {T1, T} € P, delete the vertices of Ty and T, from G,
construct a new vertex u and make it adjacent to the vertices of No((T1 \ T2) U(T2\ Th)).
Setk =k —3|P|.

Denote by (G, k) the instance of MaxSTC obtained from (G, k) by the application
of Rule 6.4.15.4. We show the following claim.

Claim 6.4.16. If the instance (G, k) has a triangle-maximal regular solution H that has
no triangles in G — X at distance one from X, then there is a solution H for (G, IAc) such
that H — X is a disjoint union of edges and isolated vertices, and if there is a solution H
for (G, k) such that H— X is a disjoint union of edges and isolated vertices, then (G, k)
has a regular solution H that has no triangles in G — X at distance one from X.

Proof: Let H be a triangle-maximal regular solution for (G, k) such that H has no tri-
angles in G — X at distance one from X. Notice that if H contains a triangle, then it
belongs to one of the pairs of P. By Claim 6.4.15, we can assume that H contains a
triangle from every pair from P. We construct a solution H for (G, k) by modifying
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H as follows. First, we include in H the edges of H that are not incident to the vertices
of the pairs of triangles of P. For every pair { T}, T, } € P, H contains either T; or T>.
Assume without loss of generality that T; is in H. Let v be the vertex of T, that is not
included in T;. By Claims 6.4.11 and 6.4.10, at most one edge of H is incident to v and
there is no edge in H that is incident to exactly one vertex of T;. Let u be the vertex of
G constructed by Rule 6.4.15.4 for { T}, T }. If vx € E(H) for some x € V(G), then we
include the edge ux’ in H, where «’ is the vertex constructed from x by the rule; note
that it can happen that x is a vertex of some other pair of triangles. Since we include
in H at most one edge incident to a vertex constructed by the rule, H does not con-
tain triangles and is a disjoint union of edges and isolated vertices. Moreover, since
|E(H)| > k, we have that |[E(H)| > k — 3|P| = k.

Suppose now that H is a solution for (G, k) such that H — X is a disjoint union of
edges and isolated vertices. Now we construct H by modifying H. For every edge uv of
H such that u and v are vertices of the original graph G, we include uv in H. Assume
that uv € E(H) is such that v € V(G) and u was obtained from a pair {T}, T,} € P.
Then v is adjacent in G to a vertex x that belongs to exactly one of the triangles, say 7.
We include xv and T, in H. Suppose that uv € E(H) is such that u was obtained from
apair {T1, T,} € P and v was obtained from a pair { T}, T, } € P. Then G has an edge
xy such that x that belongs to exactly one of the triangles T;, T5, say T}, and y belongs
to exactly one of the triangles T}, T, say T}. We include xy, T, and T, in H. Finally, if
there is a pair {1, T,} € P such that for the vertex u € V(G) constructed from this
pair, H has no edge incident to u, we include T in H. With this way we obtain H such
that H— X is a disjoint union of triangles, edges and isolated vertices. It remains to note
that because |E(H)| > k, we have that |[E(H)| > k, that is, H is a regular solution. <

By Claim 6.4.16, we have to find a solution for the instance (G, k) such that H — X
is a disjoint union of edges and isolated vertices. We do it by branching on all possible
choices of edges in a solution that are incident to the vertices of X. Since |X| < 4r
and A(G) < 4, there are at most 167 edges that are incident to the vertices of X and,
therefore, we branch on at most 21" choices of a set of edges S. Then for each choice
of S, we are trying to extend it to a solution. If we can do it for one of the choices, we
return the corresponding solution, and the algorithm returns NO otherwise.

Assume that S is given. First, we verify whether the spanning subgraph of G with
the set of edges S satisfies the Ps3-closure. If it is not so, we discard the current choice of
S since, trivially, S cannot be extended to a solution. Assume that this is not the case.
Let R = G — X. We modify R by the exhaustive application of the following rule.

Rule 6.4.16.1. If there are vertices x,y,z such that xy € E(R), z € X, xz € §, and
yz ¢ E(G), then delete xy from R.

Let R be the graph obtained from R by the rule. Observe that the edges deleted by
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Rule 6.4.16.1 cannot belong to a solution. Hence, to extend S, we have to complement
it by some edges of R’ that form a matching. Moreover, every matching of R’ could be
used to complement S. To see this, observe that every matching of R’ and the edges of
S satisfy the Ps-closure. By Rule 6.4.16.1, we ensure that the edges of SUM in G satisfy
the P3-closure. Respectively, we find a maximum matching M in R’ in polynomial
time [105]. We obtain that the spanning subgraph H of G with E(H) = SU M satisfies
the Ps-closure. We verify whether |S| + |[M| > k. If it holds, we return H. Otherwise,
we discard the current choice of S.

The correctness of the algorithm follows from the properties of Rules 6.4.15.1-
6.4.16.1 and Claim 6.4.16. To evaluate the running time, observe that Steps 1 and 2
that are used to construct X and A can be done in polynomial time. Then we branch
on at most 2" choices of 77. For each choice, we apply Rules 6.4.15.1-6.4.15.4 in poly-
nomial time. Then we consider at most 2" choices of a set of edges S. For each choice,
we apply Rule 6.4.16.1 in polynomial time and then compute a maximum matching
in R’ [105]. Summarizing, we obtain the running time 20(") . n00), O

6.5 Further Results

To complement our results so far, we give here the parameterized complexity results
when our problem is parameterized by the number of weak edges. The following result
is not difficult to deduce using similar ideas to those used in proving that F-FREE EDGE
DELETION is FPT by the number of deleted edges [16].

Theorem 6.5.1. For every fixed graph F, STRONG F-CLOSURE can be solved in time 2°(0).
n°0), where ¢ = |E(G)| — k.

Proof. We basically use the main idea given in [16]. Since F is of fixed size, we can
list all induced subgraphs of G isomorphic to F in polynomial time. For each induced
subgraph F' we check whether G[F'| ~ F. If G[F'] ~ F, then we must remove at least
one of the edges of F'. We branch at all such possible |E(F)| edges and on each resulting
graph we apply the same procedure for at most ¢ steps. If at some intermediate graph
we have G[F'] # F for all of its induced subgraphs then we have found the desired
subgraph within at most ¢ edge deletions. Otherwise, we can safely output that there
is no such subgraph with at most ¢ edge removals. As the depth of the search tree is

bounded by /, the overall running time is 20() . nO), O]

Next we show that STRONG F-CLOSURE has a generalized polynomial kernel with
this parameterization whenever F is a fixed graph. We obtain this result by construct-

ing generalized kernelization that reduces STRONG F-CLOSURE to the d-HITTING SET
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problem that is the variant of HITTING SET with all the sets in C having d elements.
Notice that this result comes in contrast to the F-FREE EDGE DELETION problem, as
it is known that there are fixed graphs F for which there is no polynomial compres-
sion [17] unless NP C coNP/ poly.

Theorem 6.5.2. For every fixed graph F, STRONG F-CLOSURE has a generalized polyno-
mial kernel, when parameterized by { = |E(G)| — k.

Proof. Let d be the number of edges of F. We enumerate all the induced subgraphs
of G isomorphic to F in polynomial time. Let 7 = {F,...,F,;} be the produced
subgraphs isomorphic to F such that V(F;) # V(F;). For each F; € Fg, we construct
the set E; = E(F;). Notice that |E;| = - - - = |E,;| = d. Now our task is to select at most
¢ edges E’ from G such that E' N E; # () for every E;. We claim that such a subset of
edges is enough to produce a solution for the STRONG F-CLOSURE. To see this, consider
an F-graph F; of G and denote by G’ the graph obtained from G by removing an edge
e = xy of F;. Assume for contradiction that at least one new F-graph F is created in
G sothat F' ¢ Fg and F' € Fg . Then both x and y must belong to F' which implies
that x and y are non-adjacent in G'[F']. This, however, contradicts the fact that G[F]
induces a graph isomorphic to F, because x and y are adjacent in G. Thus 5 C Fg
which implies that the described set of edges E’ constitutes a solution. This actually
corresponds to the d-HITTING SET problem: given a collection of sets C; = E; each of
size d from a universe U = E(G), select at most £ elements from U such that every set
C; contains a selected element. Then we use the result of Abu-Khzam [1] (see also [30])
that d-HITTING SET admits a polynomial kernel with the universe size O(¢%) and with
O(¢9) sets. O

Observe that whenever STRONG F-CLOSURE is polynomially solvable or NP-complete
for a given F, Theorem 6.5.2 implies that STRONG F-CLOSURE admits a polynomial
kernel. If the problem can be solved in polynomial time, then it has a trivial ker-
nel. If STRONG F-CLOSURE is NP-complete, then there is a polynomial reduction of
d-HITTING SET to STRONG F-CLOSURE. Combining the generalized kernelization and
this reduction, we obtain a polynomial kernel.

We would like to underline that Theorems 6.5.1 and 6.5.2 are fulfilled for the case
when F is a fixed graph of constant size, as the degree of the polynomial in the run-
ning time of our algorithm depends on the size of F and, similarly, the size of F is
in the exponent of the function defining the size of our generalized kernel. We can
hardly avoid this dependence as it can be observed that for / = 0, STRONG F-CLOSURE
is equivalent to asking whether the input graph G is F-free, that is, we have to solve
the INDUCED SUBGRAPH IsoMORPHISM problem. It is well known that INDUCED Sus-
GRAPH ISOMORPHISM parameterized by the size of Fis W[1]-hard when Fis a complete
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Figure 6.3: The planar configuration used in the proof of Theorem 6.5.3.

graph or graph without edges [39], and the problem is W[1]-hard when F belongs to
other restricted families of graphs [81].

We conclude with a few open problems. An interesting question is whether MaxSTC
is FPT when parameterized by r = k — p(G). We proved that this holds on graphs of
maximum degree at most 4, and we believe that this question is interesting not only on
general graph but also on various other graph classes. In particular, what can be said
about planar graphs? To set the background, we show that MAXSTC is NP-hard on
planar graphs and (3Kj, 2K;)-free graphs. The Lemma 3.2.4 is needed for the proofs
of Theorems 6.5.3 and 6.5.5.

Lemma 3.2.4: Let x and y be true twins in G. Then, there is an optimal solution H
for MAXSTC such that xy € E(H) and for every vertex u € N(x), xu € E(H) if and
only if yu € E(H).

Theorem 6.5.3. MAxSTC is NP-hard on planar graphs.

Proof. We show the theorem by a reduction from PLANARX3C. In X3C we are given
a set X with |X| = 3g elements and a collection C of triplets of X and the problem
asks for a subcollection C' C C such that every element of X occurs in exactly one
member of C'. If such a subcollection C’ exists, then it is called an exact cover of X.
For the PLANARX3C we associate a bipartite graph G with this instance as follows:
we have a vertex for every element of X and a vertex for every triplet of C and there
is an edge between an element and a triplet if and only if the element belongs to the
triplet. The problem is known to be NP-complete even restricted to instances whose
associated graph is planar [40]. Let G = (XUC, E) be an instance of PLANARX3C with
|C| = m > q. We construct another graph G’ by replacing the three edges incident
to each triplet with the configuration shown in Figure 6.3. More precisely, we replace
each triplet vertex t by a triangle {t.,t,,t,} (middle triangle) and for each original
edge tx we introduce two triangles {t, ax, by} (inner triangle) and {ay, by, x} (outer
triangle). Thus for every triplet we associate seven triangles in which four of them are
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Figure 6.4: A solid edge corresponds to a strong edge, whereas a dashed edge corre-
sponds to a weak edge. Form (a) has 12 strong edges and corresponds to a triplet that is
a member of an exact cover. Form (b) has 9 strong edges and corresponds to a triplet
that does not belong to an exact cover. Form (c) contains all other cases; we depict
only one of them.

vertex-disjoint (the middle and the outer triangles) and the other three triangles (inner
triangles) share all their vertices with two vertex-disjoint triangles. Such a subgraph
corresponding to the triplet (x, y, z) € Cis simply called triplet subgraph. Observe that
any two triplet subgraphs have in common only a subset of the vertices x, y, z of their
outer triangles. Notice also that G’ remains a planar graph. We prove that PLANARX3C
has an exact cover if and only if G’ has a spanning subgraph with at least 9m-+ 34 strong
edges that satisfies the P3-closure.

Assume C' is an exact cover for PLANARX3C with |C'| = g. If a triplet belongs to C'
then we make the edges of all four vertex-disjoint triangles strong (see Figure 6.4 (a)).
If a triplet does not belong to C' then we make the edges of all inner triangles strong
(see Figure 6.4 (b)). This labeling satisfies the P3-closure as there is no P; spanned by
strong edges and the total number of strong edges is 12g + 9(m — g) which gives the
claimed bound.

For the opposite direction, assume that G’ has a spanning subgraph H with at least
9m + 3q strong edges. Consider the graph induced by the vertices {t, ax, by, x} that
corresponds to an original edge between an element x and a triplet ¢. Since ay, b, are
true twins in G, by Lemma 3.2.4, E(H) contains the edge a,b, and ay, by are also true
twins in H. The latter implies that either one of the two triangles {x, ay, b, }, {tx, ax, by}
belongs to H, or no such triangle belongs to H. The same observation carries along the
vertices ay, b, and a, b,. Thus for every triplet subgraph, E(H) contains all its outer
triangles, or all its inner triangles, or a combination of some inner and outer triangles.
These cases correspond to the three forms given in Figure 6.4. We show that there exists
an optimal solution H only with the first two forms of Figure 6.4, which particularly
means that every triplet subgraph of H contains either all its outer triangles or all its
inner triangles.

To prove this, we first show that every middle triangle in a triplet subgraph has either

130



Chapter 6 6.5. Further Results

all its edges strong or none of its edges is strong. We refer to the former case as strong
middle triangle and the later as weak middle triangle. Assume that the middle triangle
contains at least one strong edge t,t,. Then there is no other strong edge incident to ¢,
or t,. If the inner triangle of ¢, is not strong, then we can safely make the edges ¢, t,t,
strong. Otherwise, the inner triangle of t, is strong and we remove both edges t,a, and
tyby from H and add the edges t,ty, t,t,. Thus if there is a strong edge in the middle
triangle then there is a solution with a strong middle triangle.

Next we consider a (strong or weak) middle triangle. If a middle triangle is weak
then E(H) contains at most 9 edges from its triplet subgraph. In such a case we replace
all its edges from E(H) by the 9 edges of its inner triangles by keeping the same size for
E(H). The replacement is safe with respect to the P3-closure because the inner triangles
of each triplet subgraph are vertex-disjoint with any other triplet subgraph. For every
strong middle triangle notice that all the edges of its inner triangles are weak. If there
is at most one outer triangle that is strong then we make the middle triangle weak and
we replace its edges of E(H) by the edges of its inner triangles. Thus for every strong
middle triangle we know that either two or three outer triangles are strong. Also recall
that for every weak middle triangle, all its outer triangles are weak.

Fori € {0,2,3}, let ¢; be the number of triplet subgraphs in which there are i outer
triangles strong. We will show that, since H contains at least 9m 4+ 3q edges, there are
no triplet subgraphs with exactly two outer triangles strong, i.e., £/, = 0. Observe that
£y + 05+ {3 = m. Also notice that each of the subgraphs corresponding to £, contains
9 strong edges, ¢, contains 10 strong edges, and /3 contains 12 strong edges. Therefore
the total number of strong edges is 9¢y + 10/, + 12¢3. As H contains at least 9m + 3q
edges, we get ¢, + 3/3 > 3q. Now notice that every vertex of X is incident to at most
one strong triangle. Thus for each of the ¢, subgraphs there are 2 vertices in X that are
incident to strong edges, whereas for each of the /3 subgraphs there are 3 such vertices
in X. This implies that 20, 4+ 3¢3 < |X| = 3q. Therefore |E(H)| > 9m + 3q holds
only if /, = 0 and {3 = g, so that all triplet subgraphs with strong middle triangles
correspond to an exact cover for the elements of X. O

Moreover, in proof of Theorem 6.5.3 every strong connected component forms a
clique and, thus, we have the following corollary.

Corollary 6.5.4. CLUSTER DELETION is NP-hard on planar graphs.

We next proceed with the (3Kj, 2K;)-free graphs. The reduction comes from the
CLIQUE problem which is known to be NP-complete on such graphs [58].

Theorem 6.5.5. MaxSTC restricted on (3Ky, 2K, )-free graphs remains NP-hard.
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Proof. Let (G, k) be an instance of CLIQUE with G being a (3K, 2K;)-free graph. From

G we construct G’ by adding a clique X of size x = nk such that every vertex of X is

adjacent to every vertex of G. Clearly G’ remains (3K, 2K; )-free graph. We show that

G has a solution for CLIQUE of size at least k if and only if G’ has a spanning subgraph
x(x—1) k(k—1)

that satisfies the Ps-closure with at least ¢ = =5~ + =5~ + kx strong edges.

Assume that C C V(G) is a solution for CLIQUE on G of size at least k. Then CUX is
a clique in G'. Maintaining only the edges of CU X in a spanning subgraph of G’ does
not create any P3. Thus there is a spanning subgraph of G’ that satisfies the Ps-closure
and the number of edges in G'[C U X] gives the desired bound.

For the opposite direction, assume that H is such a solution for STRONG P3-CLOSURE
on G'. Observe that the vertices of X have the same closed neighborhood in G/, so
they are true twins. By Lemma 3.2.4 we know that all vertices of X have the same
neighborhood in H and all edges inside X are strong. If there is a vertex of X with k
strong neighbors in G'[V] then there is a k-clique in G. Moreover if there is a vertex
of G'[V] with k — 1 strong neighbors then those vertices induce a clique of size k. We
show that at least one of the two conditions holds in H. Assume for contradiction, that
there is no such vertex: all the vertices of X have the same k — 1 strong neighbors in
G'[V], and every vertex of G'[V] has at most k — 2 strong neighbors. This means that
the claimed solution has at most p strong edges where p = @ +x(k—1)+n(k—2).
Since p < g, we get a contradiction to the number of strong edges in H. Thus there is
at least one vertex v of the following type: either v € X with at least k strong neighbors
in Gorv € V(G) with at least k — 1 strong neighbors in G. Therefore in both cases we

get a k-clique in G. O]

The proof of Theorem 6.5.5 can be generalized to any graph class IT for which the
following two conditions hold: (i) CLIQUE is NP-hard on IT and (ii) IT is closed under
addition of a universal vertex.

Regarding the parameterization by r = k — u(G), it is still interesting to extend
STRONG F-cLOSURE when F # P; has a connected component with at least three ver-
tices. As a first step, we give an FPT result when F is a star.

Theorem 6.5.6. For every t > 3, STRONG K ;-CLOSURE can be solved in time 20(r) .

n®0, where r = k — u(G) .

Proof. We prove the theorem by constructing a kernel for the problem.

Let G be a graph and M be a maximum matching of G. We assume without loss of
generality that G has no isolated vertices. Otherwise, we just delete such vertices and,
trivially, obtain an equivalent instance of the problem. Let V) be the set of vertices of
G that are covered by M. Let X be a subset of vertices of V(G) and A be a subset of edges
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of G[X], both initially set to be empty. We add elements to X and A by performing the
following steps in a greedy way:

1. Ifthereisv € V(G) \ Vi and xy € M such that vx € E(G) or vy € E(G), then
we add v, x and y to X and add all the edges between {v, x, y} to A.

2. Ifthere is xy, wz € M such that G[{x, y, w, z}] % 2K;, then we add x, y, wand z
to X and add all the edges between {x, y, w, z} to A.

Note that since the set {v, x, y} does not induce a Kj 1, and since xy, wz € E(G), the
set {x, y, w, z} does not induce a Kj ; either, the edges added to A in each step can be
part of a solution. Moreover, after each application of step 1 or step 2, the size of the
set A U M is increased by at least one. As a consequence, if the steps can be applied at
least r times, then |A U M| > |M| + r and therefore we have a yes instance. Assume
that this is not the case. This implies that |X| < 4r.

After the exhaustive application of steps 1 and 2 in a greedy way, we consider the
matching obtained from M by the deletion of the edges included in A. For simplicity,
we call this matching M again and use V) to denote the set of vertices of V(G) \ X that
are covered by M. Observe that M is a maximum matching of G—X. Since step 1 cannot
be applied, we have that the vertices of the set W = V(G) \ (XU V) are not adjacent to
the vertices of V). By the maximality of M, the vertices of W are pairwise nonadjacent.
Because step 2 can no longer be applied, M is actually an induced matching of G. That
is, G — X is the disjoint union of the edges of M and the isolated vertices of W.

In what follows, we show that the sizes of W and M can be reduced to bound them
by a function of r.

Recall that G has no isolated vertices. Hence, each vertex of W is adjacent to a vertex
of X. We partition the vertices of W according to their neighborhood in X, that is, two
vertices x, y € Ware in the same class if and only if Ng(x) = Ng(y). Clearly, we obtain
at most 21X < 2% classes. We exhaustively apply the following rule.

Rule 6.5.6.1. If there exists a class of vertices of W that has size at least (t — 1) - 4r + 1,
then delete one vertex of the class from the graph.

To see that Rule 6.5.6.1 is safe, assume that one given class contains at least (¢ —
1) - 4r + 1 vertices and we applied the rule for this class. Denote by G’ the obtained
graph. Observe that every vertex of X can be adjacent to at most ¢ — 1 vertices of G — X
in a solution, otherwise the solution would contain a set of strong edges inducing a
Ki; in G. This, together with the fact that |X| < 4r, gives us that at most (t — 1) - 4r
vertices of W are adjacent to vertices of X in a solution. Since the class contains at least
(t — 1) - 4r + 1 vertices, at least one vertex of the class has no incident edges in the
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solution. Notice that 4(G') = u(G). Therefore, if (G, k) is a yes instance, then (G, k)
is a yes instance as well. For the opposite direction, it is sufficient to observe that every
solution to (G, k) is a solution for (G, k).

We use similar approach to reduce the size of M. We partition M to classes according
to their neighborhood in X. More precisely, two edges x;y1, X2y> € M are in the same
class if and only if either Ng(x;) N X = Ng(x2) N X and Ng(»1) N X = Ng(y2) N X
or, symmetrically, Ng(x1) N X = Ng(y2) N X and Ng(») N X = Ng(x2) N X. There
are at most 2% possible subsets of X that can be the neighborhood of a given vertex of
G — X. Then, we can partition the edges of M into at most 2" classes, according to the
neighborhoods of the two endpoints of the edge. We exhaustively apply the following
rule.

Rule 6.5.6.2. If there exists a class of edges of M that has size at least (t —1) - 4r+1, then
delete the end-vertices of one edge of the class from the graph and reduce the parameter
k by one.

To show safeness, suppose that one given class contains at least (f —1) - 4r + 1 edges.
Assume that Rule 6.5.6.2 is applied for this class and denote by G’ the graph obtained
by the application of the rule. Since M is an induced matching in G, every vertex of X
can be adjacent to end-vertices of at most t — 1 edges of M in a solution, otherwise the
solution would contain a set of strong edges inducing a K;; in G. Together with the
fact that | X| < 4r, we obtain that at most (t — 1) - 4r edges of M have end-vertices that
are adjacent to vertices of X in a solution. Since the class contains at least (t —1) - 4r+1
edges, at least one edge of the class is such that both of its end-vertices are not adjacent
to any vertex of X in the solution. This edge can therefore be part of every solution H.
Note that 4(G") = u(G)—1. This implies that if (G, k) is a yes instance, then (G', k—1) is
ayes instance. For the opposite direction, consider any solution for (G, k—1). Clearly,
we can construct a solution for (G, k) by adding the edge that was deleted by the rule.
Hence, if (G, k — 1) is a yes instance, then (G, k) is a yes instance.

Once Rules 6.5.6.1 and 6.5.6.2 have been exhaustively applied, the number of ver-
tices of the graph is bounded by 4r + 24 - (t — 1) - 4r + 2% - (t — 1) - 4r - 2 = g(r).
It is now possible to use brute force to solve the problem in the following way. First,
we guess which edges inside X go into the solution. Since |X| < 4r, this guessing takes
20() time. Since every vertex of X can have at most 2¢ — 2 neighborsin G — X in a
solution, we can again guess which edges from X to G — X go into the solution. This
takes 2°(") time. Finally, for each of these guesses made for the edges in E(G) \ M, we
test which edges of M can be added into the solution without forming an induced K ;
in H that also induce a K;; in G. This takes time 2000 The total running time of the
brute force algorithm is therefore 200) . 4,00 O
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CONCLUSION

7.1 Summary

In this thesis, we mainly considered MAXSTC, an optimization problem that arises
in social network analysis, and CLUSTER DELETION, a classical edge modification prob-
lem, and we studied their computational complexity on several graph classes. More-
over, we introduced the STRONG F-CLOSURE problem, which serves as a generalization
of MAXSTC, as well as a relaxation of F-FREE EDGE DELETION. We studied STRONG F-
CLOSURE from a parameterized perspective with various natural parameterizations.

In particular, we studied the NP-complete problem MaxSTC in important classes
of graphs, since, to the best of our knowledge, no previous results were known prior to
our work when restricting the input graph for the MAXSTC problem. We first consid-
ered subclasses of chordal graphs. We showed that MaxSTC remains NP-hard on split
graphs (Theorem 3.3.4), and consequently also on chordal graphs. However, we solved
MaxSTC in polynomial time on proper interval graphs (Theorem 3.4.17) and trivially
perfect graphs (Theorem 3.2.3). On proper interval graphs, we characterized a specific
solution by taking advantage of the ordering of the vertices and we designed a dynamic
programming algorithm to construct such a solution. On trivially perfect graphs we
characterized their line-incompatibility graph and we solved the INDEPENDENT SET
on their line-incompatibility graph which consists an optimal solution for MAXSTC.
Moreover, we expressed MAXSTC and CLUSTER DELETION in monadic second order
logic of second type (MSO,) and, thus, both problems can be solved in linear time on
graphs of bounded treewidth (Subsection 3.2.1).

Furthermore, we presented a 2-dimension scheme which helped us to solve MaxSTC
in polynomial time on cographs (Theorem 4.3.6). The optimal solution of the problem
on cograph can be greedily taken by a sequence of maximum cliques. As a byproduct
of this procedure, we show that INDEPENDENT SET of the cartesian product of two
cographs is polynomial solvable (Theorem 4.3.8). Moreover, we studied the influence
of low maximum degree for the MaxSTC problem. We show an interesting complexity
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Graphs CLUSTER DELETION MAaxSTC Matched
General NP-hard [116] NP-hard [118] <
Chordal NP-hard [11] NP-hard <
Interval Poly-time [Th. 5.3.14] 4 <
Proper interval Poly-time [11] Poly-time [Th. 3.4.17] <
Split Poly-time [11] NP-hard [Th. 3.3.4] <
Starlike NP-hard [[11], Th. 5.4.3] | NP-hard <
Cograph Poly-time [50] Poly-time [Th. 4.3.6] v
Trivially-perfect Poly-time [50] Poly-time [Th. 3.2.3] v
Triangle-free Poly-time Poly-time v
Bounded treewidth | Poly-time Poly-time

Planar NP-hard [Cor. 6.5.4] NP-hard [Th. 6.5.3]

(3K1, 2K3)-free NP-hard [50] NP-hard [Th. 6.5.5]

A=3 Poly-time [85] Poly-time [Th. 4.4.3] v
A>4 NP-hard [85] NP-hard [Th. 4.4.1]

Table 7.1: Complexity of CLUSTER DELETION and MAXSTC restricted on particular
graph classes. Our results obtained within this thesis are presented in bold. In col-
umn Matched, the symbols “v"” or “<” indicate whether the optimal value of MAXSTC
matches or is greater than, respectively, to the optimal value of CLUSTER DELETION.

dichotomy result: for graphs of maximum degree four MAXSTC remains NP-complete
(Theorem 4.4.1), whereas for graphs of maximum degree three the problem is solved in
polynomial time (Theorem 4.4.3). Our reduction for the NP-completeness on graphs
of maximum degree four implies that, under the Exponential-Time Hypothesis, there
is no subexponential time algorithm for MaxSTC.

Next, we considered the close related CLUSTER DELETION problem. It is a well-
studied NP-complete problem and there are several computational results when the
input graph is restricted on graph classes. However, the complexity of CLUSTER DELE-
TION on interval graphs was left as an open problem by several researchers for more
than a decade. Here, we provided a polynomial time algorithm for computing an opti-
mal solution for CLUSTER DELETION when the input graph is an interval graph (The-
orem 5.3.14) and, thus, we settled the open problem in the affirmative. Our algorithm
relied on the linear structure obtained from the clique path of the interval graph. We
considered a dynamic programming approach defined by two vertex ordering to solve
the problem. Moreover, we studied the class of starlike graphs, a slight generalization
of split graphs. We characterized starlike graphs by a list of forbidden subgraphs and
we showed that CLUSTER DELETION is NP-hard ([11], Theorem 5.4.3). We also stud-
ied stable-like, threshold-like and laminar-like graphs that consist three subclasses
of starlike graphs. In all cases we proved that CLUSTER DELETION can be solved in
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polynomial time (Subsection 5.4.1). In Table 7.1 we summarize our results together
with previously-known results concerning the complexity of CLUSTER DELETION and
MAaxSTC on graph classes.

Apart from our results on classical computational complexity of MAXSTC and Crus-
TER DELETION on particular graph classes, we proposed sufficient conditions so that
the optimal solutions of MAXSTC and CLUSTER DELETION coincide. We deduced that
when the input graph is restricted either on Kz-free graphs, on P4-free graphs or on
graphs with maximum degree 3, a cluster graph corresponds to an optimal solution
for both problems. However, we found instances on split graphs ((2K3, C4, Cs)-free
graphs) and proper interval graphs (claw-free interval graphs) for which an optimal
solution of MAXSTC is slightly larger than an optimal solution of CLUSTER DELETION
(see for e.g. Figure 4.1). Furthermore, it should be noticed that among the considered
graph classes, split graphs consists the only graph family for which the complexity of
MaxSTC differs form the complexity of CLUSTER DELETION. In Table 7.1 we highlight
this relationship between the two problems regarding their optimal solutions.

Motivated by the role of triadic closures in social networks, and the importance
of finding a maximum subgraph that avoids a fixed pattern, we introduced and initi-
ated the parameterized study of the STRONG F-CLOSURE problem, where F is a fixed
graph. This study has been done with three different natural parameters: the number of
strong edges k, the number of strong edges above guarantee (maximum matching size)
k — u(G), and the number of weak edges /. We showed that the STRONG F-CLOSURE
is FPT when parameterized by k, for a fixed F (Theorem 6.3.8). Also, we proved that
the problem is FPT even when we allow the size of F to be a parameter, that is, if we
parameterize the problem by k + |V(F)| (Corollary 6.3.9), unless F has at most one
edge. In the latter case STRONG F-CLOSURE is co- W([l|-hard when parameterized by
|V(F)| even if k < 1 (Propositions 6.3.2, 6.3.3). With this parameterization we ob-
served that STRONG F-CLOSURE admits a polynomial kernel when the input graph is
planar graph or a d-degenerate graph (Proposition 6.3.10). Next, we studied the spe-
cial case of F = P3 which coincides with the MaxSTC problem. We complemented
our FPT results by proving that MaxSTC does not admit polynomial kernel even on
split graphs (Theorem 6.4.1). Moreover, on graphs of maximum degree at most 4, we
were able to show that MAXSTC is FPT with the above guarantee parameterization
k — u(G) (Theorem 6.4.9). Under the same parameterization, we showed that for ev-
ery t > 3, STRONG K; ;-CLOSURE is FPT (Theorem 6.5.6). Furthermore, we proved
that STRONG F-cLOSURE is FPT and admits a polynomial kernel when parameterized
by the number of weak edges and F is a fixed graph (Theorems 6.5.1, 6.5.2). We con-
cluded with some results related to classical computational complexity. We showed
that MAXSTC remains NP-hard on (3Kj, 2K;)-free graphs (Theorem 6.5.5) and on
planar graphs (Theorem 6.5.3). Our reduction for planar graphs also works for the
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CLUSTER DELETION problem and, thus, CLUSTER DELETION remains NP-hard on pla-
nar graphs (Corollary 6.5.4).

7.2 Open Problems

Here, we discuss possible future directions for further research and we highlight
few open problems that arise from the results obtained within this thesis.

Given the first study with positive and negative results for the MaxSTC problem
on restricted input, there are some interesting open problems. As we pointed out,
MAaxSTC is more difficult than CLUSTER DELETION in the following sense: a solution
for CLUSTER DELETION forms a solution for MAXSTC but the converse is not necessar-
ily true. We have given examples showing that such an observation carries out for split
graphs as well as for proper interval graphs. Despite the structural difference of both
problems, our result on split graphs points out an important and interesting complex-
ity difference between the two problems: on split graphs CLUSTER DELETION has al-
ready been shown to be polynomially solvable [11], whereas we proved that MAXSTC
remains NP-complete. It is interesting to explore other graph classes that exhibit the
same behavior. A natural graph class towards such a direction, can be considered as
the class of interval graphs. The structural properties that we proved for the solution
of MaxSTC on proper interval graphs, as well as, the extensive analysis that we did for
computing an optimal solution for CLUSTER DELETION on interval graphs seem to be
helpful in order to attack MAXSTC on interval graphs.

Moreover, our algorithm for CLUSTER DELETION on interval graphs, which heav-
ily relies on the linear structure obtained from their clique paths, leads us to consider
few open questions regarding two main directions. On the one hand, it seems tempt-
ing to adjust our algorithm for other vertex partitioning problems on interval graphs
within a more general framework, as already have been studied for particular graph
properties [13, 53, 70, 79, 120]. On the other hand, it is reasonable to ask whether our
approach works for CLUSTER DELETION on graphs admitting similar linear structure
such as permutation graphs [43, 58, 104]. In addition, permutation graphs consist
a superclasses of cographs, where the optimal solutions for MAXSTC and CLUSTER
DELETION coincide. On permutation graphs both problems do not coincide (the low-
est example of Figure 4.1 is a permutation graph) and both problems restricted to such
graphs have unresolved complexity status.

Furthermore, line-incompatibility graph is a useful tool to study MaxSTC because
of the equivalency between INDEPENDENT SET and MAXSTC by Proposition 3.2.2. Ob-
serving that INDEPENDENT SET is polynomial solvable on perfect graphs [61], a poten-
tial characterization of whether the line-incompatibility of a graph is perfect, will give
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us immediately a polynomial time solution for MAXSTC. Besides, line-incompatibility
graph has already been considered under the term of Gallai graph. Gallai graph has
attracted many researchers [78, 96, 119], where they tried either to characterize the
Gallai graph of a graph or to provide interesting structural properties.

Given the fact that the solutions of both problems coincide on Py-free and K;-free
but not on (2K3, C4, Cs)-free graphs and claw-free interval graphs, an interesting topic
is to completely characterize graphs by forbidden subgraphs for which MaxSTC and
CLUSTER DELETION coincide. In this direction, regarding H-free graphs, Griittemeier
etal. [62], showed a complexity dichotomy result for any graph H consisting of at most
four vertices. In particular, for any graph H on four vertices with H ¢ {P4, paw},
CLUSTER DELETION is NP-hard on H-free graphs, whereas it can be solved in polyno-
mial time on Py4- or paw-free graphs. It is interesting to exhibit similar characterization
for a family H of graphs that handles H-free graphs.

Another area of interest is graphs with small structural parameters, since CLUSTER
DEeLETION and MAXSTC can be solved in linear time on graphs of bounded treewidth
by using Courcelle’s machinery [28]. Although, for other structural parameters it seems
rather difficult to obtain a similar result, it is still interesting to settle the complexity
for both problems on distance hereditary graphs as they admit constant clique-width
[59]. In fact, we would like to settle the case in which from a given cograph (P4-free
graph) we can append degree-one vertices. This comes in conjunction with the starlike
graphs, as they can be seen as a degree-one extension of a clique.

Moreover, other structural parameters that seem promising on parameterized com-
plexity are neighborhood diversity and leafage [49, 84, 47, 65, 100]. Neighborhood di-
versity has been introduced by Lampis in [93], as a new graph parameter which gen-
eralizes vertex cover to dense graphs. A graph G = (V, E) has neighborhood diver-
sity at most w, if there exists a partition of V into at most w sets, such that all the
vertices in each set have the same type: two vertices v,V of G have the same type iff
N(v) \ {¥'} = N(v) \ {v}. It is a prominent parameter, since it can be seen as a
generalization of false twins and we showed that twin vertices play important role in
MAXSTC as well as in CLUSTER DELETION.

According to Gavril [52], a graph G is chordal if and only if G can be represented
as the intersection graph of a collection of subtrees of a host tree, the so-called tree
model of G. The leafage {(G) of a connected chordal graph G is defined as the min-
imum number of leaves of the host tree of a tree model of G. This concept was first
defined by Lin et al. in [100]. It is known that leafage can be computed in polyno-
mial time on chordal graphs [65] and when the graph G is interval it holds ¢(G) = 2.
Considering that CLUSTER DELETION is polynomial solvable on interval graphs and
both CLUSTER DELETION and MAXSTC are NP-hard on chordal graphs, it is interest-
ing if this parameter can lead to an FPT algorithm on chordal graphs. For example, an
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FPT algorithm for DoMITATION SET on connected chordal graphs parameterized by
leafage was given in [47].

As we already mentioned, the above structural parameters may be proved to be
helpful in order to show that MAXSTC and CLUSTER DELETION admit FPT algorithms
with respect to such parameters. Additionally, the parameterized complexity of STRONG
F-cLOSURE can be further explored. Since maximum matching of a graph satisfy F-
Closure when F has a component with three vertices and MAxSTC admits an FPT
algorithm on graphs of maximum degree at most 4 with the above guarantee param-
eterization k — 4(G), we believe that this parameterization is interesting not only on
general graph but also on various other graph classes. In particular, is MAXSTC fixed-
parameter tractable when parameterized by k — u(G)? What can be said about planar
graphs, since MAXSTC is already NP-hard on planar graphs?

A more general and realistic scenario for CLUSTER DELETION and MAXSTC is to re-
strict the choice of the considered edges. Assume that a subset F of edges is required to
be included in the same clusters for CLUSTER DELETION or, analogously, the described
edges are required to be strong for MAXSTC. Then, it is natural to ask for a suitable set
of edges E' C E\ Fwith |E'| as large as possible such that the edges of E'UF span a clus-
ter graph or satisfy the strong triadic closure, respectively. Clarifying the complexity of
such generalized problems is interesting on graphs for which CLUSTER DELETION or
MAaXSTC are solved in polynomial time. Another generalization of MAXSTC, that is
introduced by Sintos and Tsaparas [118], is having multiple type of strong edges, since
in real world scenarios every person has different type of relation with other people.
This problem is referred to as MULTI-STC. In MULTI-STC an induced P3; may receive
two strong labels as long as they are different. Towards this direction, there are some
results by Bulteau et al. [14] who studied the classical and parameterized complexity of
MuLti-STC and its variations such as VL-MuLTI-STC and EL-MuLt1-STC that con-
cern vertex or edge restrictions. Also Griittemeier et al. [64] studied the parameterized
complexity of MULTI-STC and EL-MuLTI-STC. It is interesting to study graph classes
for which VL-MuLt1-STC or EL-MuLTI-STC admit polynomial solutions.
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