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[pdAoyoc

H xopdiayyeiakn vO6og Kot 0 Kopkivog amoTeAovV TiG 000 TPAOTEG KLPLES artiec Bavitov
naykoopimg, apludviag oxeddv 30 exkatoppvpro Bovdtovg kdB’étog, pe pHeEYAAO OWKOVOUIKO
OVTIKTLTO Y10 TN dudyvwon kat T Oepameio tovg. O1 600 avtéc vosor popdlovtal ToALOVG KOOGS
TAPAYOVTEG KIVOUVOL, 0TS TO KATVICUA, 1 To(LGopKio, 1 EAAEWYN QUGIKNG Goknong, 1 ovBuylewn
dwtpoer] kKo o dwPng. Emopévmc, n épguva oyeTIKG pe TV TPOYVEOON KOl TO TPOYVOOTIKA
Hovtéda, (OMAadr] TOL GLVOVAGHOV TOAAATADV TAPOYOVTIOV KvOOVOVL), &ivar koaiplo yo T
oLUPOVAELTIKN TV AcHEVOVY Kol TN ANYN KMVIKOV aro@dcemv. ['a moAAd ypdvia 6ToV TOpEN TG
TPOYyvOoNG 0ev vanpyxe pio evomomuévn toSvopmon M €vag caeng dy®plopds HETOED TV
SPOP®V EOGV TPOYVOGTIKNG £pevvas. Qotdco, and 10 2013 €yovv mpotabel t€ooepa drokpitd,
aALAG ocvyyevh, €lon €peuvag o avtd TO TEdIO: 1M YEVIKN TPOYVOOTIKY €pevva, M Epevva
TPOYVOOTIKOV TAPAYOVIOV, 1 £PELVO. TPOYVOOTIKMOV HOVIEA®MV Kol 1 €PELVO TPOYVAOOTIKOV
TapayOdVTIOV andvinong ot Oepansio.

[MpdT0C 6TOHYOG TNG TAPOVCAG LEAETNG NTOV 1) EKTIUNGT TS TOKIMOG TV TANBVOUGV Kot TV
exfaoewv ylo TIC omoieg &va amd TOL CNUOVTIKOTEPO TPOYVMOOCTIKG LOVTEAN KOPOIYYELNKNG VOGOV,
10 Framingham Risk Score, £yet1 ypnopomomOet oty watpkn Pioypaeic. X1o debTEPO HEPOG TNG
HEAETNG €ywve mpoomdbel TALTOMOINONG UEAETOV Ol OMOIEC OVOTTOGGOLV 1M EMIKVPHOVOLV
TPOYVAOOTIKO HOVTEAD Yo TNV &KTiunon Jdvopevov ekPdoewv vyelog oe oacbevelg pe Mom
EYKOTEGTNUEVT] KapOlayyeElokn] VOGO (LOVTEAD OELTEPOYEVODS TTPOANYMG). TEAog, pedetnOnke m
oxéon HETOEL TNG LTIEPTAONG, £VOG ELPEMG YPNOULOTOIOVUEVOD TPOYVMGTIKOV OEIKTN, Kol TNg
ExPoonc 01popmV E0MV KOPKIVOL. ZUVORTIKA, LECO amd TNV £PEVVA LAG OVTH TPOCTAONCOUE VO
EKTIUOOVUE TN GMGTN N WOAAEC QOPEC AOOKIUN YPNON TPOYVOOCTIKAOV HOVIEA®V GTNV 10TPLKN
BipAoypapia, vo eviomicovpe KOl VO KOTOYPOWOVLUE TPOYVMOOTIKO HOVTEAD OEVTEPOYEVOVG
TPOMYNG Kol TEAOG VO HeAeToOoLUE TN oxéon UeTaED €VOG TPOYVMGTIKOV TOPAYOVTH KOl TNG
EKONAMONG LG XPOVIOG VOGOV, TPOCPEPOVTOS VAL OLOKANPOUEVO TPOTLTTO EPELVOG CYETIKA LE TOL
OT0 TPOYVAOOTIKG LOVTELD KOl TOVG TPOYVAOCTIKOVS TAPAYOVTEG XPOVIDV VOGOV.
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«Empirical evaluation and systematic review of prognostic factors and

prognostic models for chronic diseases. »

PART 1

PROGNOSIS IN CHRONIC DISEASES

1. INTRODUCTION

Prognosis, the likelihood of a person displaying a condition at a specific time period based on
his clinical or non-clinical profile, is fundamental to making sound clinical decisions and properly
informing patients. Correct estimate of prognosis can help clinicians make the right decisions for
treatment or diagnosis while also providing insight into the expected future course of a patient's
illness. The research interest in improving predictive ability by the use of biomarkers (genetic or
environmental) or prognostic models is of increasing interest in the medical literature. Progress over
the last decade in the laboratory measurement of biomarkers and other possible risk factors as well
as genetic polymorphisms, is constantly increasing expectations for a better, even personalized
prognosis.

To date, prognostic studies have been associated with a significant number of methodological
constraints that can affect both designing and analyzing a study, and ultimately describing its
results. These methodological constraints cast doubt on the true predictive ability of many markers
and models as well as on their clinical utility. Many predictive markers and models are only
considered by a single study without further validation while systematic reviews are absent. An
example of a widely used predictive model is the "Framingham Risk Score" which is one of the
most widespread and widely validated prognostic model in medicine. However, systematic reviews
of its predictive value are absent from the literature and there are concerns about its use in
populations and outcomes beyond those for which it has been created. In other areas, such as
melanoma or breast cancer, prognostic models have been proposed, but lacking broad validation
and systematic review.

The two main aspects of prognostic research are the prognostic factor research studies and the
prognostic model research studies. The prognostic factor research studies are divided into
exploratory studies, which are hypothesis-free studies and identify new factor-outcome
associations, and confirmatory studies, where new identified factors are validated in data and
populations derived from different studies. On the other hand, prognostic model research studies are
consisted of model development, where a new model is created based on known risk factors for a
disease outcome, external validation studies in which a model’s performance is assessed in a
different setting, and finally in model impact studies that assess the impact of a new model in
everyday clinical practice.



2. CARDIOVASCULAR DISEASES AND CANCER
2.1. Chronic Diseases

Although there is not a universally accepted definition of chronic disease (1), most chronic
conditions share some common characteristics. So, by the term of chronic disease we usually refer
to all those conditions that have a prolonged development period with probably an asymptomatic
stage and no definite cure. They have multiple factors leading to their onset, result in other health
complications, and often lead to disability or functional impairment (2).

The time period for a disease to be characterized is not well-defined fluctuating from more
than 3 months to more than 1 year of illness (3, 4). The list of diseases under the umbrella of the
term of chronic diseases is also not unanimous ranging from cardiovascular to mental and
autoimmune diseases. However, according to World Health Organization the 4 main types include
cardiovascular, cancer, chronic respiratory diseases and diabetes (4). Our main focus will be
cardiovascular diseases and cancer.

2.2. Cardiovascular Diseases (CVDs)
2.2.1. Introduction

Cardiovascular diseases are diseases of heart and blood vessels that among other include
coronary heart disease (e.g. myocardial infarction), hypertensive heart disease, heart failure and
cardiomyopathies, cerebrovascular disease (e.g. stroke), aortic aneurysms and peripheral arterial
disease, congenital heart disease, rheumatic heart disease, and finally pulmonary embolism and
deep vein thrombosis.

Cardiovascular diseases (CVDs) are the number 1 cause of death globally. About 18 million
people died from CVDs in 2016. 85% of these deaths are due to heart attack and stroke and most of
these are in low and middle-income countries. Most CVDs can be prevented using primary
prevention measures against well-established risk factors such as smoking, obesity, unhealthy diet,
sedentary lifestyle and alcohol overconsumption. People with other known risk factors like
hypertension, diabetes, dyslipidemia, metabolic syndrome, kidney disease or already suffering from
cardiovascular disease need proper identification and management with lifestyle measures and
appropriate medication. Such lifestyle modifications include smoking cessation, regular physical
activity, weight reduction, alcohol and salt reduction, and healthy diet with fruits and vegetables. In
addition, diseases linked to CVDs often require medications such as insulin and anti-diabetic drugs,
anti-hypertensive agents, statins for dyslipidemias, antiplatelets and anti-coagulants.

Unfortunately, for cardiovascular disease there are often no specific symptoms and a hard
outcome may be the first manifestation of the disease. Such events may include a heart attack with
pain or discomfort on chest, abdomen, jaw, back, or upper limbs or shortness of breath, nausea, and
acute pulmonary edema in case of acute heart failure. However, many times a myocardial infarction
may be expressed with death or malignant arrhythmias and the patient may never reach the hospital.
In case of a stroke, the patient may feel numbness, confusion, difficulty speaking or seeing,
headache, fainting or once more death may be immediate. Other types of CVDs may have various
symptoms according to the specific disease.



It is crucial that individuals with risk factors for CVDs be early identified and managed with
lifestyle modifications or drugs when necessary as primary prevention of hard events is much more
cost-effective and provides better life quality than facing the consequences of an event. However,
once CVD has been manifested there are often costly and time-consuming procedures and surgeries
that can meliorate the state of the patient like bypass or other heart surgeries, catheterization and
percutaneous angioplasty of heart and brain vessels, valve replacement or repair, heart
transplantation, kidney dialysis as well as rehabilitation procedures for heart failure and stroke
victims (5, 6).

2.2.2.Important Risk Factors

There are many risk factors associated with cardiovascular disease. Some of these, such as
family history of heart disease cannot be modified, while others, such as hypertension or
hyperlipidemia can be modified by treatment. The effect of these risk factors is cumulative,
meaning, that the more the risk factors, the higher the risk that an individual will develop
cardiovascular disease.
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Smoking is amongst the leading and most important modifiable risk factors for cardiovascular
disease and cancer globally (7). The prevalence of smoking in USA is 5.3% in ages from 12 to 17
years, and among adults 15.5% are smokers (6). Globally, smoking prevalence is 25% for males
and 8% for females. Overall mortality among smokers is 3 times higher than non-smokers. On
average, life expectancy is 11-12 years lower for smokers (8, 9). From 1965 to 2015 smoking rates
have declined from 51% to 16.7% for men, and from 35% to 13.6% from women. Smoking seems
to carry a synergistic effect in other major CVD risk factors including dyslipidemia, hypertension,
and diabetes (10). The CVD risk associated with e-cigarette smoking is still unknown. However, it
is already established that passive smokers, as well as low-dose smokers (1-3 cigarettes/day) carry
also a very high risk for CVD. The annual cost for cigarette related cost is about 300 billion dollars
in USA (11).

Physical inactivity is another major risk factor for CVD and stroke. Current European Society
of Cardiology guidelines recommend at least 150 minutes of moderate or 75 minutes of vigorous-



intensity aerobic activity per week for CVD prevention (12). Physical activity does not only
independently decrease the risk for CVD but also has a positive impact on other risk factors such as
diabetes, hypertension and dyslipidemia. Benefits can be seen in all ages and groups, including
pregnant females, and people with disabilities. The proportion of people not meeting the
recommended guidelines is about 27%. Physical inactivity (<150 min/week) is the fourth leading
risk factor for death with a risk of up to 8% for all-cause mortality (13). On the contrary, in a cohort
meeting these guidelines, the risk for all-cause mortality was lower by 36% (14). The cost of
physical inactivity related diseases is significant and accounts for 1.5 to 3% of healthcare
expenditures in developed countries (15).

Nutrition is another major risk factor for CVD. It is estimated to cause about 31% of coronary
heart disease and 11% of stroke worldwide. The American Heart Association recommends a diet
pattern including 5 primary and 3 secondary targets for an ideal healthy diet (Figure 1)(16). In 2012,
in children in the United States, the poor diet (<40% adherence) was 54.6% and in adults 41% (17).

AHA Target ‘

Primary dietary metricst

Fruits and vegetables >4.5 cups/d#

Fish and shellfish 2 or more 3.5-0z servings/wk

(2200 gfwk)

Sodium <1500 mg/d

SSBs <36 fl ozfwk

Whole grains 3 or more 1-oz-equivalent servings/d
Secondary dietary metricst

Nuts, seeds, and legumes =4 servings/wk (nutsfseeds: 1 oz; legumes: ¥4 cup)

Processed meats 2 or fewer 1.75-0z servings/wk (€100 g/fwk)

Saturated fat <7% energy

Figure 1. AHA dietary targets for defining cardiovascular health.

Globally, sugar-sweetened beverage (SSB) intake increases over time (18), while mean
sodium intake remains stable at 3950mg/day in 2010, but much higher than the recommended
consumption (<1500mg/d) '), The risk for hypertension increases by 8.2% for each SSB consumed
daily. In addition, it is estimated that 1g/day reduction in sodium intake could lead to 50% reduction
in hypertensives, and ~20% in deaths from CVD and stroke ©?. Furthermore, daily fruit and
vegetable intake has been associated with up to 40% lower risk of CVD @V, whole grain intake with
22% lower risk (22), >5 servings of nuts per day with 12% lower risk of CVD (23),and 0.25 g/day
of long-chain omega-3 fatty acids from fish consumption with 35% lower risk from coronary heart
disease (CHD) mortality (24). In contrast, each 50-g serving per day of processed meats (eg,
sausage, bacon) was associated with a 42% (25), and each 2% of calories above 7% of daily
calories with 23% higher incidence for CHD %),

Overweigh and obesity are major risk factors for CVD including stroke, atrial fibrillation,
venous thromboembolism, and heart failure. The prevalence of obesity was 39.6% in adults and
18.5% in children in 2016 in USA (27). Overweight is defined as 25.0 < BMI < 29.9 kg/m?, and
obesity as BMI > 30 kg/m?. In a meta-analysis of 57 prospective studies in Europe and North
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America revealed a 30% higher risk for all-cause mortality for each 5-kg/m? higher than the normal
weight of < 25 kg/m? (28). However, in several studies underweight (BMI < 18.5 kg/m?) has been
associated also with an excessive mortality risk, and overweight with a lower or no change in risk of
mortality. However, levels above the threshold of 30 kg/m? have been almost always associated
with an increased all-cause mortality and CVD risk (29-31). The cost of obesity for healthcare
systems is substantial. In the United States only, the annual medical cost of obesity was 147 billion
in 2008, and the annual medical cost was 1429 $ higher for individuals with obesity (32).

Dyslipidemia occurs when there are abnormal lipid levels (e.g. low-density cholesterol,
triglycerides) in the blood. This condition is also a major risk factor for developing cardiovascular
disease. Dyslipidemia has primary, usually genetic causes (e.g. familial hypercholesterolemia), and
secondary causes such as hypothyroidism, diabetes, and nephrotic syndrome. It can present as chest
pain due to underlying ischemic heart disease, or fat skin (xanthoma), or eye (xanthelasma)
deposits. The WHO estimates that dyslipidemia is associated with more than a third of the cases of
ischemic heart disease, and more than 2.6 million deaths per year globally (33). Desirable
cholesterol levels depend on comorbidities and prior CVD but for primary prevention are: total
cholesterol < 200 mg/dL, low-density cholesterol (LDL) < 100 mg/dL, high-density cholesterol >
60 mg/dL, and triglycerides > 150 mg/dL. A 10% reduction in serum cholesterol in men aged 40
has been reported to result in a 50% reduction in heart disease within 5 years; the same serum
cholesterol reduction for men aged 70 years can result in an average 20% reduction in heart disease
occurrence in the next 5 years. The prevalence of total cholesterol levels > 240 mg/dL was 11.7% in
2016, an estimated of 28.5 million adults (Figure 2), decreased from 18.3% in 2000 (34). Besides
lifestyle modifications there are several treatment options for high risk patients including statins,
and non-statin medications such as ezetimibe, PCSK9 inhibitors, fibrates, nicotinic acid, and
anacetrapib (35). However, statin treatment is very cost-effective. Although it raises treatment costs
by an additional 3.9 billion, it is estimated to save more than 183,000 QALY (quality adjusted life-
years) and prevent 43,700 deaths each year (36).
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Figure 2. Age-adjusted trends in the prevalence of serum total cholesterol >240 mg/dL in
adults >20 years of age by race/ethnicity, sex, and survey year (NHANES, 2013-2014
and 2015-2016) (6). NH indicates non-Hispanic; and NHANES, National Health and
Nutrition Examination Survey.
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Hypertension is a major risk factor for CVD and stroke. Although definitions vary in medical
literature, generally, high blood pressure is defined as systolic blood pressure (SBP) > 130 mmHg
or diastolic blood pressure (DBP) > 90 mmHg ©7. With this definition, the age-adjusted prevalence
of hypertension among US adults >20 years of age was estimated to be 46.0% in NHANES in 2013
to 2016 (49.0% for males and 42.8% for females, Figure 3).

70
= 593 oo
=3 542, 4532
50.1
3 50 7.086.7 467
44.4

= 3.1
= 40.2
a 4 8.438.8 %3, 37.9
(=] »
o 5.0
s
= 30
¢
o 20

10

0 : , _

NH White NH White NH Black NH Black Mexican Mexican

Males Females Males Females American American
Males™ Females®

=1998-2004 w=2005-2010 =2011-2016

Figure 3. Age-adjusted prevalence trends for hypertension in adults >20 years of age by
race/ethnicity, sex, and survey year (NHANES, 1999-2004, 2005-2010, and 2010-2016) (6).
Source: National Center for Health Statistics and National Heart, Lung, and Blood
Institute.

SPRINT trial demonstrated that an SBP goal of <120 mm Hg resulted in fewer CVD events
and a greater reduction in mortality than an SBP goal of <140 mm Hg among people with SBP
>130 mm Hg and increased cardiovascular risk. According to this definition the prevalence is even
higher ©¥. In addition, hypertension has even higher prevalence in blacks (57.6% among males and
53.2% among females), and in obese patients. CHD, stroke, cancer, and diabetes accounted for 65%
of all deaths with any mention of hypertension in 2013 (39). It is worth mentioning that the
elimination of hypertension could reduce CVD mortality by 30.4% among males and 38.0% among
females. The risk of CVD mortality doubles for every 20mmHg systolic and 10mmHg diastolic
pressure increase over a baseline blood pressure of 115/75 (40). The elimination of hypertension
could pose a larger impact on CVD mortality than the elimination of all other risk factors among
females and all except smoking among males “V. The estimated direct and indirect cost for
hypertension treatment was $55.9 billion in 2015 but could be more than $220 billion in 2035 “2),

The most common types of diabetes mellitus (DM) are diabetes mellitus type II (around 90-
95% of diabetes), and diabetes mellitus type I (another 5-10%). DM is diagnosed based on fasting
glucose levels > mg/dL, random test > 200mg/dL, 2-hour post-challenge test > 200mg/dL, or
HbAI1C levels > 6.5% (43). DM is a major risk factor for CVD (44). The prevalence of diabetes in
the REGARDS study was 14% in whites and 31% among blacks in the United States (45). In a
meta-analysis of 97 prospective studies DM was associated with a HR, 1.80 for all-cause mortality,
HR, 1.25 for cancer death, and HR, 2.32 for vascular death. An individual with diabetes type II
lives on average 6 years less (46). The number one cause of death for patients with diabetes type I is
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also CVD with a ratio of 22% followed by renal death with 20% (47). In 2017 the medical cost of
diabetes was $327 billion, with these costs being 2.3 times higher for people with DM than without
DM. In the same year the medical expenditure for individuals with diabetes was 16.752 dollars
annually (48).

Metabolic syndrome (MetS) is diagnosed when 3 of the following risk factors are present:
fasting blood glucose > 100mg/dL, HDLc < 50 mg/dL in males or < 40 mg/dL in females,
triglycerides > 150 mg/dL, SBP >130 mm Hg or DBP >85 mm Hg, and waist circumference > 102
cm in males or > 88 cm in females. It is a multifactorial risk factor for CVD and diabetes and its
total risk reflects the clustering of the individual characteristics. On the basis of NHANES the
prevalence of MetS was 34.3 % (49). The risk for CVD depends on the number of components but
is substantial and varies between HR, 1.8 and 2.1 (50). Overall, the cost for healthcare systems is
24% higher for each component of MetS present (51).

Chronic kidney disease (CKD) is defined as glomerular filtration rate - GFR (<60
mL. min~'. 1.73/m2), or excess urinary albumin excretion (>30 mg/day). It is another important
risk factor for CVD with great healthcare cost impact. On the other hand, many risk factors for
CVD are also risk factors for CKD including DM, smoking, older age, male sex, and hypertension.
CKD is categorized in several stages based on GFR and albumin excretion. Based on NHANES
2011-2014 data, the prevalence of CKD is around 15% in United States. The prevalence increases
with age to 50% in individuals > 80 years old (52). The cost is substantial with over $64 billion in
2015 and over $88.750 annually for patients on hemodialysis (6, 52). Individuals with CKD have
also a very high risk of having CVD comorbidities including ischemic heart disease, heart failure,
and arrhythmias. 2 out of 3 people > 66 years with CKD have also CVD, in contrast to ~1 out of 3
people without CKD in the same age. For people with CKD, death is a more common outcome than
progression to end stage renal disease, and almost 40% of these patients die due to CVD outcomes
with mortality risk being higher in GFR < 30 and albuminuria > 300 mg/day (52) (Figure 4).
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Figure 4. Causes of death in patients with end-stage renal disease (ESRD) among those with a known cause
of death, 2014 (2017 USRDS Annual Data Report) (6). AMI indicates acute myocardial infarction; ASHD,
atherosclerotic heart disecase; CHF, congestive heart failure; CVA, cerebrovascular accident; and USRDS,
US Renal Data System. Source: USRDS ESRD database

There are many more important risk factors of cardiovascular disease worth mentioning
including several diseases and modifiable ones such as atrial fibrillation (53), sleep quality and
obstructive sleep apnea (54), chronic obstructive pulmonary disease (55), depression (56) and non-
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modifiable ones such as age (57), male sex (58), ethnicity (59), socioeconomic status (60), positive
family history of CVD (61), heart rate (62), and post-menopausal status (63).

2.2.3. Cardiovascular Diseases and Prognosis
Introduction

Cardiovascular disease (CVD) is a class of diseases involving the heart and blood vessels.
Although definitions often vary in medical literature, the definition generally involves coronary
heart disease (CHD), cardiomyopathies and heart failure (HF), stroke, hypertensive heart disease,
rheumatic heart disease, cardiomyopathies, valvular and congenital heart disease, congenital
(channelopathies) and acquired arrhythmias, carditis, aortic aneurysm, peripheral artery disease
(PAD), thromboembolic disease, and finally venous thromboembolism. On the basis of the data of
NHANES 2013 to 2016, CVD comprising of CHD, HF, stroke, and hypertensive heart disease had
an overall prevalence of 48%. Deaths attributable to CVD comprise mainly of CHD, stroke,
hypertension, and heart failure (Figure 5). These most common forms of CVD are discussed below.

Other, 17.7%

Diseases of the
Arteries, 3.0%
pros Coronary Hearl
Disease, 43.2%
High Blood
Pressure, 9.8%
Heart Failure ,
9.3%

Stroke, 16.9%

Figure 5. Percentage breakdown of deaths attributable to cardiovascular disease (United States,
2016) (6). Total may not add to 100 because of rounding. Source: National Heart, Lung, and
Blood Institute from National Center for Health Statistics reports and data sets.
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Coronary Heart Disease

Total CHD prevalence is 6.7% in people > 20 years old with prevalence increasing with age
and being higher in males than females. History of myocardial infarction (MI) has a prevalence of
about 3% and angina 3.6% in US adults (Figure 6) (64). It is estimated that on average 16 years of
life are lost due to a MI death. 77% of MI deaths occur outside hospital or in emergency
departments. Additionally, 35% of people experiencing a MI will die as a result of it (American
Heart Association — AHA computations). There is a constant decline in early MI death and heart
failure death after MI in the last 2 decades, reflecting the impact of early coronary intervention
strategies, of coronary care units, and of the shift of clinical presentations of MI with a decline in
STEMI patients (65-67). Costs of ischemic heart disease are more than 109 billion dollars annually
in US and this cost is expected to double by 2030 (68). All CVD risk factors discussed are important
risk factors for MI and CHD mortality, and there are several risk-prediction tools available for the
estimation of this risk, such as the Framingham Risk Score and the HEART SCORE charts, which
are also recommended for clinical use in clinical practice guidelines (69).
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Figure 6. Prevalence of coronary heart disease by age and sex (NHANES, 2013-2016) (6).
NHANES indicates National Health and Nutrition Examination Survey. Source: National
Center for Health Statistics and National Heart, Lung, and Blood Institute.

There are several prognostic factors that define the outcome of the disease once it is already
established. First of all, the specific type of coronary heart disease plays an important role on the
outcome. Generally, STEMI has a greater risk for early and in hospital mortality (6.4% vs 3.4%),
cardiogenic shock, and bleeding, than NSTEMI, but NSTEMI carries a greater death risk within the
next 2 years (70). However, both MI presentations (STEMI and NSTEMI) carry a higher risk for
hard outcomes and complications than stable coronary artery disease. The establishment of heart
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failure as well as the time of this establishment confers also a negative impact on CHD prognosis
(71). In the case of STEMI presentation, pain-to-angioplasty time, Killip stage, mechanical
complications (such as ventricular wall rupture, ventricular tachycardia, ventricular aneurysm and
pseudoaneurysm formation), left-anterior-descending culprit artery, presence of additional non-
culprit lesions, TIMI flow, infract size, hs-troponin and BNP levels, and extend of wall-motion
abnormalities on echo all play an important prognostic role (72). In any case of CHD, age, male
sex, presence and severity of angina symptoms, SYNTAX score and poor regulation of CVD risk
factors (e.g., uncontrolled hypertension, high HbAlc levels, physical inactivity, smoking
continuation etc.), depression and deprivation, ejection fraction and high heart rate have a negative
impact on prognosis (73-76). Additionally, concomitant comorbidities such as diabetes, heart failure
and NYHA functional class, peripheral arterial disease, chronic pulmonary disease, stroke, atrial
fibrillation, and chronic kidney disease also carry and adverse prognosis (77). On the other hand,
proper medication and adherence to therapy, rehabilitation, lifestyle modifications and regular
physical activity, revascularization, asymptomatic disease, younger age, female sex, lack of
comorbidities, low inflammatory biomarkers such as CRP and troponin/BNP levels, and lack or
long-time from an index event (MI), carry a more favorable natural history and are related to better
outcomes (76).

Stroke

Stroke prevalence increases with age and is about 2.5% for people > 20 years old (Figure 7)
(78). This ratio is probably higher since transient ischemic attacks (TIA) are often not reported (79).
TIAs carry a very high short-term risk for stroke which is between 9% and 17% in the first 90-days
(80). In addition, stroke recurrence rate after the diagnosis of stroke is about 5% annually, being
higher in the first 2 years after the attack (81). Stroke carries the fifth place in mortality causes and
62% of deaths occur outside the hospital setting (82). All-cause mortality after a stroke is very high
with 10.5% at 30 days and ~40% at 5 years, and higher for hemorrhagic than ischemic stroke
(67.9% and 58.4%, respectively) (83).

There are many identified risk factors for stroke. Hypertension is an example. Anti-
hypertensive therapy offers a 41% reduction in stroke risk and intense BP lowering to levels < 120
mmHg offers and additional 25% benefit versus target of < 140 mmHg (84, 85). Diabetes is another
strong, independent risk factor for stroke in every age with a risk ratio of > 5 in ages < 65 years
(86). Atrial fibrillation (AF) also increases the risk of stroke by 5 times, with this risk being higher
in older ages and individuals with comorbidities such as BP, DM, renal dysfunction, HF, and
previous stroke (87). Total cholesterol seems to be weakly associated to the risk of ischemic stroke,
but also seems to offer protection against hemorrhagic stroke (88, 89). Smoking carries also a 2 to 4
times elevated risk of stroke. Low-dose smoking or passive smoking are also associated with high
stroke risk (90). On the other hand, regular physical activity in every age and Mediterranean diet are
inversely associated with stroke risk (91, 92). Other risk factors for stroke incidence are obesity,
renal dysfunction, black race, female sex, family history of stroke, early menopause, migraines,
HIV infection, preeclampsia, air pollution, sleep disorders, and others.
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Figure 7. Prevalence of stroke by age and sex (NHANES, 2013-2016). NHANES indicates
National Health and Nutrition Examination Survey (6). Source: National Center for Health
Statistics and National Heart, Lung, and Blood Institute.

Prognostic factors related to adverse stroke outcomes, that is increased mortality and
decreased ability to regain independent living, include decreased level of consciousness and any
degree of paralysis (e.g. hemiplegia) at first examination, advanced age, inability to walk or use
hand, and urinary incompetence at 3 weeks, and pathological characteristics such as infarction
extending beyond the middle cerebral artery, brain swelling, and concomitant internal carotid artery
occlusion (93). Hemorrhagic versus ischemic stroke, high diastolic blood pressure and high
cholesterol levels are also associated with adverse clinical outcomes (94). In addition, in ischemic
stroke patients, thrombolytic treatment, stroke unit care, early rehabilitation, a large reduction of
blood pressure and the use of anti-hypertensive drugs during the first 24 hours after the event, may
be associated with better outcomes (95, 96). The National Institutes of Health Stroke Scale (NIHSS)
score and I-score are also strong prognostic models of outcome. Based on these scores older age,
male sex, severe stroke, non-lacunar stroke subtype, glucose > 135 mg/dL, history of atrial
fibrillation, coronary artery disease, congestive heart failure, cancer, dementia, kidney disease on
dialysis, and dependency before the stroke as well as objective quantification of neurological
impairment at baseline presentation using the NIHSS scale, are also important prognostic factors of
mortality and disability (97-100) . Finally, poor regulation of CVD risk factors (diabetes, blood
pressure) after stroke incidence is also related to increased mortality and prolonged dependency
(101, 102).
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Heart Failure

The incidence of heart failure (HF) is 2.4% and is expected to be about 3% in 2030, reflecting
an increase in elderly and an improved HF survival (103, 104). Lifetime risk for HF is high and
increases with age (20-45% lifetime risk), and is higher in males than females (Chart 20-4,
NHANES 2013-2016). However, this risk is higher in people with higher blood pressure (BP) and
BMI in all ages, and almost doubles for individuals with BMI > 30 kg/m? or BP > 160/90 mmHg
(105). Traditional factors for CVD are also important factors for HF. Diabetes, hypertension,
coronary heart disease, obesity, and smoking, are responsible for more than 1 out of 2 cases of heart
failure (106). On the other hand, patient with HF with preserved ejection fraction (EF) tend to be
older and female, and in contrast to those with HF with reduced EF, more tend to have hypertension,
obesity, and anemia (107).

Moreover, some non-traditional, HF-specific risk factors have also been identified. Several
circulating blood plasma markers have been identified as independent risk factors including elevated
BNP, y-GT, resistin, adiponectin, serum albumin, hs-troponin, high hematocrit levels, low omega-3
fatty acids concentration, HbAlc, albuminuria, white blood cell count, and inflammation markers
such as TNF-a, CRP, and interleukin-6 (6). In addition, many echocardiography and MRI measures
of systolic and diastolic dysfunction are also independent risk factors and offer additional predictive
value over traditional ones (108-110).
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Figure 8. Prevalence of heart failure for adults >20 years by sex and age (NHANES, 2013—
2016). NHANES indicates National Health and Nutrition Examination Survey (6). Source:
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Advanced age is the most important predictor of adverse outcomes, especially in the case of
comorbidities (111). Other major risk factors include reduced ejection fraction, low systolic blood
pressure on admission, high natriuretic peptide levels, prior MI, prior stroke, tachycardia,
hyponatremia, anemia, acute or chronic kidney disease, smoking, male sex, chronic pulmonary
disease, peripheral artery disease, low or high BMI, symptoms and high stage in NYHA
classification (112). The need of hospitalization is also an important risk factor of poor prognosis.
Mortality rate is increased after hospitalization, and especially the first month after discharge (113).
Other predictors include wide QRS and LBBB, rhythm disturbances and low total voltage on
electrocardiogram, high uric acid levels, raised creatinine, high hs-CRP, ICD-shocks, poor
adherence to treatment and poor control of CVD risk factors (114). Most prognostic markers are

summarized in Web Table 3.5 of European Society of Cardiology guidelines on heart failure (Figure
9) (115).

Web Table 3.5 Markers of worse prognosis in patients with heart failure

Demographic data Older age, male sex, low socic-economic status.

Severity of heart failure Advanced NYHA Class, longer HF duration, reduced peak corygen consumption, high VE-VCO, slope,
Cheyne—Stoke ventilation, short 6-minute walking distance, reduced muscle strength, poor quality of life.

Clinical status High resting heart rate, low blood pressure, clinical features of fluid overload (both pulmenary congestion and peripheral
oedema, jugular venous dilatation, hepatomegaly), clinical features of peripheral hypoperfusion, body wasting, frailcy.
Myocardial remodeling and severity | Low LVEF, LV dilatation, severe diastolic LV dysfunction, high LV filling pressure, mitral regurgitation, aortic stenosis,

of heart dysfunction LV hypertrophy, left atrial dilatation, RV dysfunction, pulmonary hypertension, dyssynchrony, vast area of hypo/akinesis,
wide QRS complex, presumed inflammation or infiltration on CMR, inducible ischaemia and poor viability on imaging.

Biomarkers of neurchormaonal Low sodium, high natriuretic peptides, high plasma renin activity, high aldosterone and catecholamines, high endothelin-1,

activation high adrenomedullin, high vasopressin.

Other biomarkers Markers of renal function, inflammationatory markers, cardiac stress markers, cardiac damage markers, metabolic markers,

collagen markers, markers of organ damage/dysfunction.

Genetic testing (see section 5.10.1) | Certain mutations in inherited cardiomyopathies associated with high-risk of sudden cardiac death or rapid HF progression.

Cardigvascular co-morbidities Arrial fibrillation, ventricular arrhythmia, non-revascularizable coronary artery disease, previous stroke/TIA, peripheral
arterial disease.

Non-cardiovascular co-morbidities | Diabetes, anaemia, iron deficiency, COPD, renal failure, liver dysfunction, sleep apnoea, cognitive impairment, depression

Mon-adherence MNon-adherence with recommended HF treatment.

Clinical events HF hospitalization, aborted cardiac arrest, ICD shocks.

CMR=cardiac magnetic resonance; COPD = chronic obstructive pulmonary disease; HF = heart failure; ICD = implantable cardioverter defibrillator; LV = left ventricular;
LVEF = left ventricular ejection fraction: NYHA = Mew York Heart Association; QRS = Q, R, and 5 waves {combination of three of the graphical deflections): RV = right ventricular;
TIA = transient ischaemic attack: VE-WVC O, = ventilatory equivalent ratio for carbon dioxide.

Figure 9. Markers of worse prognosis in patients with heart failure (115).
Hypertensive Heart Disease

Hypertension is a major risk factor for CVD, as already mentioned, resulting in serious
complications and high mortality (116). Chronic blood pressure elevation increases the afterload and
consequently the workload of the heart and, without appropriate treatment, induces a series of
adaptive changes in three main targets: left ventricle, coronary arteries, and left atrium. As a result,
three distinct and frequently combined cardiac abnormalities can occur; Heart failure, myocardial
ischemia, and atrial fibrillation (117). The “’VIA classification’’ is a simple system often used to
describe these changes and quantify the severity of hypertensive heart disease. Based on this
classification, each of the three variables can take a value from 0-3 according to the degree of
severity: V (left ventricle), (0: none; 1: hypertrophy; 2: diastolic dysfunction; 3: systolic
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dysfunction); I (myocardial ischemia), (0: none; 1: microvascular; 2: macrovascular; 3: myocardial
infarction); A (atrial fibrillation), (0: none; 1: paroxysmal; 2: permanent; 3: embolic) (118).

Hypertension is responsible for about one-fourth of all causes of heart failure (HF), the end-
stage of hypertensive heart disease, and precedes the development of HF by an average of 14 years
(119). According to Framingham Heart Study, men with hypertension have a 2-times, and women a
3-times elevated risk to develop HF. In addition, proper anti-hypertensive treatment reduces this risk
by 64% (38). The differential diagnosis of hypertensive heart disease includes several pathologies
with similar clinical image, including ischemic heart disease, hypertrophic cardiomyopathy, valvular
heart disease, and even sleep apnea. It is a chronic progressive disease with a significant risk of
CVD death. Hypertension is a major risk factor for HF, coronary heart disease, atrial fibrillation,
aortic aneurysms, stroke, peripheral artery disease, retinopathy, and renal failure. The prognosis
varies and depends on the presence of other concomitant risk factors, and comorbidities, but is
generally very high with a 16% risk of mortality on the stage of heart failure (with or without
reduced ejection fraction) (120). However, hypertension is the most common modifiable risk factor
and prevention with lifestyle modifications, or treatment after its occurrence, can prevent or delay
the progression to hypertensive heart disease.

In patients with hypertensive heart disease, prognosis is mainly affected by proper
antihypertensive medication and adherence to blood pressure lowering therapy. With strict blood
pressure control left ventricular hypertrophy can even regress to normal values which results in a
reduction in CVD events (121). Other comorbidities such as obesity, coronary heart disease, and
diabetes also increase the hypertrophic response and increase the risk of progression to heart failure
(122-124). Increasing age and black race has also been associated with left ventricular remodeling in
hypertensive patients (125, 126). High levels of natriuretic peptides and creatinine levels, reduced
ejection fraction, admissions for uncontrolled blood pressure, and chronic obstructive pulmonary
disease are also associated to worse clinical outcomes and increased mortality (127).

Diseases of the Arteries

Diseases of the arteries, refers to peripheral artery disease (PAD) and aortic diseases
(aneurysm, dissection etc.). Peripheral artery disease includes carotid artery disease, upper extremity
arterial disease (UAED), lower extremity arterial disease (LEAD), mesenteric artery disease, and
renal artery disease (RAD) (128). The prevalence of moderate to severe carotid stenosis > 50%,
increases with age. For men and women < 70 years, it is 4.8% and 2.2% respectively, while for ages
> 70 years is up to 12.5% in males and 6.9% in females (129). Upper extremity disease usually
affects the subclavian arteries and it is defined as difference of systolic blood pressure > 10 mmHg
between the two arms. Its prevalence is around 2% (130). Mesenteric artery disease (= 50%
stenosis) is very rare, except in the case of concomitant LEAD, where it coexists in as many as 27%
of patients (131). Renal artery disease is defined as renal artery stenosis > 60% and its prevalence is
9.1% in men and 5.5% in women (132).

Finally, the simplest way to diagnose LEAD is by the use of the ankle-branchial index (ABI).
ABI is an inexpensive, non-invasive tool used for the diagnosis of lower-extremity artery disease
(LEAD). It is also a marker of generalized atherosclerosis and CV risk. The diagnosis of LEAD
requires an ABI < 0.9 and severe PAD by an ABI < 0.7, or symptoms of intermittent claudication.
An ABI < 0.9 is associated with a 3-fold increases risk for CV events. The prevalence of LEAD
(low ABI), is estimated at 5.5% in individuals > 40 years old and increases with age to 27.7% in
persons > 80 years. From these, only 10% have the characteristic symptom of intermittent
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claudication. A 2008 meta-analysis demonstrated a 3-fold increased risk for all-cause death in males
and females with ABI < 3. ABI > 1.40 is also associated with increased morbidity and mortality and
reflects arterial stiffness. However, values between 1 and 1.4 appear to have the lowest mortality in
a reverse J-shaped association. Progression of LEAD with demonstration of decreasing ABI, also
carries a significant prognostic value for CVD death. PAD is a result of atherosclerosis and is
strongly related to atherosclerosis in other vascular beds, including coronary arteries, carotids, renal
arteries etc., with an elevated risk for hard outcomes (stroke, MI, death) when LEAD is combined
with diagnosed atherosclerosis elsewhere.

Ageing, smoking, dyslipidemia, hypertension, and diabetes are the main risk factors of PADs.
Smoking is an independent risk factor for PADs. The risk increases analogous to smoking intensity
and even passive smoking is associated to carotid artery disease (133, 134). In patients with carotid
artery stenosis > 50% carotid endarterectomy is required on average 7 years earlier (135).
Additionally, even past smokers have an elevated risk of PAD even after cessation (130, 136).
Hypertension is also associated with PADs. For example, a 20 mmHg increase in SBP is associated
with an 63% increase in LEAD risk (137). Hypertension is an independent risk factor for incidence,
progression and adverse outcomes for every type of PAD (138). High concentration in blood plasma
LDL and LP(a) levels confer also an elevated risk for carotid artery disease and LEAD, and HDL
seems to be protective (139, 140). However, triglycerides are rarely an independent risk factor for
PAD. Finally, diabetes is also associated with carotid artery disease incidence but not plaque
progression (141, 142). LEAD is also associated with diabetes with a 5-fold increased risk of
amputation versus non-diabetic patients with LEAD (143). Other risk factors for PAD include
increased levels of inflammatory biomarkers (CRP, IL6) and homocysteine, and several
autoimmune diseases (LUPUS, rheumatoid arthritis) (144).

Aortic diseases contribute to the wide spectrum of arterial diseases: aortic aneurysms, acute
aortic syndromes (AAS) including aortic dissection (AD), intramural hematoma, penetrating
atherosclerotic ulcer, and traumatic aortic injury, pseudo-aneurysm, aortic rupture, atherosclerotic
and inflammatory affections, as well as genetic diseases (e.g. Marfan syndrome) and congenital
abnormalities including the coarctation of the aorta (145). The prevalence of abdominal aortic
aneurysm (AAA) increases with age, and ranges from 1.3% to 12.5% in older ages for males, and 0
to 5.2% for females (146). The growth rate is higher for smokers and for people without diabetes.
The global rate for rupture is higher for smokers and females (147). The global rate of death from
aortic aneurysms is 2.78 per 100.000 persons per year. The in-hospital mortality for patients with the
diagnosis a ruptured aortic aneurysm remains very high, (53%) (148). The treatment options include
endovascular repair or open surgery. The use of endovascular repair for abdominal aneurysms has
dramatically increased since 2000, and in-hospital mortality has declined. However, data for
thoracic aortic aneurysms, show an increase mortality with open surgery versus endovascular repair,
but also a higher 5-year survival with open surgery (6, 149) .

There are several prognostic factors defining the natural history of patients with PAD. As
atherosclerosis is usually generalized, increasing age and the presence of symptomatic multisite
disease, and especially coronary artery disease, greatly affects the prognosis, with significantly
worse clinical outcomes (144). However, there are no indications that screening for asymptomatic
concomitant PADs can alter prognosis (150). In the presence of carotid artery disease (CAD), the
patients are also at increased risk for cardiac mortality with a mean rate of 2.9% per year (151, 152).
In the case of LEAD, ABI is also a prognostic factor for CVD. An ABI < 0.9 is associated with
more than 2-fold increased 10-year risk of MI, cardiovascular, and total mortality (153). Intermittent
claudication is also associated to a worse prognosis, with one fifth of patients presenting with stroke
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or myocardial infarction within 5 years (154). For patients with renal artery disease (RAD), the
progression to end-stage chronic kidney disease (CKD) is related to an even greater mortality than
RAD without end-stage CKD (155). Proper medication including anti-hypertensives, statins, and
antiplatelet agents in case of symptomatic disease, as well as lifestyle modifications, have a positive
impact on prognosis of patients with PAD (156, 157).

The rupture or dissection of a thoracic or abdominal aneurysm is related to very high
mortality. The most common risk factor associated with thoracic aneurysm and dissection is
uncontrolled or undiagnosed hypertension, observed in 65-75% of individuals. The mean age of
rupture is 63 years; and 65% are men (158). Other risk factors include pre-existing aortic diseases or
aortic valve disease, family history of aortic diseases, history of cardiac surgery, cigarette smoking,
direct blunt chest trauma and use of intravenous drugs (e.g. cocaine). Approximately 20% of road
accident fatalities present with aortic rupture on autopsies (159) Ultrasound screening is associated
with lower rate of complications for all types of aneurysm, but not with a decrease in all-cause
mortality (160). The diameter of the aneurysm is also very important as most dissections tend to
occur in diameters 50 mm, and a sharp increase in aneurysms > 60mm (Figure 10). The prognosis of
AD is poorer in women due to atypical presentation and delayed diagnosis (159). In case of
dissection, recurrent pain, uncontrolled hypertension, early aortic expansion, malperfusion, signs of
rupture (hemothorax, periaortic and mediastinal hematoma), increasing false lumen diameter, and a
retrograde component of the dissection into the aortic arch, are also considered to significantly
influence the patient’s short-term prognosis (161).
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Figure 10. Association between diameter and minimum and maximum risk of abdominal
aortic aneurysm rupture per year. Data derived from Brewster et al (162).
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2.3. Cancer
2.3.1. Introduction

Cancer is characterized by the growth and spread of abnormal cells, and arises when normal
cells are transformed into tumor cells by mutations in genes involved in proliferation or apoptosis
cellular pathways. These changes are the result of the interaction between patient’s genetic
susceptibility and environmental carcinogens. Ageing is key risk factor for cancer development as
cellular repair becomes less effective. Many of these mechanisms are similar to cardiovascular
disease, including inflammation, neurohormonal stress, and angiogenesis (Figure 11).

Cancer is the second leading cause of death worldwide and 1 to 6 deaths is attributable to
cancer. It was the cause of about 9.5 million deaths in 2018. 70% of these deaths occur in low or
middle-income countries (163). However, according to recent data, there is a major epidemiologic
transition in high-income countries where cancer has overtaken CVD as the leading cause of death
(164).

Cancer shares many common risk factors with cardiovascular diseases including smoking,
physical inactivity, obesity, diet low on fruits and vegetables, and alcohol use. These risk factors are
responsible for about one third of cancer cases with tobacco use being the cause for most of them
(165). In addition, cancer causing infections like hepatitis and human papilloma virus (HPV) are
responsible for many cancer cases in low-income countries (166).

Cancer has a high
economic impact for health
systems. Only in USA, the
cost, for cancer diagnosis and
treatment was more than 1.1
trillion in 2010. However, SR
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in low and middle-income
countries, and only 1 in 5 of
these countries has cancer
driven policy (167).

Figure 11. Shared pathophysiological mechanisms between cardiovascular
disease and cancer.

2.3.2. Cancer Risk Factors

As discussed previously, cancer is the result of patient’s immune susceptibility, environmental
carcinogens, and lifestyle and habits. Many of these are common between cardiovascular diseases
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and cancer. There is a very large list of certain or possible carcinogens (168). The most important
ones are presented here.

Age is the most important risk factor for most cancer types. It seems that cancer is a
cumulative disease and the various carcinogens have an increasing impact, but also protective
mechanisms seem to deteriorate with advancing age. According to the SEER database the mean age
of cancer diagnosis is 66 years, but it also depends on the specific cancer type, with some cancers
being more prevalent in children or younger ages (e.g. leukemia and bone cancers) (169-171).
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Smoking is a leading cause of cancer incidence and mortality. Active but also passive
smokers have an elevated risk for cancer since tobacco smoke contains many substances that cause
DNA damage and mutations (172). Tobacco use is related to most cancer types including lung,
bladder, mouth, esophagus, stomach, pancreas, colon, rectum and kidney (173, 174). No safe limit
for smoking exists and even low intensity smoking has been strongly related to cardiovascular
disease and cancer (Figure 13). Individuals smoking 1 cigarette per day carry a 64% higher risk of
dying earlier and 9 times higher risk for lung cancer (175).

Figure. Association Between Smoking Status and All-Cause Mortality
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Figure 13. Association between Smoking Status and All-Cause Mortality. Hazard ratios among lifelong
consistent smokers of less than 1 cigarette per day (CPD) (A) and (B) 1 to 10 CPD relative to never smokers

(175).
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Obesity is also a risk factor for several cancers such as breast, colon, rectum, kidney and
endometrium (176). Unhealthy diet and physical inactivity are also related to obesity and elevated
cancer risk (176, 177). On the other hand, regular physical activity, a healthy diet and keeping a
normal weight seems to carry a protection against certain cancer types (178). These preventive
measures lower also the risk for cardiovascular diseases, diabetes and hypertension (179-181).

Alcohol abuse is also another well-established risk factor for several cancers including mouth,
esophagus, larynx, liver, and breast (182-185). An estimated 3.5% of cancer deaths is related to
alcohol. Although up to a moderate consumption seems to offer a protection against cardiovascular
diseases and even against some cancers, this should be no more than 1 unit per day for women or 2
units for men (186-188). However, it seems that even this benefit of alcohol consumption is
outweighed by the harms it causes and it is included in the list of known carcinogens.

lonizing radiation, that is radiation of certain wavelengths, has the ability to also damage
DNA and cause mutations. lonizing radiation includes high-energy radiation such as X-rays,
gamma-rays and radon. Low-energy radiation like energy from Wi-Fi or cell-phones or even visible
light is referred to as non-ionizing radiation and has not been linked to cancer until today. As a
result, this type of carcinogen is many times iatrogenic and cumulative after X-rays and CT scans,
and these exams should not be executed without specific reason (189, 190).

Other well-known risk factors (carcinogens) associated with specific cancer types include
endogenous estrogen levels as well as hormone replacement therapy for the risk of breast or
endometrial cancer, sunlight UV (ultraviolet) radiation for the risk of melanoma and other skin
cancers, and hypertension for renal cell cancer (191-193).

Chronic inflammation has also been blamed for cancer incidence and specifically for an
elevated risk for colorectal cancer in chronic inflammatory bowel diseases (e.g. Crohn and
ulcerative colitis). Inflammation is normally a physiologic response to cell damage but in many
autoimmune diseases this process may be expressed even without cell damage. Based on this
observation, there are lately many studies investigating whether anti-inflammatory drugs such as
aspirin decrease the risk of cancer. However, even immunosuppression, whether congenital,
acquired (HIV) or iatrogenic in organ transplant recipients, carry an elevated risk for certain cancers
including blood cancers, non-Hodgkin lymphoma, lung, and other cancers. As a result, it appears
that there is a critical balance in the immune system to identify and attack tumor cells and not turn
against normal ones (194-196).

Finally, there are several infectious agents that have been associated with cancer. These can
be viruses, bacteria, and parasites, and most can be transmitted from one person to another through
blood or body fluids. The most important ones are the Epstein-Barr virus (EBV), the hepatitis B and
C viruses, the human immunodeficiency virus (HIV), the Kaposi-sarcoma associated herpesvirus
and the helicobacter pylori (197-201).
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2.3.3. Selected Cancers

Male Female

Prostate 174,650 200 o= Breast 268,600 300
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Estimates are rounded to the nearest 10, and cases exclude basal cell and squamous cell skin cancers and in situ carcinoma except urinary bladder. Estimates do not include

Puerto Rico or other US territories. Ranking is based on modeled projections and may differ from the most recent observed data.
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Figure 14. Leading Sites of New Cancer Cases and Deaths — 2019 Estimates (202).

Breast Cancer

Breast cancer is the most common female cancer and carries the second place in cancer
mortality in females after lung cancer. Mortality from breast cancer presents a decline of up to 40%
since 1989 as a result of early detection and advanced treatment strategies (202). Age and female
sex are the strongest risk factors. Modifiable risk factors include obesity, alcohol consumption,
physical inactivity, oral contraceptive use, and hormone replacement therapy. Non-modifiable risk
factors include positive family history of breast or ovarian cancer, BRCA1 and BRCA2 mutations,
high breast tissue density, history of chest radiation in younger age, long menstrual history, and not
having children till 30s (203-205). Early detection strategies include mammography (low-dose X-
ray) national health plans, ultrasound, and MRI screening. Often the only symptoms include a mass
palpation or skin tenderness. Treatment options include local or more extensive surgery, radiation
and chemotherapy according to certain tumor characteristics, lymph node involvement, and patient
preference. The 5 and 10-year survival rates after diagnosis are 90% and 83% respectively.

Childhood Cancer

The most common cancers in children up to 14 years of age include leukemia (28%), central
nervous system tumors (26%), neuroblastoma (a peripheral nervous system tumor, 6%),
nephroblastoma or Wilms tumor (5%), non-Hodgkin and Hodgkin lymphoma, rhabdomyosarcoma,
retinoblastoma, osteosarcoma, and Ewing’s sarcoma (202). Symptoms are often non-specific and
depend on the cancer type. Most cancers in children are spontaneous. Risk factors include radiation
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history, organ transplantation, and specific congenital syndromes (ex. Down Syndrome). Overall
survival has been greatly improved with 10-year survival of up to 83%.

Colon and Rectum Cancer

It is the third most common cancer type in incidence and mortality in both males and females
(Figure 14). Due to the extensive screening programs of the last decades its incidence is constantly
declining in ages over 55 years, but not in younger ages where it is sometimes the result of chronic
bowel inflammatory diseases. The most common risk factors include obesity, physical inactivity,
smoking, alcohol, processed meat intake, and lack of fruits and vegetables in everyday diet pattern.
These risk factors are also modifiable. Non-modifiable ones include family history of bowel cancer,
chronic inflammatory diseases (ex Crohn, ulcerative colitis), polyps, and type 2 diabetes (202, 206,
207). Early detection screening programs are now common in most national health plans, mainly by
the aid of colonoscopy and certain colon specific antigens (carcinoembryonic antigen, CEA).
Symptoms include rectal bleeding, change in bowel habits, decreased appetite, and weight loss, but
in the early stages the disease is usually asymptomatic. Surgery is the most common treatment
option. Survival for localized tumors is up to 90% in 5 years, but only ~40% of cancers are
diagnosed in early stages, making screening programs completely mandatory.

Kidney cancer

Kidney cancer includes renal cell (>94%), renal pelvis (5%), and Wilms tumor (1%). The
most important risk factors are male sex, obesity, smoking, hypertension, chronic kidney disease,
and exposure to certain chemicals and radiation. More than half of the cases can be prevented by
dealing with modifiable risk factors. Symptoms include blood in the urine, back pain, weight loss
etc. Surgery and ablation therapy are the most common treatments. 5-year survival is 75% but for
localized disease it is over 93% (202, 208, 209).

Leukemia

It is the most common cancer in children although most cases are still presented in older
individuals. It is classified into acute and chronic myeloid leukemia (ALL, CLL) and acute and
chronic lymphocytic anemia (AML, ALL) based on the cells affected. ALL is the most common
type in children while CLL is the most common type in adults. Many cases are spontaneous,
especially in children. Risk factors include older age, history of radiation or chemotherapy in
younger age, exposure to hazardous chemicals, smoking, but also parental smoking, and genetic
predisposition with the expression of the Philadelphia chromosome. Symptoms include fatigue,
weight loss, and recurrent infections. Chemotherapy is the main type of therapy including targeted
drugs against tumor cells or the Philadelphia chromosome. Survival depends on the specific
leukemia type and is generally much better in children than in adults (202, 210, 211)

Lung Cancer

Lung cancer is the second most common cancer in new cases both in males and females and
the first in cancer mortality for both sexes. Incidence has declined in the last decade mainly due to
change in smoking regulations. Cigarette smoking (active and passive) is by far the most important
risk factor, with more than 80% of lung cancer deaths being attributable to smoking. Other
breathable chemicals related to lung cancer are radon, asbestos, arsenic and other air pollution
gases. Early detection with spiral computed tomography has increase the cases diagnosed in early
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stages. The disease is often expressed with persistent cough and blood, or recurrent respiratory
infections. Treatment is a combination of surgery, radiation, and chemotherapy according to the
stage of the disease. 5-year survival rate is only ~20% (202, 212, 213).

Liver Cancer

Liver cancer is the most rapidly increasing cancer in both men and women, with almost 3%
increase per year. It is 3 times more common in men than women and it is most often presented as
hepatocellular carcinoma (HCC). The most common risk factors are increased body weight, type 2
diabetes, alcohol overconsumption, hepatitis B and C infection, and smoking. Up to 70% of liver
cancers can be prevented by limiting exposure to these factors. Aflatoxin seems also to increase the
risk for cancer, while coffee drinking may reduce the risk. The vaccine against HBV or anti-
retroviral therapy in those already infected, can further decrease the risk (214-217). Symptoms may
be non-specific such as weight loss or loss of appetite, swelling and abdominal pain, or more
specific due to the disruption of the normal liver function, such as jaundice and bleeding
predisposition. Depending on the extension of the disease, treatment options include surgery,
ablation, or embolization for localized disease, and liver transplantation, chemotherapy, or
immunotherapy for more advanced stages (202, 218).

Prostate Cancer

Prostate cancer carries the first position in cancer incidence and the second in cancer mortality
in men, second only to lung cancer (Figure 14). Early stage prostate cancer has no specific
symptoms, so screening especially in positive family history or older ages is mandatory. This is
most often done with clinical examination, prostatic specific antigen levels (PSA), and ultrasound.
Sometimes symptoms may include frequent urination, pain or burning sensation, and bone pain in
metastatic disease. Localized disease is treated with surgery or radiotherapy, while in metastatic
disease a combination of chemotherapy, hormonal therapy, and radiotherapy may be used. Prostate
cancer has been linked to black race, older age, smoking, obesity, carries of BRCA1 and BRCA2
mutations, and to positive familial history. Fortunately, most cases are discovered when cancer is
still localized in which 5-year survival is almost 100%. For metastatic disease, 5-year survival
decreases to just 30% (202, 219-222).

Melanoma

Melanoma consists only the 1% of all skin cancers but is responsible for the majority of
cancer deaths. It is more common in younger women or older men. Risk factors for melanoma is
the positive family history for melanoma, the presence of atypical moles, and exposure to UV
radiation including indoor tanning (223-225). Early detection is crucial since melanoma is highly
invasive with 5-year survival for localized melanoma of up to 92%. All other non-melanoma skin
cancers are highly curable. New or atypical moles or other lesions insisting more than a month
should be evaluated by a dermatologist. The definite treatment is the removal of the lesion but
immunotherapy, radiation, or chemotherapy may be necessary for invasive melanoma with positive
sentinel lymph nodes (202, 226).

Uterine Cancer

Uterine cancer is divided into uterine cervix and uterine corpus or endometrial cancer. The
incidence of cervical cancer has greatly decreased since 1975. The combination of HPV (human
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papilloma virus) and Pap tests for screening, offers early detection of pre-cancerous lesions. In
addition, HPV vaccination protects against the 90% of the virus types that cause the cancer. HPV is
by far the most important risk factor (227). Treatment is done by excision, ablation or cryotherapy
for localized diseases, aided by chemotherapy or radiation for invasive disease (228). 5-year
survival is 66%. On the other hand, endometrial cancer is the fourth most common female cancer,
with incidence and mortality increasing over time. Modifiable risk factors include obesity, physical
inactivity, and hormone replacement therapy. Other risk factors are late menopause, never having
children, diabetes, Lynch syndrome, and a history of polycystic ovary syndrome. It is frequently
presented with postmenopausal bleeding. Therapy depends on the stage of the disease. The 5-year
survival rate is 83% (202, 229-231).

Lymphoma

Lymphoma is mainly classified to non-Hodgkin lymphoma (the most common), and Hodgkin
lymphoma. Risk factor for HL is the younger age while for NHL is the advanced age. Other risk
factors are related to immunity with people receiving immune-suppressants (ex. organ transplant
recipients) being more susceptible, as well as people with auto-immune diseases. Epstein Barr,
HIV, Helicobacter pylori and hepatitis C virus are also known risk factors. Often, the only
symptoms are weight loss, fatigue, and lymphadenopathy. These patients are usually treated with
chemotherapy, radiation, and stem cell transplantation. Overall, 5-year survival is between 71%
(NHL) and 87% (HL) (202, 231, 232).

Pancreatic Cancer

Pancreatic cancer categorizes into exocrine tissue cancer (93%), where the enzymes for
digestion are produced, and endocrine tissue tumors (7%) in cells that produce hormones. Risk
factors include smoking, type 2 diabetes, obesity, chronic pancreatitis, and positive family history
for pancreatic cancer. Alcohol, Lynch syndrome, and BRCA1 and BRCA2 mutations seem also to
pose an increased risk (233, 234). Unfortunately, symptoms are rare and the disease is often
diagnosed in advanced stages, with a 5-year survival rate of only 9%. Even in localized disease it is
only 34%. Treatment is a usually combination of palliative surgery, chemotherapy and radiation
therapy (202).

Other Cancers

Most types of thyroid cancer are highly curable with a 5-year survival rate of 98%. It is
usually diagnosed in early stages, with a lump in the neck being the only symptom. Risk factors
include female sex, thyroid nodules, obesity and certain genetic syndromes (235). It is treated with
surgery followed by treatment with radioactive iodine (I-131), when the cancer has spread outside
the thyroid gland. Bladder cancer is the fourth most common incident cancer in men. Male sex,
white race, smoking, and frequent exposure to arsenic, aluminium, rubber, leather, and several dyes
are some of the risk factors (236). It is most of times diagnosed early due to urinary symptoms and
surgery is the treatment of choice with 5-year survival of 95% for localized disease. Ovarian
cancer accounts for 5% of cancer deaths among women, more than any other gynecologic cancer.
The 5-year survival is only 47% because it is often diagnosed in advanced stages since there are no
specific symptoms. Treatment rarely offers a cure. Risk factors are generally the same as those for
breast cancer, namely age, BRCA mutations, and family history of breast or ovarian cancer (237).
Finally, oral cavity and pharynx cancers have been associated with smoking, alcohol
consumption, and HPV infection (238). They usually present as an ulcer or thickening in the oral
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cavity and are treated with surgery combined with radiation therapy. Overall 5-year survival is 65%
(202).

2.3.4. Cancer Prognostic Factors

Cancer is characterized by growth, invasion, and metastasis. Although cancer is a
heterogeneous group of diseases, all cancers types share some common characteristics. The
prognosis of cancer patients depends on the organ of presentation (breast, prostate etc.), the
histopathological traits (e.g., adenocarcinoma, sarcoma), and several prognostic factors related to
the cancer (disease extent), or the specific patient (comorbidities). There are two major overlapping,
proposed classifications for prognostic factors: The subject-based classification and the clinical-
relevance classification. According to the most commonly used subject-based classification,
prognostic factors are categorized into tumor-related, host or patient-related, and environment-
related. Based on clinical-relevance classification, they are divided into essential for prognosis,
additional, and promising prognostic factors (239).

In the subject-base classification, tumor-related prognostic factors refer to specific tumor
biology and anatomic disease extent. The tumor extent of spread is most commonly described using
the “TNM staging system”. T describes the size of the original (primary) tumor and whether it has
invaded nearby tissue, N describes nearby (regional) lymph nodes that are involved, and M
describes distant metastasis (spread of cancer from one part of the body to another). This system is
globally used for the description of many solid tumors, but is not applicable to cancers like
leukemia or cancers of the central nervous system (240). On the other hand, tumor biology concerns
an ever-growing field of cancer biomarkers that predict the extent, recurrence, or remission of
specific cancers, or the response to treatment. Such biomarkers are already used in clinical practice
for diagnosis, treatment, and description of the natural history of the disease, including biomarkers
such as alpha-fetoprotein (a-FP), prostate specific antigen (PSA), carcinoembryonic antigen (CEA),
CA 19-9 etc. (241, 242).

Host-related prognostic factors refer to specific patient traits that affect the natural history of
the disease. These include patient demographics such as age, sex, and ethnicity. Comorbidities such
as coronary artery disease, diabetes, stroke, and chronic obstructive pulmonary disease have also a
great impact on patient status and survival, although not directly related to cancer. Advanced age is
related to poorer cancer outcomes and survival in almost all cancer types, and black race has been
linked to worse outcomes in patients with prostatic cancer (243, 244). The host immune status is
also a very important prognostic factor, as congenital or acquired immunodeficiency due to HIV,
organ transplantation, or cortisone therapy for other reasons, is directly associated to worse clinical
outcomes (245). Mental illness and depression are also associated with poorer prognosis as these
patients tend to be less compliant to therapy and not seek immediate medical help (246).

Environment-related prognostic factors refer to the choice and response to treatment, access
to specialized cancer care, cancer drugs, exams, technology, and health care policy factors (247-
249). These factors are very important in patients living away from cancer treatment centers and
especially in developing countries. These factors affect not only the treatment plan but also the
ability for proper rehabilitation and follow-up for cancer recurrence.
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On the other hand, in the clinical-relevance classification, the most essential prognostic
factors are the extent of the disease quantified using the above mentioned TNM system, and the
tumor histopathological characteristics such as the tumor grade and small-vessel invasion. Many
tumor biomarkers play also an important role in diagnosis, quantification of disease burden, and
follow-up (250). Patient age is also integral for treatment strategy in some cancers, such as thyroid
or Hodgkin’s lymphoma (251, 252). Additional prognostic factors are those factors that are not
necessary for the creation of a treatment plan and are usually not considered in clinical decision
making. However, they often have a great impact on the disease outcome. Such factors are the
already mentioned environment-related factors. Finally, the promising prognostic factors are those
under investigation for future application. These molecular factors may predict the response to
treatment or offer targeted cancer therapy. These can be adhesion molecules, cell receptors,
circulating antigens, or other proteins. There is an abundance of new promising factors in medical
literature, but in order to be used in clinical practice they must first prove that can change treatment
plans or alter the disease outcome, over already established ones (239).

3. A PROGNOSIS RESEARCH STRATEGY - PROGRESS

As already mentioned, prognosis research aims to predict outcomes in individuals with a
disease or health condition, after a specific follow-up period, based on characteristics clearly
defined at the beginning of the study (prognostic factors). Although there is a significant amount of
prognosis studies published each year, a unanimous approach for addressing prognosis research
questions has not existed for many years. The solution to this problem arose in 2013 when the
PROGnosis RESearch Strategy (PROGRESS) was proposed. This strategy proposes a framework of
four distinct but connected types of prognosis research (253-256).

In people with a specific disease or health condition, the four different types of prognosis
research appeared in PROGRESS are:

Type I: Overall Prognosis Research: What is the average outcome risk in the population under
study?

Type II: Prognostic Factor Research: Which characteristics (prognostic factors) are associated
with a change in outcome risk?

Type III: Prognostic Model Research: How can we develop, validate, assess the performance,
and evaluate the impact of models consisting of multiple prognostic factors?

Type IV: Predictors of Treatment Effect: Which characteristics predict a different response to
treatment? Which treatments favor specific subgroups of patients?
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OVERALL PROGNOSIS RESEARCH (PROGRESS TYPE I)

1. Definition

Overall prognosis refers to the estimation of the average risk for specific outcomes (‘the
endpoint’) in people with a given disease or health condition (‘the starpoint’), in the context, time,
and setting of current healthcare (253, 257). In current healthcare systems, overall prognosis may be
influenced by personal decisions, diagnostic investigations, doctor-patient interactions, available
treatments and self-management. Overall prognosis refers to the mean outcome risk of all people in
the specific target population and with the specific disease under investigation.

Overall prognosis is usually expressed as the average outcome probability or rate. This can
take many forms like survival rate, time to recovery, complication rate or even expressed in a
continuous manner (e.g. pain intensity, disability scale etc.). As a result, it may include absolute
measures live average outcome risk or relative measures like mortality rate in the sample population
versus mortality rate in general population. However, it is important to mention that this overall
prognosis may change over time due to changes in the nature of the disease, the quality of care, new
available treatments, the populations under study, and the outcome recordings.

2.  Study Design

Prognosis research studies are ideally designed prospectively. The individuals with the health
condition under study are identified at the startpoint and followed-up over time till the end of the
follow-up period or till the occurrence of the outcome of interest. However, this prospective study
design is often expensive and time consuming. Fortunately, there are usually relevant data available
in national registries and healthcare and insurance records. This makes often easier and cost-
effective for the researchers the conduction of retrospectively designed overall prognosis studies
relying on already available data.

The startpoint and endpoint of the study should always be clearly defined avoiding complex
definitions. The startpoint refers to individuals with a certain baseline health condition or disease.
The endpoint can be any outcome that is considered important by the researchers as long as it is
clearly defined. These outcomes can be absolute risk estimates or relative. For example, in cancer
prognosis studies relative survival is typically used in the analysis of cancer registry data (258).

3. Importance

Overall prognosis studies provide descriptive information for the most likely course of a
condition or a disease. Information on overall prognosis could prove very important not only for
patients but also for clinicians. Through the doctor-patient interaction and communication, patients
can be informed about the effective treatments, the possible complications, the expected time to
treatment, the possibility of adverse outcomes etc. In addition, such information is also important for
healthcare policies as well as for insurance companies (Figure 1).
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Figure 1. Example of overall prognosis research, investigating international differences in mortality rate within 30 days
of admission in patients with acute myocardial infarction in the UK and Sweden.

Source: Comparison of hospital variation in acute myocardial infarction care and outcome between Sweden and United
Kingdom: Population based cohort study using nationwide clinical registries. BMJ (Clinical research
ed).2015;351:h3913. Copyright © 2015 BMJ

Overall prognosis is also important for the definition of health conditions since prognosis and
outcomes are strictly related to the pathophysiology of the disease. Diagnosis and screening are also
important as long as the likely course of the disease is known. For example, even a costly and time-
consuming screening program for a disease can finally prove cost-effective if the early diagnosis
leads to lower impact and a better quality of life (259).

Furthermore, knowledge of overall prognosis aids in the evaluation of prognostic factors and
prognostic models, assessing their impact on the physical course of the disease under investigation.
Finally, it is important in the design and interpretation of randomized clinical trials because most
times the aim is to prove the superiority or non-inferiority of novel therapies over already
established treatments (257).

4.  Statistics of overall prognosis research

Key statistical models and measures of overall prognosis research are different for continuous,
binary, and time-to-event outcomes.

4.1. Continuous OQutcomes
When studying continuous outcomes (e.g. blood pressure), the key summary statistics include

the mean and median, combined with measures describing the variability of the outcome, such as
the standard deviation (SD), interquartile range (IQR), and histograms of outcome values. The key
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statistical model for summarize and predicting prognosis in terms of mean outcome values is linear
regression. This is a function in the form of:

Yi=a+ P1X1i+ 2X2i+......... + PkXki + ei

Where Yi stands for the continuous outcome, X1i, X2i... are the predictors, o is the “alpha hat”
which represents the mean outcome value for a patient with mean outcome values, 3 is the “beta
hat” which represents the change in mean outcome value for each one-unit increase in the
corresponding predictor after adjustment for other predictors, and ei represents the error variable that
adds “noise” to the linear relationship between the outcome (dependent variable) and regressors
(Figure 2).

Figure 2. Example of linear regression.
4.2. Binary Outcomes

Binary outcomes are those occurring within a particular time-period (e.g. death at 5 years).
Binary outcomes can be expressed by the average absolute risk, also known as cumulative risk or
incidence proportion(257). An alternative measure is the Odds Ratio (OR), which is the number of
individuals with the outcome divided by the number of individuals without the outcome in a specific
time-period (260). Other measures include the Risk Difference (RD) and the Risk Ratio (RR) (Figure
3).

Exposure No exposure Total
Disease a b a+b
No disease C d c+d
Total a+c b+d a+b+c+d
Risk (of disease) a/(@a+c) b/(b+d)
Odds a/c b/d
Risk difference (RD) (@a/la+cl)-(b/[b+d])
Risk ratio (RR) (@/[a+c])/(b/[b+d])
0dds ratio (OR) (a/c)/(b/d)

Figure 3. Risk Difference, Risk Ratio, and Odds Ratio.
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For binary outcomes the response (Yi) is defined as 1 for those with the outcome or 0 for
those without the outcome. In this situation, logistic regression is a more appropriate statistical
model for predicting risk of outcome occurrence and for deriving odds ratios to quantify prognostic
factor effects, since the response follows a Bernoulli distribution rather than a normal one (257)
(Figure 4). If risk ratios are used, a Poisson or binomial regression can be used (261).
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Figure 4. Linear vs Logistic Regression.

4.3. Time-to-event Outcomes

In many prognosis studies, not all individuals are followed-up for the same length of time, as
many may withdraw, are lost to follow-up, die, or reach the end of the study before the outcome has
occurred. In such situation it is not appropriate to exclude these individuals but rather use survival
models that include them in their statistical analysis up to their censoring time (257). An important
summary measure is the incidence rate defined as the total outcome events observed divided by the
total number of person-years, which is the sum of the number of people in the study and their
follow-up years.

The survival function S(t) is the probability that a subject survives longer than time t. S(t) is
theoretically a smooth curve, but it is usually estimated using the Kaplan-Meier (KM) curve, which
is a non-parametric estimation. The Kaplan-Meier curve is the visual representation of the survival
function, and it shows what the probability of an event (for example, survival) is at a certain time
interval. If the sample size is large enough, the curve should approach the true survival function
(smooth curve) for the population under investigation (Figure 5). In addition, the survival
distributions of two samples can be compared using the log-rank test. The log-rank test, also called
Mantel-Cox test, is a nonparametric test that compares estimates of the hazard functions of the two
groups at each observed event time. The null hypothesis is that the two groups have identical hazard
functions. It is also worth mentioning that its power is maximum when the two survival curves are
not crossing.
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The hazard function, named h(t), represents the instantaneous risk of experiencing the
outcome at time (t), while the cumulative hazard function H(t), is the total hazard gathered until time
(t). On the other hand, the hazard ratio is the ratio of the hazard rates corresponding to the
conditions described by two levels of a variable (e.g. hazard at time (t) for males divided by hazard
at time (t) for females.

The most commonly used regression approach for time-to-event outcomes is the Cox
proportional hazards regression. Cox regression (or proportional hazards regression) is a method for
investigating the effect of several variables upon the time a specified event takes to happen. In the
context of an outcome such as death this is known as Cox regression for survival analysis. It was
first described by Cox and is a common
approach for estimating hazard ratios to
quantify  prognostic factor effects
(262).

Kaplan-Meier estimate with CI

Survival probability

Figure 5. Kaplan-Meier curve example.

Survival time in days

5. Sources of bias

In overall prognosis research the main sources of bias are related to selection bias and
information bias and should always be taken into account. For this reason, several quality
assessment tools have been developed such as the Newcastle-Ottawa Scale, the Quality In Prognosis
Studies (QUIPS) tool and the Prediction model Risk Of Bias Assessment Tool (PROBAST) (263-
265).

Selection bias is the bias introduced by the selection of individuals, groups or data for analysis
in such a way that proper randomization is not achieved, thereby ensuring that the sample obtained
is not representative of the population intended to be analyzed. The phrase "selection bias" most
often refers to the distortion of a statistical analysis, resulting from the method of collecting
samples. If the selection bias is not taken into account, then some conclusions of the study may be
false. Selection bias can arise at baseline when participants are incorrectly identified, invited or
excluded (participation bias) and during follow-up when participants may withdraw or data may be
missing (attrition bias) (266).

In epidemiology, information bias refers to bias arising from measurement error. Information
bias is also referred to as observational bias and misclassification. It is usually the result of poor
methods for measuring outcomes resulting in over or underestimation of overall prognosis. So, in
order to limit the risk for information bias the outcome and methods of measurement should be
reliable, valid and clearly defined from the startpoint (267). Most quality assessment tools and
checklists as those already described, include specific questions to evaluate such common sources of
bias.
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PROGNOSTIC FACTOR RESEARCH (PROGRESS TYPE II)

1. PROGNOSTIC FACTORS
1.1. Definition and Classification

Prognostic factors are clinical measures used to help elicit an individual patient’s risk of a
future outcome, such as the incidence of a disease, the recovery from a disease or its recurrence after
primary treatment (268). As a prognostic factor can be considered any variable that is associated
with a risk of a health outcome among people with a specific health condition (269). They are also
known as prognostic markers, prognostic variables or predictors. They are used in all fields of
medicine but even more in chronic diseases such as cancer, cardiovascular disease, chronic
respiratory diseases and diabetes.

It is important to differentiate prognostic factors from predictive factors. Prognostic factors
include those characteristics that help to define the natural history of a disease while predictive
factors are those characteristics that help to define the likelihood of benefit from a specific
treatment. However, some of the prognostic factors can be predictive and vice versa. Another
important differentiation is between prognostic factors and risk factors. Risk factors are those that
have been related to causing the disease, while prognostic factors are those that in individuals with a
specific disease can influence the outcome or the natural history of the disease.

There are many different prognostic factor groups that have been suggested including clinical
characteristics, demographics, symptoms, signs, co-morbidities, biometrics, biomarkers, response to
treatment, molecular characteristics and genetic information, anatomic disease extent etc. However,
they are mostly classified into 3 main categories including patient-related, disease-related, and
treatment or environment-related factors (239, 270).

Patient or host-related factors are clinical factors. These variables include individual patient
demographic characteristics such as age, sex, race, weight, height, body mass index and habits such
as smoking, sedentary lifestyle etc. However, they also include biometrics, physical examination
and clinical measurements like blood pressure, heart rate variability, performance index, severity
and type of symptoms, clinical history and co-morbidities like diabetes, renal failure and
hypertension. They can also be biomarkers like hemoglobin level, blood sugar and cholesterol
levels, creatinine clearance, genes, RNA sequences, single-nucleotide polymorphisms (SNPs),
imaging, electrophysiology and cardiac catheterization results etc.

Disease-related factors include those characteristics of the disease that predict the response to
treatment. As a result, they depend on the chronic disease under investigation. Considering
oncology, they can involve tumor characteristics like tumor classification, stage, metastases,
histopathologic type, anatomical invasion, location and size but also cancer-related biomarkers like
genes, hormones, proteins, receptors, antigens and other molecular markers. In cardiovascular
medicine and diseases like myocardial infarction, heart failure, stroke and coronary artery disease-
related prognostic factors can include left ventricular ejection fraction, rhythm disorders, type,
location and number of coronary or brain arteries affected, electrocardiographic findings, and
biomarkers like troponin, B natriuretic peptide, creatinine kinase and c-reactive protein levels.
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Treatment-related factors relate to different treatment strategies, techniques and treatment
quality. They are also mentioned as environment-related prognostic markers. Different patients have
access to different experienced and technically skilled doctors due to patient choice, socioeconomic
status or environmental reasons (e.g. distance). For example, highly-trained surgeons tend to operate
in specialized medical centers in large cities where not all patients have access to. In addition,
specific medical techniques and equipment like cardiac catheterization laboratory and high-
resolution computed tomography are not available in every hospital. Also, a different type of
chemotherapy, combination of drugs and dosage or follow-up period may be chosen that often has a
direct result on patient outcomes (239).

1.2. Importance of Prognostic Factors

Prognostic factors are of great importance for many reasons. First of all, they are very useful
in clinical practice. By identifying which markers are prognostic of a disease we gain insight on its
mechanisms, biology and natural history (271). This fact aids clinicians inform the patients and their
relatives on the clinical course and possible outcomes of a disease but also plan an appropriate
treatment strategy based on individual patient characteristics and likelihood of recovery or future
disease recurrence (272). This helps alleviating patient anxiety and explaining the different
variations in disease outcome. Many prognostic factors are also useful for monitoring disease
progression. Such examples are CRP for infections, HbAlc for diabetes management, CD4-count
for HIV infection monitoring and several serum tumor markers for cancer monitoring and effect of
treatment (254, 273-275).

In addition, prognostic markers play an important role in the design, conduct and analysis of
research studies, including randomized clinical trials, and help identify targets for new interventions.
The assessment of specific prognostic factors to specific disease outcomes plays a vital role in
clinical research. It identifies risk groups for stratified management and helps to target specific
factors for modification or to introduce new treatment approaches (264). Furthermore, they ensure
comparability among different patient groups and allow researchers to examine the degree of
association and dependence among significant risk factors. Finally, the combination and weighing of
the effect of prognostic factors on specific diseases helps in the development of prognostic models
and in evidence-based treatment strategies (stratified medicine) (253).

2. PROGNOSTIC FACTOR STUDIES
2.1. Prognostic Factor Research

Prognostic factor research aims to identify those clinical or non-clinical patient characteristics
that predict the risk of future outcomes, and how these factors can be used to improve patient
outcomes or treatment strategy (257). It usually involves a prospective cohort study to identify
factors that have added prognostic value over already established ones.

Prognostic factor studies are the most common type of prognosis research. There is a huge
variety of prognostic factors in medical literature that are associated with many different outcomes,
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and there is also an increase in relevant publications each year (Figure 1). However, many of those
studies are poorly conducted with low overall quality that leads to severe study limitations (264,
276, 277).

Therefore, prognostic factor research requires careful planning, strict delimitation of the aim
of the study and clearly defined study design, data analysis, and reporting. There are broadly two
main different study designs that often co-exist within the same study.

e The exploratory study design involves the identification of potential prognostic factors related
to a specific outcome, without previous knowledge on this specific association.

e The replication and confirmation design involve the evaluation of already established factors
and the assessment of their added value on known prognostic factors for the outcome under

investigation.
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Figure 1. Number of citations identified in PubMed over time with ‘prognostic
factor’ or ‘prognostic marker’ in the title or abstract.
Source: reproduced courtesy of Richard D. Riley (257).

2.2. Exploratory Studies

The second objective in the PROGRESS (PROGnosis RESearch Strategy) framework refers to
identification of prognostic factors linked to a specific outcome without or with little previous
knowledge on this association (254). Most diseases and especially cardiovascular diseases and
cancer, are extensively studied and many factors are already identified. However, there is always the
need for studies from scratch, to discover new unidentified factors.

Exploratory studies are important to identify new or the most promising prognostic factors
from a large number of possible factors. They are called exploratory due to the possibility of chance
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findings. These studies are also often called "“agnostic’’ or ‘’hypothesis-generating’’ studies, and
were revived in the last decade by the introduction of the genome-wide association studies (GWAS),
in which multiple genetic markers, entire genes and sequences are studied for a potential link to a
disease or other specific outcome (278). In the same way, in other hypothesis-free studies many risk
factors are collectively studied and not one by one separately, in an attempt to reach to the desired
associations. However, most of times approaches to identify possible new prognostic factors
incorporate some degree of biological reasoning and are based on hypothesized causal pathway
from the onset of the disease to the disease outcome (254).

2.3. Confirmatory Studies

It is crucial that findings from exploratory studies are re-evaluated and validated in replication
and confirmation studies. In these confirmatory studies, newly identified prognostic factors are re-
assessed to validate their importance on the same outcome, and thus, to eliminate chance findings.
Then, their additive value over other already established factors is assessed after appropriate
adjustments. This incremental value is often assessed in prediction model using recalibration and
reclassification measures such as the net reclassification index (NRI) or the integrated
discrimination improvement index (IDI).

Confirmatory prognostic factor studies should be well-designed with clear methodological
analysis and reporting. Factors derived from exploratory studies are assessed after adjustment for
already established ones for the specific disease and outcome, and are found either with or without
significant additive value. Ideally, several different confirmatory studies should be available for
each new discovered prognostic factor, so that a meta-analysis could synthesize a combined effect
estimate. However, this is rarely the case since there are substantially more exploratory than
confirmatory prognostic studies in published medical literature.

Finally, there is also the possibility that the exploration and confirmation phases are combined
within the same study. In this case, researchers, after identifying a potential new prognostic factor,
perform also a systematic review and assess its prognostic value using already published data from
different studies (257).

2.4. Design of Prognostic Factor Studies

The main aspects for conducting an exploratory or confirmatory prognostic factor study are
common. The ideal design is the prospective cohort study design, because it enables researchers to
clearly define the inclusion and exclusion criteria, the population sample under investigation, the
study outcomes, the better collection of baseline and follow-up data, and the reasons for missing
data or drop-out. The retrospective study design is also an acceptable alternative, but is often
difficult to identify and use already recorded data for the specific population sample and for the
specific outcome required. Most of times there are similar but not ideal data available for the
hypothesis under study, and as a result some assumptions are required that can possibly bias and
reduce the quality of the study.

Additionally, a prospective study design is usually based on a specific study protocol with
clearly defined outcomes, and thus decreases the possibility of chance findings (type I errors), that
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could result from using data gathered for other reasons. The prospective study design allows also
measurements and outcomes to be blinded to prevent relevant biases. Other eligible designs are also
the case-cohort and nested case-control designs, where only a part of the population sample is used
for the derivation of results. However, the selection of a particular sample may affect the
generalizability of the study for other populations besides this small sample (279).

Prospective cohort studies are costly and time consuming, and demand a high amount of
dedication from researchers during the follow-up period. Luckily, in the last decades there are also
extensive datasets available including huge amount of routine collected, real life data, such as
insurance and national electronic health records, biobanks, mortality registries, or large-scale cohort
follow-ups including entire populations (e.g. EPIC or Framingham Heart Study). These large
datasets usually allow the proper identification of eligible participants for conduction of quality
prognostic factor studies (nested case-control, retrospective), without having to handle every aspect
from the ground-up (257, 280, 281). Moreover, many large randomized clinical trials (RCTs) may
also contain the required information, since most of them study simultaneously many different risk
or prognostic factors. However, there is always the possibility that combination of data from many
different RCTs may be required and that these data may also not be generalizable to the general
population.

2.5. Sample Size

There are many steps required for a high-quality prognostic factor study. These steps include
proper recruitment strategy and setting, clearly defined inclusion and exclusion criteria, adequate
sample size, definition of startpoint, endpoints and outcomes, strategy for prognostic factor
measurement, and adequate follow-up period with description of the reason of possible drop-outs
(264).

A participant sample is required from the target population and setting. Ideally, a consecutive
sample or a random sample from consecutive patients should be chosen in order to avoid selection
bias, so that the final sample will be representative of the population intended to be analyzed.

The size of this sample is also very important in prognostic factor studies because usually, for
a prognostic factor to be important a large enough effect estimate is required (e.g. relative risk > 1.5
for a binary factor in exploratory studies), so that after adjustment for other established factors in
confirmatory studies this effect has a chance to remain significant. Consequently, most often for
detection of such large effect estimates, large enough sample sizes are required. This is usually
referred as the power of the study, that is, the likelihood that a study will detect an effect, when there
is an effect to be detected. Generally, a power of > 80% is considered good enough for a study, but
in prognostic factor studies an even greater power is usually required.

Sample size calculations are available in most software statistical packages and are different
for continuous and binary outcomes. The calculation is based on functions which require the
specification the size of true prognostic effect one wishes to be able to detect, the type I error, the
desired statistical power, and the standard deviation of the factor (282-284). However, the main
concern is that for confirmatory prognostic factor studies an adjusted and not an unadjusted effect
estimate should be in focus. Adjusted effect estimates are typically smaller than unadjusted ones,
since they also take into consideration the effect estimate of other already established factors. So,
the sample size in confirmatory studies should also take into consideration such correlations and be
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larger than that required for unadjusted prognostic effects (exploratory studies). There are several
functions and formulas in literature, so that the population sample size can be calculated (285, 286).

2.6. Analysis

There are several steps that need to be considered from the beginning of the study for the
achievement of a high-quality study analysis. The study must be carefully planned and the
researchers must specify the primary objectives in relation to prognostic factors and outcomes. The
secondary objectives need also to be clearly stated. The objectives of the studies should not change
during the study analysis in search of significant associations. The prognostic factors of interest
need to be measured at the start-point, together with any other important prognostic factors that will
be used for adjustment.

The statistical model that will be used should be suitable for the outcome of interest. For
example, a logistic regression model should be used for a binary outcome and a Cox regression
model for a survival analysis or time-to-event outcome. Although much easier, continuous variables
(prognostic factors) should not be dichotomized but examined on their continuous scale (287, 288).
There are several methods available for investigation of continuous variables in prognosis research,
including “fractional polynomials™ for limited information and simple functions, and “splines” for
more extensive data and more complex functions (289, 290). In addition, researchers should focus
mainly on reporting effect estimates and confidence intervals and not just the p-values (291).

The individuals lost to follow-up should be clearly stated, as well as the reasons for drop-out
and the specific drop-out time. Furthermore, any missing data during the follow-up period should be
handled accordingly using any of the available methods, such as the multiple imputation method for
missing data. Univariate analyses should be avoided, and the prognostic factor of interest should
ideally be adjusted for other already established prognostic factors. Many exploratory studies
consider only unadjusted prognostic effect estimates in univariate analyses. These studies should
always be accompanied by confirmatory studies (or analyses within the same study), investigating
whether the new prognostic factors add any prognostic value over already established ones, after
appropriate adjustments (291). The known factors that are used for adjustments should be
prespecified in the study protocol based on existing medical literature. All candidate factors should
be used for adjustment, and not only those that were significant based on p-values from univariate
analyses performed within the same study. Treatment should also be included as an adjustment
factor in cohorts where treatment varies across participants (292, 293).

For survival analyses, there is always the potential that the hazard ratios of prognostic factors
may vary over time, and this should always be taken into consideration during adjustments (non-
proportional hazards) (257). Finally, many prognostic factors tend to be systematically measured
with error. An example is blood pressure. This error is affected by time and tends to be larger when
measurements are repeated over some time period and not consecutively. This systematic error
should sometimes be taken into account and not always be ignored (294).
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2.7. Reporting

Full reporting is needed for all prognostic factor studies and not only for promising ones with
potentially significant associations. High-quality, transparent reporting of all prognostic factor
studies, even of non-significant results, promotes research as data could be used in systematic
reviews and meta-analyses by other researchers. The REMARK (Reporting Recommendations for
Tumor Marker Prognostic Studies) checklist guideline provides recommendations for high-quality
reporting of prognostic factor studies in oncology. However, this guideline is also applicable in
other diseases. It is a valuable reference of issues to consider when designing, conducting, and
analyzing prognostic studies (292). In brief, the following steps have to be considered:

e Introduction: Statement of the prognostic marker examined, objectives, and hypothesis.

e Materials and methods: Description of patient characteristics, inclusion and exclusion
criteria, and treatments. Description also of specimen characteristics and assay method when
available, study design (prospective, retrospective), follow-up period, clinical endpoints,
candidate variables, sample size, target power, and effect size. Specification of all statistical
methods used, variable selection procedure, and handling of missing data.

e Results: Description of patient flow and reasons for exclusion. Report of demographic
characteristics, prognostic variables, and number of missing values. Presentation of
univariable analyses showing the relation between the prognostic factors and the outcome,
including all the variables analyzed. Performance of multivariable analyses with report of
effect estimates and confidence interval for at least the prognostic factor and the final model.
All results should be provided regardless of statistical significance, promoting further
research.

e Discussion: Interpretation of the results in context of the hypothesis and comparison with
other relevant studies. Discussion of study limitations and implications for future research.

PROGNOSTIC MODEL RESEARCH (PROGRESS TYPE III)

1. PROGNOSTIC MODELS
1.1. Definition

A prognostic or risk prediction model is a mathematical function that relates certain risk
factors (covariates) to the probability (risk) of a particular outcome happening in a well-defined
population and within a specific time period (295, 296). Prediction models are more and more used
in modern medicine to guide clinical decision making (69).

Risk prediction models are used in all fields of medicine and especially in cardiovascular
disease and cancer. Known models for cardiovascular disease are the Framingham Risk Score (297),
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SCORE (298), CHA2DS2-VASc Score (298) and HAS-BLED Score (299), and for cancer are the
Nottingham Prognostic Index (NPI) (300), Adjuvant! (301), The Bach Model (302), and CRC-PRO
(303).

The scope of risk prediction models is to guide and aid in clinical decision making, by
providing physicians with objective probabilities for specific outcomes based on individual patient
characteristics (255, 304, 305). However, their independent use away from professional clinical
reasoning could prove misleading (305).

There are still many prognostic models being developed in medical literature but often
examining the same outcome as some already established models (306, 307). The recent
technological advances and improvement of machine learning methods and artificial intelligence has
led to development of more sophisticated and more “intelligent” data-driven models for more
complex outcomes (308, 309). However, many published prognostic models have been developed
using poor methods and others provide poor reporting, both of which can compromise the reliability
and clinical relevance of models, prognostic variables, and risk groups derived from them (310).

2. MODEL DEVELOPMENT
2.1. Source of Data and Study Design

The participants used for model development should share a specific characteristic (predictor),
suspected to be associated with a specific disease (outcome) (296). Prediction model development
does not usually rely on primary data collection, since this would require a high amount of time and
costs, considering that available data are usually already available in medical literature. The main
study design that is suitable for model development is the cohort study design and specifically
prospective cohort studies that allow optimal follow-up of predictors and outcomes. Randomized
clinical trials (RCTs) and nested case-control studies are also included.

However, RCTs suffer also from some limitations that should be taken into consideration.
First of all, there are usually eligibility criteria for participants and study centers, often excluding
entire patient groups, and thus, there is uncertainty in extrapolating results to general population
without validation studies (311, 312). Other limitations include missing consent of patients for data
use in prognostic modelling, small sample size of RCTs, and relative short follow-up of participants
(313).

Retrospective and nested case-control studies are also eligible designs but this does not apply
for case-control studies that are only suitable for finding the independent predictors of a particular
outcome and not for estimation of absolute risks (295). On the other hand, retrospective studies may
have longer follow-up period than prospective studies but they also suffer more from sources of bias
and confounding (314). Nested case-control studies are particularly useful for more rare diseases
and outcomes and minimize biases compared to case-control studies, but suffer from reduced power
due to sampling of controls, a fact that is also true for full cohort studies (315).
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2.2. Outcomes

Outcomes should be clearly defined and be directly related to characteristics (predictors) of
study participants. The duration of follow-up should also be defined, as long as the methods of
outcome ascertainment. Since outcomes for prognostic studies often include mortality and disease
incidence or recurrence, cohorts with an adequate follow-up period should be chosen (295). Ideally,
outcome ascertainment should be blinded to predictors in order to avoid possible bias and maximize
the validity of the results. This is even more necessary for prognostic modelling based on RCTs
(316).

Ideally, prognostic studies should focus on clinical outcomes relevant to the patients, such as
incidence, recurrence, or remission of disease, mortality, disease or treatment complications, pain,
response to treatment, or quality of life. Intermediate and self-reported outcomes such as hospital
stay, self-efficacy, emotion-scales, and social limitation, are usually not helpful. These outcomes
should be measured without knowledge of the predictors under study to prevent bias. Blinding is
also necessary for cause-specific mortality as knowledge of predictors might influence assessment
of outcomes, but not for all-cause mortality (296).

2.3. Candidate Predictor Variables and Correction for Optimism

Candidate predictors are independent variables that are suspected to be linked to the study
outcome. Initially, usually many such potential variables are chosen to be studied but that does not
mean that all these predictors will be used in the final prediction model, since the most important
variables are then narrowed down with various prediction selection methods. The initial candidate
predictor list is generated a priori, usually based on systematic review of available medical literature
and expert opinion. These can include clinical, laboratory and imaging tests, social/demographic,
and disease characteristics (295).

The required number of patients is difficult to be estimated due to the multivariable character
of prognostic research (296). Since the initial list with candidate predictors can be too large, there is
a simple rule in statistics, that at least 10 events per variable (EPV) are required for one predictor to
be fitted at the model. For example, if we have a cohort population sample with 30 outcomes
(deaths/disease incidence) observed through follow-up then up to 3 risk factors (predictors) could be
fitted in the multivariable model to avoid overfitting. However, many researchers do not support this
hypothesis and propose that less than 10 EPV may be sufficient in many cases, and that other factors
may play a more important role for model development than the total number of events per predictor
(317-319).

When examining the predictive performance of a model in the same dataset used for its
development, the estimates of calibration and discrimination are usually misleading (optimistic),
primarily due to overfitting of predictor effects to the dataset at hand. Many of developed models in
medical literature do not account for overfitting and usually have too small sample sizes relative to
the number of predictors studied, do not use shrinkage methods, and do not provide optimism-
correction statistics.

A large sample size is the best step in reducing potential for overfitting and optimism. The
“events per variable” method discussed above is not always enough to avoid overfitting. To address



45

this Riley et al. suggested the introduction of a uniform shrinkage factor of >0.9 in the calculation of
the desired sample size and provided a calculation formula (320). In addition, besides choosing an
appropriate sample size, predictor effect estimates should also be corrected for optimism. This is
achieved with penalization procedures where a slight bias is introduced to the model to reduce

mean-square error in model’s outcome predictions. This is usually described as Stein’s paradox
(321).

2.4. Final Model Development — Selection of Predictors

Unfortunately, it is not always obvious which predictors are suitable for the final prediction
model. There is not a unanimous method for identifying the appropriate predictors. The two
methods most widely used are the stepwise regression (including backward elimination and forward
selection) and the full-model method.

The key concept behind the stepwise regression process is adding and removing candidate
predictors in the final multivariable model, in a stepwise approach, until there is no reason to add or
remove any other variable. This is often necessary when a large number of predictor variables are
under investigation. There are two ways to achieve this. The backward elimination and the forward
selection approach (295). In the backward elimination approach all candidate predictors
(independent variables) are considered in the multivariable model and each one of them is then
gradually eliminated based on some predefined significance cut-off levels (p-values), using some
statistical tests for comparing regression models. Tests commonly used for this reason are the
Likelihood Ratio and the F-test. These tests run a sequence of analyses removing or keeping
predictors based on predefined p-values. For example, if for the multivariable model cut-off p-value
is 0.05, and after the removal of a predictor in a sequential run the new value is 0.06, the variable is
maintained into the model and not eliminated. In the forward selection approach, the multivariable
prognostic model is built-up from an empty equation by adding predictors based on their theoretical
importance. The independent variables can be added in the model one at a time or in groups (block-
wise selection). The stepwise process means that in both methods (forward selection or backward
elimination), the contribution of each variable in the final model is in every step, re-evaluated.

In full model approach all examined independent variables are forced into the model without
eliminations. This aids in avoiding several biases and may be useful when there is a reasonable
number of predictors, but cannot create viable models for every-day clinical practice when this
number is too large. In any case, no matter which method is chosen, it is recommended to avoid
removal of variables if they are not significantly associated to the outcome based only on univariate
analyses, since these analyses do not take into consideration confounding of the independent
predictors into the final multivariable model (322, 323). Furthermore, continuous variables should
not be transformed into binary variables or into categories to avoid loss of information and residual
confounding (288).
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2.5. Weighing of Predictors

In the final multivariable analysis, each predictor in the equation is multiplied by a coefficient.
This number estimates the change in the mean response per unit increase when all other predictors
are kept constant. As a result, each predictor in the final model is mutually adjusted for the other
predictors. These coefficients weigh the impact of each predictor on the estimated outcome
probability. They are calculated from a set of samples (training set) for which both the predictors
and the outcome are known. Equally important is the calculation of the baseline hazard, that is the
probability of the outcome if all predictors equal to zero. For logistic regression the baseline hazard
equals to the model’s intercept (constant). On the other hand, Cox models have no intercept and
calculating the baseline hazard is not necessary (295, 324).

2.6. Missing Data

Unfortunately, missing data are common in prognostic research. The larger the number of
missing values, the larger the potential influence on final study results, since missing data are, to
some extent, almost always related to other variables and to the outcome under investigation.
Participants with missing data should not be excluded from the study, because in this way the
effective sample is reduced, valuable information is discarded, and the predictive performance of the
final model is also negatively affected. A systematic error can also be created as the final
participants will not consist a random sample, but a sample of individuals without missing values.
This could affect the predictor-outcome associations and limit the generalizability of the model
(295, 324).

The issue of missing values is most commonly addressed using imputation techniques, and
especially “’multiple imputation’’. In the multiple imputation technique, using data from individuals
without missing values, the so-called multivariable imputation models are created. These imputation
models are then applied to every individual with a missing value and these values are estimated and
filled-in based on the individual’s other observed (not missing) values. In this way, a new full
dataset is created containing both observed and calculated values, often called imputation dataset.
This process is performed multiple times (e.g. 10 or 100), creating different imputed datasets. Then
a prediction modelling analysis is performed for every dataset, and finally, using standard
procedures, these multiple analysis results are averaged to an overall result with the corresponding
standard errors or confidence intervals. However, if a variable is systematically missing for many
participants it is better to omit this variable and not use it for the creation of the final prediction
model (324-326).

3. ASSESSING MODEL PERFORMANCE

There are several methods available to assess the performance of risk prediction models.
Traditional measures include the c-statistic for model discrimination, and the Homer-Lemeshow
goodness-of-fit test, calibration-in-the-large, and calibration slope for model calibration. For overall
model performance, the most common performance measures are the explained variation (R?) and
the Brier Score. In addition, new measures have been proposed for assessing model discrimination
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and calibration after the addition of a new predictor, including the net reclassification improvement
(NRI), and the integrated discrimination improvement (IDI) index (327).

3.1. Discrimination (c-index, AUC)

Discrimination refers to the ability of the risk prediction model to identify individuals who
develop the outcome/event from those who do not, and rank them from low to high risk.
Discrimination can be estimated for both, survival models using the c-statistic or c-index, and for
logistic models using the similar area under the receiver operating characteristic curve (AUC or
ROC) (295).

The c-statistic, c-index, or concordance statistic, is the probability that a random individual
who experienced the event will get a higher score using the specific risk prediction model than
another random individual who did not experience the outcome (328). The c-index for survival
models equals to the AUC for logistic models and can take values from 0.5 to 1. A model with a c-
index equal to 0.5 means that the model is no better than chance in predicting an outcome. Values
near 0.5 describe poor model performance (discrimination power), while values above 0.7 or even
better above 0.8, indicate a strong model (324). A value of 1 means that the model is capable to
predict the event in every individual examined. The c-index is often paired with its confidence
interval. When this interval includes the 0.5 the result is not significant.

The c-statistic is not used very often since the ROC curve gives also information on
sensitivity, specificity and accuracy. The ROC curve is a plot of the true positive against the false
positive rate. The accuracy of the prediction model is shown as the area under the curve. The larger
the area the greater the accuracy of the model. Furthermore, we can estimate the model accuracy by
the distance of the graph from the diagonal. The closer the graph to the diagonal the less its
predictive accuracy. As a result, the AUC is also an easy method to compare two different
prediction models built on the same setting (Figure 2) (329).

Other measures less commonly used for discrimination include the NRI and IDI (mainly used
when a new predictor is added, discussed later), the D-statistic, SEP and PSEP, K-index, and the
decision curve analysis. The Log-Rank test, although frequently used alongside a Kaplan-Meier
survival curve, does not give an estimated of discrimination between risk groups, but is used to test
the difference in survival between these groups. The use of p-values should generally be avoided as
they are not useful for discrimination purposes (310, 330).

Figure 2. Four ROC curves with different
values of the area under the ROC curve. A
perfect test (A) has an area under the ROC
curve of 1. The chance diagonal (D) has an
area under the ROC curve of 0.5. ROC curves
of tests with some ability to distinguish
between those subjects with and those without
a disease (B, C) lie between these two

00 02 0.4 0.6 08 1.0 extremes. Test B with the higher area under
the ROC curve has a better overall diagnostic
FPR performance than test C.

Sensitivity
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3.2. Calibration

Calibration refers to the agreement between the expected probability for an event as estimated
by the model, and the observed event frequencies. As a result, calibration describes the absolute risk
of an event. Calibration is usually reported using calibration plots of observed risk of an event
against predicted risk using the model (295).

Calibration is commonly assessed using the Hosmer-Lemeshow goodness-of-fit test. It is
computed by dividing the sample into arbitrary groups and using the chi-square test to compare the
expected versus the observed events in every group. This results in a p-value that defines the
calibration performance. Other methods to estimate the calibration of the model is the Calibration-
in-the-large measure which is computed as the difference between the mean observed risk and the
mean predicted risk, and the calibration plot which is calculated by regressing the observed
outcome frequency on expected probabilities (Figure 3). Although less commonly used, the
calibration plot is more valuable than the Hosmer-Lemeshow test, as the regression model provides
more information (slope, confidence intervals) than the single p-value provided by the Hosmer-
Lemeshow test and it does not depend on grouping of individuals (327, 331). For grouped data, a y-
squared test can also be used to compare observed and predicted numbers of events (332).
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Figure 3. Calibration plots illustrating (A) strong calibration, (B) moderate but not strong calibration,
(C) miscalibration.
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3.3. Overall Model Performance

The overall model performance refers to the difference between the predicted and the actual
outcome and as a result has both calibration and discrimination aspects. The explained variation
(R?) is the most common test for continuous outcomes since it is a logarithmic scoring rule. On the
other hand, the Brier Score is used for binary outcomes and assesses the accuracy of a model. It
takes values from 0 for a perfect model to 0.25 for a poor performing model with a 50% incidence
of the outcome. However, these measures are less commonly used than the previously mentioned
calibration and discrimination measures (327).

4. MODEL VALIDATION
4.1. Internal validation

After model development, the model may be used for predicting the examined outcome in
new individuals. The generalizability of the model is assessed using validation techniques (333). In
internal validation, the model performance is examined using the same dataset used also for the
development of the model. There are two main methods of internal validation. In the simpler one,
the original population sample is divided into two separate parts (often 2:1) and the first and usually
larger part, often called ‘training set’, is used for model development, and the other part is used for
model validation, that is for assessing the performance of the model in the validation sample.
However, this method is not ideal since it wastes valuable data that could have been used for model
development. Additionally, this approach tends to give optimistic results because the two datasets
are very similar (332). On the other hand, the random split of the sample may create very different
groups that can produce very different results (295).

On the other hand, bootstrapping is a statistical method in which many different random
samples are computed based on the original study sample, using several random sampling
techniques. These random samples have the same size as the original but with different patient
characteristics. Usually 100 or 500 samples are created and for each model every step of the model
development stage is repeated. In that way a new c-statistic is created for every new model.
Comparing the average of all these new c-indexes with the original c-statistic provides an
estimation of the optimism of the model and a measure of how it will perform in a different setting.
In addition, with bootstrapping a shrinkage factor is created which can be used to adjust the
regression coefficients to avoid overfitting of the final model (295, 334).

4.2. External validation

The performance of a prediction model is usually lower when applied to a population other
than the population used for model development. The aim of external validation of a model is to
demonstrate that the model performs equally well to similar but different individuals in a setting
other than the model development one. The more different the new setting, the more generalizable
the model to real life circumstances. On the other hand, internal validation offers only a small
degree of generalization and transportability since it only uses data from individuals included in the
model development sample (335).
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Although more and more prediction models are constantly being developed, and especially in
the fields of cancer and cardiovascular disease, without external validation studies the model rarely
reaches a clinical application. In addition, even when available, poor conduction and reporting of
external validation studies is also very common in medical literature. External validation refers to
applying the model from the development study to a new population and assessing its performance,
that is calibration and discrimination, to the new setting as well as comparing this performance to
the model performance in the original model development study (336). The main types of external
validation include temporal, geographical and setting validation.

In temporal external validation, new studied individuals come from the same setting,
institution or hospital as the development study, but in a different time period. In general, the same
inclusion and exclusion criteria apply. In some studies, a part of the population sample is not used
for model development and is later (in some years) used as an external validation sample. In a way,
this is the type of external validation closer to internal validation (splitting data method). However,
temporal validation is a prospective evaluation of a model, independent of the original data and
development process (332).

On the other hand, geographical external validation refers to a completely different institution,
hospital or country where different inclusion and exclusion criteria apply for the population sample.
This type of validation can also be performed using data from the original development study,
especially in multicenter studies where data from a center or country can be used for model
development and other data from a different country for external validation.

Setting validation refers to validation of the developed model in very different individuals
than those for which the model was originally developed for. For example, a model for healthy
individuals or general population may be used to predict the same outcome in coronary artery
disease patients or cancer survivors (335).

In another classification, external classification techniques can be can be broken down
according to investigators. In this classification, temporal validation refers to same investigators in a
different time period, spatial validation to the same investigators in a different study center and fully
external validation to different investigators and different centers (337). It has to be noted that
external validation techniques can sometimes be combined. For example, an external validation
study can be at the same time both geographical and temporal, increasing the degree of
generalizability and transportability of the model.

5. ADJUSTING AND UPDATING A MODEL
5.1. Updating a Prediction Model

Most of the times, applying a risk prediction model to new individuals, outside the data
development dataset, results in lower model performance. Usually, the more different the new
population sample than the original one, the lower the performance of the model. For example, a
risk prediction model developed for general population will perform lower in hypertensive patients
in another country (setting and geographical validation), than using the same model in the same
sample 3 years later (temporal external validation). When the performance is considerably lower,
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researchers tend to develop a new model for the new individuals, than adjusting an already
developed one. This leads to substantial loss of information data used in the original study.

However, there are many different statistical methods that can be used in order to update or
adjust a risk prediction model, so that data from development and external validation study can be
combined (335). These methods include:

e Adjustment only of the baseline hazard risk (intercept), for logistic models,

e Adjustment of all regression coefficients (weights) by one or more adjustment factors
(predictors), in case one or more predictors perform much differently in the validation
sample,

e Re-estimation of all weights of the model using only data from the validation sample,

e Stepwise selection of additional predictors, not included in the original model.

5.2. Adding a New Predictor

Described measures of discrimination such as the c-statistic and ROC curve, are not capable
of detecting minor changes in predictive performance of a model when a new predictor or
biomarker is added to an existing prediction model (338, 339). For this reason, some newer
measures of discrimination have been created that include, the net reclassification improvement
(NRI) and the integrated discrimination improvement (IDI).

The NRI is an index that describes how a new model reclassifies individuals compared to an
older model (340). The NRI quantifies individuals that are reclassified to higher or lower risk
categories after the addition of the novel risk factor. This reclassification is based on predetermined
risk groups. The correctly reclassified case moves to a higher risk category while the correctly
reclassified non-case moves to a lower risk category after the addition of the new predictor (341).
There is also a method for reclassifying individuals using NRI that does not require predefined
categories (342).

The IDI describes also the capacity of a new marker to predict an outcome when added to an
existing model (343). On the other hand, the IDI is not based on pre-specified groups like the NRI.
It describes the improvement in the average sensitivity of the model after the addition of the new
predictor (341).

6. MODEL APPLICATION

6.1. Model Reporting

The final model can take many different forms but the regression equation should always be
available (risk factors with coefficients and intercept for logistic models), so that future researchers
can easily apply the model to a new population sample. The model can be available as:
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The original regression equation,

A simple risk score (87, 299),

An online calculator (for example, riskcalc.sts.org/),
Risk chart/table (297, 298),

A nomogram,

A scoring rule.

Interpretation according to cut-off levels should always be available, as long as guidelines for
application of the achieved score in clinical practice. The original study of the model must be
easily accessible with its respective reference. Sometimes, a simplified version of the model is
available that is created from rounding of regression coefficients to absolute numbers. As a result,
this simplified version has lower performance due to loss of valuable information and should
always be accompanied by the original model and a comparison of their predictive performance.
(e.g. AUC of the simplified vs the original model).

6.2. Impact Studies

The next step in developing, validating (internally and externally) and possibly updating a
model, is assessing its impact in every day clinical practice. A simple and properly reported model
can have an impact on behavior of physicians and other care-givers, on patient management and
outcomes, and in cost-effectiveness of health-care systems. This impact can be studied in prediction
model impact studies (344).

Impact studies require the presence both of an intervention and a control group, as a
population for comparison. While the prediction model is available to doctors and individuals to
guide treatment and clinical decision making, the control group is managed using usual care without
guidance by the prognostic model or the relevant risk factors. In impact studies, there are two
approaches available for presenting the prediction model in the intervention group. In the assistive
approach, there are only probabilities of the outcome available to professionals and individuals,
while in the directive approach there are also guidelines and recommendations for the treatment or
decision plan.

There is a variety of different study designs for the conduction of an impact study. In cluster
randomized trial design individuals or professionals are randomly assigned to intervention or
control group and the outcomes are compared between the two groups. In stepped-wedge
randomized cluster trial design, all clusters are introduced to the model at random time points after
using conventional treatment for some time. In this way, all clusters (e.g. hospitals) perform both as
intervention and control groups for some time and the outcomes are compared.

A similar, but non randomized design, is the prospective impact study design, where
individuals are first treated under usual care and then the prognostic model is presented, and the
change in clinical outcomes is assessed. In decision analytic modeling, data from well-conducted
external validation studies on a prognostic model and data from randomized clinical trials and meta-
analyses before and after publication of the model are used to assess the impact of the model on
clinical decision making and outcomes.
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In cross-sectional impact studies, physicians are randomly introduced (or not) to the model
and their decisions are compared without follow-up for assessment of the outcome. Finally, in the
simple before and after study approach, professionals are asked to offer treatment options to a
specific individual, before and after introduction to model outcome probabilities (255, 335).

PREDICTORS OF TREATMENT EFFECT AND STRATIFIED
MEDICINE (PROGRESS TYPE 1V)

1. Definition and Application

Although, most treatments are expected to have beneficial effects on average, the possible
harm and side effects should always be taken into account. Predictors of treatment effect and
stratified medicine are two closely related terms. A predictor of treatment effect can be any type of
factor (patient characteristic, symptom, biomarker, medical test) that is associated with the response
(benefit or harm) to a specific intervention. The term stratified medicine refers to targeted treatment
of specific patient groups (or strata), according to individual patient characteristics or established
risk factors (predictors of treatment effect), guided by previous prognostic studies (256). A typical
example of stratified medicine is the clinical practice guidelines published by several medical
associations (e.g. European Society of Cardiology, American Diabetes Association etc.), where most
clinical decisions and treatments are based on a benefit/harm ratio and on previous prognostic
research and clinical trials. Even in cases where clinical trials are non-existed or unethical to be
conducted, guidelines are based on expert opinions according to established medical literature and
knowledge. Thus, stratified medicine categorizes individuals to groups and offers the best medical
treatment for each group (345, 346).

Individuals at higher risk tend to gain more benefit from specific therapies. Using stratified
medicine based on absolute risks for a disease, enables clinicians to offer these treatments to these
high-risk groups. For example, the use of aspirin has shown a greater benefit in secondary
prevention of patients with previous myocardial infarction or stroke than in asymptomatic
individuals for primary prevention. In this lower risk group, the potential benefit is balanced to
some degree by the bleeding risk related to aspirin use, and as a result it is not recommended for
primary prevention in clinical practice guidelines (class III, harm). The impact of a predictor of
treatment effect will generally vary depending on the baseline risk of the outcome (prognosis).
People with the highest absolute risk tend to gain the largest benefit (or less harm) from a particular
treatment.

On the other hand, stratified medicine may also be based on specific patient characteristics
that have been linked with a positive response to treatment. A simple example is the lipid blood
levels that guide the treatment with statins or the glucose levels for insulin treatment. In addition, in
the last decades, many genes and receptors have been identified that predict the response to
treatment and are targeted by special monoclonal antibodies. This approach has found many
applications in cancer and other chronic diseases, but is also a key factor for research of future
treatments (347-349).
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2. Importance of Stratified Medicine

Stratified medicine is the cornerstone of well-documented, evidence-based, modern medicine.
It is based on prognostic studies and as a result prognosis research plays a fundamental role for the
stratification of patient groups and individualized treatment according to their characteristics. First
of all, prognosis research highlights patient high-risk groups that are more likely to benefit from
pharmacological or interventional treatment, in contrast to other lower-risk groups where a more
conservative approach may be advisable. In this way, patient categories (strata) are created that
make clinical decision making easier and evidence-based.

Secondly, by the identification of the above-mentioned high-risk groups, prognosis research
also identifies the individual patient characteristics that act as risk factors and define the type of
treatment strategy. This fact creates further research opportunities for better treatment strategies,
discovery of more sensitive tests to identify these characteristics (e.g. blood tests, imaging tests),
and finally approaches for individualized treatment according to DNA and mRNA-based research or
by the use of monoclonal antibodies targeting specific cell or proteins (256).

When a factor predicting a different treatment response has been identified, the next step is its
evaluation in primary, exploratory, randomized clinical trials or even more commonly in secondary
analyses of other trials or in systematic reviews and meta-analyses based on this hypothesis. In this
way, the outcome of individuals with the characteristic under study are compared to that of other
patient groups under the same treatment. On the other hand, cost-effectiveness studies are also
required for the assessment of these stratified treatment approaches, where prognosis estimation is
also a prerequisite (339, 350).

3. Study designs

There are several study designs for the identification of predictors of treatment effect.
However, the conduction of such studies is quite rare in medical literature. The treatment-only
design is based on randomized trials where the effectiveness of a treatment is compared to no-
treatment or another treatment. In test-positive only design the study is only conducted using
individuals that test positive for a specific characteristic. However, whatever the result of a specific
treatment it is uncertain what the benefit/harm ratio will be in individuals without this specific trait.
Finally, in non-randomized comparative studies patients with the same startpoint are offered
different therapies seeking predictors of treatment effect and followed-up for specific outcomes
(257).

Unfortunately, most randomized clinical trials are not designed with sufficient power to detect
treatment effects, since most such interaction are usually small and frequently missed (type II error).
It has been estimated that clinical trials that could possibly identify small treatment effects, would
require at least four times the sample size required to test the main outcome making trials even
more costly and time consuming (351). As a result, the only really eligible study design to identify
predictors of treatment effect remain the meta-analysis of large-scale observational data.
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4. Limitations

Prognosis research and consequently stratified medicine suffers from several limitations also
common in most fields of medical research. First of all, exploratory data may identify positive
prognostic factor-outcome associations that may prove non-significant when assessed in different
studies or in systematic reviews and meta-analyses. This is commonly referred as false positive
finding or type I error. On the other hand, some truly predictive associations may be missed if the
study is not designed with the appropriate statistical power to identify this interaction. This is the
type II error or false negative finding (352, 353).

Both of these errors can be avoided by proper study design with adequate sample size,
reporting of results regardless of significance, labelling exploratory studies as exploratory,
assessment of the value of new factors over already established ones, avoiding dichotomization of
continuous variables, and using meta-analyses, preferably of individual participant data and not of
final results of the meta-analyzed studies, to increase power of results (256).

PART II

METHODOLOGY

AIMS OF THE STUDY

Our study focuses on systematically seeking, collecting, investigating and evaluating the quality of
prognostic studies examining any kind of prognostic factors or prognostic models in relation to
survival outcome. The main search base for these studies is the MEDLINE electronic science
database. Each study, systematically searches for and records descriptive data and methodologies
used and correlates the quality of the studies with the findings.

e Initially, our research focuses on the Framingham Risk Score, a major prognostic model in
CVD risk prediction, and studies the extent of its validation and the range of phenotypes
and outcomes for which it has been used in medical literature.

e Secondly, we perform a systematic review to identify studies which develop or validate
prediction models to estimate adverse health outcomes in patients with already established
cardiovascular disease (identify and classify risk models, summarize their performance,
collect and summarize comparative information on their relative performance).

¢ Finally, a systematic review and meta-analysis of the relationship between hypertension, a
widely used prognostic marker, and the outcome of cancer (as an example of chronic
disease) is conducted.
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AIM |

Mapping the expanded use of Framingham Risk Score in the medical
literature.

1. INTRODUCTION

FRS is probably the most widely used and validated risk prediction model in medical
literature of cardiovascular diseases (297, 354, 355). It calculates the 10-year risk of developing
coronary heart disease (CHD) in healthy individuals (general population) without established
cardiovascular disease (CVD). Its use is recommended in clinical practice guidelines and has been
widely used in primary care practice to determine the indication for cholesterol lowering
interventions, intensification of anti-hypertensive treatment, and the promotion of lifestyle changes,
including smoking cessation, increased physical activity, and loss of body weight (356-359).
However, at the same time, it has been extensively used in the medical literature in a variety of
diverse populations and settings as an estimator of cardiovascular risk and as a predictor of future
CHD. (354, 360). In the present study, we aimed to systematically map the expanded use of FRS in
the medical literature, and to examine its extrapolation in different populations, settings and for the
prediction of different phenotypes and outcomes than the ones originally developed for.

Prediction models are vital tools, which may guide clinical decision making, including
treatment selection and patient counselling. Therefore, their role in personalized medicine and
stratified healthcare is many times crucial (296). Prediction models require careful both internal and
external validation in order to assess their performance characteristics (332). However, a model is
expected to perform similarly only when used in study populations and for outcomes identical with
those originally developed for and validated in (332, 361). Extrapolations of a predictive model
performance in different settings is at least inaccurate. In reality, using any predictive model in a
new population and/or for different outcomes requires de novo recalibration or update as well as
revalidation. However, many studies using predictive models seem to perform such extrapolations
routinely. The prevalence and characteristics of such extrapolations are not well known.

In this study, we tried to assess the extent of Framingham Risk Score validation, and the range
of phenotypes and outcomes for which it has been used in biomedical literature. Based on the
extended use of this widely used model, we aimed to obtain empirical evidence on extrapolations of
predictive models to uses beyond their intended populations and outcomes.

2. METHODS
2.1. Search strategy

We used the ISI web of Science to identify all the citations to the Wilson et al. 1998 paper
(297) where FRS was originally described (last update 1st April 2011, 2,413 citations). We then
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limited results to ‘articles’ and to those including the word ‘Framingham’ in the abstract. We ended
up with 592 citations that were assessed for eligibility.

2.2. Eligible Articles

Any epidemiological study, which calculated the FRS as a tool for risk assessment or in
association to a disease outcome or disease risk factor, was considered eligible. We deemed eligible
all study designs (cohort, case-control or cross-sectional) and populations and we used studies
irrespective of whether they have actually calculated the FRS as originally described, or just
claimed to have used FRS without use of the same coefficients or risk factors as originally
proposed. We excluded studies assessing the FRS as an outcome after any kind of intervention,
articles on ecological, cost-effectiveness or actuarial analyses, non-English studies, reviews, news
and letters.

2.3. Extracted items

From each study we extracted information on publication date, the population studied, the
study design (cohort, case-control, or cross-sectional), and the disease risk factor or the outcome
with which FRS was associated with. For cohort studies we also recorded whether the aim of the
study was to validate the FRS, to examine its predictive performance in relation to a specific
outcome, to examine the added predictive value of another risk factor over and above the FRS or for
any other reason described. When 2 or more outcomes or populations were examined in one study,
those were captured separately.

2.4. Data analysis

We created 4 main different categories according to the study design and the research
question of the studies: 1) cohort studies which associate FRS with an outcome or disease risk
factor, 2) case-control studies which associate FRS with an outcome or disease risk factor, 3) cross-
sectional studies which associate the FRS with a disease or risk factor, and 4) cross-sectional studies
which simply calculate the FRS for risk assessment.

Cohort studies and case-control studies were further categorized into studies which examine:
1) both the same population as FRS was developed for (general or healthy) and same outcome as
FRS was developed for (coronary heart disease (CHD), including ischemic heart disease,
myocardial infarction, coronary artery disease mortality), 2) the same population only, 3) the same
outcome only, and 4) both different populations and outcomes than FRS was developed for.

Cross-sectional studies were divided into those examining the same population as the one
FRS was developed for and those examining different populations. We also grouped the outcomes
or risk factors examined by cross-sectional studies into: 1) clinical cardiovascular outcomes (CHD,
CVD or other), 2) non-cardiovascular outcomes, 3) measures of atherosclerotic disease (imaging or
other subclinical disease physical measurements), 4) biomarkers (biomarkers of diet, metabolism or
obesity, inflammatory biomarkers etc.), 5) components of the FRS, 6) other risk factors and 7) other
prediction scores.
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We calculated the percentage of studies, which examined the same population and/or the
same outcome as FRS was developed for. We examined whether different study designs showed
more frequent use of different outcomes to what FRS was developed for and different populations
than FRS was developed for. We also investigated whether the proportion of studies that used
different populations and/or outcomes changed with publication date. Categorical variables were
compared with the chi-square test. To examine the association between publication date and use of
outcomes and/or population as originally described for the FRS we used logistic regression.

3. RESULTS

Out of 592 citations, we found 375 articles eligible articles (Figure 1 - Flowchart). Of the 217
excluded, 93 (43%) did not actually use the FRS, 42 (20%) were review articles with no primary
data, 28 (13%) were clinical trials assessing FRS as the outcome of interest, 27 (13%) were written
in a language other than English, and 6 were cost-effectiveness or decision analyses (3%); the
remaining 21 were excluded due to other diverse reasons (simulation studies, study protocols,
survey on FRS use, ecological studies, case studies etc.).

Identification of citations to
original Wilson et al. 1998 study

2413 papers
A
Limitations
“Article”
“Framingham” in abstract Exclusions
FRS as an outcome
l Ecological analyses
592 citations Cost-effectiveness
Actuarial analyses
» Non-English
il Reviews
News
375 eligible articles Letters

Fig. 1. Flowchart of studies assessed for eligibility.

We extracted 471 different meta-analyses out of 375 eligible papers involving the FRS (see
references in Supplementary Appendix). Specifically, out of the 471 meta-analyses, 141 analyses
examined associations between FRS and an outcome in cohort studies (30%). The remaining 330
were case-control analyses (N=16), cross-sectional analyses associating the FRS to an outcome or
risk factor (N=252), or simply studies calculating the FRS (N=62) for risk assessment in a
population.
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32% of cohort analyses (N=45) had as a primary aim to externally validate the FRS or to
examine its predictive value. The remaining analyses aimed to study the predictive value of another
risk factor and calculated the FRS in order to adjust their final analyses (N=88, 62%), or calculated
the FRS in order to compare it to other cardiovascular risk scores (N=8, 6%).

3.1. Cohort studies

The outcomes examined by cohort studies are listed in Figure 2. Less than half of the studies
(N=62, 43%) examined the same outcome as FRS was developed for (CHD) while a total of 113
analyses (80%) examined outcomes closely related to CHD including CHD mortality and composite
CVD outcomes. Other outcomes examined included all-cause mortality (N=18), FRS change (N=7),
mitral or aortic valve calcium (N=2) and menopausal age (N=1). The characteristics of the
examined populations in cohort studies are represented in Figure 3; 106 (75%) analyses examined
the same population as FRS was initially developed for, that is general or healthy population. The
rest of the analyses examined populations with CVD or at high risk for CVD (N=21) or populations
with different non-CVD diseases (N=14).

Outcomes examined by cohort analyses
50%

40%

30%

20%

= HB

0% I .

1

H Coronary heart disease B Cardiovascular disease
All cause mortality H Coronary heart disease mortality
H Cardiovascular mortality FRS change
H Coronary artery calcium H Stroke
B Menopausal age H Mitral valve calcium
B Aortic valve calcium H Other

Fig. 2. Outcomes examined by cohort analyses.

Overall, 46 (32%) analyses, examined the same outcome and population as FRS was
developed for, 60 (43%) analyses examined the same population only, 16 (11%) analyses examined
the same outcome only, and 19 (13%) analyses examined both different outcome and population at
the same time. The number of studies examining different outcomes and populations than FRS was
developed did not change significantly over time since the original publication of FRS (p=0.66).

Among the 45 cohort analyses, which aimed to validate the FRS or test its predictive value,
28 (62%) examined CHD as the outcome of interest and 17 (38%) examined the FRS in general or
healthy populations.



Table 1. Risk factors or disease phenotypes examined by 252 cross-
sectional analyses that associated FRS with a disease or risk factor.

Disease

n (analyses)

CvD
Cardiovascular or coronary heart disease
Peripheral arterial disease
Abdominal aortic aneurysm
Non-CVD
HIV infection
Retinopathy
Chronic psoriasis
Chronic renal insufficiency
Nonalcoholic fatty liver disease
Depression
Osteoporosis
Atherosclerosis/subclinical disease
Intima-media thickness
Coronary artery calcium
Arterial stiffness
Endothelial dysfunction
Carotid plague
CT/CT angiography (coronary atherosclerosis)
MR/MR angiography (coronary atherosclerosis)
Friesinger index
Myocardial perfusion
Positron emission tomography (coronary flow reserve)
Other
FRS component
Other CVD risk scores
Biomarkers
Diet/metabolism/obesity
Inflammation/hemostasis
Lipids
Liver function
Endothelial progenitor cells
Erectile dysfunction
Ferritin
Sphingomyelin
Thyroid function
Other risk factors
Fitness
Occupational status
Caregiving
Cisplatin-based chemotherapy
Corticosteroid therapy
Antipsycotic medication
Cannabis use
Education level
Headache
Hysterectomy
Literacy skills
Parental longevity
Quality of parental emotional care
Risk perception
Shift work
Sleep disturbances
Smoking cessation program
Social mobility
Statin use
Aspirin resistance
Betel quid use
Birth size
Duration of diabetes
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Abbreviations: CVD, cardiovascular disease; CT, computed tomog-

raphy; MR, magnetic resonance; FRS, Framingham Risk Score.

Case-control studies

We derived data from only 16 available
case-control analyses. Only 6 analyses (37%)
compared CHD cases to healthy controls.
Another 3 analyses compared HIV-infected
patients vs. not infected. Other outcomes
explored, all in single analyses, included
composite CVD, stroke, acute coronary
syndrome, schizophrenia, systemic lupus
erythematosus, rheumatoid arthritis and
dementia caregiving. There was no difference
in the proportion of analyses examining
outcomes different that FRS was developed
for between cohort and case-control studies
(63% vs. 56%, p=0.62). All case-control
studies examined healthy controls.

3.3. Cross-sectional studies

143 (57%) of all cross-sectional
analyses (N=252), which associated FRS with
a disease outcome or risk factor, examined
general or healthy populations. The rest of the
populations examined were participants at
high-CVD risk (N=44, 17%), with a disease
other than CVD (N=34, 13%) and with CVD
or diabetes (N=31, 12%) (Figure 3). Similarly,
the 62 cross-sectional analyses, which
calculated FRS for risk assessment, examined
general or healthy populations (N=38, 61%),
populations with disease other than CVD
(N=10, 16%), high CVD risk populations
(N=8, 13%), and populations with CVD or
diabetes (N=6, 10%) (Figure 3). Figure 4
depicts the range of populations with non-
CVD disease examined by different study
designs. Overall, cross-sectional analyses
analyzed general or healthy populations less
frequently than prospective studies (58% vs.
75%, p<0.001). Once more, use of the same
population as FRS was developed for did not
significantly change with time since
publication of FRS in cross-sectional studies
which associated FRS with an outcome
(p=0.49) or in cross-sectional studies, which
simply calculated FRS for risk assessment

(p=0.08).
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A wide range of different risk factors or disease endpoints was examined by the 252 analyses,
which studied associations between FRS and a risk factor/disease endpoint in cross-sectional
settings (Table 1).

Cardiovascular disease ] 1%
Carotid artery disease ] 1%
A. Cohort analyses Atrial Fibrilation [ 1%
Stroke ] 1%
Hypertension B~ 3%
High CVrisk B 3%
Type 2 diabetes B 5%
Non CV disease ] 10%
General 75% |

0% 20% 40% 60% 80%

Sudden cardiac death 1%
Cardiovascular disease [ 1%

. Coronary heart disease 1%
B. Cross-sectional y 11%

analyses associating FRS
with risk factors or Stroke  §1%
disease endpoints Type 2 diabetes M- 7%
Non CV disease N 14%
High CVrisk T ] 17%
General 57% |

Coronary artery disease 1%

0% 10% 20% 30% 40% 50% 60%

Stroke :I 2%

C. Cross-sectional Coronary heart disease :I 3%
analyses calculating FRS

for risk assessment Type 2 diabetes 5%

High CV risk 13%
Non CV disease 16%

General 61%
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Fig. 3. Characteristics of examined populations in (A) cohorts, (B) cross-sectional analyses associating FRS
with risk factors or disease end points, and (C) cross-sectional analyses calculating FRS for risk assessment.
FRS, Framingham Risk Score.
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4. DISCUSSION

Framingham risk score (FRS) is a gender-specific algorithm that was originally developed to
estimate the 10-year coronary heart disease risk in healthy individuals. Our review shows that a
large number of studies use the FRS in non-validated populations and outcomes. We found that
FRS is calculated in populations with CVD or other non-CVD diseases. In addition, it is often used
for a variety of outcomes ranging from coronary artery and valve calcium to age of menarche. The
predictive performance of Framingham Risk Score in these settings is unknown and non-validated
and the conclusions drawn from these studies are uncertain.

Prognostic models are developed and validated to assess risk of disease in a specific
population, for a specific outcome and over a specific period of time (324). The prognostic ability
of these models in different populations, outcomes and follow-up is unknown and requires
recalibration or update in the new specific setting. The same applies also to FRS. Non-association
between FRS and other specific phenotypes would not necessarily mean that these phenotypes are
not associated with cardiovascular risk and vise-versa. FRS is a risk model which was developed to
predict CHD, not necessarily any other phenotypes related or unrelated to CVD.

Similarly, the FRS was developed for healthy populations and is bound to have different
prognostic performance in different patient groups and might require recalibration or updating in
these different population settings but again the recalibrated/updated model would in essence be a
new model requiring external validation. As a result, its predictive value on the range of populations
described in our review remains uncertain. In fact, studies have shown the FRS underestimates the
risk of CHD in high-CVD risk population (362). Moreover, there is no indication that FRS offers
any considerable advantage in populations with non-CVD diseases over other prognostic tools
based on biological reasoning or speculative plausibility considerations. As with non-validated
outcomes, the presence or absence of association may reflect the different performance of the risk
model in very distinct population groups. Consequently, the conclusions of studies using different
populations than what FRS was developed for are questionable. We even documented that in a
range of cross-sectional analyses, FRS is used as a surrogate of CHD, and is probed for association
with wide range of putative risk factors - including even studies correlating FRS against its own
components (363-365). Once more, the value of this information is unclear.

There are some limitations in our study that need to be mentioned. First of all, some of the
studies might have calculated the FRS without citing the original Wilson 1998 paper (297).
However, we do not expect these studies to use FRS more appropriately than the ones included in
this review. Moreover, we did not capture whether authors indeed acknowledged the use of FRS in
different settings and whether they identified the same potential problems as we have already
discussed. However, even then, authors’ stance to their own work is very difficult to categorize
(366), and it is unclear whether it would offer any real difference if investigators publish doubtful
analyses but at least admit in the text that these analyses may be problematic. Finally, we did not
assess whether FRS was properly calculated when used, using the same risk factors and coefficients
as proposed by Wilson et. al. It seems that the use of FRS in medical literature is suboptimal since
even when studies claim to use specifically this specific prognostic tool, they frequently
miscalculate it (360). Even when studies use FRS in different populations and/or outcomes than
those it was originally developed for, it is difficult to differentiate which of these studies do this
with a plan to eventually apply it in clinical practice, or simply to test and validate the its
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performance in different settings. However, it is likely that in the end, all these studies may create
also misunderstandings and spurious expectations of clinical applications.

To conclude, the FRS is commonly used in the medical literature to assess the cardiovascular
risk of populations, to associate the cardiovascular risk with other risk factors and to predict diverse
outcomes. However, only a minority of studies calculates the FRS in the same population and for
the same outcome as originally proposed. Its performance in different settings is unknown, making
the conclusion of many of these studies uncertain.

(The original study was published in the international scientific journal «Journal of Clinical
Epidemiology», 2014 May. Epub 2014 Feb 7. PMID:24513280) (367).

AIM 11

Risk prediction models for future events in patients with
cardiovascular disease: a systematic review of methodology and
reporting.

1. INTRODUCTION

Cardiovascular disease (CVD) remains the leading cause of death worldwide. Prediction
models are commonly used for the prevention of primary cardiovascular disease (CVD) outcomes.
Several models are suggested by clinical guidelines and are used for pharmacological management
or lifestyle modification in healthy individuals who are classified as high risk of developing CVD in
future (297, 298, 368-379). Nonetheless, despite the fact that the number of people leaving with
CVD is rapidly increasing, risk prediction for secondary prevention, in individuals with already
known CVD, has received considerably smaller attention. Currently, no single model is
recommended for use in clinical practice despite but many models have been proposed in the
medical literature. Risk stratification is integral to the management of CVD patients and may
significantly influence therapeutic decision-making.

We carried out a systematic evaluation of the methodology and reporting of multivariable
prediction models developed to predict the risk of future cardiovascular events in patients presented
with previously known cardiovascular disease. We aimed to describe the characteristics of such
models including characteristics of those studies deriving risk models and on studies validating
existing models.
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2. METHODS

2.1. Search strategy

We conducted a broad systematic review following the recently published guidance from the
Cochrane Prognosis Methods Group, using the CHARMS checklist, for reviews of studies of
prediction model (380). Due to the volume of research in this area, we limited our systematic review
on studies that were published within a 10-year time window, and specifically on studies published
from January 2004 to June 2013. We selected these dates to capture recent research efforts and we
used the same search strategy and pool of studies identified in a recent systematic review on risk
prediction models for primary CVD prevention(306). Even though this strategy will not identify all
available articles, it produces a systematic sample to be investigated. Also, validation studies
published within this framework will capture any significant prediction models that have been
developed prior to our search strategy but have been subsequently validated. Our literature search
was performed in MEDLINE and EMBASE using search terms to identify primary articles reporting
on the development, validation and/or incremental value of models predicting incident CVD, in
patients with already established CVD.

2.2. Inclusion criteria

Articles were included if they met our inclusion criterial: primary aim had to be a)
development or validation of multivariable risk prediction model or b) examination of incremental
value of additional risk factor(s) over and above previously examined risk models for future
mortality or CVD events in populations with existing CVD. Multivariable models were defined as
including at least two predictors. Eligible outcomes were all cause mortality or any cardiovascular
adverse event including CVD mortality, recurrent acute coronary syndrome (ACS), stroke and
embolism, revascularization, heart failure (acute or hospitalization) as well as combined outcomes
containing any of the above events. Eligible populations were patients admitted with established
CVD consisting of known or suspected coronary artery disease (CAD) (e.g. chest pain, angina),
ACS, heart failure, stroke and atrial fibrillation and specific groups such as patients with cardiac
resynchronization therapy devices. Articles with models predicting in-hospital or short-term
outcomes (<30 days), cross-sectional studies and articles including patients undergoing surgery (e.g.
patients undergoing cardiothoracic surgery) were excluded. Finally, eligible articles had to report
original research (e.g., reviews and letters were excluded) on humans, and be written in English.

2.3. Data extraction, analysis and reporting

We followed the process outlined previously to identify potential eligible papers at the abstract
level (306). Full text articles were retrieved and one reviewer screened the full text articles and
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extracted data. In case of doubt, a second or third reviewer was involved. We categorized the
eligible articles into three groups: development studies, external validation studies (with or without
model recalibration) and studies of incremental value (added predictive value of one or more risk
factors was examined). A single study could report the development of more than one model or the
development and validation and added value of a risk models. In all these cases, we extracted
information separately for each model development, validation and added value analyses that was
reported. The list of extracted items was based on the recently issued Cochrane guidance for data
extraction and critical appraisal for systematic reviews of prediction models (the CHARMS
checklist)(380). The full list of extracted items is provided in the supplement.

The following items were extracted from development studies: study design (e.g., cohort,
case-control), study population, cardiovascular condition at inclusion (e.g. ACS, stable CAD),
geographical location, outcome, prediction horizon, modelling method (e.g., Cox proportional
hazards model, logistic model), method, if any, of internal validation (e.g. bootstrapping, cross
validation), number of study participants and CVD events, number and type of predictors, model
presentation (e.g. full regression equation, risk chart), and predictive performance measures (e.g.
calibration, discrimination).

For articles describing external validation of a prediction model we extracted information on
the existing model (author, publication year, journal, acronym), the type of external validation (e.g.
temporal, geographical), whether or not the validation was performed by the same investigators who
developed the model, study population, geographical location, number of participants and events,
and the model’s performance and discrimination measures (e.g. calibration plot, c-statistic, AUC,
etc.) before and (if conducted) after model recalibration.

For incremental value papers we recorded information on initial score (author, publication
year, journal, acronym), study design, population and type of CVD, geographical location, outcome
under investigation, prediction horizon, predictors in original model, number and type of new
predictors, modeling method, whether internal, external validation and comparison with existing
models was performed, sample size, model performance and discrimination measures (e.g.
calibration plot, c-statistic, AUC etc.), model presentation and whether the same article also
included development or external validation.

To accomplish consistent data extraction, a standardized data extraction form was used. All
reviewers were extensively trained on how to use the form. When there was uncertainty on reporting
or unexpected findings, a second reviewer checked the problematic extracted items. We did not
explicitly perform a formal risk of bias assessment as no dedicated tool is currently available for
studies of prediction models.

We synthesized the characteristics of interest, focusing on the populations in which the
prediction models had been developed and validated, the types of predictors contained within the
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prediction models, model discrimination, external validation and practical aspects of model
implementation.

3. RESULTS

The search strategy identified 9965 unique articles through PubMed and EMBASE after
removing duplicates. In total, 1388 full texts were screened, of which 79 articles met the eligibility
criteria and were included in this review (Figure 1). Altogether, 46 articles concerned the
development of one or more CVD risk prediction models, 47 articles described the external
validation of one or more models and 24 were incremental value studies.

Database Search
(Articles from 2004 to June 2013)

9965 articles

> Title and abstract
screening

A 4

8577 excluded

\ 4

1388 articles

1201 removed

A 4

Full text screening

A 4

187 articles 108 removed

e 71 surgical populations

* 19 in-hospital and <1 month
outcomes

» 7 Cross-sectional

* 4 No prognostic model derived or
examined

» 2 Not suitable population sample

* 1 Not suitable outcome

* 1 Review

* 1 Study not yet finished

e 1 Unable to locate full text

e 1 Poor English

\ 4

v

79 eligible articles

Figure 1. Flow diagram of studies identified and screened for eligibility.
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Studies describing the development of risk prediction models

We identified 46 articles which described the development of 80 different models. Most
studies developed up to 2 models (87%, n=40). Only 12 models (15%) were both internally and
externally validated while over half of them (54%, n=44) were not validated at all. USA and Canada
were the countries most frequently represented (35%, n=28), followed by Europe (28%, n=22).
Other countries and regions (e.g. Africa, South America) were rarely represented. The development
of the majority of models was based on Cox Proportional Hazards Regression analysis (68%, n=54),
followed by Logistic Regression (23%, n=18). 2 models used a Weibull analysis, 4 used a
combination of models (5%), while for 2 other models the modelling method was not mentioned at
all. Finally, most models used a predictive horizon of more than 3 years (51%, n=41).

) Populations and outcomes

The mean population sample size per study was 4443, median 1142 and interquartile range
(IR) 547 to 4951. We observed large variation in populations studied. Patients with ACS (34%) and
patients with established or suspected CAD (33%) were the most studied patient groups. However,
model for patients with peripheral artery disease (PAD), stroke, heart failure, atrial fibrillation (AF)
or mixed conditions (e.g. CAD plus heart failure) represented almost 1/3 of the identified models.
Most models were developed for people with ages ranging from 62 to 67 years (IR), with
mean/median about 65 years. No model was sex specific, but men were more frequently represented
than women, (men n=85694, 63%; women n= 50616, 37 %).

Notable variation and heterogeneity on the outcome level was also observed. 6 studies
examined more than one outcome for the models developed, and we recorded 86 outcomes
examined in relation to 46 developed models. All-cause mortality, major adverse cardiovascular
events (MACE) and cardiovascular (CVD) mortality accounted for 70% of outcomes examined
(n=60). We observed large heterogeneity in definitions of MACE; definitions included: death,
myocardial infarction (MI), stroke, revascularization. Other outcomes examined such as MI and
heart failure (HF) were responsible for the remaining 30%.
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Figure 2. Development Studies, frequency of predictors in model derivation.

. Measures of predictive performance

The C-statistic and/or AUC was used to examine discrimination in 81% of models (n=65 out
of 80 models), while the Hosmer-Lemeshow test was used to examine model calibration in 38% of
models (n=30). Other performance measures like R-Squared and Likelihood Ratio were used less
often (13% and 14% respectively). For 38 models (48%) both discrimination and calibration were
reported. In total, 21 of the 80 developed models (26%) were internally validated, most often using
bootstrapping (n=9), a random split of the dataset (n=8) or jack-knife (n=4). A summary of
characteristics of development studies can be found in Figure 3.
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Development studies and model characteristics
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Figure 3. Development Studies Characteristics.

Studies describing the external validation of risk prediction models

We recorded 88 models out of 48 studies which examined external validation of risk
prediction models. 10 out of 48 studies included the development and validation of risk scores and
38 were studies examining the validation of previously developed risk scores. Patients from Europe
were represented in almost half of models (46%, n=40) and USA/Canada in 25% (n=22). Africa and
South America were not represented at all.

Sample sizes of the validation studies ranged from small (161) to very large (51,807). 73% of
the validation studies were performed in the same age range (mean age +10 years) for which the
model was originally developed, 62% were performed in the same CVD population for which the
model was originally developed and 42% were performed for the same outcome as originally
developed for. Validation studies examined models that had been developed from 1979 to 2012.

Out of the 88 models, the Framingham Risk Score (FRS) and its derivatives (FRS/updated
FRS/FRS stroke) was the prognostic model most frequently validated with a total of 12 times (14%),
followed by CHADS2 (9 times) (including CHA2DS2-VASc) and SYNTAX score 7 times
(including clinical SYNTAX score). Other known scores validated more than once were: Global
Registry of Acute Coronary Events score (GRACE), Systematic COronary Risk Evaluation
(SCORE), Thrombolysis In Myocardial Infarction (TIMI), ABCD2 Score, Age, Creatinine and
Ejection Fraction score (ACEF) and Seattle Heart Failure Model (SHFM).


https://en.wikipedia.org/wiki/Thrombolysis
https://en.wikipedia.org/wiki/Myocardial_Infarction
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Finally, in terms of type of external validation, most models were externally validated in a
different setting than originally developed for (primary vs secondary prevention) with the exception
of some models for recurrent stroke (e.g. ABCD2 score, “the ASPIRE approach” etc.). A large
number (84%, n=67) of models were externally validated by different investigators than the ones
who developed the model and 70% (n=61) were also geographically validated, meaning in a cohort
from a different country than the one where the model was derived.

Discrimination metrics, AUC and C-statistic, were used by the vast majority of models (n=72,
82% of models) followed by log-rank (n=17, 35%). Calibration was examined in 19% of models by
Hosmer-Lemeshow test (n=17) and 19% by Observed/Expected ratio and in 13% using calibration
plots (n=11). 26 (30%) models presented both discrimination and calibration statistics.
Characteristics of external validation studies are summarized on Figure 4.

Characteristics Of External Validation Studies
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Figure 4. External Validation Studies characteristics.

Incremental value studies

We identified 25 studies which examined the incremental value of risk factors against 30
models. Altogether, the models studied were incremented a total of 75 times, since some models
were incremented (new predictors added) 2 or more times in the same study. Over half of studies
(n=13, 52%) were also external validation studies and 8 (32%) development studies. Most studies
were conducted on European populations (n=12, 40%), 8 (27%) in USA and Canada samples, 7
(23%) were multi-centered and 3 on other countries.
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ACS was the baseline CVD for 33% of models (n=10), followed by suspected and known
CAD, AF, PAD and CVD in descending order. The follow-up period was mainly distributed
between 1 and 10 years (80%). All-cause mortality and MACE were again the dominant outcomes
(54%).

Sixteen times analyses tested the incremental value of risk factors against FRS (21%) followed
by CHADS2, Mayo Clinic Risk Score and GRACE. Several (n=40) different predictors were added

into the examined models; CRP and NT-proBNP (n=5, 9% each) were the most commonly
examined ones.

Both discrimination and calibration were presented in 8 (32%) models, while no measures at
all were available for 1 model. Regarding model improvement measures, AUC/C-statistic change
was used in 87% (n=26) of models, model Chi-square change in 37%, integrated discrimination
improvement (IDI) in 33%, net reclassification improvement (NRI) in 27% and reclassification ratio
in 7% (some models used more than one improvement measures). Characteristics of incremental
value studies are depicted on Figure 5.

Incremental Value Studies Characteristics
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Figure 5. Incremental Value Studies Characteristics.
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4. DISCUSSION

In this systematic review, we identified prediction models of recurrent cardiovascular disease
(CVD) risk in patients with already established CVD, published over a decade (2004 to 2013).
Compared to risk prediction models for apparently healthy individuals published within the same
time period (306), we identified a much smaller number of articles (80 vs 212). This is to be
expected, as most models in the medical literature are being developed for primary prevention and
some of them are then validated in already established CVD (381), with the exception of models
developed for recurrent stroke after transient ischemic attack (382, 383).

Current practice guidelines do not recommend the use of any particular prognostic model in
secondary prevention of CVD but only in primary prevention. (384, 385) Both American and
European guidelines suggest that patients with established CVD should be considered high-risk and
medication as long as lifestyle intervention (quitting smoking, diet and physical activity) should be
intensified and adjusted according to individual risk factors. From this systematic review, it appears
that evidence is scarce on validity of available models and that efforts should be made to replicate
findings in similar patient populations before any recommendation can be made as to which
prognosis tool may be used.

We identified 46 development, 48 external validation and 25 incremental value papers, with
some degree of duplication among the results, since some articles were used in more than one
category. Altogether, we used 79 studies and although most of them presented some kind of
assessment and performance measures for the models included, we did not observe a unanimous
approach in data presentation. In addition, some level of poor reporting should be mentioned. First
of all, a significant amount of studies (n=11, 14%) did not contain any performance measures but
only Hazard Ratios or simple figures (e.g. nomograms) and almost 4 out of 10 studies did not
include any calibration measures. In addition, half of studies did not state the use of specific
prediction horizon but only mean follow-up period, and a large number of models used a period of
<I year (25% for development and 31% for external validation).

The data collected suggest that an ideal prediction model for secondary prevention would be a
widely used and multiple times validated model, consisting of about 5 to 7 risk factors which are
easy to measure and interpret and predicting all-cause mortality or MACE. As described, the factors
most frequently used were: age, sex, smoking status, history of CAD, diabetes, hypertension and
stroke or transient ischemic attack (TIA). In these factors we could also add dyslipidemia as it is
represented in 3 different categories (history of, serum levels, statin use) and heart failure history or
echocardiography-based ejection fraction.

The model that was most times externally validated (n=14) in the context of secondary
prevention is the Framingham Risk Score (FRS) and its updates (297, 370, 386). FRS uses 7 risk
factors including: age, sex, smoking, diabetes, systolic blood pressure or treated hypertension, total
cholesterol and HDL levels. The second model (9 times validated) is the combination of CHADS?2
and CHA2DS2-VASCc scores, which consist of the following 7 risk factors: history of congestive
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heart failure, hypertension, age, diabetes, previous stroke or TIA and vascular disease and sex (for
CHA2DS2-VASc) (387, 388). Original FRS estimates the 10-year risk of developing coronary heart
disease = and  CHA2DS2-VAScthe risk  ofstrokein  patients  with non-rheumatic
atrial fibrillation (AF) and not all-cause mortality. Despite being designed to predict respectively
10-year risk of developing coronary heart disease and risk of stroke in patients with non-rheumatic
atrial fibrillation, these two models seem to be the most applicable to be used in secondary
prevention but further research and validation is required.

° Limitations

There are several limitations in our study. First of all, we used only studies of the decade from
2004 to 2013, therefore important studies (particularly published from 2013 to 2017) are probably
missing from our research. Our purpose was to give a general glance on risk models for secondary
prevention and highlight the need for further research on this field. In addition, we noticed a lack of
studies in populations of specific continents like Africa and South America but we also excluded
studies not written in English, so this hypothesis may be biased. Furthermore, we used the mean
follow-up period instead of prediction horizon in studies not clearly reporting the use of specific
prediction horizon. We also tried to categorize our data for baseline disease and model outcome for
better data presentation but some articles could be used in more than one category. However, we
used only one to avoid duplication. Another point is that we grouped together some variants of the
same model, although there are differences between them (e.g. CHADS2 and CHA2DS2-VASec,
FRS and its updates etc.). Overall, we noticed a great variability in population samples, baseline
disease and outcomes, follow-up period, and performance measures used, and despite our effort to
synthetize these data as thoroughly as possible, we may draw a biased picture.

5.  CONCLUSION

There is a large number of models in medical literature being used for recurrent cardiovascular
outcomes in patients with established or suspected cardiovascular disease. While some of these
models were initially developed for secondary prevention of CVD and are correctly being used in
such populations (e.g. ABCD2 score), the majority of models used are newly derived models
without proper external validation or models originally developed for general/healthy (e.g. FRS,
SCORE) or other specific population (e.g. CHADS2, SYNTAX). Consequently, no specific
prognostic model is incorporated in current practice guidelines. Most risk factors for CVD outcomes
are already well established and share a lot in common with those for secondary prevention.
Consequently, we advise to stop deriving more prediction models and to focus the effort on external
validation and performance comparison of already existing models. Finally, the impact of such
models in secondary prevention should be also investigated in impact studies, so that some of those
models could be embedded in relevant guidelines and everyday clinical practice.
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AIM 111

Association between blood pressure and risk of cancer development: a
systematic review and meta-analysis of observational studies.

1. INTRODUCTION

Hypertension and cancer are two multifactorial, severe and chronic conditions. Hypertension
is a prognostic factor widely used in medical literature and, as a health condition, constitutes a
major health problem worldwide, as it affects approximately 30% of adults over 20 years old,
leading to high morbidity and mortality (389). A percentage of almost 50% of heart disease, stroke,
and heart failure and about 14% of mortality was due to hypertension in 2015 (390). In addition,
hypertension is of great economic impact for healthcare systems. Hypertension and its
complications is responsible for about 10% of healthcare spending (391).

Cancer is one of the 4 major types of chronic diseases according to World Health
Organization. It is the second leading cause of morbidity and mortality. Globally, there were
approximately 18 million new cases and 9.6 million cancer-related deaths in 2018. Furthermore, in
the next decades these numbers are expected to continue rising (163). As a consequence, if there is
even a weak association between blood pressure and cancer risk, this could have a heavy impact on
public health.

Kidney cancer is the only cancer consistently related to high blood pressure in medical
literature (392, 393). However, it is not yet clear whether a reverse causation may explain part of
this association (394). In addition, there is some evidence that hypertension may be also associated
to breast, endometrial, prostate, and colorectal cancer (395-399). In the last years there has been a
variety of new studies trying to investigate a possible association between metabolic syndrome, a
part of which is hypertension, and risk of cancer (396, 400, 401). So, we conducted a meta-analysis
trying to summarize relevant studies available in published medical literature.

2. METHODS

2.1. Data extraction and quality assessment

We searched for eligible studies, published in PubMed, from inception to November 2017 using the
following algorithm: (blood pressure OR hypertension OR “metabolic syndrome’”) AND (cancer OR
neoplas* OR malignan* OR tumor OR carcinoma). We also hand-searched for potential missed
studies in the references of eligible systematic or narrative reviews (396, 397, 402-411). We
considered eligible all cohort and case-control studies conducted in humans assessing the
association between systolic blood pressure (SBP) or diastolic blood pressure (DBP) or
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hypertension and risk of any cancer development or cancer death. Hypertension was defined as any
of the following: self-reported or measured SBP or DBP higher than predefined cut-off points (e.g.
WHO or NCEP/ATP III criteria), self-reported medical history or drug-treated hypertension. In case
of metabolic syndrome, we only used the component of hypertension. Criteria for exclusion were:
any type of review, cross-sectional studies, case-reports, prognostic studies among patients with
cancer diagnosis, studies in children, small-studies (defined as cohorts with less than 100 total
individuals or case-control studies with less than 100 cancer cases, studies that did not provide
enough information for calculating measures of association, non-English studies, and finally studies
on pre-malignant outcomes (e.g., colorectal adenomas). When two different studies pertained to the
same cohort, we retained the publication with the longer follow-up period.

From each eligible study we extracted information on author name, year and journal of
publication, study design, sample size, population characteristics, definition of hypertension,
relative risk (RR), 95% confidence interval (CI) and adjustments for confounders. When many
different statistical models were reported, we always retained the most adjusted model. Two
different investigators performed the literature search and data extraction and a third one re-checked
the results for consistency.

The “Newcastle-Ottawa Scale” was used for the quality assessment of the included studies.
This was performed also by two investigators, and any inconsistencies were resolved by a third
author. Based on this tool, every study was judged on eight quality “questions”, grouped into three
categories: 1) selection, ii) comparability of study groups and iii) exposure or outcome
ascertainment for case-control and cohort studies, respectively. A star was awarded for every
quality item for a maximum of 9 stars for the highest quality studies (263).

2.2.  Statistical analyses

Our primary analysis included only prospective studies (e.g., cohort or nested case-control
designs). Analyses using case-control and cohort studies in combination are provided in the
supplement. Separate meta-analyses were performed according to systolic or diastolic blood
pressure and hypertension. Two different approaches were used for systolic and diastolic blood
pressure. For the first one, we used a top to bottom category comparison, and for the second a dose-
response per 10mmHg. Studies that reported a dose-response estimate were either pooled directly or
after re-scaling to the corresponding increment unit using the generalized weighted least-squares
regression model approach (412, 413). We summarized RRs and 95% CIs using fixed-effects and
random-effects meta-analysis models. Three or more studies were required per exposure and
outcome comparison (414). We used both the Cochran’s Q test and the I? statistic for the assessment
of the heterogeneity between the studies in each analysis (415). 95% prediction intervals were also
calculated to further assess heterogeneity, which represents the range in which the effect estimates
of future studies will lie (416). Secondary subgroup meta-analyses were conducted according to
sex, study design (prospective vs. case-control) and adjustment factors (at least age vs. age plus
further multivariable adjustment). Small-study effects bias was assessed using the Egger’s
regression asymmetry test (417). Analyses were performed in STATA 12 (College Station, Texas).
All p-values were two-tailed. The study is reported according to the MOOSE checklist (418)
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3. RESULTS

3.1.  Study characteristics

We screened 39,891 study citations and after excluding ineligible studies using the
aforementioned exclusion criteria, we ended up with a total of 148 individual studies (Figure 1).
The characteristics of all included studies can be found in Supplemental Table 1. Specifically, we
included 85 prospective studies (401, 419-502), 72 of which were cohort studies, 11 were nested
case-control studies (419, 420, 422, 435, 436, 453, 454, 475, 480, 482, 497) and 2 were record-
linkage studies (462, 465), and 63 case-control studies (400, 503-564). The majority (n=133; 90%)
investigated cancer incidence. 48 (32%) studies were conducted only in men, whereas 57 (39%)
only in women. Most studies (n=51; 34%) were conducted in the USA followed by Scandinavian
countries (n=15; 10%), Italy, UK and Korea, and Japan. Out of the 128 studies that used
hypertension as the exposure of interest, this was defined in 20 studies (16%) using the NCEP-
ATPIII criteria (2130/85mmHg), 17 studies (13%) used the WHO definition (2140/90mmHg), 4
studies used 2160/95mmHg, 38 pertained to self-reported hypertension, 16 studies used self-
reported drug treatment for hypertension and 26 studies used a combination of self-reported disease
and treatment, whereas 7 studies used other definitions.

Detailed information on the quality assessment, can be found On Supplementary Table 2. For
prospective studies, the median number of stars per study was 7, and the interquartile range (IQR)
was 1. In contrast, for case-control studies the median number of stars were 6 and the IQR was 2.
Only a small minority of prospective (31%) and case-control studies (19%) performed extensive
multivariable adjustments, that is, effect estimates adjusted for age and three of the following five
potential confounders: body mass index, smoking, alcohol, physical activity and family history of
cancer.

PubMed citations search Excluded
(n=39891)

Systematic reviews
Case reports
Cross-sectional studies

Title screening (-39170)

Children
721 studies Prognostic studies in Ca
patients
Abstract screening (-346) ¢ <100 sample size
¢ Non-English, non-human
*  Pre-malignant outcomes
375 studies

Full text screening (-237)

138 eligible studies

Handsearch (+10) Figure 1. Flow diagram of studies

t .
Final 148 eligible studies stage

assessed for eligibility per screening
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3.2. Meta-analysis

Our primary meta-analysis included only 85 prospective studies. We conducted 30 separate
meta-analyses investigating the association between hypertension and 16 different cancers, and 29
meta-analyses between SBP or DBP and 11 cancers. Summary random effects relative risk
estimates and 95% Cls per cancer site, number of studies used, I° statistic for heterogeneity, 95%
prediction intervals and Egger’s test of small-study effects for hypertension are summarized in
Figure 2. In addition, in Supplemental Figure 1 the top/bottom approach for SBP and DBP is
presented. Supplemental Table 3 there are extended information on the meta-analysis of prospective
studies for the association between hypertension, SBP or DBP, and the risk of cancer. Finally, in
Supplemental Table 4 we present our secondary sensitivity meta-analysis of both prospective and
case-control studies combined. Supplemental Figures 2-60 depict all forest plots of cohort studies
by cancer sites, and in Supplemental Figures 61-79 the forest-plots for both cohort and case-control
studies.
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Figure 2. Summary relative risks and 95% confidence intervals of prospective studies for the

association between hypertension and cancer risk.
Abbreviations: ACC, adenocarcinoma; SCC, squamous cell carcinoma; RL, record-linkage studies; HCC, hepatocellular carcinoma; ECC,
extrahepatic cholangiocarcinoma; CNS, central nervous system, NA, Not applicable.
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Based on 18 eligible prospective studies, we found a statistically significant association between
hypertension and risk of kidney cancer (summary random effects RR, 1.54; 95% CI, 1.39-1.70), although with
a large between-study heterogeneity (>, 63.1%). However, no indication for small study effects was
observed. When we considered only studies on renal cell carcinoma, we observed similar results
(n=12 studies, RR, 1.55; 95% CI, 1.36-1.76; 12, 64.7%). This association remained statistically
significant even when women (n=8 studies, RR, 1.63; 95% CI, 1.44-1.84; I?, 0%) or men (n=7
studies, RR, 1.29; 95% CI, 1.13-1.48; 12, 0%) were examined separately. Similar results were
obtained in subgroup secondary meta-analyses of prospective studies that at least adjusted for
age or studies with comprehensive multivariable adjustments, that is, as mentioned, age plus at
least three of the following five risk factors: body mass index, smoking, alcohol, physical
activity and family history of kidney cancer. When 14 case-control studies were meta-analysed
together with the prospective studies, a summary RR of 1.60 (95% CI, 1.48-1.73; 12, 61.3%) was
observed. We also observed statistically significant associations between SBP (RR per 10mmHg,
1.05; 95% CI 1.03-1.06; 12, 57%) and DBP (RR, 1.07; 95% CI, 1.04-1.10; I, 55%) with kidney
cancer, but these meta-analyses had evidence of small-study effects. All meta-analyses of kidney
prospective studies are available in Table 1 and of prospective plus case-control studies on
Supplementary Table 4)

Table 1. Meta-analysis of prospective studies for the association between hypertension and risk
of kidney cancer.

Meta-analysis of prospective studies

SUMMARY FIXED | SUMMARY P-VALUE | 95% No OF
EFFECTS RR RANDOM EFFECTS | P-VALUE (EGGER'S | PREDICTION | STUDIES
ANALYSIS (95% Cl) RR (95% CI) (QTEST) | TEST | TEST) INTERVAL USED
HTN (all) 1.60(1.52-1.70) | 1.54(1.39-1.70)  [0.000 63.1% | 0.224 1.04-2.28 18
HTN (men) 1.29(1.13-1.48) | 1.29(1.13-1.48)  [0.492 0.00% | 0.442 1.08-1.54 7
HTN (women) 1.63(1.44-1.84) | 1.63(1.44-1.84)  [0.658 0.00% | 0.599 1.39-1.90 8
HTN (r. cell) 1.66(1.55-1.78) | 1.55(1.36-1.76)  [0.000 64.7% | 0.104 1.00-2.41 12
SBP (per 10mmHg) 1.04(1.03-1.05) | 1.05(1.03-1.06)  [0.008 56.6% | 0.036 1.00-1.09 9
DBP (per 10mmHg) 1.05(1.03-1.06) | 1.07(1.04-1.10)  [0.015 54.7% | 0.029 0.99-1.14 9
T/8 SBP 1.93(1.64-2.26) | 1.94(1.60-2.36)  [0.200 2a.8% | 0711 1.26-3.00 9
T/8 DBP 1.73(1.46-2.05) | 1.80(1.36-2.38)  [0.019 54.6% | 0.703 0.81-4.01 8
Meta-analysis of prospective studies according to type of adjustments
Age adjustment (at least) Multivariate adjustment*
Outcome Studies | Random Effect | I* Studies | Random Effect I?
Kidney 14 1.54 (1.36-1.74) | 70.5% | 4 1.52 (1.32-1.75) 0%
Kidney, men 4 1.25(1.01-1.55) | 30.3% |3 1.40 (1.12-1.74) 0%
Kidney, women 6 1.65 (1.43-1.89) | 0% 2 1.54 (1.17-2.04) 0%
Kidney, renal cell 9 1.56 (1.32-1.85) | 72.0% |3 1.52 (1.31-1.75) 0%

Footnote
*Studies adjusted for age and at least 3 out of five 5 of the following risk factors: smoking, family history of
cancer, BMI, alcohol and physical activity.
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We also noted a positive association between hypertension and colorectal cancer using 13 prospective
studies (RR 1.11; 95% CI, 1.01-1.21; I?, 69.3%). After the exclusion of one record-linkage study the
association remained significant (RR 1.13; 95% CI, 1.03-1.24; 12, 67.9%). We also observed a
significant association even after meta-analysing only the four studies that performed
multivariable adjustments (RR 1.30; 95% CI, 1.03-1.66; 12, 66.6%). This association was
statistically significant in men (RR 1.13; 95% CI, 1.02-1.26; 12, 33.6%), but not in women (RR
1.05; 95% CI, 0.95-1.16; 1%, 6.2%) No significant associations were identified between SBP or
DBP with colorectal cancer risk (Table 2). However, we have to mention that all meta-analyses for
either hypertension or SBP/DBP separately on colon and rectal cancer risk did not yield any
statistically significant findings (Figures 2).

Table 2. Meta-analysis of prospective studies for the association between hypertension and risk

of colorectal cancer.

Meta-analysis of prospective studies

SUMMARY FIXED | SUMMARY P-VALUE | 95% No OF
EFFECTS RR RANDOM EFFECTS | P-VALUE (EGGER'S | PREDICTION | STUDIES
ANALYSIS (95% Cl) RR (95% CI) (QTEST) | PTEST | TEST) INTERVAL USED

HTN 1.06(1.01-1.10) | 1.11(1.01-1.21)  [0.000 69.3% | 0.114 0.81-1.52 13

HTN (-RL) 1.07(1.03-1.12) | 1.13(1.03-1.24)  [0.000 67.9% | 0.118 0.82-1.56 12

HTN men 1.11(1.04-1.19) | 1.13(1.02-1.26)  [0.160 33.6% | 0.141 0.90-1.43 8

HTN women 1.05(0.96-1.14) | 1.05(0.95-1.16)  [0.372 6.2% 0.699 0.86-1.28 5

SBP (per 10mmHg) 1.01(1.00-1.01) | 1.01(1.00-1.01)  [0.396 4.0% 0.336 0.99-1.02 5

DBP (per 10mmHg) 1.01(1.00-1.03) | 1.01(1.00-1.03)  [0.757 0.0% 0.976 0.99-1.04 4

T/B SBP 1.19(1.04-1.36) | 1.19(1.02-1.40)  [0.268 203% | 0.449 0.87-1.64 6

T/8 DBP 1.21(1.051.38) | 1.23(1.04-1.45)  [0.397 1.7% 0.762 0.93-1.62 4

Meta-analysis of prospective studies according to type of adjustments

Age adjustment (at least) Multivariate adjustment*

Outcome Studies | Random Effect | I* Studies | Random Effect I?
Colorectal 9 1.07 (0.97-1.17) | 682% | 4 1.30 (1.03-1.66) 66.6%
Colorectal, excl. RL 8 1.09 (0.98-1.21) | 67.3% | 4 1.30 (1.03-1.66) 66.6%
Colorectal, men 5 1.10 (1.03-1.18) | 0% 3 1.38 (0.92-2.06) 75.9%
Colorectal, women 4 1.02 (0.93-1.12) | 0% 1 1.35(1.01-1.80) n/a

Abbreviations: n/a, not applicable; RL, record-linkage studies.
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The meta-analysis yielded a borderline significant association between hypertension and risk
of breast cancer (Figure 2; n=13 prospective studies; RR, 1.07; 95% CI, 0.99-1.15; 12, 65.4%). The
association was not significant for post-menopausal breast cancer risk (RR, 1.06; 95% CI, 0.86-
1.29; 12, 47%). However, statistically significant associations were observed for total (n=5; RR
1.10; 95% CI, 1.02-1.18; I?, 0%), and post-menopausal (n=2; RR 1.38; 95% CI, 1.03- 1.85; I?,
0%) breast cancer risk in prospective studies that performed multivariable adjustments (Table 3).
The meta-analysis was also statistically significant for an increase of 10mmHg in systolic (RR
1.03; 95% CI, 1.01-1.04; I2, 0%), but not diastolic (RR 1.02; 95% CI, 1.00-1.05; 12, 44.3%) blood
pressure. With the inclusion of case-control studies, the meta-analyses yielded statistically
significant findings for both total (RR, 1.11; 95% CI, 1.04-1.19; 12, 70.2%) and post-menopausal
disease (RR, 1.13; 95% CI, 1.02-1.25; 12, 37.5%) (Supplementary Table 4).

Table 3. Meta-analysis of prospective studies for the association between hypertension and risk
of breast cancer.

Meta-analysis of prospective studies

SUMMARY FIXED | SUMMARY P-VALUE | 95% No OF
EFFECTS RR RANDOM EFFECTS | P-VALUE (EGGER'S | PREDICTION | STUDIES
ANALYSIS (95% C1) RR (95% Cl) (QTesT) | 2TEST | TEST) INTERVAL USED
HTN (overall) 1.12 (1.08-1.15) 1.07 (0.99-1.15) 0.000 65.4% 0.266 0.84-1.35 13
HTN (postmen.) 1.01 (0.89-1.16) 1.06 (0.86-1.29) 0.110 47.0% 0.248 0.59-1.89 5
SBP (per 10mmHg) 1.03 (1.01-1.04) 1.03 (1.01-1.04) 0.684 0.0% 0.076 0.91-1.15 3
DBP (per 10mmHg) 1.01 (1.00-1.03) 1.02 (1.00-1.05) 0.166 44.3% 0.079 0.79-1.33 3

Meta-analysis of prospective studies according to type of adjustments

Age adjustment (at least) Multivariate adjustment*
Outcome Studies | Random Effect | I? Studies | Random Effect I?
Breast 8 1.03 (0.92-1.15) | 76.6% |5 1.10 (1.02-1.18) 0%
Breast, postmenopausal | 3 0.93 (0.80-1.09) | 0% 2 1.38 (1.03-1.85) 0%

Our meta-analysis showed also a statistically significant association between hypertension
and risk of endometrial cancer (Figure 2; n=9 prospective studies; RR, 1.37; 95% CI, 1.14-1.64),
but with substantial heterogeneity (Supplemental Figure 22; 12, 73.9%). After the removal of two
record linkage studies, we observed a significant RR of 1.37 (95% CI, 1.07-1.75) but again with
substantial heterogeneity (Supplemental Figure 23; 12, 77.6%). Only two out of the nine
prospective studies used multivariable adjusted models, and the meta-analysis among them
yielded null results (RR, 1.05; 95% CI, 0.83-1.34; 12, 0%). When 13 case-control studies were
meta-analysed together with the prospective studies, a statistically significant association was
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found (Supplemental Table RR, 1.58; 95% CI, 1.35-1.85; 12, 88%). No analysis on SBP or DBP
was performed, because there were not enough studies using continuous BP data.

5 prospective studies were available examining the association between hypertension and
liver cancer. We found a significant association (Figure 2; RR, 1.23; 95% CI, 1.16-1.30; 12, 0%),
but four out the five studies did not perform comprehensive multi-variable adjustments
(Supplemental Table 1). After removing one record linkage study, the result remained identical.
After adding two case control studies, no significant association was observed. (Supplemental
Table 4; RR, 1.30; 95% CI, 0.99-1.71).

Very few eligible prospective studies were available on oesophageal cancer. The meta-
analysis of 4 prospective studies between hypertension and esophageal adenocarcinoma yielded a
statistically significant positive association (Figure 2; RR 1.11; 95% CI, 1.01-1.21; I2, 5.5%). We
identified only 2 prospective studies on hypertension and esophageal squamous cell carcinoma,
and the meta-analysis yielded a statistically significant estimate (RR, 1.74; 95% CI, 1.32-2.30; I2,
0%), but was based only on 248 cases. However, the meta-analysis of all 6 prospective studies
on total oesophageal cancer yielded a statistically not significant estimate (RR, 1.18; 95% CI,
1.00-1.38; 12, 67.5%). Most of these studies however did not perform comprehensive
multivariable adjustments.

We did not observe statistically significant associations between hypertension or SBP/DBP
and cancer of stomach, gallbladder, pancreas, lung, cervix, prostate, bladder and brain (Figures 2).

4. DISCUSSION

Cancer is a multifactorial disease that shares many common risk factors with CVD, while
other factors are cancer-specific, including radiation, immunosuppression, and infection by specific
agents. Furthermore, there are many other factors, such as genes, proteins, and biomarkers that play
a crucial part in cellular proliferation or apoptosis pathways. That is the main reason why most
prognosis studies on cancer focus on prognostic factors, being either exploratory or confirmatory
studies. There are not many prognostic models available for cancer, and the models described in
medical literature usually refer to patients already diagnosed with cancer. Moreover, in cancer
clinical practice guidelines, there are rarely any models recommended for use in everyday clinical
practice.

The association between the risk of 18 cancers and hypertension is summarized in this meta-
analysis of observational studies. The positive association between high blood pressure and kidney
cancer risk that has already been described, was confirmed, and possible positive associations
between hypertension and breast, liver, colorectal, endometrial and oesophageal cancers were also
observed. On the other hand, statistically significant associations for gallbladder, stomach, lung,
pancreas, cervix, breast, brain, and bladder cancers were absent.

The association between kidney cancer risk and hypertension has been investigated by many
prospective observational studies over the past few decades and the vast majority of these studies
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have showed a positive association. In our meta-analysis, this is translated to a 54% higher risk that
was stronger in women compared to men (63% vs. 29%). A dose-response approach per every
10mmHg increase in SBP and DBP revealed also a 5% and 7% higher risk for kidney cancer,
respectively. Similar associations have been reported in previous meta-analyses (193, 393, 407).
However, both hypertension and cancer share many common risk factors including smoking,
obesity, alcohol overconsumption and obesity (565). As a result, it still remains under question
whether the reported association is causal. Most of the included studies in our meta-analysis have
not adjusted for many of these potential confounders, but based on the four prospective studies that
did follow a comprehensive adjustment approach we still observed positive associations, as outlined
in the current and other meta-analyses (193). The causality of the observed association, however,
requires large prospective studies and probably Mendelian randomization studies in order to be
clarified (566). For example, a positive association between cancer risk and only diastolic blood
pressure was recently demonstrated in a Mendelian randomization study of renal cell cancer (567).
Possible pathophysiological mechanisms explaining a part of this association, may involve chronic
renal hypoxia, lipid peroxidation, neurohormonal stress, and deregulation of renin-angiotensin
system and specifically the overexpression of renin and cellular angiotensin receptors and the
down-regulation of the angiotensin-converting enzyme (568-570).

Individuals with hypertension were also found to be at an 11% increased risk for colorectal
cancer according to a meta-analysis of 13 prospective studies. Taking into account only 4 studies
that performed comprehensive multivariable adjustments, the potential risk was even higher, at a
level of 30%. A previous meta-analysis by Esposito et al. in 2013, including both prospective and
case-control studies reported a 9% colorectal cancer risk (397). Hypertension may increase
colorectal cancer risk by interfering in the apoptosis pathways, but to date, no well-documented
mechanism exists (571). Consequently, our observations should be carefully approached, taking
into account the scarcity of well-designed studies in medical literature.

Hypertension was found to be associated with a 7% higher risk of breast cancer in a meta-
analysis of 13 prospective studies. Five of these studies that performed comprehensive
multivariable adjustments, estimated this risk to be 10% in total, and 38% in post-menopausal
women, observations in agreement with the findings of Han et al., in a meta-analysis of 12
prospective studies, that concluded to a 7% higher breast cancer risk, regardless of the adjustments
performed (398). Apoptosis blocking, chronic inflammation that promotes the formation of reactive
oxygen species and hypoxia due to adipose tissue may once more explain part of this association
(572).

Although positive associations between hypertension and a number of cancers (namely
endometrial, liver, oesophageal squamous cell carcinoma and adenocarcinoma) were also observed,
the limited number of prospective studies included (ranging between 2 for squamous cell
oesophageal carcinoma and 9 studies for endometrial cancer) and the absence of comprehensive
multivariable adjustments in most of them, raise serious concern over the validity of the estimated
associations. Previous meta-analyses investigating the potential association between hypertension
and endometrial cancer, have in general shaped their conclusions without taking into consideration
study design and quality (395, 396).

Hypertension (or blood pressure) was not found to be associated with gallbladder, stomach,
cervix, lung, bladder, prostate and brain cancer. However, a recent meta-analysis of 21 cohort and
case-control studies, regardless their quality and design of included studies, estimated the risk of
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prostate cancer to be 8% higher in hypertensive individuals.(399).

The comprehensive search strategy and the large number of prospective studies included, the
inclusion of “metabolic syndrome” in the search algorithm, the investigation of associations
between hypertension and many individual cancers, and the detailed sensitivity and subgroup
analyses, are the main strengths of this meta-analysis. There are also some limitations in our study.
First, hypertension and malignancy share many common risk factors that may explain part of this
association but unfortunately, the majority of the studies included did not perform comprehensive
multivariable adjustments, which raises concerns over the study findings even for the well-
described association between hypertension and kidney cancer. Second, most studies did not
perform subgroup analyses by potential effect modifiers (e.g. anti-hypertensive medication use),
which would have allowed a more accurate assessment of associations in different patient
subgroups. Finally, as individuals treated for high blood pressure are usually under closer medical
surveillance, cancer detection could be easier compared to untreated persons. As a result, detection
bias may also account for some of the reported associations. The estimation of valid measures of
association should be assisted by well-designed prospective, as well as Mendelian randomization
studies.

In conclusion, the current meta-analysis across 18 cancer sites showed that hypertensive
individuals were at higher risk of kidney, colorectal and breast cancer. However, careful
interpretation is required as most meta-analyses included relatively small number of studies, several
relative risks had weak or moderate magnitude and maybe affected by confounders. As a result,
hypertension, one of the most widely used prognostic factors in medical literature seems to be
associated with at least some sites of cancer, one of the main types of chronic diseases.

(The original study was published in the international scientific journal «Nature — Scientific
Reports», 2019 June 12 PMID: 31189941) (573).
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SUMMARY

Prognosis is defined as the likelihood of displaying a condition at a specific time period,
based on clinical or non-clinical profile. Prognostic factor is any characteristic (variable) associated
with the risk of a health outcome among people with a specific health condition. Finally, a
prognostic model is a mathematical function that relates certain prognostic factors to the probability
(risk) of a particular outcome happening in a well-defined population and within a specific time
period.

Prognosis research and prognostic models is first of all crucial for patient counseling and
clinical decision making. Modern medicine with personalized treatment and stratified healthcare is
based upon these principles. Furthermore, it is important for the guidance of healthcare policies,
insurance companies, as well as the design of clinical trials. However, for a prognostic model to be
useful in clinical practice it shall be based upon biological reasoning, be simple, accurate, and offer
a degree of generalization and clinical effectiveness.

There is no universal definition for chronic diseases but all of them share some common
characteristics; they have a prolonged development period with an early asymptomatic stage and
there is usually no definite cure. According to World Health Organization (WHO), the 4 main types
of chronic diseases include the cardiovascular diseases (CVDs), cancer, chronic respiratory
diseases, and diabetes. Our study focuses on the first 2 main types, CVDs and cancer.

Cardiovascular disease (CVD) is the disease of heart and blood vessels, that among others,
includes coronary heart disease (e.g. myocardial infarction), cerebrovascular disease (e.g. stroke),
hypertensive heart disease, heart failure and diseases of the arteries. It is the first cause of death
globally with about 18 million deaths in 2016. 85% of these deaths were due to heart attack and
stroke. Most CVDs can be prevented using primary prevention measures against well-established
modifiable risk factors such as smoking, obesity, unhealthy diet, sedentary lifestyle and physical
inactivity. People with other known risk factors like hypertension, diabetes, dyslipidemia, and
metabolic syndrome or already suffering from cardiovascular disease need proper identification and
management with lifestyle measures and appropriate medication such as anti-hypertensive treatment
and statins. There are many prognostic models for CVD and some of them are also recommended
by clinical practice guidelines (e.g. Framingham Risk Score, SCORE, GRACE and CHA2DS2-
VASc Score).

Cancer is characterized by the abnormal growth and spread of cells due to mutations in the
proliferation or apoptosis cellular pathways. It is the second leading cause of death worldwide with
about 9.5 million deaths in 2018, with a high economic impact for diagnosis and treatment. The site
responsible for most new cancer cases is the prostate for men (20%) and breast for women (30%).
However, in both sexes, most deaths are attributable to lung cancer (about 25%). Cancer shares
many common risk factors with CVD including smoking, physical inactivity, obesity, unhealthy
diet, and diabetes. Other important risk factors include alcohol, radiation (UV, ionizing),
immunosuppression, chronic inflammation, and infection with specific agents (e.g. EBV, HIV,
HCV, Hel. Pylori). The major prognostic factors for cancer are divided into tumor-related (TNM
stage, cancer biomarkers), patient-related (demographics, comorbidities, immune status), and
environment-related (access to specialized technology and drugs). Since cancer is a multifactorial
disease, prognosis research emphasizes mainly in the identification of primary risk factors. The use
of prognostic models in cancer is more limited compared to CVD and they are rarely recommended
in clinical practice guidelines. However, there are still some useful models including the
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Nottingham Prognostic Index (NPI) predicting the 5-year survival after breast cancer surgery, the
Bach Model, and Adjuvant!.

For many years, the field of prognosis lacked a unified taxonomy or a clear distinction
between different types of prognosis research. However, in 2013 the PROGnosis RESearch Strategy
(PROGRESS) partnership proposed a framework of 4 distinct but interrelated types.

Type | or overall prognosis research refers to the average outcome risk in the population
under study in the context, time, and setting of current healthcare. It focuses on prospective study
design and the main sources of bias are the selection bias and the information bias. The statistics
used are different for continuous, binary, and time-to-event outcomes. For continuous outcomes
(e.g. blood pressure), the main measures of association include the mean and median combined with
the standard deviation (SD), interquartile range (IQR), and histograms. The statistical model used is
the linear regression model. For binary outcomes (e.g. death at 5 years), the most important
measures of association include the absolute risk, the risk difference, the risk ratio (RR), and the
odds ratio (OR), while the model used is that of logistic regression. Finally, for time-to-event
outcomes, the most important summary measures and functions are the incidence rate, the survival
function and its visual representation (the Kaplan-Meier curve), the hazard function, and the hazard
ratio (HR). In this case, the statistical model usually used is the Cox proportional hazards regression
model.

Type Il or prognostic factor research, refers to studies investigating the characteristics
(prognostic factors), that are associated with a change in outcome risk. These studies are further
divided into exploratory and confirmatory studies. Exploratory studies are hypothesis-free studies
that are useful in identification of new prognostic factors associated with an outcome. However,
these hypotheses require some degree of biological reasoning. On the other hand, confirmatory
studies are useful for the evaluation and validation of newly identified factors (by exploratory
studies), after adjustment for already established ones published in biomedical literature.

Type 111 or prognostic model research, aims in development, validation, assessment of the
performance, and evaluation of the impact of models consisting of multiple prognostic factors. For
prognostic model development we use data from prospective cohort studies and randomized clinical
trials. The candidate predictors variables are chosen a priori based on systematic review and expert
opinion and we usually use 1 predictor per 10 events (outcomes). For the selection of the final
predictors we use either the full approach method where all predictors are forced into the model or
the stepwise regression approach with either forward selection or backward elimination of
predictors. The model performance is usually assessed using the performance measures of
discrimination and calibration. Discrimination is usually assessed using the C-index statistic or the
AUC/ROC curve, and calibration using the Hosmer-Lemeshow test, the observed/expected ratio, or
calibration plots. Model validation is divided into internal (using a part of the same or computed
dataset) and external validation, which is further subcategorized into temporal, geographical, and
setting validation.

Furthermore, updating a model in a new setting is usually achieved by adjusting of the
baseline hazard risk and/or adjusting of all regression coefficients by one or more risk factors.
When a new factor is added in a model in incremental value studies the new model performance is
usually assessed using indexes like the Net Reclassification Index (NRI) and the Integrated
Discrimination Improvement (IDI) index. The final model can take many forms such as a simple
risk score, an online calculator or a risk chart. However, in any case the original regression equation
should always be available for future researchers. Finally, impact studies assess the model impact in
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clinical practice. This requires both an intervention group (where the model is available) and a
control group for comparison.

Type IV or predictors of treatment effect research examines which characteristics predict a
different response to a specific-treatment. A predictor of treatment effect is any factor associated
with the response to a specific intervention. There are many different study designs including
treatment-only design, non-randomized comparative studies, and meta-analyses of comparative
data. The main sources of bias are the type-I and type-II errors.

The aims of our study were:

1. To assess the extent of validation and the range of phenotypes and outcomes for which a
major prognostic model in CVD, the Framingham Risk Score, has been used in medical
literature,

2. To identify studies which develop or validate prediction models to estimate adverse health
outcomes in patients with already established cardiovascular disease (secondary prevention
models), and

3. To study the relationship between hypertension, a widely used prognostic marker, and the
outcome of cancer (a chronic disease).

AIM 1

The Framingham Risk Score (FRS) is a gender-specific algorithm used to estimate the 10-
year coronary heart disease risk of healthy individuals. It is probably the most well-known and most
validated model in CVDs. Our first aim was to map the expanded used of the FRS in the medical
literature. Specifically, our aim was to examine the use of FRS in different populations and settings
and for different outcomes than the ones originally developed for.

For this reason, we identified all citations to the original Wilson et al.1998 paper where FRS
was originally described through ISI Web of Science until April 2011 (n=2413 citations). We
selected studies that stated in their abstract that they calculated or used the FRS for any reason and
extracted information on publication date, population studied, outcome or disease risk factor with
which FRS was associated and study design.

We identified 375 eligible papers corresponding to 471 analyses using the FRS in cohort
(n=141), case-control (n=16) or cross-sectional (n=314) settings. Only a minority of the cohort
studies had as a primary aim to externally validate the FRS (n=45). The studied population was
different (from general or healthy) in 35 (25%), and 133 (42%) of the cohort and cross-sectional
analyses. All case-control studies examined healthy controls. The studied outcome was different
(from coronary heart disease) in 79 (56%) of the cohort analyses and in 10 (63%) of the case-
control studies. Overall, only 46 (33%) of the 141 cohort analyses examined the same outcome and
population as FRS was originally developed for.

In conclusion, we found that a large number of studies use FRS in populations and for
outcomes other than the ones it has been developed for, and therefore for which its performance is
unknown and non-validated. The presence or absence of associations in non-CVD populations may
just reflect the different performance of the model in this setting. Before using prognostic models in
different settings than originally developed recalibration/update and external validation is required.

AIM 11
The majority of prognostic models in CVDs refer to primary prevention. Models for
secondary prevention are lacking and are usually not validated. Our second objective was to provide
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a systematic evaluation of the methodology and models developed to predict the risk of future
cardiovascular (CVD) events in patients with already established cardiovascular disease. We
conducted a systematic review using MEDLINE and EMBASE between January 2004 and June
2013. 79 articles were included out of 9965 potentially eligible ones, describing the development of
80 new models, external validation of 88 and incremental value of risk factors in 30 other models.

Most new models were developed in USA and Canada (35%, n=28) followed by Europe
(28%, n=22), on patients with ACS (34%) and known or suspected CAD (33%) with a mean age of
65 years, predicting all-cause mortality or major adverse cardiovascular events (MACE) (59%), with
a prediction horizon of over 3 years (51%). The majority of models used Cox (68%, n=54) or
logistic (23%, n=18) regression and 5 to 7 predictors (36%, n=29) with age, sex, history of CAD,
diabetes and smoking being the risk factors most frequently used. 81% of models (n=65) used C-
statistic/AUC and 38% (n=30) the Hosmer-Lemeshow test for discrimination and calibration
respectively, with only 21 models (26%) being internally validated.

88 models were externally validated with patients form Europe and USA being represented in
71% of cases. 73% were performed in the same age range, 62% on the same population sample and
42% for the same outcome as the original study. Framingham Risk Score (FRS), CHADS2,
SYNTAX and GRACE were the scores more frequently validated (39%) with 70% of models being
also geographically validated. AUC/C-statistic was available for 82% of models. 30 models were
incremented with populations from Europe and USA/Canada in 67%. ACS was the dominant
baseline CVD (33%) and all-cause mortality and MACE were responsible for 54% of outcomes.

FRS was the model mostly incremented (21%, n=16) and CRP and NT-proBNP the most
commonly examined risk factors. AUC/C-statistic change was the most frequently used model
improvement measure (87%, n=26). Internal validation was rarely performed and some regions like
Africa or South America were inadequately represented.

In conclusion, the number of articles about models of recurrent cardiovascular disease (CVD)
risk is substantially smaller compared to their counterparts for apparently healthy individuals
published during the same period. The majority of models used are newly derived models without
proper external validation or models originally developed for general (e.g. FRS, SCORE) or other
specific population (e.g. CHADS2, SYNTAX). As a consequence, no specific prognostic model is
incorporated in current practice guidelines. Most risk factors for CVD outcomes are already well
established and share a lot in common with those for secondary prevention, so that future efforts
should be focused on the external validation and performance evaluation of already existing models.

AIM 111

Our third aim was to assess the association between hypertension, a widely used prognostic
factor in medical literature and site-specific cancer, one of the 4 main types of chronic diseases.
With the exception of renal cell carcinoma, studies assessing the association between hypertension
and other cancers are inconsistent. We conducted a meta-analysis to assess this evidence.

We included observational studies investigating the association between any definition of
hypertension or systolic and diastolic blood pressure and risk of any cancer, after searching PubMed
until November 2017. We calculated summary relative risks (RR) and 95% confidence intervals
(CI) using inverse-variance weighted random effects methods. A total of 148 eligible publications
were identified out of 39,891 initially screened citations. Our primary analysis included only
prospective studies. Separate analyses were performed for systolic, diastolic blood pressure, and
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hypertension. The quality of the included studies was assessed using the Newcastle-Ottawa Scale.
90% of studies (n=133) investigated cancer incidence.

Considering only evidence from 85 prospective studies, we conducted 30 meta-analyses of
hypertension and 16 different cancers. Positive associations were observed between hypertension
and kidney, colorectal and breast cancer. Positive associations between hypertension and risk of
oesophageal adenocarcinoma and squamous cell carcinoma, liver and endometrial cancer were also
observed, but the majority of studies did not perform comprehensive multivariable adjustments.
Systolic and diastolic blood pressure were only associated with higher risk of kidney cancer.

In addition to the previously well-described association between hypertension and risk of
kidney cancer, the current meta-analysis suggested that hypertensive individuals may also be at
higher risk of colorectal and breast cancer. However, careful interpretation is required as most meta-
analyses included relatively small number of studies, several relative risks had weak or moderate
magnitude and maybe affected by residual confounding.

HEPIAHYH XTHN EAAHNIKH

Q¢ mpoyvawon opileton  TOHAVOTNTO ELPAVIONG HOG KOTAGTOONS GE GUYKEKPIUEVT] YPOVIKN
mepiodo, pe Paon 10 KAWVKO M un-KAwikd mpogik. [llpoyvawaotikos mapdyovias eivonr kdbe
YOPOKTNPLOTIKO (HeTaffANTn) Tov oyetileTon e Tov kivouvo pog EkPaong vyelag, oe avOpmmovg Le
pio ovykekpuévn mabnon. Télog, éva mpoyvwotiko poviéio givon o paBnuotiky cuvaptnon mov
OLGYETILEL CLYKEKPIUEVOLG TTPOYVIOOTIKOVS TOPAYOVTEG e TNV mlavotnta (Kivouvo) eUeAvIong
HwG ovykekpluévng ékPaong, oe €vav KoAd optopévo TANOLoUO KOl GE GUYKEKPIUEVT] YPOVIKN
nepiodo.

H épevva omv mpodyveon Kol To TPOYVOOTIKA HOVTEAD gival Kaipla Yol T GUUPOVAEVTIKN
TV 0ofevdv kot ™ ANy KAMvikeov arnogdoemv. H obyypovn wpikn, pe v eotopkevpévn
avTipeTOnTon kot Tig owPabpiopuéveg mapoyés vyeiag, Paciletor oe avtég T apyés. Emmiéov, n
TPOYVAOOT €lval GNUOVTIKY Yo TV KaO0ONyNoT TOMTIKOV VYEIOG, Y10 TI ACQUAGTIKEG ETOPEIES
KO Y10l TO GXEOAOUO KAVIKAOV SOKIUDV. 26T000, Yo va ivor Eva LovTtéLo ypfGLo oty Kabe pépa
KAMvikr] wpdén, ypewdletar va Paciletor oe Proroykég apyés, va ivor omho, akpiPég kol va
TPoPEPEL £va Pabuod yevikevong Kot KAMVIKNG OTOTEAEGUATIKOTITOG,.

Agv vapyel £vag Kowa amodekTOg 0pIGOG Yia TIG XPOVIEC VOGOLS MGTOCO OAEG £XOVV Koo
KOWO YOPOKTNPLOTIKA: £XOVV [0 TOPATETAUEVT) TEPI0O0 AVATTLENG e VO TPDUO OV UTTOHOTIKO
01d010 Ko cuvnBwg dev €xovv optotikn Bepaneia. Zoppwva pe tov Iaykdoo Opyaviopd Yyeiog,
ota 4 KOpia €idn ypoviov voowv meptrapupdvovtor 1 kapdioyyelakn vOGoc, 0 KapKivog, ot ypovieg
vOGOL TOV OVOTVELGTIKOD Kot 0 Otafntng. H peAétn pog emkevipmVETAL GTOVG TPDOTOVS 2 KOPLOVG
TOTOVG, TIG KAPOLOYYELOKEG VOGOV KOt TOV KOPKivo.

H xapdiayyeioxn vOcog eivar m vOoog TG Kopdldg Kol TV aplo@dpov oyyeiov 1 omoia,
avapeca oto GAla, meptiauPdvel ™ otegoviaios vOco (.. T0 EUEPOYUO TOV HVOKOPIiov), TNV
EYKEPOUAIKT aYYEWKY| VOGO, (T.Y. ayYelokd £YKEPAAKS EMEGOJ10), TNV LIEPTACIKY Kapdlomdoeia,
TNV KOPOOKY| OVETAPKELD KOl TIC VOGOUE TOV TEPIPEPIKAOV aptnpudv. Eivor n mpdt attia Bavdatov
naykoopiog pe mepimov 18 ekatoppdpla Bavatovg 1o 2016. [Mocootd 85% avtdv tov Bavdtwv
opeilovtay oe Eueppayuo 1 eyKeaAkd enelcdolo. Ta mepiocdTEPA KOpPSOyYEWOKE VOGTLOTOL
UTOPOLY VO amoPeLYOOVV UE TPOTOYEVI] TPOANTTIKA HETPA EVOVTL KOADG TEKUNPLOUEVOV
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TApoyOVTOV KIvoOvou Onm¢ eival To0 KATVIGHA, 1 ToyvoapKia, n avBuyiev) datpoen,  KobloTikn
Con kot n EAAEWYN QUOIKNG AoKNoNG. ATOUO pE GALOVS YVOGTOVS TOPAyovTeG KIvoOvVov, OTTmG M
véptoon o dwfntng, N Svolumdoipios kol To HETAPOAIKO cHVOPOUO 1 GTOMO. TTOL NON EYouvv
avamTuEEL KOPOYYELOKN VOoO, ¥petdlovtal £yKopn aviyvevon Kot olayeipion, 1060 pe HETPO TOL
a@opovV TNV aALAYN TOL TPOTOL (NG OGO Kol Pe KATAAANAN BepamenTiKn aymyr, OTmS givol Ta
OVTIDTTEPTACTKA PAPLLOKO KOt Ol OTATIVEC. YTTAPYOVV TOALL TPOYVMOOTIKG LOVTEAN KAPOIOYYELOKNG
vOGOL Kol PePIKA omd ovTd cuativovtal amd TS kotevbuvenpieg odnyies. (m.y. Framingham Risk
Score, SCORE, GRACE and CHA2DS2-VASc Score).

O «xopxivog yapoktnpileTon amd TNV OVOUOAN KLTTOPIKY ovamtuén Kot dtaomopd AdYym
UETOAAAEE®V OTOL KVLTTOPIKG HOVOTATIO. TTOV O(POPOVY TOV KVTTOPIKO TOAAUTANGLOGUO 1) TNV
KUTTOPIKY amOTT®oN. Amotelel T devTePT KOpLo aution Boavatov maykoouing, aptBpdvtag tepimov
9,5 exatoppvpro Bavatovg to 2018, pe peyddo owovopkd ovTiKTLTO Yoo TN OYVMOOTN Kol TN
Oepaneio Tov. XTOLG AVOPES, Ol MEPIOCOTEPES VEEG MEPUTAOGCELS KapKivov (20%) agopodv Tov
TPOCTATY, EVO OTIG Yuvaikeg T0 pootd (30%). Qotdc0 kot ota dV0 POAN 01 TEPIGGOTEPOL BdvaToL
opeiovtal oe kopkivo tov mvedpova (mtocootd mepinov 25%). O kapkivog kot M KopdloyyElokn
vOG0G £0VV TOAALOVG KOWVOUG TOPAYOVTEG KIVOUVOL OMG TO KATVICUA, 1 Toyvsoapkia, 1 EAAeym
QLOIKNG doknong, N avivylevn datpoPn kot o dafrtng. AALOL oNUAVTIKOL TAPAyoVTEG KIVOHVOL
neplhappdvouv ™ ARYN 0AKoOA, v aktvoPoiia (UV 1 1ovifovoa), TNV 0VOGOKOTAGTOAY, TN
YPOVIOL PAEYLOVY] Kl GLYKEKPIEVOLS Aolumoelg tapdyovtes (EBV, HIV, HCV, Hel. Pylori). Ot
KOPLOL TPOYVMOOTIKOL TAPAYOVTES Y10 TOV KapKivo dtaywpilovtal e dcovg oyetilovtal e Tov OyKo
(o110, Prodeikteg Kapkivov), oe dcovg oyetilovtal pe Tov achevi (ONUOYPAPIKA YOPUKTNPICTIKA
GLVVOCT|POTNTA, KOTACTOCT OVOGOTOWTIKOV GUCTHUOTOS) Kol G O0CG0LG oyeTifovion pe To
nepIBarlov (mpocPaon oe eEedikevuévn teyvoroyia kol edppaka). Kabbg o xapkivog givon pia
TOALTTAPOYOVTIKT] VOGOG, 1| TPOYVOGTIKY £PELVA EMIKEVIPAOVETOL KVUPIMG GTNV OVAYVOPICT TOV
TPOTAPYIKOV TAPUYOVI®OV Kivovvov. H ypnon Tov TpoyveooTiKOv HOVIEA®Y GTOV KOPKivo ivol mo
TEPOPICUEVT] OE OYECT UE TNV KOPOlAYYEWKN VOGO KOlU OOV TEPIAAUPAVOVTIOL OTIG
katevBuvinpleg oonyieg. Qotdco, VTAPYoLV KAmow YPNola povtéAo Omwg To Nottingham
Prognostic Index mov mpofAénel v nevtaetn emPioon Hotepa and enéuPacn yio KopKivo HooTtov,
To povtédo Bach kot 1o poviého Adjuvant!.

[Ma ToALG xpOVIA GTOV TOPEN TG TPOYVOONG OEV VIINPYE M EvoTompévn taStvounon 1 évag
oaPNG OYWPIGUOC HETAED TV SaPOp®V €DV TPOYVOOTIKNG épevvac. Qotdco, to 2013
onuovpyndnke po ooumpaln, n PROGnosis RESearch Strategy (PROGRESS), mov mpdrewve
T666EpA SLOKPLTE OAAG GUYYEVIKA £10M.

O tomog 1 1] yevikn mpoyvaotiki EPEVVa. OVAPEPETUL GTO HEGO Kivouvo EkPaomg Tov dlaTpéyet
0 mANBvouog PEAETNG, 0T0 TAiGO, ¥POVo Kot VIO TIC GLVONKES TOL TOPOHVTOG GLOTHLATOS VYELNG.
Emwcevipdvetor kupimg oe HEAETEG TPOOTTIKOV GYEOIOGHOV KOl Ol KUPLEG TNYEG GLGTNLOTIKO
OQAALOTOC OpPOPOVV TO COAAUN ETAOYNG Kol TO o@dApa mAnpopopioc. Ta pétpa oyxéong mov
YPNOOTOOVVTOL Eval OPOPETIKA Yior cuveyels, dydtopeg kot ekfdoelg mov ovpPaivouv cto
rpovo. T Tic ocvveyeig ekPacelg, OTMG TapPAdEIYHOTOS YAPM N OPTNPLOKY TiEST), To KOpla PETPOL
oxéong mepthapPdvouv ™ péon Kot S1dpecn Tipr, o€ GLVOLACUO U TV TVTIKTY omdkAon (SD), to
evootetaptnuoplokd eopog (IQR) «war 1o 1otoypdpupata. To oOTOTIOTIKO HOVIEAO TOL
YpNoomoleitol ivar to pHoviého ypoppukng maAvdopounong (linear regression). I'a Tig dydTOpES
expaoelc (my. Bavatog oe 5 £€tn) ta MO onuavtikd puEtpa oyéong meptlapupdvovv Tov amdALTO
Kivouvo, 1 dpopd Kvdhvov, To Adyo kKivdobvev (RR) kot to Adyo tov mbavothtewv (OR), evd to
HOVTELO OV ypnotpomotleitat Eivor avtd TG AoyloTikng Taivopounong (logistic regression). Télog,
Y T1G eKPAcELg Tov GVUPaivovy GTO XPOVO, T IO CNUOVTIKO HETPA GYECNS KOl GUVAPTNCELS Elval
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T0 TOGOOTO EMMTMONG, N SLVAPTNON emMPi®ONG KO 1 YPOEIKY avamopdotacy] TG (N KOUmOAN
Kaplan-Meier), n cuvéptnon otrypaiov kivovvoo kot o Adyog otrypaiov kivovvev (HR). Ze avt
TNV TEPIMTOON TO OTOTIOTIKO HOVIEAO 7oL oLVNOWG ypnolponoteitoar givor T0  pHovVTELOD
TOAMVOPOUNONG AVAAOYIKOV oTtypiainv Kivdvvev kotd Cox (Cox proportional hazards regression).

O tomog Il 1 épevvo. TPoOYVWOTIKOV TOPAYOVTWV OAVAPEPETOL 6E UEAETEG oV €EeTAloVV TOL
YOPOKTNPIOTIKA (TPOYVOOTIKOVG Tapdyovteg) mov oyetilovion pe pHeTafoAn] oTov Kivouvo Tng
éxPaonc. Avtég ot épevveg daympilovion eMTAEOV GE OlEPEVVNTIKEG KO PEAETES emkupmong. Ot
OlepeuVNTIKEG  €ival PEAETEG TOL  YPNOLUOTOOVVTOL GTHV OVOYVOPLoN VEOV TPOYVOOTIKOV
mopayovtov mov oyetilovror pe pio Ekfoon, yopig mePOPIGUOVE 0T SpdpP®on vrobécemv
(hypothesis-free studies). To uévo mov amoarteiton otig vVroBecelg ivor kamolog Pabudg Proroykng
AOYIKNG. ATO TV GAAN o1 emPBePaiTIKES EPEVVEG 1| £PEVVEC EMKVPMOTG, YPNOLUOTOIOVVTOL GTNV
EKTIUNON KOl EXKVPMOOT] VEOOVAYVOPIGHEVTOV TapaydVI®OV, OTMG TPOKLITOVY OO TIC EPEVVNTIKEG
pueréteg, votepa oamd mpooappoyn (adjustment) yi MOMN YVOOTOOE TOPAYOVIEC OTNV 1OTPIKY
Biproypapio.

O tmogc Il 1 épevva TV TPOYVWOTIKDOV UOVTIEAWV, GTOYEVLEL OTNV  OVATTLED,
EMKVPWOT), EKTIUNOT TNG ATOSOONG KOl ATOTIUNOT TNG EMIMTMOONG LOVTEAWY TOL OITOTEAOVVTOL OTTO
TOAALOTTAOVG  TPOYVOOTIKOVG Tapdyoviec. [Ma v avantvén &vog TPoyveoTiKoD HOVIELOL
YPNOUOTOLOVVTOL SEGOUEVE OO TTPOOTTIKEG LEAETES KOOPTNG KOl TUYOLOTOINIEVES KAVIKEG OOKIEG.
Ot vToyME1ot TPOYVMOGOTIKOL TOPAyovTeS EMALYOVIOL €K TOV TPOTEPOV UE PAON TN CLGTNUATIKN
avaokonnon g Piproypapiog kot T yvoun eW0koOv Ko cvvnBwg ypnolpomoteitor £vag
TPOYVAOGTIKOG Topdyovtag avd 10 yeyovota-ekBaoets. [a v emiloyn TV TEAMKOV TPOYVOCSTIKMOV
mopaydvTev ypnoorolovue gite ) uéBodo g olkng mpocéyyiong (full model approach), otnv
omoio. OAOL 01 TaPAYOVTEG E1GAYOVTOL GTO HOVTEAO €ite TN HEBOSO NG OTASIOKNG TAAVIPOUNONG,
EMALYOVTOC TOLG Tapdyovies otadlokd oty mopeia (forward selection) 1 mepropilovtag tovg
TPOYVAOGTIKOVS Tapdyovieg avdotpoea (backward elimination). H amddoom tov poviédAov cuvimg
extipdTon pe pétpa Omwg m owakpitikn (discrimination) kot 1 wpocapuootiky (calibration)
wavotta. H dtokprtikn ikavotnta extipdror cuvibmg pe to C-index 1 v kapmvin ROC/AUC ko
n mpocapuootikny pe 10 Hosmer-Lemeshow teot, 10 AOY0 TapatnpovUEVOV/TPOGOOKMUEVOV
ekPdoesmv kot T Kapmureg Tpocapuoyns. H enmkdpwon tov poviédov daympiletol oe e00TEPIKN
(Tov ypnopomotel Eva UEPog Tov apykov detypatog TANBuGHoD 1 TEXVNTA VTOAOYIGTIKE dEdOUEVA-
bootstrapping) Kot e£®TEPIKN N OMOl0L KOTNYOPLOTMOLEITOL TEPALTEP® GE YPOVIKY, YEWYPUPIKY| KO
EMKVPWOOT CLVONKOV.

H avavémon/ekouyypovicpog tov poviélov o€ véeg cuvinkeg cuviBmg emtuyydveTon ite pe
npocappoyr] (adjustment) tov Pacwod oTyHOioL KIVOUVOL E€ite pHE TPOCAPUOY OA®V TV
OUVTEAEGTMV TOAVOPOUNONG e Pdon Evav 1| TEPLEGHTEPOLS TTaPAyovTeS Kivduvov. Otav €vag vEog
TAPAYOVTaG TPOCTIOETAL GE £VOL VTTAPYOV LOVTELD OTIG HEAETEG OENONG TPOYVMGTIKNG a&iag, 1 véa
amdooon Tov povtélov cuvnBmg ektipdron pe ogikteg 0mwg o NRI (Net Reclassification Index) ko
o IDI (Integrated Improvement Index). To teAkd povtédo pumopel va mhpel TOAAEG LOPPEG OTIMG EVal
amAO oKop Kvdvuvov, £vog online vroloyiotg (calculator) 1§ éva dudypappo kvovvov. Qotdc0, 6E
KGOe mepimtwon 1 apylkn cuvapTNon TOAVOPOUNOTG TPEMEL TAvTa Vo etvar dtaBéotun Yo Tovg
HEAOVTIKOVG peuvnTéS. TEAOG, 01 HEAETEG EMIMTOONG EKTILOVY TOV OVTIKTUTO TOL HOVTEAOL GTNV
KAk Tpdén. o avtég T1g pedéteg amanteitan 1060 po opdda mapépPaons (0mov Evot dtobécio
TO HOVTEAOD) 0G0 Ko pol opLdida eAEyyov (control-group) yio GOyKpion.

O twrog IV 1 épevva mpoyvwotikwy mopayoviwv amavinons oty Oepomeio, €Eetdlel mola
YOPOKTNPIOTIKA TPOPAETOLV TN OPOPETIKY OvTomOKplon o€ pio ovykekpyévn Oepameio.
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[Ipoyvwotikdc mapdyovtag andvinong otn Beponeio anotedel KOs mapdyovtag mov oyetileTon pe
TNV aVTOTOKPIoT G€ GLYKEKPIULEVN TOPEUPacT. Y Tapy)ovVv TOALOL S10POPETIKOT OYESOCHOT LEAETAOV
nov eptlapPdvouy To oyedlacpd povobepaneiog (treatment-only), CUYKPITIKES UM TUYOLOTTOTNLEVEG
UEAETEC KO LETA-0VOADGELS CLYKPITIK®V dedopévav. Ta cedipata tomov-I kot tomov-II arotedodv
TOVG KUPLOTEPOLS TEPLOPIGLOVG.

O1 61o)01 TG TaPOoLGOG HeAETNG NTaY Ot €ENG:

1. H extipmon g €Ktoong emkipmong Kot TS TOIKIAING TV QavOTUTOV KOl TOV EKPocEDY
Yl TIG Ooieg, €va omd TO CNUAVTIKOTEPO, TPOYVAOCTIKA HOVIEAN KOPOLOYYELWOKNG VOGOV, TO
Framingham Risk Score, &yt ypnowomomfet oty wtpikr ifioypapio.

2. H tovtomoinon peAET@V 01 OOIEG OVOTTUGGOVY 1| EXKVPADOVOVV TPOYVMOCTIKGE LOVTELD Yo
Vv ektiunon dvcopevav exfacewv vyeiag oe acbevelg pe MO €YKATESTNIEVT] KOPIOYYELOKN
v660 (Lovtéra devtepoyevoig TPOANYNC), Kot

3. H pekétm g oyxéong HeTaEL NG LREPTOONG, €VOG ELPEMG  YPTCLLOTOLOVUEVOD
TPOYVMOGTIKOV OEiKTN, Kot TG ékPaong tov Kapkivov (piog ypoviag vooov).

XKOoINnox1

To Framingham Risk Score (FRS) eivor évog, dwagpopomorodpevoc avdioyo 1o @UAO,
aAyOpOHoC oV ¥pNooTotEiTal Yo TV eKTiunoT tov 10-£T00¢ KIVOLVOL aVATTLENG CTEQAVIOING
voéoov e vy dtopa. Efvol iowg to Mo yvootd kol mEPICCOTEPO EMKVPMOUEVO HOVIEAO OTIG
Kapdlayyelokég Tabnoeic. O TpMTOG GTOYOG OGS NTAV VAL X OPTOYPAPHGOVUE TN ¥pnor tov FRS oty
wtpkn PpAoypaeio. Xvykekpyuévo, okomdg pag ntav voa egetdoovpe 1 ypnon tov FRS og
ApopeTIKOHS TANBVGLOVG KOl GUVONKES Kot Y10 SIPOPETIKES EKPACELS GE GYEOT LE OVTEG YOl TIG
OTOIEC OPYIKMOS OMovpyHOnKe.

["a tov okomd avtd evtomicape OAEG TIG mapamounés oto apbpo Tov Wilson kot cvv. (1998),
o6mov 10 FRS apyikdg meprypaptnke, péom g unyavhg avalnmong “ISI Web of Science” péypt
tov Ampido tov 2011 (v=2413 avagopéc). Emdéyybnkov peréteg mov avépepav oty mepiinym
T0VG OTL LToAOYIGaV 1 Yxpnotpomoincav o FRS yio omotoonmote Adyo kar e€aydyape TAnpopopieg
Yoo TV nuepounvia dnupocigvong, tov vmod pelétn mAnbvopd, v €kPacn 1 Tov mopdyovta
KIvOLVOUL e Tov omoio cuoyetiotnke to FRS, kabmg kot yia to oyediacud g perétng.

Evtonicape 375 dokipa apbpa mov avtictotyovcay o€ 471 avaldoELg Kot YpNoYLOToincay To
FRS o¢ npoontikég peréteg (v=141), acbevov-paptopov (v=16) 1 pehéteg emmoiacuov (v=314).
Movo o petoyneio Tov TPOOTTIKOV HEAETMV £lXe ¢ KOPLO 6TOYO TNV EMTEPIKN EMKVPMOOT| TOL
FRS (v=45). O tAnBvuopog mov peietnOnke Ntov 010popeTikoc (amd yevikd 1 vy tAnbuouod) oe 35
(25%) xan 133 (42%) amd TG avaAdoEl KoOpTNG Kol emmolacpol avtiototya. Oleg ot peléteg
acBevov-poptipov eE€tacav vylelg pdptopec. H éxPaon vrd eE€taon Mrov dopopetikn (amod
otepaviaio voco) o 79 (56%) and Tig mpoontikés avalvoelg kot o 10 (63%) amd Tic peréteg
acBevav-paptopov. Zuvorkd, poévo 46 (33%) anod tig 141 npoontikéc avarvoelg e€étalay v idw
ékPaon kot TAnBvouo pe v apyikn peAét yia to FRS.
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SOUTEPACUATIKA, Evag PEYAAOG aptBudc peketdv ypnoyonotovv to FRS yia dapopetikong
TAnBuopove Kot ekPACELS amd OVTEC Yo TIG Omoleg apyikd dnuovpyndnke, 6TOL 1 ATOSOCT TOV
etvan dyvootn kou un emkvpopévn. H mapovsio 1§ n amovsio. GuGYETIcE®V GE U KOPILOYYELLKOVG
TANOvopoUE I6mE OmAG AvTOVOKAG TN OPOPETIKY] OITOSOCT] TOV HOVIEAOV GE OTEC TIC GUVONKEG.
[Tpwv amd TV €PapUOYN TPOYVOCTIKMY LOVIEA®DV GE OOPOPETIKEG GLVONKEG O GYECT LE OVTEG TTOV
apYIK®G dNUovpynonkav, ypeldletol avampocaproyn/avavémon kot eEMTEPIKY] ETKOP®ON TOV
LLOVTEAOVL.

XKOonox 11

H mieoyneio 1oV TpoyvecsTIKOV HOVIEA®V GTIC KOPILOYYEWOKES TAONOELS OVAPEPOVTOL GTNV
npwtoyevny mPOANyT. To poviéla mov avaeépovior oTr OgVTEPOYEVH] TPOANYN VLTOAEImOVTOL
ONUOVTIKA Kot oLVOmG dev €rovv emkvpmbel. XTOY0C Mg NTOV Vo TOPEXOVIE U0 CUGTNLOTIKN
a&loAoynon ¢ pebodoroyiag Kot TV HOVIEA®V oL £yovv avamtuydel yu vo TpoPAéyovv tov
KIVOUVO  gUEAVIONG  KOPOYYEWKAOV  oupPopdtov  oe  oaocbevelg pe MO €yKOTOSTNHEVN
Kapolayyelokny voco. IIpaylotomomoope Hiol GUGTNUATIKY OVOCKOTNGN YPNOLOTOIDVINS TIG
Bacelg oedopévaov MEDLINE xot EMBASE petald lavovapiov 2004 kor Iovviov 2013.
[Tepnednkav 79 apbBpa amd 9965 dvvnTikd dOKIU®Y HEAETOV, TOV TEPLEYPAPAY TNV avirTLEN 80
VE®V HOVTEA®V, TV e€mTepikn emkOpwon 88 kot v avénrtikn a&ia mapaydviov Kvdvvov og 30
Ao LoVTELQL.

Ta meprocdtepa véa povtéra avartuydnkav otig Hvopéveg [olteieg kot tov Kavadd (35%,
v=28), axolovBovueva and v Evpomn (28%, v=22), oe acbeveig pe o otepaviaio cOvopopo
(34%) wo1 yvoot 1 vroyia otepaviaiog vooov (33%), pe péon nikio ta 65 £t kou pe opifovra
npoOPAeyYNs dve tov 3 etov (51%). H mhetoynoeio tov poviéhov ypnoyonoince Cox (68%, v=54) 1
AoyoTikn TaAwvdpounon (23%, v=18) kot 5 éwg 7 mpoyvootikos tapdyovies (36%, v=29), pe v
nAia, To eOAO, T0 16TOPIKO GTEPAVINING VOGOV, TO 010NN Kot TO KATVIGHO VO OTOTEAOVY TOVG 71O
ovyVA xpnoipomolovpevovg mopdyovies. To 81% twv poviéhwv (v=65) ypnowonoincav to C-
statistic/AUC «or 38% (v=30) to Hosmer-Lemeshow 71eot vy 1Tn OloKkpitiky wkovotnto
(discrimination) ko mTpocappoyn tov povtédov (calibration) avtictowya, pe povo 21 poviéia (26%)
Vo £(0VV EGMTEPIKN EXKVPOON.

Yta 88 poviéha mov agopovoav eEMTEPIKN EMKVpmOT, ol acbeveic and v Evpdnn kot Tig
HITA exknpocomfnkav oto 71% tov neputtocewv. [locootd 73% agopodcav v idia mepimov
nika, 62% 1o 1610 detypo TANOLGHOV Kot 42% TO 1010 OMOTEAEGHLA LE TNV OPYLKT, TPOTLTN LEAETT).
To Framingham Risk Score, to CHADS2, 10 SYNTAX «ot to GRACE ftav ta mo ovyvda
emkvpopéva povtéda (39%), evo 1o 70% twv poviédov emkupmbnke eniong yeoypoeukd. To
AUC/C-statistic Ntav owabféoipo yuo to 82% twv poviédwv. Tpidvta poviéda npocavindnkav pe
nAnBvopovg and v Evpdnn kot HITA/Kavadd oto 67%. H otepaviaio vocog ftav n khpla apyikn
Kapdwyyelakn vosog (33%) ko n Bvnoomnta and Oleg Tig ontieg kot to peilova kapoloyyelakd
ocvpupapato (MACE) ftav vrebBuva yio 1o 54% tov ekPdcewv.

To FRS ftav 10 povtélo mov mpwtictmg tpocavénonke e véovg tapdyovies kivdvvov (21%,
v=16), pe to CRP kot 0 NT-proBNP va arotelobv Toug mo cuyvd eEgtalopevoug tapdyoviec. To
AUC/C-statistic 1Tov T0 7O CLYVA YPNOWLOTOOVUEVO WETPO oVYKponG TG Peitioong tov
povtédov (87%, n = 26). H ecwtepicn emikdpmon nparypatomot|fnke o€ EAGYIOTEG TEPMTMGELS KO
oplopéveg mepLoyEg Omwe 1 Appikn N  NOTIoL APEpPIKT EKTPOCOTNONKAV OVETOPKDGS.
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YOUTEPACUATIKA, O aplOUOS TV GpBpmv Yo To LOVTEAD ETAVEUQAVIONG KOPILOYYELNKDV
voonuatwv (CVD) elval onuovtikd pukpotepoc o€ cOykplon He TOV avtiotoyo apldud yo to
LOVTEAQ TTOL OLPOPOVV VY GTOUO TOL dNHOGtELONKOY Katd TNV 1010 mepiodo. H mAsioynopio tov
HOVTEA®V TOVL  YPNOIUOTO0VVTOL €ivol VEO HOVIEAD 7OV ONUOLPYOLVTOL YMPIG KATOAANAN
e€mTEPIKN EMKHPOON 1 HOVIEAQ TTOV avomTOYONKOV opyKd Yo To yeVIKO mAnBuopd (m.y. FRS,
SCORE) 11 dALo mAnBuoud pe wwitepa yopokmpotikad (m.y. CHADS2, SYNTAX). Xvvenmg, oTig
TPEXOVOEG KOTELOVLVTNPLEG 00TYieS deV TTPOTEIVETAL KATOIO0 GLUYKEKPIUEVO LOVTEAO Yol OEVTEPOYEVN
TPOYVOON KAPOYYEIOK®Y VOonUdTeV. Q6Tt000, KOONDS 01 TEPIGGOTEPOL TOPAYOVIES KIVOLVOL
Kopdlyyelokng vocov €xovv MNon kKabiepwbel kot polpdlovior mOAAL KOwA HE OUTE NG
dEVTEPOYEVOLG TPOANYNG, Ol LEAAOVTIKEG TpooTbeleg Oa Empene vo emkevipmBoHv otV eE®TEPIKN
EMKVPWON Kot TNV 0EW0AOYNoN TS amddooNS TV NON LRAPYOVIOV HOVIEA®V Kot Oyl 6T
onuovpyia véwv.

XKOIIOX 111

O 1pitog 0TOYOG pOG NTOV VO EKTUNGOLHE TNV Vmopén mOavig cvoyétions petald g
VIEPTOOTG, EVOS EVPEWMS YPNOYLOTOIOVUEVOD SEIKTN oTNV TPtk PiAtoypagio Kot Tov Kapkivov,
evog amd ta 4 KOpla oM ypoviov voocwv. Me v egaipeon Tov VEQPPOKLTTOPIKOD KopKivov, ot
LEAETEG TOL EKTIHOVV Tn OLOYETION HeTaED LREPTOONG Kol GAA®V KopKiveov eivolr cuyvd
aVTIPOTIKES. ALEENYOUE L0 LETA-OVAADOT] Y10 VO EKTIUNGOVIE QTN T GYEON.

SVYKEKPIUEVO, CUUTEPIAAPOUE PEAETEG TTAPAUTIPNONG TOV EPEVVOVGAV TN GLGYETION UETAED
OTOLOVONTOTE OPICHOD VTEPTOCNG 1) OCLOTOAIKNG KOl OLIGTOMKNG TIEOTG, KOU TOV KvOOVOL
avATTLENG OTOLIGONTOTE LOPPNG Kapkivov, apov mpmta ekteAéoape avalnmon oto PubMed
péypt ko o Noépuppro tov 2017. Yrmoloyicape Tovg GLUVOAKOVG GYETIKOVS Kivdhvoug (summary
relative risks - RRs) kot ta 95% dwwompota epmictosvvng (confidence intervals), ypnoipomoldvog
neBdd0vG OTAOGHEVDV TUYOIOV EMOPACEMY aVAGTPOPNS dtakbpavong (inverse-variance weighted
random effects methods). Xvvolkd evtomiomkav 148 dokiueg onpooievoelg and tig 39,891
TOPOTOUTEG TOV aPYIKDG eEetdotnkay. H mpmtoyeving pag avaivon meptélofe UOVO TPOOmTIKEG
HEAETEC. EEXPIOTES OVOAVCELS OlEVEPYNONKOAY Y10 GLGTOAIKY], OLGTOAIKY] OPTNPLOKY TIECT KO
vréptootn. H mootta tov peletodv ektyundnke pe v kiipoka Newcastle-Ottawa. To 90% twv
HUEAETMOV TTOV YPNGLOTOMONKAV HEAETNOAV TNV ENITTOOT KOPKIVOL.

Aapupavovtag vroyn povo dedopévo amd Tic 85 mpoomtikég peiéteg deEnyape 30 peta-
avaAvoelg yioo 16 dagpopetikd NMon kapkivov. Oetikég ocvoyeticels mapatnpiOnkoy petald
VIEPTAOTG KOl VEPPIKOV, 0pHoKOoAMKOV Kol Kapkivov tov pootov. [apatnprinkav emniong Oetikég
OLGYETIGES HETAED LITEPTOONG Kol KIVOUVOL Y10 0OEVOKAPKIVOHO Kol KOUPKIVOUO €K TAAK®OODV
KUTTAP®V TOV 01G0PAYOV, KAPKIVOL TOV NIATOC, KOOGS Kol Kapkivov Tov gvoountpiov. 261060, N
TAEOYMOI0 TOV HEAETAOV OVTOV OeV €lye TPOPel Oe EKTETAUEVEG TOAVTAPOYOVTIKES TPOGOAPUOYES
vy ovvifelg ovyyutikobg mapdyovies. H  GLOTOAKN Kol SIGTOAIKY OpTNPlOKN  7ieon
oLoYETIOTNKOV LOVO e VYNAOTEPO KiVOVVO Y10 VEQPPIKO KapKivo.

SOUTEPUCUATIKG, EMITPOCHETMG TG MO YVEOOTHG CLGYETIONG UETOED VREPTOONG KoL
Kapkivov Tov veppol, M TPEYOLCH HETA-OVAAVOT TPOTEWVE OTL Ol 00Beveic pe vméptaon iowmg
eupaviCouv emiong vYNAOTEPO KiVOLVO Yo EREAVIOT 0PHOKOAIKOD KOPKIVOL Kot KOPKivOy TOL
HaoToV. 6TOCO, ANOLTEITOL TPOCEKTIKY] EPUNVEIN TOV OMOTEAEGUATOV KAOMG Ol TEPIGGOTEPEG
LETA-0VOADOELS TTEpLeEAdUPavay £va GYETIKA LIKPO aplOpnd HEAETAOV, apKETOL oXeTIKOT Kivovvor glyav
advvaun M HETPLOL OTATIOTIKN oYV Kol iowg emnpedlovtol amd VTOAEITOUEVOLS GLYYLTIKOVS
TOPAYOVTEG.
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