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ABSTRACT 

 

We present Molecular Dynamics simulations results referring to relaxation processes, 

occurring in Cu65Zr35 computer glass at the quiescent state, during tensile solicitation, as 

well as the stress releasing effect that takes place when this material is under constant 

strain. The study comprises a thorough analysis of the thermodynamics, structural and 

dynamical properties of this system. We found a rattling mode of atomic motions that 

takes place in highly localized regions characterized by their high mobility and low 

local density and composed mostly by loosely packed clusters of atoms. The rattling 

mode has a frequency that is essentially independent from both temperature and applied 

strain. However, the regions where the rattling atoms are localized, and thus the 

fractions of atoms undergoing rattling, increase with temperature and applied strain. It is 

argued that the rattling motions constitute the ‘fast processes’ that lie between the β 

relaxation and the Boson peak in the characteristic spectrum of dynamic modes in 

glasses. In addition, we found that our glass exhibited a characteristic endothermic 

response upon straining, which has not been reported before. The study of this response 

and its evolution upon straining indicates the presence of aging and rejuvenation 

processes and delimits the different stages at which each one of these processes is 

dominant in our glass. It is concluded that the fast processes are precursors of the β 

relaxation mode, and could be considered as predictors of the spatial origin of the shear 

transformation zones, governing the onset of plastic flow. Furthermore, during the stress 

relaxation process occurring when the glass is subjected to a fixed strain, the location of 

the rattling atoms coincides with the heterogeneous regions where most of the stress and 

energy of the system is being released, thus they act as the stress mediators of the 

metallic glasses. These results could be useful for the understanding of the complex 

relaxation spectrum of the metallic glasses and provide a better insight of the intricate 

relaxation dynamics that characterizes these materials, especially at the higher 

frequency region. Moreover, the results presented here have important consequences in 

the macroscopic properties of metallic glasses, like ductility, brittleness and toughness 

fracture. It turns out, therefore, that understanding the structural and dynamical 

behaviour of the MGs during these relaxation processes is crucial for eventual control 

and improvement of their properties. 
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Caminante, son tus huellas 

el camino, y nada más; 

caminante, no hay camino, 

se hace camino al andar, 

Al andar se hace el camino, 

y al volver la vista atrás 

se ve la senda que nunca 

se ha de volver a pisar. 

Caminante, no hay camino, 

sino estelas en el mar. 

 

Proverbios y cantares XXIX, Antonio Machado.  

Campos de Castilla, 1912. 

 

Wanderer, your footsteps are 

the road, and nothing more; 

wanderer, there is no road, 

the road is made by walking. 

By walking one makes the road, 

and upon glancing behind 

one sees the path 

that never will be trod again. 

Wanderer, there is no road, 

only wakes upon the sea. 

 

Selected Poems of Antonio Machado,  

transl. by Betty Jean Craige,  

University of Georgia, 1978. 
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1) Metallic glasses 
 

A glass is a solid material in which the atomic structure is non-crystalline (or 

amorphous) and exhibits a glass transition upon heating towards the liquid state. One of 

the processes to obtain glassy alloys is by means of fast cooling. Metallic glasses 

(MGs), also called amorphous metals, were reported for the first time in 1960 by 

Klement, Willens and Duwetz [1]. Using extremely high cooling rates, of the order of 

106 K/s, they were able to quench a molten Gold-Silicon alloy to an amorphous glassy 

structure. Unfortunately, the high cooling rates needed restricted one of the dimensions 

of the material that could be obtained to 20-50 µm, thus limiting the geometries that 

could be produced to ribbons, wires and powders. Therefore, the early research on MGs 

was focused on the discovery of new alloys with an enhanced glass forming ability 

(GFA) and lower cooling rates requirements in order to allow for the manufacture of 

larger pieces, i.e. bulk metallic glasses (BMGs). In the late 1980s and '90s the work of 

Inoue lead to a broader range of metallic glasses with a better GFA and lower 

requirements regarding the cooling rates [2]–[7]. 

 

 

1.1) The glass transition 

 

When a liquid is cooled down below its melting point (Tm) without crystallization 

taking place, it is called a supercooled liquid (SCL) or undercooled liquid. SCLs retain 

some structural aspects from the liquid state. The dynamics of these systems can be 

assessed by means of the viscosity (η) that increases dramatically upon cooling. Such an 

increase in the viscosity hinders the atomic rearrangements in SCLs, resulting in the 

volume alteration with respect to the equilibrium volume at the corresponding 

temperature. When the temperature is further decreased, the system “freezes” in a 

metastable state, thus forming a glass (provided that no nucleation or crystal growth 

occurs). Fig. 1.1 shows the variation of specific volume as a function of temperature. 

The glass transition temperature (Tg) is commonly defined as the temperature at which 

the viscosity reaches 1012 Pa·s [8], and it depends on the way the glass is prepared. For 
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instance, higher cooling rates mean that the atoms have less time to rearrange. 

Consequently, the deviation from the supercooled liquid regime occurs at higher 

temperatures. Due to this dependency, the glass transition does not appear as a true 

thermodynamic phase transition but rather a kinetic effect. In fact, the glassy state 

below Tg is not an equilibrium state and timescales play an important role here: 

Although MGs look like solids on experimental timescales of years, they may look like 

liquids at geological timescales. For this reason, we will refer to this state as metastable 

or quiescent.  

 

 

Fig. 1.1) Variation of specific volume with respect to temperature for a crystal and a glass-
forming material [9]. 

 

 

1.2) Atomic structure of metallic glasses 

 

One of the fundamental differences between crystalline and amorphous materials 

resides in their structure. In the case of crystalline materials, the atomic structure is 

highly ordered: a unit cell consisting of a fixed number of atoms is periodically repeated 

in all directions, providing a long range order. This is not true for amorphous materials, 

and in that sense, they lack long range translational or orientational order. Nevertheless, 

a significant degree of short and even medium range order was predicted, and confirmed 



17 
 

experimentally afterwards [10]–[12]. However, the large amount of possible structural 

configurations of amorphous system complicates their atomic structure analysis and 

many efforts have been done in order to reveal in detail the microstructure of MGs. 

Since MGs can be considered as being basically frozen liquids, it is reasonable to expect 

certain similarities with the atomic structure of SCL, which was suggested to consist of 

icosahedral (ICO) clusters by Frank [13], [14] in order to explain their stability below 

the melting temperature. ICO atomic clusters have five-fold symmetry, and as a 

consequence, they lack translational periodicity but provide high packing efficiency and 

therefore density. Although ICO clusters dominate the atomic structure of MGs, 

experimental results report a large variety of different clusters geometries participating 

in their atomic structural arrangement [12], [15]. These geometries, often called Kasper 

polyhedra [14], could be considered as the main underlying topological short range 

order (SRO) in MGs, however, the fact that, in reality, most of these clusters are 

distorted and/or truncated further complicates their identification and analysis. 

The SRO is not sufficient to fully characterize the structure of amorphous metals. In 

crystalline solids, the symmetric packing of the unit cell links atomic and macroscopic 

scale. In amorphous metals however, the rules by which atomic clusters combine to 

form dense bulk glasses are not so obvious, and several models have been proposed. 

Miracle [16] considered the solute centred atomic clusters as spheres and suggested that 

they are efficiently packed in the form of face-centred cubic (FCC) or hexagonal closed 

packed (HCP) patterns, composing the medium range order (MRO). Such MRO would 

extend to a few cluster diameters (~1nm), when the order breaks down due to internal 

strains and packing frustration. Adjacent clusters share solvent atoms preferably in 

common faces to minimize volume but also in common edges or vertices due to internal 

strains. Sheng et al. [12] suggested a similar model in which the solute centred clusters 

occupy the vertices of bigger icosahedral patterns in the case of alloys with a low solute 

concentration and strings or networks in alloys with a high solute concentration. 

In the particular case of the Cu-Zr model system, Molecular dynamics (MD) 

simulations predicted that the atomic structure is basically composed of ICO Cu-centred 

clusters and Zr-centred rhombic dodecahedral (RD) clusters, in different proportions 

and compositions, depending between others factors, on the stoichiometry of the system 

[17]. Experimental results [18] support the MD predictions. Regarding the MRO of the 

Cu-Zr alloy, Almyras et al. [17] suggested that it was composed by Superclusters that 
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preserve the stoichiometry of the system and are formed by interconnecting ICO-like 

atomic clusters (Fig. 1.2). Li et al [18] suggested that the MRO consist of a string like 

backbone network formed as well by ICO clusters and a liquid like structure filling the 

remaining space. 

 

 

Fig. 1.2) Populations of Superclusters for two different Cu-Zr compositions [17]. 

 

 

1.3) Potential energy landscape and structural relaxation 

 

The thermodynamic metastability of glasses entails structural relaxation, as an attempt 

of the system to reach the crystalline equilibrium phase, increasing its configurational 

order. Such relaxations are associated with significant changes in the physical properties 

of glasses, such as embrittlement, elastic properties and atomic structure. The potential 

energy landscape (PEL) is a very useful concept to understand and describe these 

structural relaxations. Fig. 1.3 depicts a 1-dimensional scheme of the PEL versus 

configurational coordinates. When a liquid undergoes a glass transition, the system gets 

trapped in a local minimum of one of the basins, however, the hierarchical configuration 

of the basins and the broad distribution of energy barriers allow the system to travel 

along the PEL by means of the different structural relaxation processes (Fig. 1.3(b)).  
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Fig. 1.3) (a) Potential energy landscape of glass forming materials [19]. (b) The hierarchical 
structure of basins and the atomic rearrangements associated with the different relaxations 
mechanisms [20]. Notice that Jiang et al. [20] called the Near Constant Loss (NCL) what other 
authors referred to as the fast β’ relaxation [21], [22]. 

 

For electrically insulating glasses, dielectric spectroscopy reveals a range of 

phenomena, intrinsic to the glassy state, spread over a wide range of frequencies       

(Fig. 1.4). The α relaxation (10-6 - 1 Hz) is associated with the glass transition; the β or 

Johari-Goldstein relaxation (10-2 - 107 Hz) is associated with modes in loosely packed 

regions; the boson peak (1012 Hz) is associated with an excess in the low temperature 

vibrational density of states; and infra-red bands are found at even higher 

frequency [23]–[25]. Lunkenheimer et al. [23] found that there are significant dynamic 

modes between the β relaxation and the boson peak; in their comprehensive review of 

glass dynamics, they considered that the discovery of these intermediate fast processes 

(108 - 1011 Hz) was “the most important outcome” of their extended dielectric 

investigations. 

It is now understood that β relaxation in metallic glasses is closely related to the 

deformation mechanisms, the glass transition, atomic diffusion and the breakdown in 

the Stokes-Einstein relation, and to crystallization [24], [26], [27]. The fast processes 

have particular importance because they may be the threshold to β relaxation. In 

particular, the fast processes may be critical in understanding the onset of plasticity in 

metallic glasses, and the link between that onset and structural inhomogeneity [28]. The 

fast processes are stronger relative to the boson peak for glasses formed from more 

fragile liquids [29] (Using the definition of strong and fragile liquids provided by 

Angell [8]). Taking the intermediate-to-high fragility of metallic glass-forming liquids 

into account, fast processes may therefore be significant for metallic glasses. 

(a) (b) 
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Understanding these processes and the onset of β relaxation may assist in the design of 

glasses to optimize properties. 

 

 

Fig. 1.4) Schematic spectrum of frequency-dependent dielectric loss in glass-forming systems, 
showing characteristic dynamic modes [25]. 

 

Dielectric spectroscopy is not applicable to metallic glasses, which have been 

investigated using techniques such as dynamic mechanical analysis (DMA), in which 

characteristic dynamic modes are revealed by peaks in the loss modulus as a function of 

temperature. There is an α-relaxation peak, and β relaxation is indicated by anything 

from an excess wing on the α peak, to a distinct β peak [25], [30]–[32].  Recent studies 

have also found a second fast β’ peak [21], [22] and a near-constant-loss mode [20] on 

the low-temperature side of the β peak. The shifts of loss peaks to higher temperature at 

higher frequency give the effective activation energy of the modes. For β relaxation in 

metallic glasses, the activation energy is 26(±2)RTg [24], [27]; for the fast β' and near-

constant-loss modes, it is roughly half this value [20]–[22]. In the context of the present 

work, we note that binary Cu-Zr glasses exhibit β relaxation as a shoulder on the α peak 

[31]. 

DMA has a limited frequency range, and is incapable of revealing the boson peak. This 

has, however, been detected in measurements of low-temperature specific heat of  

CuZr-based metallic glasses [33], and the boson peak and β relaxation are similarly 

affected by changes in metallic-glass composition [34]. In the absence of direct       
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high-frequency spectroscopy measurements, MD simulations have proved to be a useful 

tool in elucidating structural and dynamic aspects of the boson peak. Jakse et al. [35] 

used MD to simulate a Cu50Zr50 (at.%) glass and found a well-defined peak consistent 

with the specific-heat measurements [33]. They found that the boson peak is associated 

with the “rattling” of both species of atoms in localized regions of relatively low density 

and defective structure. The participating atoms vibrate with mean-square amplitudes 

that are abnormally large and also span a wide range, reflecting the diversity of local 

coordinations. For the boson peak similarly found in MD simulations of a Cu64Zr36 

glass, Ding et al. [36] focused on the 1% of vibrational modes of lowest frequency. 

These soft modes lie in the region of interest for the fast processes in Fig. 1.4. 

 

 

1.4) Mechanical properties 

 

Because of their unique structural characteristics the mechanical properties of MGs 

differ greatly from the conventional crystalline metals. Their superior strength (and 

fatigue strength), fracture toughness, hardness, elastic limit, elastic energy and 

resistance to corrosion, oxidation and wear [6], [7] made them the subject of interest for 

many researchers. Fig. 1.5 offers a comparison of the strength and elastic limit for 

different materials, where MGs occupy a privileged position, with strengths higher than 

the steels alloys and an elastic limit similar to polymers. 

Nevertheless, these desirable properties are accompanied by their inability to undergo 

homogeneous plastic deformation. Without a crystal slip plane, the plastic flow is 

concentrated into shear bands, leading to high flow stresses [37], thus they do not strain 

harden, causing them to be quite brittle, and to fail catastrophically due to the 

uninhibited propagation of the bands. MGs exhibit varying degrees of brittle and plastic 

failure, through intricate fracture patterns, considerably different from that of crystalline 

solids. Therefore, the understanding of the deformation behaviour taking place in MGs 

is critical to maximally exploit their benefits, while avoiding their drawbacks as much 

as possible. 
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Fig. 1.5) Comparison of the strength and the elastic limit for different materials. MGs possess 
higher strength than steels alloys while preserving elastic limits characteristic for polymers 
[38]. 

 

Several theories have been proposed to explain the deformation behaviour of MGs. 

Spaepen [39] considered plastic flow on the basis of the “free volume” model by Cohen 

and Turnbull [40], where deformation occurs as a series of local atomic jumps into 

loosely packed regions, thus the macroscopic flow is microscopically triggered by these 

jumps (Fig. 1.6(a)). The direction of the jumps is aleatory in the absence of external 

forces but in the presence of a stress field, it becomes biased in the direction of the force 

causing the stress, leading to a microscopic plastic shear unit. The free volume can be 

created or annihilated by means of these local jumps and it plays a dominant role in the 

deformation response of MGs.  

In addition, Argon [41] proposed that the accommodation of shear strain in MGs under 

applied stress occurs at the atomic scale, around free volume regions that have a typical 

diameter of 5 atoms. He considered two modes of thermally activated shear 

transformations: one that resembles the nucleation of a dislocation loop, and happens 

below 0.6 tg (Fig. 1.6(b)), through inhomogeneous plastic flow and another one, taking 

place over 0.6 tg, based on the diffuse rearrangement of atoms involving homogeneous 

plastic flow. 

Later, Falk and Langer, using MD simulations, and based on the ideas of Spaepen and 

Argon, proposed the deformation process to be governed by Shear Transformation 

Zones (STZs) [42]. They argued that the MGs response to deformation is viscoelastic at 

low stresses and viscoplastic above the yield stress. The STZs are small regions, of 5 to 
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10 molecules, in special configurations that are particularly susceptible to inelastic 

rearrangements in response to shear stresses (Fig. 1.6(c)). When one STZ creates a 

localized distortion of the surrounding material, the formations of large planar bands of 

STZs, called shear bands, are triggered, causing crack growth and fracture of the MG.  

 

  
Fig. 1.6). Schematic representations of different deformation mechanisms. (a) Spaepen picture 
of an individual atomic jump in which free volume is created [39]. (b) Argon mechanism of an 
intense shear transformation at low temperatures [41]. (c) Falk and Langer figure of a STZ 
before and after a transformation [42]. 

 

Besides the differences in the exposed theories, they are actually very similar in the 

logical construction and in the underlying physics at a phenomenological level [43], i.e. 

all of these theories point to loosely packed (or free volume rich) local regions where 

atoms have an enhanced mobility and the structure is defective, (low content in Full 

Icosahedral (FI) clusters) as the carriers of the plastic deformation in MGs. 

Nevertheless, the basic understanding of the structure and mechanical properties of 

MGs is still very much underdeveloped, especially when compared with the science of 

crystalline materials, and in fact, understanding the glassy nature and the glass transition 

have been considered as one of the deepest and most interesting unsolved problem in 

the solid state theory [44]. 

 

 

1.5) Other properties and applications 

 

Besides the mechanical properties exposed in the previous section, MGs possess 

interesting electromagnetic properties. They have higher electrical resistivity than usual 

metals [38], their resistivity temperature coefficient is small, and can be positive or 

(a) (b) (c) 
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negative [45]. Additionally, they may possess soft magnetic properties. Their 

microstructural homogeneity and the absence of magnetocrystalline anisotropy can give 

very low coercivity and low hysteretic losses [37], they magnetize and demagnetize 

easily and can operate at high temperatures with minimal flux density reduction [38]. 

Furthermore, some of the electromagnetic and mechanical properties appear to be 

correlated [46]. 

Inoue et al. [47] enumerated a rather comprehensive list of fields where MGs have 

potential applications due to their outstanding properties, i.e. striking-face plates in golf 

clubs, frames in tennis rackets, various shapes of optical mirrors, casing in cellular 

phones, casing in electromagnetic instruments, connecting part for optical fibres, shot 

pinning balls, electromagnetic shielding plates, soft magnetic choke coils, soft magnetic 

high frequency power coils, high torque geared motor parts, high corrosion resistant 

coating plates, vessels for lead-free soldering, higher sensitivity type, higher load type 

and smaller size type pressure sensors in various vehicles including automobiles, 

Coriolis type liquid flow meters, springs, slat truck covers for airplanes, in-printing 

plates, high density information storage materials, yoke materials for linear actuators, 

high frequency antennas, magnetic iron cores for high rotation speed motors, 

biomedical instruments such as endoscope parts, implants, scalpel blades, etc.  
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2) Molecular Dynamics simulations 
 

Alder and Wainwright first introduced Molecular Dynamics (MD) simulations in 1957 

[48]. They studied the interactions of a hard spheres system with 32 particles and 

revealed many important properties regarding the behaviour of simple liquids. A few 

years later, in 1964, Rahman [49] carried out the first simulations using a more realistic 

Lennard-Johnes potential, for a liquid Argon system with 864 particles. The first MD 

simulations of amorphous materials, which had results in good agreement with the 

experimental data, were done in 1975 by Heimendahl and Thorpe [50] and Connel [51]. 

In both cases, the glassy structures were directly constructed at the objective 

temperature. MD simulations where the structure was obtained by very rapidly 

quenching liquid configurations were presented one year later, by Rahman el at. [52] for 

a theoretical system of Leonard-Jones particles, and by Yamamoto et al. [53] 

afterwards, who successfully obtained amorphous Iron with a 686 atoms system 

quenched at a cooling rate of 1011 K/s. Since then, much progress has been made in 

terms of computing power, and nowadays it is possible to perform MD simulations with 

billions of particles [54]. Atomistic MD simulations provide a unique insight to study 

the behaviour of atoms, and are an important tool that allows us to reveal and 

understand numerous materials’ properties, which in many cases are inaccessible 

otherwise. 

 

 

2.1) Equations of motion and integrating algorithm 

 

The usual MD approach is a numerical solution of the classical many-body problem. In 

the classical approximation, quantum-mechanical effects are absent and therefore, these 

simulations are valid for temperatures greater than the Debye temperature of the 

material under study and for phenomena requiring times longer than a femtosecond. 

Under these assumptions MD simulations are based on the Newton’s equation of 

motion:  
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 ��� = �� ������	� = −∇���� (2.1) 

Where ��� is the force acting on the atom i with mass mi and position ���, and U is the 

interatomic potential describing the atomic interactions. This equation is then solved for 

each atom, by using a numerical integration algorithm, such as the Velocity Verlet 

algorithm [55], which has been proved to be one of the simplest and most efficient ones 

[56], [57], and it was used for this work. Using the actual position ����	� and velocity ����	� of each atom, and its force calculated by applying equation (2.1), it is then 

possible to calculate the position and velocity that the atoms will have after a small time 

increment, ∆	, by applying the mentioned Verlet algorithm, i.e. equations (2.2) and 

(2.3): 

 ����	 + ∆	� = ����	� + ����	�∆	 + ����	�2� ∆	� (2.2) 

 

 ����	 + ∆	� = ����	� + ����	 + ∆	� + ����	�2� ∆	 (2.3) 

 

this process can then be iterated to compose long MD simulations. In order to solve 

these equations for a system with N particles, 6N initial conditions are required. It is 

possible to use the 3N initial lattice position of the atoms in the system and 3N initial 

velocities, which can be chosen randomly, following the Maxwell-Boltzmann 

distribution so that the mean momentum of the atoms corresponds with the target 

temperature of our system. 

The time increment or time step ∆	 must be carefully chosen [58]. Simulations with 

smaller time steps will yield more accurate results, but will also need more 

computational resources to be completed. In this sense, ∆	 must be small enough to 

ensure stability and avoid the influence of round off errors, while ensuring that the 

simulation can be finished in a reasonable amount of time. Generally, a ∆	 of the order 

of few femtoseconds is a good choice. Notice that during that period of time, the atomic 

forces are hypothetically constant.  
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The output of the aforementioned process is the trajectory of the system in the phase 

space, i.e. the positions and velocities of the atoms for each time step. These quantities 

can then be used to calculate some thermodynamic equilibrium parameters such as the 

temperature, the pressure and the stress, the local density distribution function and 

dynamic quantities as the phonon density of states, memory functions, etc. For instance, 

the temperature of the system is calculated as:  

 � = 23��� �� �����2��
�
��� � (2.4) 

where �� is the Boltzmann constant and �� and �� are, respectively, the momentum and 

the mass of atom i. The local atomic stress tensor over the volume  , around a particle i 

at position ��� can also be calculated by applying the virial stress formula [59]:  

 

 !� = 1 #−����� ⊗ ��� + 12 � ���% ⊗ ���%�
%�&�� ' (2.5) 

where �� is the mass of the particle i with velocity ���, the index j runs for the 

neighbouring particles around particle i, located at ��%. ���% is equal to ��% − ��� and ���% 
represents the inter-particle force applied on particle i by particle j. The total stress 

tensor of the system can be computed by adding the stress tensor of each particle 

calculated through the equation (2.5). Under hydrostatic conditions, the external 

pressure is a third of the trace of the internal stress tensor of the system [60], i.e.:  

 � = 13 (!)) + !** + !++, (2.6) 

The external pressure may be similarly computed from the virial theorem[60]: 

 � = ���� − 13#� ���% · �.�%����%
�

�,%0� ' (2.7) 

where V is the volume, N is the number of particles, T is the temperature of the system 

and .�% is the interatomic potential between particles i and j. 
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2.2) Interatomic potentials 

 

Interatomic potentials are the most important input for MD simulations since they 

contain all the interactions that will control forces and hence, the positions and 

velocities of the atoms in the system. In the simplest approach, these interactions occur 

in a pair-wise base. The interaction must be repulsive at very short distances to resist 

compression and avoid collapse, and attractive at larger distances to represent the 

bonding of atoms. A basic example is the Lennard-Jones potential (Fig. 2.1), first 

proposed in 1924 [61], which has been extensively used in MD due to its simplicity. 

This potential, however, is not able to account for more complex interactions where the 

local environment must be taken into account.  

 

 

Fig. 2.1) Lennard-Jones potential. The Red line indicates the sum of the repulsion and 
attraction terms. The separation at the energy minimum, R=1.12σ, indicates the equilibrium 
distance for a pair of particles [62]. In this plot, σ represents the lattice separation distance and 
it is used as a normalization factor 

 

In that case, there are better approaches, i.e. the so called many-body potentials, as the 

Tight-Binding scheme in the Second Moment Approximation (TBSMA) [63] and the 

Embedded-Atom method (EAM) [64]. In these potentials, the electron density of states 

in the environment of an atom is calculated from the contributions of surrounding atoms 

and taken into account for the resulting potential energy, which can be expressed by the 

following formula: 
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 � = 12�123(��%,	
%&� + �2 5�63	

%&� (��%,7 (2.8) 

where 123(��%, is a short-range pair potential interaction of atoms i and j (with element 

type α and β respectively) and �2 is the embedding energy, which is a function of the 

atomic electron density 63. Notice that, in this way, although the MD simulations 

method is based on classical mechanics, it can account for quantum effects implicitly, 

by means of the potential. Because the interaction distance of particles is usually 

negligible after a certain distance, a cut-off length of the order of a few Angströms is 

introduced, and interactions beyond that distance are considered to be zero. Both the 

pair potential and the embedding functions are usually determined empirically from 

known properties of the materials. In the present work we used a particular EAM 

potential developed for the Cu-Zr system by Cheng et al. [65], which has been proved 

to reproduce accurately the experimentally measured properties of the constituting 

elements and their crystalline and amorphous alloys [66], [67]. This potential was 

developed using the force-matching method [68] by fitting the predetermined PEL 

(potential energies, atomic forces and stress tensors of the ensembles). The PEL was 

first studied via VASP [69]–[71] ab initio simulations for the crystalline, liquid and 

glass phases. Cheng et al. [65] further refined the generated EAM parameters using a 

recursive method and the data were compared to a large set of experimental and ab 

initio data. Fig. 2.2 [72] shows the embedded energy, pair potential and density 

functions as well as the cohesive energy comparing the ab initio calculations (points) 

with the EAM potential (lines). More information about the potential, as well as its 

parameters can be found in [72]. 
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Fig. 2.2) (Top) the cohesive energy comparing 
the ab initio calculations (points) versus the 
EAM potential (lines). (Right) The embedded 
energy, pair potential and density functions of 
the EAM potential [72]. 

 

 

 

 

2.3) Periodic boundary conditions 

 

MD systems can be discretized spatially and run in parallel in several computer nodes, 

in order to simulate larger ensembles in the same amount of time. Up to date, the largest 

MD simulation was performed by Eckhardt et al. [54], containing 4.125·1012 atoms. 

Despite the impressive size of their system, the truth is that it is still far below the 

Avogadro’s number (6.022·1023) of particles that macroscopic systems have, not to 

mention that the computational resources and time required to run such massive systems 

are not available to everyone, and in reality, most of the work published nowadays is 

based on systems containing from a few thousands to a few hundreds of thousands 
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particles. In such small systems, surface effects can have a great influence compared to 

their macroscopic counterparts, where only a small portion of particles are close to the 

surface. In order to eliminate the surface effects in MD simulations, Periodic Boundary 

conditions (PBC) [73] are applied, mimicking an infinite system and allowing to 

reproduce the macroscopic behaviour of bulk materials. The use of PBC introduces 

identical images of the simulation box side by side as shown schematically in Fig. 2.3.  

 

 

Fig. 2.3) Periodic Boundary Conditions. Images of the simulation box (in the centre) are 
attached side by side in all dimensions. When a particle leaves the box from one side, it re-
enters from the opposite one with the same velocity [74]. 

 

Consequently, a particle that leaves the simulation box during the run re-enters it 

through the opposite side with the same velocity. Additionally, the particles that are 

near the borders of the box can interact with the particles in the adjacent copy and 

undesired surface effects can be avoided. Still, the simulation box should be long 

enough to avoid particles interactions with themselves, which means a minimum box 

length of at least two times the potential cutoff mentioned in the previous section, 

known as minimum image convention. Notice that PBC can be imposed in one, two or 

the three dimensions depending on whether the system under study must simulate 

respectively a wire, a surface or a bulk material. 

Alternatively, it is also plausible to simulate the bulk behaviour and reduce the 

influence of surfaces by using very large systems and fixing the boundary particles in 
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their positions. In that case, it is recommended to exclude from the analysis the particles 

that are near the borders. 

 

 

2.4) Statistical ensembles. Thermostat and barostat 

 

MD simulations can be run in several statistical ensembles. In the microcanonical 

ensemble (NVE), a number of particles (N), are contained in an isolated box of volume 

(V) and therefore the total energy of the system (ET) is constant. The corresponding 

Hamiltonian of the system coincides with the total energy and it can be expressed as: 

 

 8 = 9: = ; +  = 	� <��2��
�
� +���

�  (2.9) 

 

where K and U represent the kinetic and potential energy of the system respectively, <�	  
is the momentum of the atom i, and Ui is its potential energy. Under these conditions, 

the system is isolated from the external environment.  For that reason, it is a very useful 

ensemble for checking the internal stability and the degree of reached equilibration by 

simply observing how well the total energy is conserved.  

When the temperature of the system needs to be controlled, for instance to melt or to 

cool down the system, the canonical ensemble (NVT) is commonly used. In this case, 

the number of particles (N), the volume of the box (V) and the temperature (T) are kept 

constant. To this end, a thermostat needs to be applied. There are several thermostats 

based on different theories and with different characteristics [75]. For this dissertation, 

we used the Nose [69] thermostat, for which it has been proved that the resulting 

Hamiltonian refers to a canonical ensemble [77]. Conceptually, the Nose thermostat 

introduces an extra degree of freedom, s, and its associated momentum ps, to account 

for a virtual thermal bath. The Hamiltonian of the system then becomes: 
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 8 =	� <��2��=� +���
� +�

�
<>�2? + �3� + 1����@A	= (2.10) 

 

where Q is an effective mass of the thermostat that determines the frequency of the 

temperature fluctuations, kB is the Boltzmann’s constant and T is the temperature of the 

thermal bath. If the system is at thermal equilibrium, the value of s becomes 

approximately one, thus the associated momentum ps is close to zero and we recover the 

microcanonical Hamiltonian composed by the kinetic and potential energy of the 

system. In that sense, deviations from the thermal equilibrium will provoke deviations 

of s with respect to unity. Still, if the deviations are small, the changes in the value of s 

are also small. We can take advantage of this property to estimate the equivalent to the 

kinetic energy of our system in the microcanonical ensemble even when we are using 

the canonical ensemble. If we subtract from the Hamiltonian, shown in the equation 

(2.10), the potential energy (∑ ��� ) and half the potential introduced by Nosé  

(��3� + 1����@A	=)/2), the remaining terms represent the equivalent to the Kinetic 

energy of the microcanonical ensemble (provided, as mentioned, that the deviations 

from the thermal equilibrium are small). This quantity will be referred to as Km.  

If the pressure of the system needs to be controlled, a barostat can be applied. The 

barostat adds new terms to the Hamiltonian in a similar fashion as the thermostat, 

although in this case, it allows the fluctuation of the simulation box size so the system 

pressure can match the external pressure. For the present work, the Andersen [78] 

barostat was used. When the thermostat and the barostat are combined, the pressure and 

temperature of the system are kept constant, which corresponds to the Isothermal-

Isobaric ensemble (NPT). In that case, the Hamiltonian has the form:  

 

 8 =	� <��2��=� � CD +���
� +�

�
<>�2? + �3� + 1����@A	= + <E�2F + �G)H  (2.11) 

 

where V is the volume of the system and W is the effective mass of the Andersen piston 

as Q is the effective mass for the Nose thermostat. In this case, the equations of motions 

become: 
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 ������	I� = − 1� � CD
������%I − 1= �=�	I �����	I − 23 � �	I �����	I (2.12) 

 

 ��=�	I� = − =  � CD ���
�
� J�����	IK� − �3� + 1����=? + 1= L�=�	IM� (2.13) 

 

�� �	I� = − =�3F � CD ���
�
� J�����	IK� − =�3F + 1= N�=�	I � �	I +�����

�
������IO − �G)H =�F (2.14) 

where: 

 ���I = ��� � CD 																		I = P�	=
H
	  (2.15) 
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3) Characterization Methods 
 

3.1) Radial distribution function 

 

The radial distribution function (RDF), often called g(r), pair distribution function or 

pair correlation function, is commonly used to characterize the structure of a system of 

particles and it is particularly useful for liquids and amorphous materials. In general, it 

is calculated as: 

 Q��� = 14S��6�	��T�
% (� − U���%U,�

�  (3.1) 

where N is the total number of particles in the system, 6 is the density (N/V) and ���% is 

the distance between particles i and j. The summation over the j indexes is actually a 

histogram of the j particles surrounding particle i, as a function of the distance from 

particle i, and the summation over the i indexes averages for all particles in the system. 

For this reason, the RDF is rather a histogram than a function per se. Physically, the 

quantity 6g(r)dr represents the “probability” of finding a particle at a distance between r 

and r+dr, given that there is a particle at the origin of r. Note that this “probability” is 

not normalized to unity, but instead we have:  

 

 P 6Q���4S��V�W
X = � − 1 ≈ � (3.2) 

 

and in fact, the quantity 6Q���4S�� is actually the number of particles in a spherical 

shell of radius r and thickness dr centred at a reference particle i. The function g(r) can 

also be thought of as the factor that multiplies the bulk density 6 to give a local density, 6��� = 6Q���, about some fixed particle [79]. The g(r) is zero when r → 0 because it is 

not possible to find a particle at a distance shorter than the particles’ diameter, and it 

tends to 1 when r → ∞ because it is normalized with the density of the system. An 

example of a two dimensional configuration of particles and the associated RDF can be 

seen in Fig. 3.1, where the colour of the particles depends on the distance to the 
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reference (black) particle and the same colour dependence has been used to separate the 

different regions in the RDF. 

 

Fig. 3.1) Particles are coloured depending on the distance to the reference black particle. The 
same colour scheme is used in the g(r) to illustrate the different likelihoods of finding a 
neighbouring particle at a certain distance, r [80]. 

So far, no distinction has been done regarding the species of particles i and j and in this 

case, the RDF if often called total RDF. However, the RDF can also be calculated 

between specific pairs of atomic species present in the system (i.e. element types α and 

β). Then, the RDF is called partial radial distribution function (PRDF) and it takes the 

form: 

 

 Q���23 = �4S��6�2�3 	��T�Z
% (� − U���%U,�[

�  (3.3) 

 

where Nα and Nβ are the total number of particles of type α and β. For instance, in the 

case of a system composed by Cu and Zr atoms, it is possible to calculate the total RDF 

by not taking into account whether the atoms are Cu or Zr (total RDF) and it is also 

possible to calculate the PRDF for the different pair combinations (i.e. Cu-Cu, Zr-Zr 

and Cu-Zr). The total RDF is also a weighted average of all the PRDFs. 

The RDF provides statistical information about the atomic ordering, allowing for 

example, to characterize the different elemental phases. Fig. 3.2(a) illustrates an 

example for solid, liquid and gas Argon. The maxima indicate the average location of 

the successive neighbourhoods and the widths of the peaks indicate the average 

“thickness” of those neighbourhoods. In fact, the first minimum of the RDF is often 
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used as a cutoff when determining the limits of the first neighbourhood. In addition, the 

area under the peaks is the average number of atoms in the corresponding 

neighbourhood, which can be specified by element if the PRDFs are known. The RDF 

for amorphous systems is quite similar to the RDF of a liquid, which is not surprising, 

considering that, as we saw in section 1.1), amorphous materials are SCLs very fast 

quenched into the solid state, thus they retain some of the structural properties of 

liquids. Fig. 3.2(b) illustrates an example of a typical Cu-Zu RDF for different 

stoichiometries, obtained by X-rays diffraction (XRD) and Neutron diffraction (ND) 

methods at room temperature [15]. 

 

 

Fig. 3.2) (a) RDF for solid (50 K), liquid (80 K) and gaseous (300 K) Argon [81]. The different 
phases of matter are clearly distinguishable from the peaks distribution. (b) RDFs for several 
stoichiometries of amorphous Cu-Zr obtained by X-rays diffraction (XRD) and Neutron 
diffraction (ND) methods at room temperature [15]. 

 

 

3.2) Voronoi tessellation 

 

The Voronoi tessellation is a method to divide a certain space containing points into 

regions, where each of those regions is centred on one of those points and the partition 

is made based on the distance to the surrounding points. It was developed by Georgy 

Voronoi in 1908 [82] and it has been commonly used in material science in order to 

analyse the atomic structure. In that case, each atom represents one of the mentioned 

points, and the region around it represents the cell where the atom resides. The cells are 

(a) 
(b) 
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defined by the intersections of planes drawn perpendicularly to each line that connects 

the central atom with each of its surrounding neighbours. If the radii of the particles are 

specified, the distances (from the central atom) at which the planes are drawn are 

weighted accordingly. Otherwise, the planes are drawn at the bisection of the lines. The 

region enclosed by these planes defines a polyhedron and its faces are called Voronoi 

faces (VF). The shape of the Voronoi polyhedron is characterized by the Voronoi 

indexes: < n3 n4 n5 n6 n7 …>, where ni denotes the number of i-edged VF. Fig. 3.3 

shows some examples of the Voronoi tessellation method. In addition, the volume of the 

Voronoi polyhedron, called Voronoi Volume, can be considered as a good 

approximation of the atomic volume for the central atom. 

Atoms sharing a VF are considered to be nearest neighbours, and so it is commonly 

accepted that the number of VF of an atom is equal to its coordination number (CN) 

[18], [83], [84], which enable the analysis of nearest neighbours without the need of a 

cutoff distance. However, it is worth noticing that this method does not distinguish 

between the nearest neighbours and the next nearest neighbours. For example, at atom 

in a body-centred cubic (BCC) unit cell has eight nearest neighbours and six next 

nearest neighbours, but its Voronoi index (Fig. 3.3(c)) is < 0 6 0 8 >, which means a CN 

of 14. In the present work, the Voronoi analysis has been carried out with the Voro++ 

package developed by C. H. Rycroft [85]. 

 

Fig. 3.3) (a) example of 3D Voronoi tessellation. (b) Voronoi cell around the central atom A. 
The Voronoi polyhedron has 3 faces with 4 edges and 6 faces with 5 edges, so the 
corresponding Voronoi index is < 0 3 6 0 > (c) the nearest neighbours of atom A. [83]. (d) 
Voronoi cell corresponding to a BCC lattice with Voronoi index < 0 6 0 8 > indicating a CN of 
14 [86]. 

 

(d) 
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3.3) Clusters analysis 

 

The Voronoi tessellation is especially useful to analyse the Atomic volume, and to some 

extent, the CN. However, it is rather strict when it comes to the classification of cluster 

geometries because small deviations in the arrangement of the atoms can yield quite 

different Voronoi indexes, and in addition, it is not guaranteed that two geometries are 

equal just because they share the same set of Voronoi indexes [87]. If, as it happens in 

reality, there is a considerable amount of truncated and distorted clusters, the number of 

different Voronoi indexes that are found in the system and their classification can be 

overwhelming. 

In order to obtain information on the possible clusters in the system, including the ones 

that are distorted and/or truncated, Almyras et al. [88] developed a method based on the 

comparison of model polyhedrons with the atomic topological arrangements present in 

the system. The cluster analysis procedure considers prototype polyhedrons of 13-atom 

Icosahedron (ICO), 13-atom Cuboctahedron (CUB), 13-atom truncated tetrahedron (TT) 

and 15-atom Rhombic Dodecahedron (RD). In addition, they introduced truncated 

clusters into the analysis, by considering local arrangements where up to 25% of the 

atoms are missing (i.e. at least 10 atoms for a 13-atoms cluster or 11 for a 15-atoms 

cluster are enough for the comparison), which increases the number of possible clusters 

without affecting the results qualitatively. For the analysis, every atom in the system is 

considered as a possible centre of a candidate cluster. Neighbouring atoms at a distance 

shorter than a certain cutoff (obtained from the PRDFs) are then selected as nearest 

neighbours. Finally, the candidate cluster composed by the selected set of atoms is 

compared with the mentioned geometrical models. For the comparison, they build the 

function R, which is the root mean square distance between the locations of all atoms of 

the candidate cluster from the atoms of the prototype clusters. The function R is the 

objective of a non-linear minimization fitting, during which, the prototype clusters are 

allowed to rotate and modify their size. The minimum value of R among the prototypes, 

serves as the criteria to select the best match between the candidate cluster and the 

different polyhedrons considered. Furthermore, the value of R after the minimization 

has taken place, provides an estimation of the amount of deformation present in the 

candidate cluster, in other words, it is regarded as the error of the fit. Fig. 3.4 illustrates 

some examples of the method. Several topological arrangements of atoms (red balls) 
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and the prototype cluster with the best fit (blue balls) are shown for an ICO cluster with 

R = 0.35 Å2, an ICO cluster with R = 0.53 Å2 and a RD cluster with R = 0.85 Å2. 

 

 

Fig. 3.4) Ball and spoke representations of atoms arrangements (in red) and fitted prototype 
clusters (in blue). The numbers indicate the distance between the centres of the atoms (white 
arrows). (a) ICO cluster with R=0.35 Å2. (b) ICO cluster with R =0.53 Å2. (b) RD cluster with 
R=0.85 Å2. 

 

After the process is done, each atom in the system is assigned a prototype cluster with 

the corresponding value of R. It is then possible to build histograms for each cluster 

type, as a function of R (See section 4.2)), including all atoms in the system. This 

allows for a detailed description of the whole system’s microstructure with just a couple 

of plots and it is one of the biggest advantages of the method over the Voronoi 

tessellation. Additionally, further classification attending to how well the candidate 

cluster fits the prototype can be done. For example, ICO clusters could be additionally 

classified as “perfect” (R ≤ 0.3), “good” (0.3 < R ≤ 0.6) or “distorted” (0.6 < R ≤ 0.8). 

 

 

3.4) Mean squared displacement 

 

The mean squared displacement (MSD) measures the deviation of a particle position 

with respect to a reference position over time. It is a common tool to study the dynamics 

of a system through the average of the individual dynamics for each of the system’s 

particles. It is defined as: 
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 \]^�V	� = 〈V���V	�〉 = 1
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 ����	X�,�〉
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 (3.4) 

 

Where V	 � 		 
 	X is called the delay (or time interval), the factor �� together with the 

sum indicates the average over N particles, the angle brackets represent a time average 

and ����	� is the position of particle i, at a certain time, t.  

 

 

Fig. 3.5) MSD of the Cu64Zr36 system, as a function of the delay t, for different temperatures 
[89]. 

 

The MSD dependence on the delay, dt, can be modelled as a power law, i.e. 

〈V���V	�〉~;	∝, where K is a constant. The value of α (the slope in a log-log plot, as in 

Fig. 3.5) indicates how particles move [90].  A value of α > 1 means superdiffusion. In 

the special case in which α = 2 (see Fig. 3.5 for dt < 100 fs), the particles move 

ballistically. If 0 < α < 1, we have subdiffusion. There is another special case in which 

α = 1, which means than the particles have normal diffusion, also called random walk or 

Brownian dynamics, typical of the liquid state. A plateau (i.e. α = 0) in the MSD plot, 

indicates confined movements (particles are moving inside a cage) which is the typical 

dynamics in solid materials. The upturn after the plateau is an indication of cage 

breaking [91], [92], i.e. the particles are escaping the cage in which they were confined.  

<
 r

2 
>
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Additionally, the diffusion coefficient, D, can be extracted from the slope of the MSD 

when → ∞ , through the Einstein equation:  

 ^ = 12e limiH→W VV�V	� 〈V���V	�〉 (3.5) 

 

where A is the dimension of the space (i.e. 3 for a 3D system). 

For this dissertation, we have used, besides the MSD, a parameter we called “Squared 

Differences” (SD), which is basically the MSD without the time average:  

 ]^�	� = V���	� = 1��(����	� − ����0�,��
���  (3.6) 

In the SD, the reference snapshot with the positions of the particles, ����0�, is fixed and 

subsequent snapshots after a time t are then compared to the reference. While the MSD 

proportionate information about the dynamics of the system in average during the whole 

length of the trajectory, the SD proportionate the information about how those dynamics 

change over time with respect to a certain reference. This becomes very useful and 

complements the information obtained by means of the MSD when the dynamics of the 

system evolve with time. For instance, during a long simulation where the system is 

being strained in the elastic and plastic regimes, the information provided by the MSD 

is actually an average of the dynamics taking place on those two regimes, while with the 

SD it is possible to extract the dynamical behaviour of the system during the elastic 

regime and observe how it evolves when entering the plastic region. However, the SD 

needs to be averaged over a large number of particles N; otherwise the results are too 

noisy to extract detailed and accurate information. The values presented in this 

dissertation regarding the MSD and the SD during the strain process, have been 

calculated considering and removing the affine displacements of the atoms introduced 

as part of the techniques commonly used to simulate deformation processes. 

Additionally, we have used one more indicator defined by Falk and Langer [42] and 

generally referred to as ^k�l� �	, ∆	�, which is the local deviation from affine 

deformations during the time interval m	 − ∆	, 	n. To calculate this parameter, they 

defined the quantity ^��	, ∆	� as: 
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 ^2�	, ∆	� =��(�l��	� − �X��	� − e,��l  (3.7) 

 e =��T�% + o�%� × q�Ar �	 − ∆	� − �0r �	 − ∆	�s%  (3.8) 

where the indexes i and j denote spatial coordinates and the index n runs over the 

molecules within the interaction range of the reference molecule (with index n = 0). The 

value of ^��	, ∆	� is then minimized by calculating the strain εi,j as: 

 o�% =�t�uu v%uw� − T�% (3.9) 

where:  

 t�% =�x�l��	� − �X��	�y × x�l%�	 − ∆	� − �X%�	 − ∆	�yl  (3.10) 

 v�% =�x�l��	 − ∆	� − �X��	 − ∆	�y × x�l%�	 − ∆	� − �X%�	 − ∆	�yl  (3.11) 

In their work, they claimed that the ^k�l�  is an excellent diagnostic to identify local 

irreversible shear transformations and since then, it has been broadly used by many 

authors to characterize the initiation and propagation on the STZs [28], [36], [93], [94]. 

 

 

3.5) Overlap parameter 

 

The Overlap parameter (Q) is an order parameter designed to compare two different 

glassy configurations [95]–[100] at times t and t0. It is defined as: 

 ?�	� = 1��z�
��� mV − |����	� − ����	X�|n (3.12) 

Where N is the number of particles, ����	� is the position of particle i, at a certain time t, 

d is a threshold or cutoff which depends on the phenomena under study and θ is the 

Heaviside step function, which is 1 when V ≤ |����	� − ����	X�| and 0 otherwise.  
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The value of Q goes from 1 (identical particle coordinates within the tolerance of d) to 0 

(completely uncorrelated configurations). In other words, 1 − ? gives the proportion of 

particles that have moved more than d in a time 	 − 	X. Moreover, it is possible to 

extract a relaxation time by measuring the time at which the decay of Q reaches the 

value 1/e, similarly to the case of the self-part of the intermediate scattering function 

(�>����, 	�). In fact, the relaxation times obtained by means of Q and �>����, 	� are very 

similar [97]. The advantage of Q over �>����, 	� is that for �>����, 	�, one needs to specify a 

wave vector ���, which points at a specific direction whereas in the case of Q, it is enough 

to choose the cutoff d. Indeed, Q is more interesting for materials lacking a well-defined 

periodic lattice, as it is the case of glasses, because there are no predetermined 

directions along which the atoms will move, as opposed to the crystalline materials. 

The value of Q depends heavily on the cutoff d, which is typically of the order of 0.3 Å 

[95], [97], [99], i.e. above the vibrational amplitude of the particles. In our case, we 

calculated Q for several values of d, which permitted us to obtain different relaxation 

times as a function of this cutoff. We also applied the Overlap parameter in two 

different ways, following the distinction we made between the MSD (comparting two 

configurations separated by a certain time delay, dt, and calculating time averages for 

the whole length of the trajectory) and the SD (comparing each configuration with the 

reference configuration at time 	X = 0. 

 

 

3.6) Jumps analysis 

 

So far, we have seen the main tools used to analyse the system dynamics. Although all 

of these tools are very useful, they generally capture the average dynamics of the 

system, and it is often complicated to extract any information about local or individual 

dynamics. Even though these methods are normally applied on an atom by atom basis, 

the output is very noisy at that level and an average over all atoms in the system is 

generally required. In this work, we aimed in exploring the individual atomistic 

dynamics with an acceptable precision and more specifically, to analyse the atomic 

jumps taking place in the system. Additionally, we required a method that triggered a 
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clear signal when a jump takes place, allowing us to calculate jumps probabilities and 

frequencies. Unfortunately, none of the previous tools presented in this chapter is 

designed to do so. 

In order to capture such events, we developed and applied our own method, based on 

the hypothesis that, if we build a histogram with all the positions that an atom occupies 

during an interval of time, the shape of that histogram would be Gaussian-like, with its 

average value situated at the position where the atom spends most of the time, i.e. the 

equilibrium position around which the atom is vibrating, and with its standard deviation 

indicating the mean amplitude of the atom vibration. Fig. 3.6(b) shows the mentioned 

histograms for each coordinate of the atom trajectory depicted in Fig. 3.6(a). Notice that 

no events are present in the x coordinate of that trajectory, i.e. the atom is not jumping 

in that coordinate. Once we obtain the histogram, we perform a non-linear minimization 

fitting to a Gaussian model function. The results are the average and standard deviation 

of the Gaussian-like distribution, i.e. the equilibrium position and the mean vibration 

amplitude for each of the atom’s coordinates respectively. For non-jumping atoms, the 

evolution of their three coordinates in time is very similar to the evolution of the x 

coordinate shown in Fig. 3.6(a) and the Gaussian-distribution of the positions for each 

coordinate is practically the same as the one depicted in Fig. 3.6(b) that refers to the x 

coordinate. 

If the atom vibrates around two different positions, A and B (as in coordinates y and z 

in Fig. 3.6(a)), then the histogram would show two peaks, one corresponding to the 

position A and another corresponding to the position B, indicating that the distribution 

was actually composed by two Gaussian-like distributions, as it can be seen in Fig. 

3.6(b) for the coordinates y and z. In this case, the method is able to separate the two 

Gaussians-like distributions composing the histogram, and output, as a result of the 

fitting, two averages and two standard deviations, each corresponding to the each of the 

two Gaussians distributions. The standard deviation of each of the two Gaussians is then 

used to set up a threshold for the position, which indicates at any time whether the atom 

is vibrating around one position or the other. The capture of an event is triggered when 

the atom crosses the threshold, i.e. when a jump takes place. Notice as well that the 

areas of the distributions are representative of the probability of finding the atom in each 

of the two possible positions. In this example, position A is a more stable position while 

position B is rather metastable. To avoid false signals due to unsuccessful attempts of 
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atomic jumps (as the one that can be seen in the y coordinate in Fig. 3.6(a) when 

t ~ 35 ps), we impose a minimum residence time of 1.5 ps. Changes of positions below 

that time threshold are discarded. In the same fashion, we imposed a distance threshold 

of 0.6 Å between the two positions in order to consider them for the analysis. 

The method as described lacks the ability of fitting more than two Gaussians functions 

per coordinate. In general, we observed that, at the temperatures at which we performed 

the analysis, atoms were mostly jumping between two fixed positions, so there was no 

need to increase the number of Gaussian functions that could be fitted. Atoms having 

more than two equilibrium position were observed for very large trajectories, but in that 

case, we split them into shorter ones and analysed them separately, thus reducing the 

probability of the atoms vibrating around three or more different equilibrium positions. 

Nevertheless, it would be possible to upgrade the method to include the possibility of 

fitting more Gaussians, so the jumps for atoms that vibrate around three or more 

equilibrium positions could be analysed more precisely. Such a modification would 

decrease the error in the measurements of the jumps and would also permit the 

application of the program to trajectories at temperatures higher than 600 K, which was 

the higher temperature of the systems studied in this dissertation.  
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Fig. 3.6) (a) Atomic coordinates vs time of a rattling atom. The atom jumps in the y and z 
coordinates, but not in the x direction. The lines have been shifted on the y axis to start at 0, 2 
and 4 Å, and the labels A and B are used to distinguish the stable and metastable positions 
respectively. (b) Probability density histograms for each coordinate. Notice the two peaks 
present in the histograms belong to the coordinates in which the atom is jumping (y and z) and 
the unique peak in the coordinate in which the atom does not jump (x). The labels A and B 
correspond to the same labels in (a). 

(a) 

(b) 

A 
B 

A 

B 

A 

A B A B A 
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4) The quiescent state 
 

The results presented in this thesis were mostly obtained from two Cu65Zr35 (at %) 

systems quenched at different cooling rates. We will refer to them as the fast cooled 

system (FCS) and the slow cooled system (SCS). We chose the elements of our model 

glass to be Copper and Zirconium and the mentioned stoichiometry because of the large 

amount of data available to compare from experiments and simulations [15], [17], [18], 

[35], [65], [88], [89], [101]–[107]. These alloys exhibit a relatively good GFA, with a 

high glass transition temperature, high packing density, high yield strength and low 

ductility.  

 

 

4.1) Thermodynamics and simulation details 

 

The first system we prepared consisted of 6000 atoms and PBC in the three dimensions. 

It was possible to observe atomic rattling, although the statistics of the analysis were not 

good enough. We increased the number of atoms to 31250, which increased as well the 

number of observed rattling events, thus improving the statistics. After melting, the 

systems were kept at 2000 K for 250 ps and then quenched to 300 K in the isobaric-

isothermal ensemble (NPT), using a constant cooling rate. The temperature was 

controlled using the Nosé thermostat [76] and the pressure was kept zero by means of 

the Andersen barostat [78]. For the FCS the temperature was decreased in steps of 100 

K every 50 ps, resulting in a cooling rate of 2·1012 K/s, while for the SCS we dropped 

the temperature in steps of 50 K every 500 ps, resulting in a cooling rate of 1·1011 K/s. 

In both cases we used a timestep of 5 fs. 

Fig. 4.1 depicts the temperature dependence of the volume during the cooling process 

for both systems studied. Although their cooling rates differ in more than one order of 

magnitude, the behaviour is very similar in both cases. Nevertheless, it is still possible 

to see that the FCS departs earlier from the linear behaviour upon cooling (indicating a 

slightly higher Tg) and ends up with a slightly larger volume, which translates into a 

lower density. In fact, the FCS had a density at room temperature of 7.490 g/cm-3, while 
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for the SCS the density was 7.505 g/cm-3. These results are in agreement with the values 

reported for the same system by experiments (7.75 g/cm-3 [101] and 7.55 g/cm-3 [108]) 

and MD simulations (7.36 g/cm-3 [88]). Tg was estimated as the point at which the plots 

of Fig. 4.1 deviate from the SCL expected volume, i.e. at approximately 750 K for the 

FCS and 745 K for the SCS. As mentioned in section 1.1), Tg depends on many factors, 

i.e. the way the glass was prepared, the cooling rate used, etc., and it is possible to find 

reported values ranging from 737 K [101] to 780 K [109] for the same composition, 

although most of them are close to 750 K, i.e. 745.3 K [110], 750 K [111] and 753 K 

[112], again in good agreement with our values. 

 

 

Fig. 4.1) Volume versus temperature upon cooling the system from the liquid state (2000 K) to 
room temperature (300 K) for the FCS and the SCS. The glass transition, situated at the 
temperature at which the curves bend, occurs at approximately 750 K for the FCS and 745 K 
for the SCS. The FCS has a slightly larger volume at 300 K and thus its density is a bit smaller. 

 

After the cooling process, the systems were further equilibrated for 1 ns at 300 K, again 

in the NPT ensemble. The NPT simulations were followed by another run in the 

microcanonical ensemble (NVE), which is especially useful for checking whether the 

systems are well equilibrated or not (see section 2.4)). The timestep was reduced from 5 

fs to 2 fs to better conserve the total energy and the simulations lasted 2.5 ns to ensure 
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sufficient equilibration. The Hamiltonian was constant up to the sixth decimal point 

over that time, implying variations of less than 0.001% over the nominal value and a 

good stabilization. At the end of those runs, we saved the atoms’ trajectory for 200 ps in 

the case of the FCS and 1 ns in the case of the SCS, for their analysis, shown in the next 

section. 

 

 

4.2) Structural analysis 

 

In the previous section we saw that our systems underwent a glass transition upon 

cooling. For further confirmation of the glassy structure and the validity of our 

simulations, we calculated the PRDF for the Zr-Zr, Cu-Cu and Cu-Zr pairs as well as 

the total RDF, which is a weighted average of all the PRDFs (Fig. 4.2). The PRDFs and 

the RDF obtained were practically identical, regardless of the different cooling rates 

used to prepare the glasses, in agreement with the modest differences in volume 

reported previously in this chapter. 

 

Fig. 4.2) PRDFs for the different pairs of elements and total RDF of the FCS and SCS at 300 K. 
There is clear evidence of the amorphous state of our simulated systems. 
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Furthermore, there are clear signatures of the liquid-like structure of our systems, i.e. 

the broad second peaks and the non-zero minima, and the split of the second peak 

provided further confirmation of the glassy state [113], which is particularly explicit in 

the Cu-Cu and Zr-Zr PRDFs. The soundness of our simulations was additionaly 

estimated by comparing the locations of the first peaks for the different PRDFs with 

other authors’ values, obtained through experiments and MD simulations. Table 4.1 

shows that our results are coherent with the expected values found in the literature.   

 

rZr-Zr (Å) rCu-Cu (Å) rZr-Cu (Å) Method Ref. 

3.21 2.49 2.84 MD This work 

3.17 2.60 2.77 MD [88] 

3.04 2.55 2.72 X-ray scattering [108] 

3.08 2.63 2.75 EXAFS and RMC [15] 

3.12 2.48 2.72 XRD [101] 

 

Table 4.1) Nearest neighbour distances rij extracted from the first peak of the PRDFs along with 
other MD simulations and experimental results. 

 

While the RDF is a key basic tool for the structural elucidation, it only yields a 

statistical projection of the structure into one dimension but it does not establish a 

unique description of the atomic configuration in real 3D coordinates.  We continue 

with the inspection of the atomic microstructure by means of Voronoi tessellation and 

clusters fitting; this analysis yielded that the influence of the cooling rate is noticeable. 

A first approach to the SRO of our systems is provided by applying the Voronoi 

tessellation procedure to one snapshot of the trajectory. Fig. 4.3 shows the most 

frequent Voronoi indexes separately for Cu and Zr, for the FCS and the SCS, 

normalized by the total number of atoms in the system. These results are in good 

agreement with the values reported by other authors by means of MD simulations [18], 

[83], [114], and differ considerably from the values reported by authors that used RMC 



53 
 

[15], [115], who in general tend to find lower percentages for all atomic configurations 

compared to the MD simulation results.  

 

 

Fig. 4.3) The seven more frequent Voronoi indexes centred on Cu (a) and (b) Zr atoms for the 
FCS and the SCS. The CNs can be calculated by adding the corresponding Voronoi indexes (see 
section 3.2) 

 

The first conclusion arises immediately: a slower cooling rate favours the formation of 

the most common clusters geometries, especially in the case of Zr centred ones and for 

the Cu clusters with Voronoi indexes (< 0, 0, 12, 0, 0 >), often called Full Icosahedral 

(FI) clusters. The FI Cu clusters have been well reported and our results for both, the 

FCS and the SCS, are in line with those presented by Li et al. [18], who found a 

proportion of 7.5% FI Cu clusters using a cooling rate of 6.6·1013 K/s and Cheng and 

Ma [83], who reported proportions of 16% and 20% for cooling rates of 1·1011 K/s and 

1·1010 K/s respectively, indicating the strong influence of the cooling rate regarding the 

proportion of FI Cu clusters in Cu-Zr alloys, suggesting an even higher proportion of 

such geometries in glasses quenched at experimental cooling rates. Besides the FI 

clusters, the most common Voronoi indexes for Cu correspond to the distorted ICO 

(< 0, 2, 8, 2, 0 >) followed by the truncated ICO (< 0, 2, 8, 1, 0 >), which, along with 

the rest of clusters types presented in the histogram, are not too affected by the different 

cooling rates used. In total, the Cu histograms of Fig. 4.3(a) represent 36.4% of the 

FCS’s atoms (56.0% of the Cu atoms) and 39.1% of the SCS’s atoms (60.2% of the Cu 

atoms). The rest of the Cu atoms are categorized in 371 different Voronoi indexes in the 

case of the FCS and 332 in the case of the SCS, each accounting for a very small 

fraction of the system’s Cu clusters.  

(a) (b) 
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In the case of Zr centred clusters, the SCS contains slightly higher proportions for the 

most common cluster types. However, there is not an obviously dominant cluster type 

and the fact that the most common geometries appear only in a proportion equal or 

lower to 3% indicates that there are a lot more other types with even lower fractions. 

Indeed, only 12.1% of the FCS’s atoms (34.5% of the Zr atoms) and 13.8 % of the 

SCS’s atoms (39.4% of the Zr atoms) are represented in Fig. 4.3. The rest of the Zr 

atoms are categorized in 618 different Voronoi indexes in the case of the FCS and 549 

in the case of the SCS, making the analysis of the SRO structure around Zr atoms even 

more complicated. 

Nevertheless, the number of different Voronoi indexes may actually be read as an 

indication of the degree of SRO present in the system. It is then easy to see that the SCS 

is more ordered than the FCS, reinforcing the conclusion that the cooling rate has 

considerable impact in the SRO of the system and anticipating that laboratory made 

samples, quenched more slowly, would have even higher degrees of ICO order, i.e. they 

will be much more relaxed. 

In addition, the domination of pentagonal faces is remarkable, especially for Cu centred 

clusters, but also considerable for the Zr centred ones, although in the case of Zr, the 

number of hexagonal faces (associated with the structural anisotropy [116] and with the 

formation and activation of STZ [117]) is significant as well. Interestingly, the fivefold 

symmetry (characteristic of pentagons) is believed to be associated with high packing 

density and shear resistance which could explain the high strength, modulus, hardness, 

GFA and lower plasticity reported for this particular Cu-Zr composition [114]. 

It is worth noticing as well that the CN around Cu atoms (12.23 in average) is clearly 

lower than around Zr atoms (16.60 in average), which is a consequence of the different 

atomic sizes: the larger Zr atoms can be surrounded by a higher number of the smaller 

Cu atoms. 

Ding et al. [36] characterized the coordination polyhedra in their simulated Cu64Zr36 

glass, distinguishing well-defined motifs (for example the full icosahedron with 

Voronoi index < 0, 0, 12, 0 >) from geometrically unfavored motifs (GUMs). 

Unfortunately, they did not provide a unique definition for the GUMs, but rather 

pointed to some common features shared by these kinds of clusters, i.e. polyhedra that 

deviates most significantly form the Frank-Kasper polyhedra (< 0, 0, 12, 0 > for Cu and 

< 0, 0, 12, 4 > for Zr) with unfavourable (too large or too small) CNs. In fact, they 
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referred to GUMs as all clusters in the system, except for those with the five most 

common Voronoi indexes for Cu and Zr atoms, but did not provide the total proportion 

of Cu or Zr GUMs present in their system. 

 

By means of the Voronoi tessellation method it is rather easy to obtain a good 

approximation of the atomic volume in the system, which is presented in Fig. 4.4 for 

both, the FCS and the SCS. We used an atomic radius of 1.28 Å for Cu atoms and 1.6 Å 

for Zr atoms. The histograms were calculated averaging over 50 snapshots and 

normalized to the bin sized used (0.05) and the number of Cu and Zr in each case. In 

general, the distribution of the volume occupied by Zr and Cu atoms has a Gaussian-like 

shape and they do not exhibit significant differences for the cooling rates studied. The 

average atomic volume for Cu atoms is 12.6 Å3 and for Zr atoms 22.8 Å3 in agreement 

with Tang et al. [102]. The weighted average, taking into account the composition, is 

16.17 Å3, which is in very good agreement with the experimental values (15.7 Å3 [101] 

and 16.0 Å3 [103]) and other MD studies (16.2 Å3 [104], [118]). Notice that both 

distributions deviate at the tails of the distributions, indicating an excess of atoms with 

large volumes and a deficiency of atoms with small volumes. This anomaly in the 

distribution of atomic volumes has not been reported previously and it will be revisited 

over this dissertation. We will refer to it as the 2STDL and 2STDR areas, i.e. the area of 

the Gaussians left under and over the average plus two times the standard deviation. 

 

 

Fig. 4.4) Atomic Volume for Cu (a) and Zr (b) atoms for the FCS and the SCS, calculated by 
means of Voronoi tessellation, and fitted Gaussians. 

 

(a) (b) 
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Moving forward to the analysis of the microstructure, we now present the results of the 

cluster analysis. Fig. 4.5 depicts the histograms of ICO, RD and CUB clusters 

depending on the value of R (see section 3.3)) for the FCS and the SCS and separately 

for Cu and Zr. In order to smooth out the curves and obtain better statistics, we used 50 

snapshots for both systems in the quiescent state. Also, the curves are normalized with 

respect to the number of atoms in the system, thus the areas under each curve represent 

the proportion of Cu (or Zr) that are centres of each specific cluster. The exact quantities 

for each category can be found in Table 4.2. 

 

 

 

Fig. 4.5) Cluster analysis for the FCS and the SCS separately for Cu and Zr atoms and 
classified by Cluster type. The area under each graph represents probability. 

 

Several conclusions can be quickly extracted from the plots. The most obvious is again 

the increase in the number of Cu ICO well fitted clusters (i.e. FI) when the cooling rate 

is slower, as indicated by the development of a shoulder in the left side of their 

distribution. Although this increase was already demonstrated by the Voronoi indexes 

distributions, here we can clearly see how the number of Cu RD and Cu CUB has 

decreased accordingly, indicating that, in fact, some of these clusters were transformed 

into ICO when the cooling rate was slower. 
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In addition, the preferred geometries for each element can be also extracted from the 

relative areas of each cluster type (see also Table 4.2(b)): Cu atoms form mainly ICO 

clusters (~60% of the Cu atoms are centres of ICO clusters), then the preferred cluster 

geometry is RD (with ~25% of Cu atoms at the centre of RD clusters) followed by CUB 

(with ~10% of Cu atoms as centres). For Zr centred clusters, the RD geometry prevails 

(with around 60% of the Zr atoms being a centre of an RD cluster), then CUB (with 

~20% of Zr atoms forming CUB clusters) and in the last place we have the Zr ICO 

clusters (with ~15% of Zr atoms as centred of an ICO). These numbers are in agreement 

with the results previously reported for the same alloy [17], [88], [106]. However, a 

detailed comparison is not feasible because of the use of different parameters by each 

author. Nevertheless, the main conclusion is the same: Cu atoms are mostly centres of 

ICO clusters while Zr atoms tend to form mainly RD clusters and the reason behind 

these preferences is again the different sizes of Cu and Zr atoms. Bigger Zr atoms are 

able to accommodate more particles around them, thus the 15-atoms RD clusters are 

more appropriate than the 13-atoms ICO. In any case, these results support the accepted 

idea that the MGs are composed of short range ordered structures [119]–[122]. 

 

(a) Proportion of each cluster type over 

all system’s Atoms (%) 
 

(b) Proportion of cluster types 

over Cu/Zr respectively (%) 

FCS Cu Zr Total  FCS Cu Zr 

ICO 38.3 5.0 43.4  ICO 59.0 14.4 

RD 18.5 20.8 39.3  RD 28.5 59.5 

CUB 8.2 7.7 15.9  CUB 12.5 22.1 

SCS Cu Zr Total  SCS Cu Zr 

ICO 41.7 5.1 46.8  ICO 64.2 14.6 

RD 16.2 20.8 37.0  RD 24.9 59.4 

CUB 7.1 7.7 14.8  CUB 10.9 21.9 

 

Table 4.2) Proportion of each cluster type for the FCS and the SCS, separately for Cu and Zr 
atoms and classified by cluster type. 
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It is particularly interesting the symmetry degree of some of the distributions presented 

in Fig. 4.5. While the distributions of Cu RD and Cu CUB are quite symmetrical, this is 

not the case for Cu ICO. As it has been mentioned before, some proportion of the Cu 

ICO clusters are expected to be FI, meaning that their error (R) should be pronouncedly 

small, giving rise to the particular shape on the left side of the distribution. In the case 

of Zr atoms, all distributions seem to have a longer tail on their left side, pointing to a 

certain proportion of clusters with abnormal good fitting compared with the average 

error for clusters centred on Zr atoms. 

Finally, we investigated the MRO through the number of Superclusters as explained in 

section 1.2). It turned out that the number of Superclusters present in the SCS 

(containing 31250 atoms) was 3490. The evolution of this number will be shown in 

chapters 5 and 6.  

 

 

4.3) Dynamics analysis 

 

Crystalline solids have extended defects such as dislocations or point defects like 

vacancies, i.e. absence of atoms or molecules from certain positions that would 

normally be occupied. In the latter case, atoms around a vacancy have a certain 

probability for abandoning their equilibrium location and jump into the empty vacancy 

space. MGs however, are quite special in this sense because they lack defects such as 

vacancies, so one would not expect to find these kinds of atomic jumps, especially at 

low temperatures, in the solid state. Interestingly, we found a certain number of atoms 

in our systems with abnormally large SDs (Fig. 4.6) and MSDs (Fig. 4.7). Fig. 4.6 

shows the SD at the quiescent state for all atoms in the SCS, separately for Cu and Zr 

and for a specific group of atoms with an SD that deviates considerable from the system 

average (jumping or rattling atoms). The diffusion coefficient is effectively zero in our 

system (i.e. a flat SD for long times) and atoms are trapped in cages. The value of V�� is 

approximately 0.08 Å2, which indicates a vibration amplitude or cage size of √V�� =√0.08 = 0.28 Å. The volume in which atoms are confined can then be estimated by 

adding the cage size to the atomic radius: 1.28 Å for Cu atoms and 1.6 Å for Zr atoms. 
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This yields a confinement volume of radius 1.56 Å for Cu atoms and 1.86 Å for Zr 

atoms.  

 

Fig. 4.6) SD at the quiescent state for all atoms in the system, separately for Cu and Zr and for 
rattling atoms. Atoms in the system are confined in a cage of ~ 0.3 Å, i.e. the average atomistic 
vibration amplitude. 

 

Due to the small number of rattling atoms, the SD is very noisy and the MSD needs to 

be calculated. The MSD for rattling atoms is shown in Fig. 4.7. In average (green line in 

Fig. 4.7) it looks like the rattling atoms are diffusing. However, when we classify the 

rattling atoms by considering whether they jump more or less than 1 Å, it is possible to 

see that actually, atoms jumping less than 1 Å are indeed confined in a cage. Very 

interestingly, the value of V�� at the plateau is approximately 0.3 Å2, which coincides 

with previously reported values for temperatures of 900 K and 950 K [89], [123], [124], 

implying that the jumping atoms are actually located in regions that resemble the liquid-

like regions that other authors have reported and linked with high-mobility atoms and a 

defective (non ICO) structure [18], [107]. The cage size in the case of the jumping 

atoms is approximately 0.55 Å, which is almost double the value we found when we 

considered all atoms in the system (0.3 Å). Atoms jumping more than 1 Å are actually 

diffusing with a diffusion coefficient of 2·10-8 cm2/s, which, although it is on the limit 

of our accuracy, is again comparable to values obtained by other authors at temperatures 

of 900 K and 950 K [89], [123], [124]. Moreover, it is also clear that most of the rattling 
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atoms jump less than 1 Å, as indicated by the difference between the green and blue 

lines compared with the difference between the green and red lines). The SD of the 

system is also plotted for reference purposes. 

 

Fig. 4.7) MSD for all the rattling atoms, separately for atoms that jumps more or less than 1 Å. 
The system SD is also plotted for reference. Atoms jumping more than 1 Å diffuse with diffusion 
coefficient of 2·10-8 cm2/s, while atoms jumping less than 1 Å are confined in a cage of radius ~ 
0.56 Å) 

 

Subsequent examination of the rattling atoms’ coordinates versus time yielded a key 

finding, depicted in Fig. 4.8: for some atoms there is a clear alternation between two 

positions at each of which, there is vibrational motion. The time dependence of atomic 

position seen in Fig. 4.8 is quite distinct from that found by Jakse et al. [35] while 

studying the boson peak, over very similar timescales and at the same temperature 

(300 K). In contrast with a crystal, the metallic glass does not have a lattice with well-

defined equilibrium positions. As a consequence, the rattling between two sites shows a 

wide distribution of distances (from 0.1 to more than 1.5 Å) and life-times (from 1.5 to 

more than 100 ps). This distribution is wider than the range of amplitude (0.3-0.6 Å) 

found by Jakse et al. [35] to contribute to the boson peak. As it is emphasized in Fig. 

4.8. The motion is to-and-fro; consequently the net mass flow is practically negligible. 

The rattling process revealed in Fig. 4.8(a) is shown with better time resolution in Fig. 

4.8 (b). The alternation in atomic position is accompanied by changes in local 
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coordination: the polyhedron around the rattling atom alternates between ICO and RD 

or CUB states as the atom moves to and fro. 

 

 

Fig. 4.8) (a) The time evolution of a representative atom’s coordinates x, y and z, demonstrating 
rattling motion at 300 K. The bars at the top indicate the character of the atomic coordination 
polyhedra: icosahedral (ICO), rhombic dodecahedral (RD) and cuboctahedral (CUB). (b) 
Close-up view of the rattling motion shown in (a). 

 

It is remarkable that such rattling motions (with some amplitudes exceeding 1.5 Å) can 

occur, given that metallic glasses are so densely packed. There are no vacancies in 

metallic glasses, and their structure is considered to consist of efficiently packed 

clusters as we saw in the previous section. Our MD simulations do, however, reveal 

how such large-amplitude rattling is possible. Fig. 4.9 shows atomic sites (with 

vibration eliminated) in a local region. This shows that two or three neighbouring atoms 

can perform concerted motions to accommodate large-amplitude rattling. In state 1 (Fig. 

4.9 (a)), atoms A and B, separated by 3.8 Å, are the central atoms in two touching (i.e. 

face-sharing) polyhedral clusters. In the rattling, atoms B, D, A and C have coordinated 

displacements of about 1 Å, comprising a string-like movement. Atom F is displayed in 

white because it was a neighbour of atom B in state 1, but it is not its neighbour in state 

2, after atom B rattles to its other site. In the next stage (Fig. 4.9 (b)), atom A does not 

move, while atom B returns to its initial location, and atom F becomes again part of its 

first-neighbour coordination shell. In this transition, five more atoms adjust their 

positions through small movements of the order of 0.3 Å. Finally (Fig. 4.9(c)), atom A 

returns near its initial location, followed by atom C. The movement is facilitated by 

atom D that moves downwards, followed by atom B. Again, a string-like movement can 

be identified. The atoms A and B are now first neighbours, at a distance of 2.7 Å, their 

two clusters are interpenetrating (i.e. the central atom of one is in the first-neighbour 
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shell of the other) and atom F is not anymore a nearest neighbour of atom B, showing 

how the local structure of nearest-neighbour polyhedra has changed through the 

coordinated rattling motion. 

 

Fig. 4.9)  Ball-and-spoke representation of 
a particular rattling event.  In this region 
of the Cu65Zr35 glass, four states 
separated by tens of ps, are represented 
through three inter-state plots: a (from 
State 1 to State 2), b (from 2 to 3), and c 
(from 3 to 4).  White spheres represent 
atomic positions ‘before’ (i.e. State 1 in 
plot a) and atoms that do not belong to the 
neighbourhood of the central atoms A and 
B.  Coloured spheres (Cu in orange and Zr 
in blue) represent atomic positions ‘after’ 
(i.e. State 2 in plot a). Lower colour 
saturation indicates depth.  Black arrows 
indicate the movement direction. (a) From 
State 1 to State 2: A and B are the central 
atoms of two face-sharing clusters. Atoms 
B, D, A and C participate in a rattling 
movement of about 1 Å, involving a string-
like sequence. (b) From State 2 to State 3:  
neighbouring atoms readjust their 
positions through small movements of the 
order of 0.3 Å and atom B comes back to 
its initial position. (c) From State 3 to 
State 4:  a different string-like sequence of 
movements can be identified.  Atoms A and 
B are now first neighbours, and the 
coordinated rattling movements have 
changed the local atomistic structure. 

 

 

 

 

To characterize the extent of the rattling throughout the system, we counted the total 

number of events, considering one event as the alternation from one site to another and 

back. Imposing a minimum distance of 0.6 Å and a minimum residence time of 1.5 ps, 

we calculated the frequency of occurrence (FOC) of rattling, normalizing the number of 

events with respect to the number of atoms in the system. The result was a FOC of 435 

MHz at 300 K in the case of the FCS and 231 MHz for the SCS (Fig. 4.10). Although in 
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both cases, these frequencies are in the transition region between β-relaxation and the 

fast processes in the Lunkenheimer plot [23], the FOC in the SCS is half than in the 

FCS, demonstrating a considerable influence of the applied cooling rate during the glass 

creation. 

 

 

Fig. 4.10) Histograms of the Rattling movements vs time at the quiescent state for the SCS. The 
number of jumps is approximately constant in time and the FOC has a value of 231 ± 8 MHz. 

 

Importantly, although the atoms performing rattling movements come back to their 

initial positions, showing reversibility, their neighbouring atoms may change positions, 

thus inducing local structural alterations. To quantify this, we performed an analysis of 

all the atoms involved in rattling in the quiescent glass (i.e. not subjected to any external 

load). About 8% of all events induced irreversible changes in the neighbourhood of the 

moving atoms, thus resulting in persistent local structural changes (Fig. 4.9 (c)). 

Noting that the boson peak is associated with more loosely packed regions [35], we 

examine whether the rattling atoms in the present work show a similar association. To 

this end, we calculated the Voronoi Volume occupied by the rattling atoms in the same 

fashion as we did in the previous section. In both, the FCS and the SCS, the atomic 

volume around the rattling atoms is larger (by 1% for Cu and 1.5% for Zr in the FCS 

and by 1.8% for Cu and 0.5% for Zr in the SCS) than the average atomic volume in the 

system (Fig. 4.11). Of all atoms in the system, only 1.1% performs rattling motions, 1% 

of them being Cu and 0.1% being Zr in the FCS. In the SCS, 1% of all atoms in the 

system perform rattling motions, from which 0.9% are Cu atoms and 0.1% are Zr 
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atoms. The dominant role for the smaller atomic species is consistent with the link 

proposed [26] between the β-relaxation mode in metallic glasses and the self-diffusion 

of the smallest constituent atoms. 

 

 

 

Fig. 4.11) Atomic volume, from Voronoi tessellation, around the atoms performing rattling 
motions (RM) and around the rest of the atoms in the system (green) for the FCS (a and b) and 
for the SCS (c and d). The solid black lines are fitted Gaussians.  

 

We have demonstrated that the rattling atoms occupy a larger average volume than the 

non-rattling atoms. Following the characterization of polyhedra performed by 

Ding et al. [36], we proceeded to the calculation of the fraction of rattling atoms that are 

centres of the non-well defined motifs, i.e. the GUMS described the previous section. 

Using the FCS, we found that the fraction of Cu atoms at the centre of GUMs is 65% 

overall, but is 80% for those participating in rattling. The equivalent fractions for the Zr 

atoms are 80% and 90%. Thus, the rattling atoms are almost exclusively at the centres 

of GUMs, an even stronger association than that between soft modes and GUMs [36]. 

The rattling atoms are not homogeneously distributed. Instead, they are gathered 

together, forming regions which vary widely in size and number of atoms (Fig. 4.12). 

Given that rattling is concentrated in specific regions, it is interesting to consider the 

(c) (d) 
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frequency in terms of only the moving atoms; this is distinct from the FOC noted 

earlier, which was normalized with respect to all the atoms in the system. Normalizing 

with respect to the rattling atoms only, we obtain the frequency of the mechanism 

(FOM), which at 300 K yields a value of the order of 40 GHz for the FCS and 50 GHz 

for the SCS, indicating small dependence on the cooling rate and falling exactly where 

fast processes are expected [23].  

 

 

Fig. 4.12) Representative distribution of the rattling atoms (Cu in orange and Zr in blue) in the 
simulated glass. The cubic box represents the simulation boundaries and weaker colour 
indicates that the atoms are closer to the back of the box.  Only 1.1% of the total atoms in the 
FCS (a) and 0.95% in SCS (b) perform rattling movements. The rattling atoms are 
inhomogeneously distributed in loosely packed regions. 

 

In order to further investigate the relationship between the atomic rattling and the 

different relaxation modes present in MGs and described in section 1.3), we calculated 

the activation energy of the rattling events and compared it with the reported values for 

each mode. To that end, we equilibrated our systems at 200 K, 400 K, 500 K and 600 K 

and we proceeded by counting the atomic jumps as described before, thus obtaining the 

corresponding FOC and FOM for each system as a function of temperature, below Tg. 

Interestingly, it came out that the FOM shows little or no dependency with temperature 

and remains at around 40~50 GHz for the studied temperature range and cooling rates, 

supporting the idea that the FOM, which should be regarded as the atomic frequency at 

which the rattling atoms oscillate between their two equilibrium positions, is indeed 

(a) (b) 



66 
 

intrinsic of the fast processes mechanism. On the contrary, the FOC, which should be 

regarded as the probability of having rattling events in the system, it is temperature 

dependent, rising exponentially as the temperature increases. In such a scenario, is then 

possible to model the FOM by an Arrhenius equation and to obtain the activation 

energy for the mechanism. In our case, the Arrhenius equation is formulated as:  

 � = �X�w��u�:  (4.1) 

where � is the FOC, �X is the pre-exponential factor and represents the maximum 

possible FOC of the rattling atoms,	�� is the Boltzmann constant, T is the temperature 

and 9� is the activation energy of the mechanism. Taking the natural logarithm on both 

sides of eq. (4.1) yields: 

 @A��� = ln��X� 

9�
��� 

(4.2) 

Consequently, plotting the natural logarithm of the FOC versus the inverse of the 

temperature (Fig. 4.13), should result in a straight line with a slope of value: w��u� . We 

found activations energies of 66 meV and 64 meV for the FCS and the SCS 

respectively, indicating a small dependency on the studied cooling rates.  

 

 

Fig. 4.13) Arrhenius plot for the natural logarithm of the FOC vs temperature for the FCS and 
the SCS and fitted straight lines. 
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Fig. 4.14 represents an example of the variations on the potential energy of the system 

while a rattling movement is taking place. To obtain this figure, we performed the 

following procedure: first, we selected a rattling atom and localized the two positions 

around which it was rattling. These positions were situated 1.0 Å away from each other: 

the more stable position, A (located at 1.0 Å in the x axis of Fig. 4.14) and the 

metastable position B (located at 0.0 Å in the x axis of Fig. 4.14). Second, we fixed the 

location of all atoms in our simulation box, aiming in eliminating the noise of the 

potential energy induced from the other atoms of the system. Finally, we manually 

moved the rattling atom, following a straight line from position B – 0.2 Å to position 

A + 0.2 Å, in steps of 0.05 Å. We started at position B – 0.2 Å in order to capture the 

left potential barrier, i.e. the first 5 points in Fig. 4.14 (the value of the potential energy 

was then shifted to start at 0). Similarly, we ended the movement at position A + 0.02 Å 

to capture the right potential barrier i.e. the last 5 points in Fig. 4.14.  

After each step in which we moved the rattling atom 0.05 Å, we performed energy 

minimization, in which we allowed the 50 closer atoms to the rattling one to find their 

lowest energy positions. The procedure yielded potential energy barriers of 20 meV and 

40 meV, as depicted in Fig. 4.14. The values of the potential energy barriers are of the 

same order as the average activation energy obtained through the Arrhenius fit 

performed in Fig. 4.13 and moreover, Fig. 4.14 matches very well the representative 

plots of the β relaxation process depicted in Fig. 1.3(b) and also in the literature [24], 

[34]. 

 

Fig. 4.14) Calculated potential energy landscape of the system versus the position of a rattling 
atom. 



68 
 

As we have seen in section 1.3), for β relaxation in metallic glasses, the activation 

energy is 26(±2)RTg [24], [27]; for fast β' and near-constant-loss modes, it is roughly 

half this value [20]–[22]. Regarding the case of the Cu65Zr35 alloy, it is possible to 

estimate β relaxation activation energy as 1.6 eV by using a value for Tg of 750 K. 

However, for fast β' and near-constant-loss modes there are no reported value for this 

alloy, neither a broadly accepted relationship to permit us calculate it. However, since 

for others reported compositions the activation energy of fast β' was roughly half of the 

activation energy for β, we could assume a value of the order of 0.8 eV for fast β' 

processes in the Cu65Zr35 alloy, which is still more than an order of magnitude higher 

than the values we reported for the rattling movements. Recently, Küchemann and 

Maass [125] claimed to have found another dynamic mode of relaxation in MGs, the so 

called Gamma (γ) relaxation, which was again studied through DMA analysis, as the 

other authors who reported values for β and β' modes. The γ relaxation is present at low 

temperatures and “high” frequencies of 100 Hz (high compared to the typical DMA 

frequencies). The activation energy of the relaxation mode they found was reported to 

be of the order of 0.3 eV.  

As mentioned in section 1.3), the PEL of MGs is composed by a broad distribution of 

energy barriers between basins. However, the activation energy values, on which we 

have commented so far, were all calculated through the Arrhenius equation, which is 

implicitly averaging over all energy barriers in the PEL. In order to access the complete 

distribution of activation energies and not only its average, a different method must be 

used, e.g. to explore directly the underlying PEL of MGs by identifying the saddle 

points separating neighbouring PEL minima. Obviously, this is only possible by 

computer simulations. Fan et al. [126] applied this method and obtained the distribution 

of activation energies, as a function of the atomic displacements, for a model Cu56Zr44 

metallic glass. From their work, it is possible to extract the range of activation energies, 

which goes from very low values (as low as 0.01 eV) to a few eVs. Interestingly, the 

lower tail of the activation energies distribution corresponds to very short 

displacements, between 0.3 Å and 1 Å, similar to the rattling moves present in our 

system. Furthermore, the activation energy that we found is surprisingly close to the 

energy difference between a FI cluster and a “fragmented” cluster (i.e. a loosely packed 

cluster) of 70 meV, reported by Cao et al. [127] and similar cluster energy differences 

(50 meV) have been reported by Wu et al. [128] independently of the system’s 
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temperature. These results strongly reinforce the idea that the rattling of atoms is the 

primary mechanism to destroy a densely packed ICO and leave behind a loosely packed 

RD, and correlate very well with the fact that the FOM is temperature independent.  

The distinctive atomic motions detected in the present work, and depicted in Fig. 4.8, fit 

the term “rattling” rather better than other modes. The rattling is identifiable as the ‘fast 

processes’ in Fig. 1.4, with a high frequency of mechanism (40 GHz) that is essentially 

independent of temperature. The rattling atoms are congregated in loosely packed zones 

(Fig. 4.12(a)) that resemble those proposed as the sites of the different relaxation modes 

in metallic glasses [20]–[22], [34]. String-like motion (Fig. 4.9) that permits the rattling 

has also been suggested to be the fundamental event underlying β relaxation [129], and 

has been used to explain the link between β relaxation and the diffusion of small atoms 

in metallic glasses [26]. Yet, in these studies the string-like motions are clearly 

thermally activated, unlike the rattling.  

The rattling, involving some string-like coordination of the atomic movements, is thus 

most easily interpreted as a small-amplitude (and possibly shorter-string) precursor to 

fast β’ and later to β relaxation. Such hypothesis is very well supported by the work of 

Fan et al. [126], who focused on the initial triggers of the STZs rather than on the 

different relaxation modes and presented values of activation energies versus atomic 

displacements which are in very good agreement with our results. 

The spatial distribution of rattling atoms in the glass (Fig. 4.12) resembles to the 

fraction of atoms participating in the soft modes in Cu64Zr36 glass, as found by 

Ding et al. [36]. In each case, the correlation length of the soft spots is ~1 nm. 

Ding et al. [36] show that the sites of shear transformation zones (STZs, the mediators 

of plastic flow in metallic glasses [130]), are strongly correlated with GUMs and their 

associated soft spots. The spacing between STZs found by Ding et al. [36] is ~2.5 nm, 

indeed similar to that between clusters of rattling atoms in the present work (Fig. 4.12).  

The presence of loosely packed regions in the glass could be attributed to insufficient 

relaxation. But incomplete relaxation is intrinsic to glasses. Greater degrees of 

relaxation would reduce the population of loosely packed regions, and reduce the 

frequency of occurrence of rattling motions, but would not eliminate them. 

Finally, we evaluated the time evolution of the Overlap parameter (Q) in the SCS with 

respect to a fixed reference configuration for several thresholds d (see section 3.5). The 
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results are presented in Fig. 4.15. As foreseeable, the system is not relaxing and once Q 

arrives to a certain value, depending on the used cutoff, it remains constant.  

 

 

Fig. 4.15) (a) System’s Overlap parameter versus time at the quiescent state for different 
thresholds and (b) same as in (a) with logarithmic scale in the x axis. 

 

However, if we calculate the Overlap parameter by taking into account only the rattling 

atoms (Fig. 4.16), it is then possible to see a certain degree of relaxation on time, even 

in the quiescent state and with threshold values significantly larger than the ones used to 

calculate Q taking into account all atoms in the system (Fig. 4.15) 

 

 

Fig. 4.16) (a) Rattling atoms’ Overlap parameter versus time at the quiescent state for different 
thresholds. Notice the different thresholds with respect to Fig. 4.15.While in average, there is 
not relaxation in our system in the quiescent state (Fig. 4.15), there is local relaxation around 
the rattling atoms. 

(a) (b) 



71 
 

5) Straining process 
 

Metallic Glasses (MG) are well known for their mechanical performances, e.g. high 

yield stress and elastic strain limit under uniaxial load [6], [7], [127]. The usual 

drawback concerning the mechanical properties of the MGs refers to the lack of 

ductility under tensile solicitation, contrary to their significant plasticity under 

compression or bending [131]–[133]. These particularities are closely related with the 

structural characteristics of the MGs, and the alterations they suffer under the different 

types of deformation. The basic structural features of the MGs are the absence of long 

range order and periodicity, resulting in fundamentally different mechanisms acting 

under a mechanical solicitation from those referring to conventional engineering alloys, 

e.g. dislocation or grain boundary movements, etc. We have seen in the previous 

chapter that MGs consist of tiny clusters of atoms (mostly of Icosahedral-like structure), 

that may be interconnected and/or interpenetrating, forming Superclusters. Moreover, 

structural alterations are found to occur also upon annealing of the MGs leading to more 

loose density and “rejuvenation” of the MGs [112], [134], while relaxation effects have 

been observed even in as cast samples (in the opposite direction, i.e. ageing [112]), a 

result that has important consequences in properties like brittleness and toughness 

fracture. It turns out, therefore, that understanding the structural and dynamical 

behaviour of the MGs during these relaxation processes is crucial for eventual control 

and improvement of their properties.  

The present chapter aims in a thorough Molecular Dynamics simulations (MD) study of 

the mechanisms acting upon deformation and the associated atomistic dynamics that are 

responsible for the structural alterations, including the reshaping of the aforementioned 

clusters, which results in the deformation accommodation that is accompanied with 

local density changes [41], [127], [135]. To this end, we performed a deep structural and 

dynamical analysis, while monitoring the thermodynamics of the response exhibited by 

the Cu65Zr35 metallic glass during the uniaxial tensile straining process. 

All graphs included in this chapter representing strain refer to true strain, which is 

calculated as: 

 ����	=	���A = oH = @A ��X (5.1) 
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where L0 represents the initial sample length and L the actual sample length. Similarly, 

all graphs representing stress in this, and the next chapter, refer to true stress, i.e.: 

 ����	=	��== = !H = �e (5.2) 

where P refers to the applied load and A to the cross section where the load P is applied.  

 

 

5.1) Thermodynamics and simulations details 

 

Using the equilibrated FCS and SCS studied in the previous chapter, we applied 

uniaxial tensile deformation up to 10% strain, at a strain rate of 108 s-1 in the Isothermal 

ensemble while imposing a Poisson ratio of 0.34 in the lateral dimensions [106], [136]. 

We also performed simulations with different strain rates, 107, 109 and 1010 s-1, for 

which we used an equilibrated system at 300K.  

Fig. 5.1 depicts the stress-strain curve of the FCS and the SCS upon deformation. The 

inset is a zoom of the curve up to a strain of 2.5%. We fitted the stress-strain curves up 

to 1% strain in order to obtain the Young modulus of the model glasses and to establish 

a limit for the linear region (typically associated with the elastic region of materials). 

The measured Young moduli were 71.6 GPa for the FCS and 75.5 GPa for the SCS, 

below the reported Young modulus in the literature, obtained experimentally, for the 

same alloy, under tension (86 GPa and 97 GPa [136]) and compression (88 GPa [137] 

and 92 GPa [138], [139]). The FCS departs earlier from the linear regime, at around 

1.2% strain, compared to the SCS, which exhibit a linear behaviour up to approximately 

1.4% strain, indicating a shorter elastic regime for the FCS. However, the major 

differences on the stress-strain curves of both systems occur from 2% strain up to 8%, 

i.e. in the plastic deformation region, where it can be clearly seen that the FCS is 

considerably softer, due to the higher cooling rate used during the glass preparation. In 

any case, both systems exhibit strain hardening from 6% up to 10% strain. For the rest 

of the chapter, the results we present refer to the SCS unless otherwise specified. 
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Fig. 5.1) Stress-strain curves for the FCS and the SCS. The inset shows a zoom up to 2.5% 
strain and straight lines for each system fitted up to 1% strain. The Young modulus is 71.6 GPa 
for the FCS and 75.5 GPa for the SCS. The Stress-strain curve of the FCS departs slightly 
earlier from the linear behaviour (At around 1.2% εt) than the SCS (at around 1.4% εt). During 
the plastic deformation region (from 2% to 6% strain) the FCS is visibly softer. Both systems 
present strain hardening after 6% strain. 

 

In our simulations we monitored the kinetic energy (and thereby the temperature) during 

the application of uniaxial tensile strain. Because of the presence of the thermostat, the 

kinetic energy (K) of the system was constant and equal to 38.78 meV per atom (Black 

line in Fig. 5.2), corresponding to a temperature of 300 K. We monitored as well the Km 

energy (light blue curve in Fig. 5.2), as explained in section 2.4). Very interestingly, it 

came out that this mechanical solicitation resulted initially in a small, but consistent, 

decrease of the Km of the system, linearly up to 4.5 % strain, reaching a plateau value up 

to 6% strain, to increase with a constant rate until the end of the straining process. Fig. 

5.2 also includes the stress-strain curve of the process (right axis). We can see that this 

endothermic behaviour of the glass extends beyond the elastic regime and that the slope 

of the stress-strain curve decreases at 4% and 6% strain, just before and at the end of the 

Km plateau. Besides the main bulk systems simulations studied (PBC in the three axes), 

we performed simulations for a surface (PBC in two axes) and a wire (PBC in one axis). 

The endothermic behaviour was not present in those simulations, which can be expected 
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as those systems disposed of mechanism to relax in the axes in which the PBC were not 

being applied.  

Aiming in ensuring that the presence of the thermostat does not affect the resulting 

system’s response, we simulated the straining process with exactly the same conditions 

and parameters in the microcanonical ensemble, i.e. without the thermostat. The results 

are included in Fig. 5.2 as well (light green curve). It turned out that the effect is present 

without significant differences. Indeed, both the total magnitude of the effect and the 

trends remained unchanged. 

 

 

Fig. 5.2) K (kinetic) and Km (Kinetic without thermostat) energies per atom and stress-strain 
curves for the SCS with and without thermostat. K is constant when the thermostat is on. Km 
decreases linearly up to 4.5 % strain. Then it remains constant up to 6% strain and from there it 
increases linearly until the end of the straining process. The stress-strain curve shows a linear 
region up to 1.4% strain. Then the material becomes softer as it enters the plastic region. At 
4.5%, 6% and 8% strain the slope of the curve changes significantly.  

 

Given that this endothermic behaviour affects slightly the temperature of the system 

when we simulated it in the microcanonical ensemble, it is interesting to explore its 

dependence on the initial temperature of the sample. We performed the same uniaxial 

tensile process at different initial temperatures below Tg, ranging from 200 K to 600 K. 



75 
 

Fig. 5.3 depicts the variations of Km, normalized with respect to the initial kinetic 

energy (K0). We found that the magnitude of the drop in Km shows light temperature 

dependence, being approximately 1% of K0 for the system a 200 K, 1.5% of K0 for the 

systems at 300 K, 400 K and 500 K and 2% of K0 for the system at 600 K. It is also 

relevant that the strain at which the plateau starts and ends shifts towards higher strains 

upon increasing K0, indicating that the endothermic effect is not unequivocally related 

with the elastic and plastic regimes, since for higher temperatures the yield strain is 

lower [135], as it can be seen in the stress-strain curves in Fig. 5.3 (right axis). 

Moreover, the rate of the Km increase after the plateau is higher for the systems with 

lower K0, as expected, since systems at lower temperature require more energy and 

develop higher stress upon straining. 

 

 

Fig. 5.3) Km dependence on temperature, ranging from 200 to 600 K, (the variations are in % 
with respect to the initial kinetic energy (K0)) and the corresponding stress-strain curves for 
each temperature (right axis). The drop in Km is approximately proportional to K0 and it goes 
from 1% for the system at 200 K to 2 % for the system at 600 K. The strain at which the drop 
reverses increases for higher initial temperatures, from approximately 5.5 % strain for the 
system at 200 K to 7.5% for the system at 600 K. The stress-strain curves reveal the expected 
dependence on temperature. 

 

Next, we studied the influence of the strain rate on this endothermic behaviour. We used 

a system equilibrated at 300 K and we imposed the same maximum strain at rates of 
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107, 108, 109 and 1010 s-1.  The results are presented in Fig. 5.4 along with the respective 

stress-strain curves (right axis). It came out that the Km drop is more pronounced and 

lasts longer as the strain rate increases. Nevertheless, the rate at which the sample heats 

up after the plateau is almost the same, i.e. independent of the applied strain rate. The 

stress-strain curves indicate a higher yield strain for faster strain-rates which is expected 

as well. 

 

 

Fig. 5.4) Strain rate (ranging from 107 s-1 to 1010 s-1) dependence of the Km (drop in percentage 
with respect to K0) and the stress-strain curves (right axis). The drop of Km increases with the 
strain rate, from approximately 1 % for a strain rate of 107 s-1 to 2% for a strain rate of 1010 s-1. 
The strain at which the drop reverses also increases for faster strain rates. The stress-strain 
curves reveal the expected dependence on strain rate. 

 

Finally, we analysed the drop of Km for target strains of 2%, 4%, 5%, 6%, 8% and 10%. 

In order to observe the recovery of Km, especially for the low target strains, once the 

straining process finished, we kept each system at the corresponding target strain for 

1000 ps. The results are presented in Fig. 5.5, where the vertical black lines indicate, for 

each system, when the target strain was reached. After the vertical black lines, the 

systems remained strained at the corresponding target strain. The line for the 10% target 

strain up to 1000 ps is the same as the blue light line in Fig. 5.2 and the behaviour is 

very similar to the one observed when the target strain is 8%. For a target strain of 6%, 

Km recovers exponentially after the target strain is reached, in a very different manner 
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from the systems with target strains of 8% and 10%. Surprisingly, when we keep 

decreasing the target strain, the recovery of Km is markedly distinct. Already at 5%, 

once the straining process finishes, Km starts increasing, however, it does it in a rather 

slower way compared to the system that was strained up to 6%, and the value of Km 

does not reach the value of K during the 1000 ps that the system was under fixed strain. 

At 4% target strain, the recovery of Km is even slower, and certainly, it does not seem 

that Km would reach the value of K, at least in the time scale proper of our MD 

simulations. A similar scenario seems to hold for the case of a target strain of 2%, 

where there is almost no recovery of Km during the 1000 ps that the system remained 

under a fixed 2% strain.  

 

 

Fig. 5.5) Target strain dependence of the Km (drop in % with respect to K0) ranging from 2% to 
10%. After the vertical black lines, the systems are restricted at the corresponding strain for 
1000 ps. Interestingly, the Km of the systems is not recovered up to K for target strains lower 
than 6%, when the endothermic trend is reversed (see Fig. 5.2). Lines for target strains of 4% 
and higher have been shifted on the y axis to start at 5, 10, 15, 20 and 25 %. 

 

The behaviour of Km for different target strains is interesting and it is a clear indication 

of two different processes taking place in the system. On the one hand, there is a 

process of relaxation, or aging, which seems to be critical up until 6% strain. On the 
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other hand, there is a process of rejuvenation, which apparently starts being 

considerable from around 4% strain. Actually, both processes coexist locally at all times 

in MGs [106], [112]; however, their “magnitude” or influence on the system is not 

equal at all times. We can see how the aging process is more accentuated during the 

early stages of the strain, i.e. up to 4%, while the rejuvenation process starts being 

dominant after 6% strain, well within the plastic deformation region. In between 4% and 

6% strain, both processes contributions are approximately equal, which would explain 

the plateau displayed in Fig. 5.2, Fig. 5.3 and Fig. 5.4. The fast recovery of Km after the 

SCS reaches the target strain of 6% but not for lower target strains, is a patent sign that 

the aging process is vanishing.  

The results we present here are in very good agreement with the work on the 

initialization of STZ upon straining of Cao et al [127]. They suggested that upon initial 

loading, STZs are activated in the sample, even in the elastic region, which they 

identified to be up to 4% strain. After that, their stress-strain curve deviates from the 

linear region, which they associated with more and more irreversible shear 

transformations occurring in their model MGs. At 7.4% strain, their system yielded, 

coinciding with the spontaneous shear localization into a narrow band. They argued that 

what they called “fragmented clusters” (similar structures to what we call “loosely 

packed clusters” in section 5.2)) are intrinsically more ready to undergo local 

environment changes. However, in the as-quenched glass, these clusters are embedded 

into the full icosahedra (FI) environment, so they are not free to deform. The “rigid” 

network of FI needs to be disrupted to allow for the structural rearrangements that carry 

the strain. In that sense, mechanical work is required to destroy the FI and to prepare the 

structure for plastic flow. Moreover, they suggested that the localized shear strain 

generates heat, which becomes very significant when their shear band forms at 7.4%. 

We suggest that the endothermic behaviour reported in this dissertation is a clear proof 

of their arguments, where the decrease of Km at the initial straining stage corresponds 

with the system destroying the FI network, and the recovery of Km observed after 6% 

strain corresponds with the STZ being fully activated and generating heat. In any case, 

the reason for such a drop and recovery of Km must be related with the microstructure of 

the glass, which will be analysed in the next section. 
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5.2) Structural analysis 

 

Aiming in enlightening and understanding these findings, we analysed the 

microstructure and its evolution upon straining. First, we compared the RDF and 

PRDFs of the SCS at the quiescent state (i.e. unstrained system) and once the system 

reached 10% strain (Fig. 5.6). The differences were rather small and mostly visible only 

for the Zr-Zr and Zr-Cu PRDFs on the second neighbourhood. It is rather surprising that 

the interatomic distances show such insignificant differences considering such a 

substantial applied strain.  

 

  

  
Fig. 5.6) PRDFs for the different pairs of elements and total RDF of the SCS at the quiescent 
state and under 10% strain. The RDF and PRDFs of the strained system are slighty shifted 
towards the right. The Zr-Zr and Zr-Cu PRDFs are more influenced by the applied deformation, 
specially in the second neighbourhood. 

 

Second, we studied the evolution upon straining of the SRO in our system by means of 

the clusters fitting method. Fig. 5.7 depicts the evolution of the different types of 

clusters found as a function of the applied strain. It worth’s to recall that these atomic 

clusters, which are characteristics of the MGs’ microstructure, are being created and 
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destroyed, at equal rates when the system state is quiescent. Out of the quiescent state, 

the difference between the rates of creation and destruction of clusters accounts for the 

overall proportion of clusters in the system [106], [107]. The plots of Fig. 5.7 

demonstrate that the rate of creation of ICO clusters (densely packed) is less than their 

rate of destruction. This unbalance, induced by the applied load, results in the overall 

net destruction of ICO clusters, leading the system to a higher energy state and 

eventually resulting in rejuvenation [106], [112]. This is a rather general scenario, i.e. 

under mechanical deformation, densely packed ICO clusters are being destroyed and 

RD clusters (loosely packed) are being created [106], [107], [140]. However, careful 

inspection of the microstructural response of the system allows for some interesting 

observations. In the beginning of the straining process, the number of clusters from the 

quiescent state (0% strain) and up to 2% strain does not change significantly, and in 

some cases, we can even find the opposite trend to the aforementioned general scenario: 

RD clusters are destroyed and ICO clusters created, reinforcing the conclusions 

extracted from Fig. 5.5, i.e. that the system is relaxing in the early strain stages. In the 

next phase, from 2% to 4% strain, we observe that the rate of creation of loosely packed 

RD clusters is higher from that of destruction, thus the system starts rejuvenating 

locally, while it keeps aging also locally, again in accordance with Fig. 5.5. This trend 

continues in most cases from 4% to 6% strain. Finally, from 6% up to 10% strain, the 

rate of disordering overwhelms the rate of relaxation and the massive creation of loosely 

packed RD clusters at the expense of densely packed ICO ones dominates, in 

agreement, once again, with the ideas extracted from Fig. 5.5.  

A similar behaviour for similar stages during the strain process was reported, only for 

the ICO clusters, by Zhang et al. [107] for the same model glass at room temperature. 

Furthermore, the evolution of the microstructure presented on this dissertation turns out 

to be in very good agreement with the idea of Cao et al. [127] discussed in the previous 

section, where mechanical work is required to destroy the densely packed ICO clusters 

and to prepare the system for plastic flow. 
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Fig. 5.7) Clusters evolution upon straining. CUB and ICO clusters centred on Zr exhibit small 
variations up to 6% strain and a considerable decrease after. The number of RD centred on Zr 
atoms increases from 1% up to 4% strain and then again from 6% up to 10% strain. The 
number of clusters centred on Cu exhibit little variation up to 2% strain. From 2 to 4% strain, 
Cu ICO clusters decrease while Cu CUB and RD increase. From 4% up to 10% strain the same 
trends of creation of loosely packed and destruction of densely packed clusters are present but 
at higher rates. 

 

The question of whether CUB clusters are loosely or densely packed arises 

immediately, considering that they are, overall, being created in the case of the Cu 

centred clusters but destroyed in the case of the Zr centred ones. Taking into account the 

radius of Zr atoms (1.60 Å) in comparison with the radius of Cu atoms (1.28 Å), it is 

undeniable that Zr-centred clusters can accommodate more neighbours, and indeed, the 

CN of Zr atoms it is known to be higher than the CN of Cu atoms [66], [83], [138]. 
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Given that both ICO and CUB clusters allow for a maximum of 12 near neighbours, 

while RD clusters (preferred by Zr atoms) permit an accommodation of 14 neighbours, 

it is easy to consider CUB clusters as densely packed when centred on Zr atoms. In the 

case of Cu centred CUB clusters, the trend shown in Fig. 5.7 is very similar to the one 

followed by Cu centred RD clusters, suggesting that indeed Cu centred CUB clusters 

should be considered as loosely packed clusters, at least, when we compare them with 

Cu centred ICO clusters. Further confirmation for this argument can be derived from 

Fig. 4.5, which shows that the fit for Cu ICO clusters is better than the one for Cu CUB 

clusters and that the ICO clusters is preferred in the case of Cu atoms, suggesting that 

Cu CUB clusters are indeed less energetically favourable, less stable and so, more 

loosely packed.  

A more complete picture of the SRO in our glass can be extracted from the error 

histograms of the clusters fit method. The state of the SRO is compared for the 

quiescent system (0% strain) and the strained system in Fig. 5.8. It is possible to 

observe how the histograms are shifted to the right in all cases, which means that the 

microstructure of the glass have been distorted due to the straining procedure. If we 

combine the information provided from Fig. 5.7 and Fig. 5.8, it is clear that not only the 

number of clusters was decreased in the case of densely packed clusters and increased in 

the case of loosely packed ones, but the remaining clusters of each type are now more 

deformed in average. In other words, Fig. 5.7 indicates that the proportion of Cu ICO 

clusters decreased from 41.7% (with respect to all atoms in the system) to 38.8%, while 

Fig. 5.8 is suggesting that the remaining 38.8% Cu clusters deviate more from the 

prototype ICO than the 41.7% at the quiescent state. The same reasoning can be applied 

to both Cu and Zr and all cluster types, regardless whether their proportion was 

increased or decreased upon straining. Nevertheless, as depicted in Fig. 5.8, the 

deformation with respect to the prototypes is more pronounced for Cu atoms, in line 

with the larger changes in the population of each cluster type for Cu than for Zr atoms, 

shown in Fig. 5.7. Furthermore, the shoulder on the left part of the Cu ICO clusters is 

significantly less pronounced when the system is under 10% strain, which indicates that 

a large number of the Cu FI clusters have been destroyed, suggesting that the 

deformation of the glass severely affected this particular atomic arrangement. 
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Fig. 5.8) Comparison of the clusters error histograms before and after the straining process. 
The areas under each of the lines represent the probability. Changes in the microstructure are 
more accentuated for Cu atoms, as already shown in Fig. 5.7. In all cases, a shift towards the 
right is also visible, indicating that the microstructure has been deformed upon straining. Note 
the decrease in the Cu FI clusters (the left shoulder of the Cu ICO error histogram) 

 

Moreover, we investigated the evolution of the MRO through the number of 

Superclusters present in our glass (Fig. 5.9). At the quiescent state, the number of 

Superclusters in our system (containing 31250 atoms) was 3490. Upon straining, this 

number was consistently reduced at different rates during each of the strain intervals 

established previously in this chapter. Namely there is small decrease during the early 

stages of the straining process, followed by a plateau in between 3% and 4% strain. 

Interestingly, the higher destruction rate occurs between 4% and 6% strain, coinciding 

with the plateau of Km in Fig. 5.2. From 6% to 10% strain, Superclusters keep being 

destroyed at a slightly slower rate. Curiously, the higher rate of destruction for the 

Superclusters take place before the higher rate of destruction of the densely packed 

clusters (Fig. 5.7), which suggest that the Superclusters are being affected ahead of the 

clusters by the transition between aging dominance and rejuvenation dominance phases 

taking place in our glass. Zhang et al. [107] studied the MRO of the same model glass 

upon loading in terms of the Bergman-type clusters [141]. They found a very similar 
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behaviour at very similar strain stages to the one presented here through the analysis of 

the MRO in terms of the Superclusters. 

 

Fig. 5.9) Evolution of the total number of Superclusters (SCs) upon strain. The Superclusters 
are being consistently destroyed, as the densely packed clusters. 2% of the Superclusters 
present at the quiescent state are eliminated once the system reaches 4% strain. The destruction 
rate of Superclusters changes dramatically after 4% strain and slightly after 6% strain, 
indicating a strong correlation between the endothermic process and the MRO. 

 

Fig. 5.10 depicts the volume increase upon deformation. We measured a total increase 

of 3.4% with respect to the initial volume. Obviously, such an increase is entirely 

determined by the applied Poisson ratio. More interesting is the proportion of that 

volume directly associated with cluster transformations from ICO to RD and CUB, 

which turned out to be a 30% for the FCS.  

 

Fig. 5.10) Volume evolution of the FCS upon straining:  at an imposed tensile strain of 10%, the 
volume increase directly associated with the transformation of ICO clusters to RD and CUB 
types accounts for nearly one third (30%) of the total volume increase of the glassy system. 
Calculated errors are smaller than the points’ size. 
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Because the microstructure of the system is evolving towards a higher number of 

loosely packed clusters, it is foreseeable to find an increase in the number of first 

neighbours for each atom, i.e. the atomic coordination number, which can be accessed 

by measuring the number of Voronoi faces per atom [18], [83], [84] (Fig. 5.11). As 

expected, the average number of Voronoi faces for both Cu and Zr atoms increases 

upon straining, although the increase is certainly not very significant. Cu atoms start 

with an average CN of 12.23 which increases up to 12.27. In the case of Zr atoms the 

increase is slightly more accentuated: from a starting CN of 16.60 to a CN of 16.73 at 

the end of the straining process. Despite of the total increase being almost negligible, 

especially for Cu atoms, the rates at which this increase occurs (the slopes in Fig. 5.11) 

at the different straining stages can provide some insight of the material response to 

such stages. In the Zr case, the critical points at which those rates become faster precede 

the critical points that characterize the endothermic behaviour in Fig. 5.2, i.e. 3.7% and 

5.75% strain. For Cu atoms, the rate at which the CN increases occurs even before, at 

approximately 3.5% strain. Then, there is a small decrease taking place between 6% and 

7% strain, when the rejuvenation process in our system become more dominant. The 

change of the CN depicted here is correlated with the decrease of the densely packed 

clusters and the increase of the loosely packed ones on which we have commented 

previously. Moreover, this increase in the CN is associated with the development of the 

STZs [127].  

In the previous chapter, it was demonstrated that the atomic volume distributions, 

obtained by means of Voronoi analysis for Cu and Zr, were Gaussian-like shaped and 

slightly skewed to the right, indicating an excess of atoms with a bigger volume than 

normal. Here, we analyse the evolution of such anomaly upon straining, by evaluating 

the area of the Gaussian distribution of atomic volume left under and over two standard 

deviations from the average (2STDL and 2STDR respectively), and comparing it with 

the same area in the case of a perfect Gaussian, i.e. 2.1% on the left of the average 

minus two standard deviations and 2.1% on the right of the average plus two standard 

deviations. The results are presented classifying the atoms by element (for Cu and Zr 

separately) in Fig. 5.12. As we saw in the previous chapter, already before any strain is 

applied, the proportion of Cu atoms with an anomalous large volume (2STDR in Fig. 

5.12(b)) is more than 2.95 %, and slightly less than 2.85% for Zr atoms. In addition, the 

proportion of Cu atoms with an anomalous small volume is approximately 1.7% for Cu 
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Fig. 5.11) Variation of the number of Voronoi faces (i.e. CN) upon straining. Cu, in red, starts 
with an average of 12.23 neighbours. The CN increases up to 6% strain. The slope of the curve 
changes slightly at 3.5% strain, just before the endothermic behaviour reaches a plateau. At 6% 
strain there is a small decrease that last up to ~ 7% strain. Then it rises again until a total 
increase of 0.25% when the strain is 10%. Zr, in blue, starts with an average of 16.60 Voronoi 
faces and it increases during the whole strain process, Notice that the rate at which it increases 
is higher from 3.7% strain and even higher when the system reaches 5.76% strain, coinciding 
with the end of the Km plateau. 

 

atoms and 1.65% for Zr atoms (2STDL in Fig. 5.12(a)). The evolution of these areas 

seems to be different for Cu and Zr and for the 2STDL and 2STDR as well. On the one 

hand, for Zr atoms, the behaviour of both the 2STDL and the 2STDR areas seems to be 

rather oscillatory and slightly correlated. On the other hand, this is not the case for Cu 

atoms, which exhibit a rather steady decrease of the 2STDL area and increase of the 

2STDR area. Interestingly, both the 2STDL and 2STDR Cu atoms areas change at a 

faster rate when the system reaches 4% strain, coinciding with the point at which the 

aging is not dominant anymore. It is remarkable that in all cases there are not significant 

changes during the first straining stage but as the strain increases, the deviations become 

more pronounced, showing a rise in the number of atoms with larger than expected 

volume and a decrease for the ones with smaller than expected volume. The anomaly in 

the atomic volume distributions presented here and its evolution upon strain is a clear 
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indicator of the structural anisotropy, which have been reported even within the elastic 

regime [136] and it is considered to be associated with the formation of STZs [117]. 

 

  
Fig. 5.12) Evolution upon strain of the area of the Voronoi Volume Gaussians under (a) and 
over (b) 2 standard deviations (2STDL and 2STDR respectively) for Cu and Zr. The system 
shows for both, Zr and Cu, an excess of atoms with a very large volume and a lack of atoms 
with a very small volume, indicating that the distribution of their atomic volume are right-
skewed Gaussians that are further skewed to the right as the straining process progresses. 

 

 

5.3) Dynamics analysis 

 

We continue now with the analysis of the dynamics of the SCS upon tensile strain. As 

described in section 3.4), the SD is a very interesting tool to quantify the dynamics of a 

system for a simulation in which several stages can be identified, because, rather than 

performing an average between the different stages, we compare the atomic 

displacements with respect to the initial configuration, thus the different dynamic 

phases emerge from this analysis. Furthermore, the procedure to simulate the straining 

process of a system involves the modification of the atomic coordinates. In our case, a 

small quantity is added to the coordinate corresponding to the axis in which the system 

in being stretched out and that small quantity multiplied by the Poisson ratio (0.34 for 

our system) is removed from the two others atoms coordinates. Those coordinates 

modification are usually referred to as affine displacements. For the study of the 

dynamics in this section, we have removed the affine displacements from the 

coordinates of the atoms in the system. Moreover, since the straining process occurs at a 

constant rate, there is a linear correspondence between strain and time, where an 

(a) 
(b
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increase of 1% strain corresponds to 100 ps. In addition, the classification of the rattling 

atoms in this chapter have been done including all atoms that jumped at least once, at 

any time, during the straining process, and following the same rules as in the previous 

chapter (i.e. jumps of at least 0.6 Å and residence times of at least 1.5 ps in the new 

position). This, yielded a number of rattling atoms of 2506, from which 1943 were Cu 

atoms and 563 were Zr atoms, which means that 8% of the atoms in the systems were 

rattling, from which 6.2% were Cu atoms and 1.8% were Zr atoms. By comparing these 

proportions with the ones obtained at the quiescent state (0.9% for Cu atoms and 0.1% 

for Zr atoms), it is clear that the rattling mechanism is significantly enhanced by the 

applied strain. Zhang et al. [107] reported as well a significant increase regarding their 

mobile atoms in deformed models with respect to the undeformed one. On the other 

hand, the fractions of their mobile atoms are not directly comparable with ours because 

they performed their measurements at a different temperature (600 K), with a different 

definition of the mobile atoms (e.g. a MSD cutoff of 4 Å) and with different simulation 

conditions (a cooling rate of 1010 K/s, a strain rate of 107 s-1, etc.) 

The SD of the SCS is represented in Fig. 5.13, separately for Cu and Zr and for the 

rattling atoms. As we saw in the previous chapter, the lighter and smaller Cu atoms have 

a larger SD than the Zr atoms, however, they follow the same trends, i.e. they remain 

caged up to 4% strain, where the slope of the SD increases indicating faster dynamics. 

Interestingly, the SD slope increases again at around 6% strain, matching the two 

critical points that characterize the endothermic behaviour exposed in section 5.1). On 

the contrary, rattling atoms start having faster dynamics after 250 ps (i.e. with the 

system being under 2.5% strain) although once again the SD slope increases at 

approximately 4.2% and 6.2% strain. The change in the slope, however, is considerably 

more significant than the one referring to all atoms in the system. At 7.5% strain there is 

a slight decrease of the SD slope, for both, the system and the rattling atoms. In average, 

the atoms break the cage just after 100 ps, as indicated by the upturn in the inset of Fig. 

5.13, where the x axis is represented in logarithmic scale. The rattling atoms, on the 

other hand, break the cage after 50 ps, which support the idea of the rattling atoms being 

centres of defective (or loosely packed) clusters in liquid-like regions from which it is 

easier to escape. Similar changes in the slope of the atomic displacements as the ones 

reported here for the rattling atoms were found by Cao et al. [127] for groups of atoms 

inside a Shear band.  
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The Overlap parameter (Q) of the SCS calculated upon straining (Fig. 5.14) is markedly 

different from the picture at the quiescent state (Fig. 4.15). A decline is observable for 

all values of the threshold d and relaxation times can be obtained from the time at which 

Q reaches the value 1/e (see section 3.5)). For values of d below the average thermal 

vibrational amplitude (i.e. from 0.1 Å to 0.2 Å), the relaxation times (Table 5.1) are less 

than 1 ps. For values of d around the average thermal vibrational amplitude (i.e. 0.25 Å 

to 0.35 Å) we obtain relaxation times of the order of a few hundred ps. When the value 

of d is very large (1.0 Å) there is not full relaxation at our time scales. 

 

 

Fig. 5.13) SD for all atoms in the system, separately for Cu and Zr and for the rattling atoms 
upon straining. In the inset the x axis is in logarithmic scale. Affine displacements have been 
removed from the atomic trajectories. Rattling atoms break the cage at around 50 ps, as 
indicated by the upturn in their SD in the inset. They start diffusing at 250 ps and their 
dynamics become faster at 420 and 620 ps, corresponding with the system being under 4.2% 
and 6.2% strain. The slope of the SD decreases slightly at 750 ps, indicating a slowdown of the 
dynamics. The rest of the atoms in the system start breaking the cage after the rattling atoms, at 
around 100 ps and similar trends can be observe regarding their SD with that of the rattling 
atoms, although considerably less pronounced and in a lower magnitude.  
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Fig. 5.14) (a) System’s Overlap parameter versus time during the straining process for different 
thresholds and (b) same as in (a) with logarithmic scale in the x axis. For very short distances 
below 0.2 Å, the relaxation times are below 1 ps and correspond to the atomic thermal 
vibration. For values of d of the order of the average amplitude, 0.3 Å, the relaxation times are 
of the order of a few hundred ps. All the relaxation times obtained are summarized in Table 5.1. 

The picture is rather different when we calculate Q only for the rattling atoms (Fig. 

5.15), specially taking into account the different values of d that we used. Again for a 

cutoff of 0.2 Å we find a relaxation time lower than 1 ps. As the cutoff is increased, the 

relaxation times become of the order of hundreds of ps. 

 

  
Fig. 5.15) (a) Overlap parameter versus time for the rattling atoms  for different thresholds 
(longer than in the previous figure for the whole system) and (b) same as in (a) with logarithmic 
scale in the x axis. All the relaxation times obtained are summarized in Table 5.1. 

 

Next, we calculated the MSD for the rattling atoms (Fig. 5.16) and we also classified 

them according to whether they jump more or less than 1 Å. The outcome is that, 

contrary to what we saw in the previous chapter, all rattling atoms are diffusing, 

regardless of the distance of their jumps. We found that they diffuse in average, for all 

time delays dt, with a diffusion coefficient of 3.6 ·10-8 cm2/s, which is slightly higher 

than the one reported at the quiescent state (2 ·10-8 cm2/s). It is relevant to recall that the 

MSD averages in time for the whole trajectory, and in that sense, we cannot say from 

the results depicted in Fig. 5.16 when do they start diffusing, in the same fashion as we 

(a) 

(b) 

(a) (b) 
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did with their SD (Fig. 5.13). Nevertheless, we can observe that they break the cage in 

less than 5 ps, but once again, this time is an average that includes both, the elastic and 

the plastic regimes. 

Fig. 5.17 represents the Overlap parameter (Q) for rattling atoms as a function of the 

configurations delay, dt, which yields lower relaxation times than those from Fig. 5.15. 

This behaviour is expected, since for the calculations of Q for a delay e.g. of 1 ps, all 

pairs of configurations separated by 1 ps were averaged, which includes the ones with 

slow dynamics at the beginning and the ones with fast dynamics at the end of the 

straining process (similarly to the stated differences between the SD and the MSD). 

 

 

Fig. 5.16) MSD for all the rattling atoms and separately for atoms that jumps more or less than 
1 Å. The system SD (black line) is also plotted for reference. In the inset, the x axis is plotted 
using a logarithmic scale. Rattling atoms diffuse with a diffusion coefficient of 3.6 ·10-8 cm2/s. 
Most of the rattling atoms perform jumps of less than 1 Å. The inset shows that rattling atoms 
breaks the cage in less than 5 ps (in average along the entire trajectory, i.e. including all the 
stages of the straining process). Atoms jumping more than 1 Å break the cage even sooner, at 
around 2.5 ps. 
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Fig. 5.17) (a) Overlap parameter versus time for the rattling atoms using their MSD (i.e. 
averages over the entire strain process) for different thresholds. All the relaxation times 
obtained are summarized in Table 5.1. 

The different relaxation times obtained through the overlap parameter using the system 

and the rattling atoms SDs and the rattling atoms MSD (see section 3.5) are summarized 

in Table 5.1. Very short relaxation times of less than 1 ps correspond to distances below 

the atomic vibrational amplitude. Rattling atoms have relaxations times of a few 

hundred of ps for larger distances, from 0.4 Å to more than 1 Å. The fact that the 

relaxation times of rattling atoms obtained by means of the MSD are shorter than those 

corresponding to the ones obtained by means of the SD (for the same distance cutoff) 

strengthens the idea that the dynamics of the system become markedly faster as the 

applied strain increases. 

The acceleration of the system dynamics correlates very well with the increase of the 

frequency of occurrence (FOC) of the rattling moves. Fig. 5.18 represents the histogram 

of the atomic jumps upon straining. It must be clarified that, because the affine 

displacements have been removed, the magnitude of the FOC depicted in Fig. 5.18 is 

significantly underestimated, especially for larger strain values. Nevertheless, it is still 

possible to extract some conclusions by just looking at the trend. It is rather clear that 

the FOC increases upon straining, particularly after 6% strain, coinciding with the end 

of the plateau of Km. It is also noticeable that at the very beginning, the value of the 

FOC is even lower than at the quiescent state, reinforcing the idea of a slowdown of the 

dynamics due to the relaxation process associated with the endothermic behaviour. The 

quiescent value of the FOC is recovered at around 4.5% strain, when Km reaches the 

plateau.  
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System  SD Rattling atoms  MSD Rattling atoms 

Cutoff        

d ( Å ) 

Rel. time   

τ (ps) 
 

Cutoff        

d ( Å ) 

Rel. time    

τ (ps) 
 

Cutoff        

d ( Å ) 

Rel. time    

τ (ps) 

0.10 0.05  0.2 0.1  0.4 42 

0.15 0.08  0.4 618  0.6 184 

0.2 0.23  0.6 725  0.8 458 

0.25 438  0.8 815  1.0 738 

0.3 582  1.0 918  1.2 1020 

0.35 675  1.2 1020  1.4 -- 

1.0 --  1.4 --  1.6 -- 
 

Table 5.1) Relaxation times obtained from the overlap parameter decay upon straining 

 

Fig. 5.18) Histogram of the Rattling movements vs strain. The FOC on the atomic rattling 
increases with strain. This histogram is calculated based on a trajectory for which the affine 
displacements of the atoms were removed, thus causing considerable inaccuracies and 
generally an underestimation regarding the number of jumps. These inaccuracies and the 
underestimation become more pronounced at higher strains, however, general trends can still 
be extracted. Interestingly, at the beginning, the FOC is lower than at equilibrium, which could 
be connected with the endothermic behaviour. The equilibrium FOC is recovered at around 
4.5%, when the drop in Km reaches the plateau. 
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Aiming into further enlighten the relationship between the rattling atoms and the STZs 

we calculated the ̂k�l�  parameter defined by Falk and Langer [42] as described in 

section 3.4). We used the unstrained system configuration as reference and calculated 

the ̂ k�l�  upon straining. The results are depicted in Fig. 5.19. Column (a) includes all 

atoms in the system, column (b) includes only the rattling atoms and column (c) 

includes those atoms in the system with an extreme large value of ^k�l�  (i.e. more than 

35 Å2). Each of the five rows corresponds to strain intervals of 2%, from the interval 

[0%, 2%] represented in row 1 to the interval [8%, 10%] represented in row 5. Each 

atom is then coloured depending on their ^k�l�  value, which was averaged over 200 

configurations from the corresponding strain interval. For example, the plot (a3) 

represents the ̂k�l�  value of each atom in the system, averaged over 200 configurations 

from 4% to 6% strain. In the plot (b3) only the atoms that jumped during the strain 

interval [4%, 6%] are represented, again coloured by their averaged ^k�l�  value. Finally, 

the plot (c3) includes only the atoms for which their averaged ^k�l�  value was larger 

than 35 Å2. In all cases, the vertical axis corresponds to the direction of the applied 

strain field (i.e. the z axis) and the colour bar goes from 0 Å2 (blue) to 25 Å2 (red). 

Notice that the box size does not increase in the z axis because the homogenous box 

deformation is removed when the non-affine displacements are extracted from the 

atoms coordinates. The length of the box in each axis is 79.7 Å. Furthermore, the 

simulation box has not been sliced while producing these images, which means that the 

plots are projections on the plane xz. Finally, it worth recalling that PBC are applied in 

all directions, the system do not have surfaces, thus, although the column (a) represents 

one of the sides of the box, it should be regarded as an internal slice of the system. 

During the first strain interval (row 1, from 0% to 2% strain), the ^k�l�  value is very 

small and only a few atoms are rattling, mostly concentrated in small regions. The 

situation is quite similar during the second strain interval, although some regions 

(bottom and top left in the plot (a2)) start showing a rise of the ^k�l� . In this region, our 

system is rejuvenating, as suggested previously in this chapter when we analysed the 

thermodynamics and the atomic structure. From 4% to 6% strain (row 3), there is a 

sudden increase in the number in the number of rattling atoms, which is accompanied 

by the growth of the regions that showed a rise of the ^k�l�  in the previous strain 

interval and the appearance of new regions with high ^k�l�  in the centre of the plot (a3). 
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However, the high mobility liquid-like zones of the system are still concentrated on 

isolated regions, indicating that the system is locally aging and rejuvenating, which 

coincides with the Km plateau. As we keep straining the system in the next interval from 

6% to 8% strain (row 4), we start observing the percolation of the aforementioned 

liquid-like regions, indicating that STZs are actively forming in the system, which is 

now predominantly rejuvenating, in accordance with the Km behaviour. In fact, the 

upturn of the Km that takes place at 6% strain, indicates that the system temperature 

would increase (locally) if it was not coupled with a thermostat, as demonstrated when 

the strain process is simulated in the microcanonical ensemble (light green line in Fig. 

5.2, [127] ). Interestingly, the regions of atoms with the larger ^k�l�  value (c4) seem to 

grow with a preferred orientation, of approximately 45º, with respect to the direction on 

which the tensile strain is applied. This is a well-known characteristic of the formation 

of shear bands [94], [127], [132], [142]. In the last stage, from 8% to 10% strain, almost 

all liquid-like regions percolate as if the system itself was inside a shear band. Also the 

preferred percolation orientation aforementioned is now clearer. Notice that a well-

defined shear band cannot be form in our system because the size of our simulation box 

is not large enough. Moreover, there are no surfaces in our system to facilitate their 

initiation [127], [142]. Finally, it should be noted that the rattling atoms could be 

considered as reasonably reliable predictors of where the STZs will appear on the 

system. To see this correlation, one can compare the plots from column (b) with the 

plots of column (c) one row below, i.e. plot (2b) with (3c), (3b) with (4c), etc. It is then 

possible to observe a certain degree of correlation between the jumping atom and the 

future formation of STZs. 
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Fig. 5.19) ̂ k�l�  plots upon straining. Column (a) includes all atoms in the system, column (b) includes 
only the rattling atoms and column (c) includes those atoms in the system with an extremely large ^k�l�  
value  (i.e. more than 35 Å2). Each of the five rows corresponds to strain intervals of 2%, from the 
interval [0%, 2%] represented in row 1 to the interval [8%, 10%] represented in row 5. Each atom is 
coloured depending on their ^k�l�  value as indicated in the top scale bars, from 0 Å2 (blue) to 25 Å2 (red). 
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To conclude this chapter, we present a similar set of plots as those illustrated in Fig. 

5.19, referring now to the shear stress. It should be noticed that in average, there is not 

shear stress in our system, i.e. !)* ≈ !)+ ≈ !*+ ≈ 0, where !�% are the cross terms of 

the stress tensor, which oscillate around zero. On the other hand, there is local shear 

stress in regions typically associated with FI [36], [83], [107] or well-shaped, densely 

packed ICO clusters. In the present work, the shear strain has been calculated as:   

 

 ]8 = U!)*U + |!)+| + U!*+U3  (5.3) 

 

where the brackets representing the absolute value were introduced to avoid stress 

cancelations from perpendicular axes. The results are depicted in Fig. 5.20, following a 

similar scheme as the one of Fig. 5.19, i.e. column (a) includes all atoms in the system, 

column (b) includes only the rattling atoms and column (c) includes those atoms in the 

system with an extremely large value of ]8 (i.e. more than 0.15 MPa). Each of the five 

rows corresponds to strain intervals of 2%, from the interval [0%, 2%] represented in 

row 1 to the interval [8%, 10%] represented in row 5. Each atom is coloured depending 

on their ]8 value, which was averaged over 200 configurations from the corresponding 

strain interval. The colour bar goes from 0 MPa (blue) to 0.12 MPa (red). Notice the 

slight increase of box size in the z direction (vertical) and the reduction of x axis 

(horizontal). The y axis is not shown since the plots are projections on the xz plane. The 

length of the box in the z axis goes from 79.7 Å in the quiescent state to 88.1 Å once the 

strain process is completed, while in the x and y axes, the box length starts, as well, 

being 79.7 Å and end being 77.0 Å, corresponding to the applied Poisson ratio of 0.34. 

As represented in the column (a) of Fig. 5.20, the SH is approximately 0.6 MPa in 

average for most of the system’s atoms. However, it is clear that there are regions where 

the local SH is considerable larger, almost three times the average value, i.e. 0.15 MPa 

as depicted from the plots in column (c). Very interestingly, the SH in the system 

decreases as the strain process progresses and once again, there seems to be more 

significant differences between the stages represented by the rows 2 to 3, and 3 to 4, 

than between the stages represented by the rows 1 to 2 or 4 to 5, as in the case of the ^k�l�  plots, remarking again the transition from aging or relaxation to rejuvenation or 
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disorder that take place when the system is between 4% and 6% strain. Additionally, 

since there exist a connection between the FI clusters and the local stress in MGs [36], 

[83], [107], it is possible to consider the regions with the lowest shear stress, i.e. those 

without plotted atoms in the column (c) of Fig. 5.20, as the regions where the FI are 

being destroyed, which permit us to locate spatially in the system the regions where the 

destruction of ICO clusters, monitored in Fig. 5.7, and particularly, the well-fitted ICO, 

corresponding to the vanishing of the left bump in the ICO error histograms of Fig. 5.8, 

is happening. 

Furthermore, the correlation between low shear regions and rattling atoms is even 

stronger than that of the rattling atoms and the ^k�l�  depicted in Fig. 5.19. Moreover, 

the SH of the rattling atoms is in general quite similar or even smaller than the average 

SH of all atoms in the system. These two observations further demonstrate that the ICO 

clusters are destroyed by the atomic rattling movements before the STZs can be formed 

[107], [127].  
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Fig. 5.20) Atomic Shear stress (]8� plots upon straining. Column (a) includes all atoms in the system, 
column (b) includes only the rattling atoms and column (c) includes those atoms in the system with an 
extremely large SH value (i.e. more than 0.15 MPa). Each of the five rows corresponds to strain intervals 
of 2%, from the interval [0%, 2%] represented in row 1) to the interval [8%, 10%] represented in row 5). 
Each atom is coloured depending on their SH value as indicated in the top scale bars, from 0 MPa (blue) 
to 0.12 MPa (red). 
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6) Stress Relaxation 
 

A material shows stress relaxation when the stress decreases with time while a fixed 

strain is maintained. The study of the structural and dynamical properties at the 

atomistic level during the stress relaxation may help in gaining insight regarding the 

viscoelastic and plastic properties of the MGs and, in particular, the aging and 

rejuvenation mechanisms exhibited by these materials, which would allow to further 

understand their macroscopic mechanical characteristic.  

As a first approximation, we modelled the stress relaxation process by using the 

Maxwell viscoelastic (or spring-dashpot) model [143]. The Maxwell viscoelastic model 

states that the stress dependence on time during a relaxation process follows the 

equation:  

 !�	� = !X�wH� + � (6.1) 

where τ is the relaxation time, σ0 is the initial stress and C is a necessary constant 

introduced in the cases in which the stress does not tend to zero for long (MD) times. 

Additionally, 

 � = �� (6.2) 

Where η is the viscosity of the material and k represents its Young modulus. We found 

that the stress relaxation process taking place in our model glass cannot be characterized 

by just one relaxation time but rather, by a distribution of relaxation times. For such 

situations, is it more convenient to fit the data with a stretched exponential or 

Kohlrausch-Williams-Watts (KWW) model [144], which has the form: 

 !�	� = !X�w�H��Z + !W (6.3) 

where, τ is the average relaxation time, σ0 is the initial stress and a stretched parameter, 

β, is introduced, which accounts for the dispersion of the relaxation times distribution 

with respect to τ. Notice that for a value of β equals to 1, we recover the Maxwell 

model. When β is equals to 2, the expression (6.3) becomes a Gaussian function. !W 

serves the same purposes as the constant C introduced in the expression (6.1).  
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For the rest of the chapter, we will use the KWW model to fit the different curves 

involved in the stress relaxation process. It is important to note that, although the KWW 

model have been used by many authors to describe relaxation processes in MGs [145]–

[149], it is just a phenomenological model without a solid mechanistic argument behind. 

The main advantage is that it can fit a broad distribution of relaxation times with just 

three parameters. Additionally, the relaxation time obtained from the KWW model 

corresponds to the average relaxation time, which may not be the best descriptor of a 

distribution by itself, especially if the distribution extends over several orders of 

magnitude. The aforementioned studies refer almost exclusively to experimental results 

over very different time scales compared to those studied in this dissertation, thus direct 

comparisons are generally not easily done. Although the relaxation we observed in our 

systems is orders of magnitude faster than those observed macroscopically, the strain 

rate we used was also several orders of magnitude faster than the ones generally used in 

experiments, so it is logical to expect such faster system responses. In fact, the 

qualitative behaviour of the simulations actually resembles closely to those observed 

experimentally. Nevertheless, the complete understanding of the stress relaxation 

processes in MGs is still far from being accomplished. More experimental and MD 

simulations results are needed to further develop this field and to obtain a more clear 

picture of the mechanisms behind the macroscopic performances of the MGs. 

 

 

6.1) Thermodynamics and simulations details 

 

After the straining process, the simulations continued in the Isothermal Isochoric 

ensemble (NVT) for another 1000 ps, during which the strain was fixed at 10%. Very 

interestingly, it came out that the systems relaxed part of the stress and the energy 

accumulated during the straining process (Fig. 6.1). We note at this point that the 

observed stress and energy relaxation were not found in a test simulation referring to 

crystalline pure Cu. As a first approximation, we modelled this relaxation process by 

using the Maxwell viscoelastic (or spring-dashpot) model [143] (orange line in Fig. 

6.1). Yet, as it can be seen in Fig. 6.1, the fitted line is not able to capture the complex 

relaxation dynamics completely, especially at the beginning of the stress relaxation 
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process, for the reasons mentioned previously in this chapter. The fit line obtained 

through the KWW model is closer to the data, as depicted with green lines in Fig. 6.1. 

The Maxwell model fit yielded a relaxation time of 230 ps for the SCS. The KWW 

model fit yielded as well a relaxation time of 230 ps in the case of the SCS and 210 ps 

for the FCS, suggesting a slightly faster relaxation time for the system cooled down at a 

slower rate, which accumulated more stress during the straining process as we saw in 

the previous chapter. The value of the relaxation time we found differs considerably 

from the one reported by Qiao et al. [28] (approximately 1.5 ns at 350 K), which is 

understandable, considering the different system temperature and the fact that they 

performed the fit over 50 ns of stress relaxation data, driving their average relaxation 

time towards higher values since other mechanisms, with characteristics longer 

relaxation times, arise. 

Notice that the relaxation time obtained through the Maxwell model and the KWW 

model for the SCS is the same, which is logical if we consider that the Maxwell fit is 

acceptable for most of the curve length. Under this condition, it represents the main or 

average characteristic relaxation time of the system, which explains the matching 

between the two models. If we introduce this relaxation time in equation (6.2) together 

with the Young modulus (75.5 GPa) obtained in section 5.1), we find a viscosity of 

17.35 Pa·s, several order of magnitude away of the typical viscosity of solids 

(1012 Pa·s). Interestingly, the viscosity we obtain for our MG is comparable to the value 

10 Pa·s, reported by Zhang et al. [89], for the same model glass at 1000 K, which 

strongly suggest that the stress relaxation we observe is mostly taking place in the 

liquid-like regions of the system, which have been linked several times in this work 

with the location of the rattling atoms and the location of defective or loosely packed 

clusters structures. Additionally, this viscosity is 3 orders of magnitude smaller than the 

shear viscosity value, of approximately 104 Pa·s, reported by Wang et al. inside a 

propagating shear band [135] in Cu50Zr50 MGs and by Kang et al [118] for the Cu65Zr35 

model glass under a shear strain of 10%.  

The β coefficient was 0.38 for the SCS and 0.74 for the FCS, which indicates, as it is 

visible in Fig. 6.1, that the different cooling rates have a considerable influence 

regarding the dispersion of relaxation times from the average. Similar values of β were 

found by Qiao et al. [28] in a Cu46Zr46Al8 model glass over a large range of 

temperatures: from 350 K to 800 K and by Wang et al. [146] at room temperature. 
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Fig. 6.1) Stress relaxation for the FCS and the SCS while keeping the systems under 10% strain. 
The SCS Stress decay was fitted to the Maxwell and the KWW models. The FCS was fitted only 
to the KWW model. In the inset, it is represented the stress for both: the straining and the stress 
relaxation processes.  

 

Similar decay as the one observed for the stress was also exhibited by the total energy 

per atom for both, the SCS and the FCS, as illustrated in Fig. 6.2. Although we provide 

only the total energy, the relaxation is practically the same for the potential energy, 

suggesting that it is actually the potential energy the one that decreases, given that the 

kinetic energy was kept constant due to the presence of the thermostat. The KWW fit 

yielded longer relaxation times in this case: 435 ps and 666 ps for the SCS and the FCS, 

respectively. The β parameter resulted to be the same in both cases: 0.65. Notice that the 

total energy per atom was lower by 10 meV in the SCS with respect to the FCS, at the 

quiescent state (inset of Fig. 6.2), before the straining process, supporting the idea that it 

was better relaxed due to the slower cooling rate. Interestingly, this difference was 

reduced to 3 meV per atom once the straining process was completed, which means that 

the SCS stored more energy during such process. For the rest of the chapter, the results 

will refer to the SCS unless otherwise specified.  
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Fig. 6.2) Total energy decay during stress relaxation for the FCS and the SCS while keeping the 
systems under 10% strain. The curves were fitted to the KWW model. In the inset, it is 
represented the total energy per atom for both: the straining and the stress relaxation 
processes.  

 

The influence of the temperature in the stress relaxation process was evaluated for the 

SCS, and the results are presented in Fig. 6.3 and Table 6.1. In general, it is possible to 

observe a soft increase in the stress relaxation times with temperature, from 170 ps at 

200 K to 380 ps at 600 K, indicating faster stress relaxation for the systems at lower 

temperatures, which were also more stressed during the straining process.  

Furthermore, we studied the impact of the strain rate at which the straining process was 

performed on the stress relaxation that takes place once the strain is fixed at 10%. The 

results are illustrated in Fig. 6.4 along with the KWW model fit. The parameters of the 

fit are summarized in Table 6.1. It came out that this impact is massive and the 

relaxation times are reduced by orders of magnitude as the strain rate increases (also by 

orders of magnitude), from 2 ps for a strain rate of 1010 s-1 to 1000 ps for a strain rate of 

107 s-1. Nevertheless, the effect is still present for the slower strain rates, which is 

expected, as it is also present at experimental time scales and strain rates [28]. The 

changes of the β parameter from the KWW model are also significantly related with the 

different strain rates used and they decrease from a value close to 1 for a strain rate of 

107 s-1 to a value of 0.24 when the strain rate is 1010 s-1, which implies that the  
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 Fig. 6.3) Temperature dependence of the Stress relaxation, ranging from 200 to 600 K. Systems 
with lower temperature were considerably more stressed at the end of the straining process (see 
inset of Fig. 5.3) and they relaxed the stress faster. Notice the “bumps” in the stress relaxations 
curves, indicating a collection of different relaxation times taking place. 

 

 

Fig. 6.4) Dependence of the Stress relaxation for different strain rates (ranging from 107 s-1 to 
1010  s-1 ) during the straining process. Faster straining rates induce faster stress relaxations.  
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dispersion of relaxation times with respect to the average is small when the strain rate is 

low but very significant for faster strain rates. Curiosly, it appears that the difference 

between strain rates of 108 s-1 and 109 s-1 is considerable larger than between strain rates 

of 109 s-1 and 1010 s-1 or of 107 s-1 and 108 s-1, suggesting that, in order to extract 

conclussions that are closer to the experimental situation it is significanlty better to use 

a strain rate of 108 s-1 instead of a strain rate of 109 s-1. 

We close this chapter section presenting the dependency of the stress relaxation 

regarding the target strain reached during the straining process (Fig. 6.5 and Table 6.1). 

For a target strain slightly higher (2%) than the elastic regime of our system (~1.4%) the 

stress relaxation is barely visible, with a relaxation time of 110 ps and a very large β 

parameter of 1.77. As we increase the target strain, the relaxation time increases as well 

and the β parameter decreases significanlty, which complicates the comparison of the 

relaxation times for the different target strains. Nevertheless, it is clear from Fig. 6.5 

that the stress relaxation is more pronounced for target strains of 6% and higher, when 

the endothermic behaviour of the system is completed and the system is well inside the 

plastic regime. In fact, a “step” of the β parameter of the fit is appreciable for a target 

strain of 6%: from β equal to 1.77 for a target strain of 2%, to β equal to 0.57 for a 

target strain of 5%, then the value of β increases slightly to 0.68 for a target strain of 6% 

and from there it decreases again until it reaches the value of 0.38, corresponding to a 

target strain of 10%. This behaviour reinforces the idea that there are indeed strong 

differences in the system below and over 6% strain, as stated in the previous chapter.  
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Fig. 6.5) Stress relaxation curves for systems strained up to different target strains. The stress 
relaxation of the system strained a little further (2%) than the elastic regime of our system 
(1.4%)  is barely visible. The stress relaxations for target strains of 6% and higher (i.e. when 
the endothermic behaviour presented in the previous chapter finished) are considerably more 
pronounced than in the case of the systems that were strained up to less than 5%. 

 

Fitting parameters on T.  Fitting parameters on SR.  
  Fitting parameters             

on target strain 

T (K) τ (ps) β  SR (s-1) τ (ps) β  
Target 

Strain (%) 
τ (ps) β 

200 174 0.75  107
 1003 1.03  2 110 1.77 

300 232 0.38  108 232 0.38  4 242 1.58 

400 225 0.69  109 41 0.36  5 426 0.57 

500 111 0.71  1010 2 0.24  6 272 0.68 

600 377 0.53      8 556 0.54 

        10 232 0.38 

 

Table 6.1) Parameters of the KWW fit for the SCS for different temperatures, strain rates and 
target strains.  
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6.2) Structural analysis 

 

Similarly to the previous chapters, we focus now on the analysis of the structural 

evolution of the SCS upon stress relaxation. First, we calculated the RDF and PRDFs at 

the end of the stress relaxation process and compared it with the ones calculated at the 

end of the straining process (Fig. 6.6). The output is that they are practically identical in 

all cases, which means than the distances between atoms have not changed, in average, 

inside the system. Notice that if there were local changes, they would be hardly 

perceptible in the RDF and PRDFs due to the fact that the volume of the system was 

kept constant upon stress relaxation, thus local density increases must be compensated 

with local density decreases somewhere else in the system, resulting in a constant 

average density. 

 

 

 

Fig. 6.6) PRDFs for the different pairs of elements and total RDF of the SCS under 10% strain 
and at the end of the relaxation process. No differences can be observed. 

 

Second, we studied the clusters evolution in time during the stress relaxation (Fig. 6.7). 

Once again, the differences are hardy visible and they are well inside the error bar in all 
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cases. In any case, the number of Zr RD and ICO clusters remains practically equal. The 

number of Zr CUB clusters seems to decrease at the end of the relaxation process, 

although the difference between the starting and ending populations is only 0.1%. In the 

case of Cu atoms, the trends in the very beginning of the stress relaxation process look 

like a continuation of the trends exhibited by the system during the straining process 

(Fig. 5.7), i.e. an increase of the number of loosely packed clusters (RD and Cu centred 

CUB) and a decrease of the densely packed ones (ICO and Zr centred CUB), suggesting 

that the disordering (or rejuvenation) of our system, initiated during the straining 

process, extends into the stress relaxation process, which may indicate a certain inertia 

that disappears after 300-400 ps, when the very fast initial stress relaxation have been 

completed.  

The differences on which we commented in the previous paragraph are generally inside 

the error bars and they are so small that cannot be seen when we compare the 

histograms of the clusters fit errors at the beginning and at the end of the stress 

relaxation process, as depicted in Fig. 6.8, where no significant changes can be 

appreciated. 

The destruction of Superclusters continues too during the first 100 ps of the stress 

relaxation process, indicating that the existent inertia exhibited in the number of clusters 

seen in Fig. 6.7 affects the Superclusters as well. However, it seems to be less intense in 

the case of the Superclusters, which show signs of recovery from 100 to 300 ps. 

Nevertheless, the number of Superclusters seems to be oscillating around the same 

quantity reached at the end of the straining process. In any case, once again, all changes 

are inside the error bars. 
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Fig. 6.7) Clusters evolution upon relaxation. All changes are inside the error bar. The trends 
observed during the straining process continue, more markedly, for the Cu centred clusters 
indicating that there exists some kind of inertia. In general there are no significant changes. 

 

 



112 
 

  

 

Fig. 6.8) Comparison of the clusters error histograms before and after the relaxation process. 
No significant changes can be observed. 

 

 

 

Fig. 6.9) Evolution of the total number of Superclusters (SCs) upon relaxation with respect to 
the total number of Superclusters at the quiescent state). Superclusters keep being destroyed 
during the first 100 ps of the relaxation process. Then, there is a moderate recovery of 1% 
during the following 300 ps. However these changes are inside the error bar and they are not 
very significant. 
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Fig. 6.10 is an extension of Fig. 5.11 into the stress relaxation process. The CN of Cu 

atoms drops towards the value at the quiescent state during the first 500 ps and then it 

reaches a plateau, indicating that the number of neighbours of Cu atoms is 0.15% larger 

at the end of the stress relaxation process with respect to the quiescent state. In the case 

of Zr atoms, the inertia previously mentioned in this chapter seems to be present as well, 

since the CN keeps increasing a little further over a change of 0.8% with respect to the 

quiescent state. After that there are not many changes. In general, it seems to exist a 

certain degree of correlation between the bumps on the stress illustrated in Fig. 6.1 and 

the CN for both, Cu and Zr atoms. 

 

 

Fig. 6.10) Variation with respect to the number of Voronoi faces (i.e. CN) upon relaxation. A 
0% change represents the number of VFs at the quiescent state. During the first 500 ps of the 
relaxation process, the CN of Cu atoms decreases in 0.1 % and remains 0.15 % higher than at 
the quiescent state. The CN of Zr atoms remains approximately at the same value reached 
during the straining process. 

 

A partial recovery of the 2STDL and 2STDR areas anomaly is also observable during 

the stress relaxation process with respect to the trends exhibited for the strain process. 

However, the total differences are rather small compared to the changes that took place 

during the straining process. 
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 Fig. 6.11) Evolution upon relaxation of the area of the Voronoi Volume Gaussians under (a) 
and over (b) 2 standard deviations for Cu and Zr. Opposite trends to those found during the 
straining process can be observed, although they are significantly less pronounced 

 

 

6.3) Dynamics analysis 

 

In the previous section, we have analysed the structure of the SCS and we have seen 

that, despite the considerable stress and energy relaxation occurring in the system just 

after the conclusion of the straining process, there are not significant changes 

concerning the SRO and MRO at the studied time scales. Nevertheless it was possible to 

observe a slight recovery of the volume anomaly (measured through the 2STDL and 

2STDR areas) and the CN of Cu atoms with respect to the trends observed during the 

straining process. It was also manifested, through the destruction of densely packed 

clusters and creation of loosely packed ones, some degree of inertia regarding the 

rejuvenation process that took place in the medium to the last stages of the strain 

procedure. Since the relaxations of stress and energy are not obvious in the 

microstructure analysis, they must be related with the dynamics of our system, which 

will be evaluated in this section. Once again, as in section 5.3), the rattling atoms are 

those atoms that jump at least once during the whole stress relaxation process. 

Following that classification, 16.3% of the atoms in the system are rattling atoms, from 

which 12.5% are Cu atoms and 3.8% are Zr atoms.  

First, we present the results of the SD calculated for all atoms in the system, for Cu and 

Zr separately and for the rattling atoms (Fig. 6.12). The SD during the stress relaxation 

process is markedly different from the SD calculated for the straining process (Fig. 

(a) 
(b
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5.13). In this case, we observed very fast dynamics at the beginning of the stress 

relaxation process and they progressively slow down. The SD slope of the rattling 

atoms decreases at approximately 50 ps and 350 ps. On the other hand, the SD of the 

system in average exhibits a response having the opposite trend depicted for the stress 

relaxation in Fig. 6.1, i.e. and increases up to 100 ps, followed by a small plateau and a 

new increase at around 150 ps. The slope of the SD for the system diminishes again at 

approximately 350 ps, coinciding with the end of the second decline of the stress 

observed in Fig. 6.1. From the inset of Fig. 6.12, in which the x axis is in logarithmic 

scale, it is possible to appreciate the cage breaking effect, first for the rattling atoms at 

around 5 ps and then for the rest of the atoms in the system at around 10 ps. 

 

Fig. 6.12) SD for all atoms in the system, separately for Cu and Zr and for the rattling atoms 
upon relaxation. In the inset the x axis is in logarithmic scale. Rattling atoms break the cage at 
around 5 ps, as indicated by the upturn in their SD in the inset. They are diffusing from the very 
beginning (the were diffusing at the end of the straining process) and the slope of their SD 
decreases at 50 and 350 ps, i.e. just before the faster stress relaxation ends and after a slower 
decrease of the stress happens (see Fig. 6.1) . The rest of the atoms in the system start breaking 
the cage after the rattling atoms, at around 10 ps and similar trends can be observe regarding 
their SD with that of the rattling atoms, although considerably less pronounced and in a lower 
magnitude.  
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The time evolution of the Overlap parameter for the stress relaxation process (Fig. 6.13) 

has also notably different shape than that of the straining process (Fig. 5.14). In this 

case, we see that the system configurations differ greatly from the reference 

configuration at very short times and then the rate at which Q diminish, decreases. 

Similar trends at similar time intervals with respect to the stress relaxation (Fig. 6.1) are 

observable regardless of the applied cutoff d. The relaxation times are again lower than 

1 ps when the cutoff is 0.2 Å or less. Then they increase considerably for each 

increment in the distance cutoff, from 35 ps when d = 0.25 Å to 735 ps for a cutoff of 

0.35 Å. The differences in the length of the plateau between the straining and stress 

relaxation processes are also remarkable, clearly perceptible in the logarithmic plots 

(Fig. 5.14(b) and Fig. 6.13(b) respectively). The length of these plateaus is related with 

the time length of the relaxation processes taking place in the system, which are 

significantly shorter for the stress relaxation phase than for the straining process. 

 

 

 

Fig. 6.13) (a) System’s Overlap parameter versus time during the relaxation process for 
different thresholds and (b) same as in (a) with logarithmic scale in the x axis. The behaviour of 
the overlap parameter resembles very similar trends at the same time intervals as those of the 
stress relaxation (Fig. 6.1). All the relaxation times obtained are summarized in Table 6.2. 

 

Similar behaviour can be seen when we calculate the overlap parameter for the rattling 

atoms (Fig. 6.13) within the tolerance of larger values of the cutoff. Only for a cutoff of 

0.2 Å we find a relaxation time of less than 1 ps and, once again, the relaxation times 

increase significantly for small increments in the cutoff distance, e.g. for a cutoff of 

0.4 Å the relaxation time is 155 ps, while for a cutoff of 0.8 Å, the relaxation time is 

990 ps. For larger values of the cutoff, the length of our simulation is not enough to 

capture the local relaxation around rattling atoms. Once again, the length of the plateau 

(a) (b) 
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manifested in the logarithmic scale plots is remarkably shorter for the stress relaxation 

process (Fig. 6.14(b)) than for the straining process (Fig. 5.15(b)). 

 

 

Fig. 6.14) (a) Overlap parameter versus time for the rattling atoms for different thresholds 
(longer than in the previous figure for the whole system) and (b) same as in (a) with logarithmic 
scale in the x axis. All the relaxation times obtained are summarized in Table 6.2. 

 

Turning on the MSD of rattling atoms (Fig. 6.15), we can see that in the case of the 

stress relaxation process, the rattling atoms are also diffusing with a diffusion 

coefficient of 1.7 ·10-8 cm2/s, which is slightly smaller than the diffusion coefficient we 

obtained for the straining process (3.6 ·10-8 cm2/s). As in the case of the straining 

process, most of the rattling atoms jump less than 1 Å. The cage breaking phenomena 

take place between configurations separated by approximately 7 ps in general for the 

rattling atoms. Atoms jumping more than 1 Å break the cage after shorter times of 

approximately 5 ps (inset of Fig. 6.15). 

The overlap parameter (Q) averaged over the whole stress relaxation trajectory is 

presented for the rattling atoms in Fig. 6.16. It turns out that the relaxation times (Table 

6.2) are much larger for the stress relaxation process than for the straining process as it 

can be seen comparing Fig. 6.16 and Fig. 5.17). For the time scale studied in our 

simulations, the relaxation times corresponding to a cutoff of more than 0.4 Å can only 

be obtained for the cutoff distance of 0.6 Å (575 ps) and 0.8 Å (960 ps). For larger 

values of the cutoff, longer simulations are required.  

 

(a) 

(b) 
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Fig. 6.15) MSD for all the rattling atoms and separately for atoms that jumps more or less than 
1 Å. The system SD is also plotted for reference (black line). In the inset, the x axis is plotted 
using a logarithmic scale. Rattling atoms diffuse with a diffusion coefficient of 1.7 ·10-8. Most of 
the rattling atoms perform jumps of less than 1 Å. The inset shows that rattling atoms breaks the 
cage at around 7 ps (in average along the entire trajectory, i.e. all the relaxation process). 
Atoms jumping more than 1 Å break the cage even sooner, at around 5 ps. 

 

 

Fig. 6.16) (a) Overlap parameter versus time for the rattling atoms using their MSD (i.e. 
averages over the entire relaxation process) for different thresholds. All the relaxation times 
obtained are summarized in Table 6.2. 
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System  SD Rattling atoms  MSD Rattling atoms 

Cutoff       

d ( Å ) 

Rel. time   

τ (ps) 
 

Cutoff       

d ( Å ) 

Rel. time    

τ (ps) 
 

Cutoff       

d ( Å ) 

Rel. time    

τ (ps) 

0.10 0.05  0.2 0.14  0.4 47 

0.15 0.08  0.4 156  0.6 575 

0.2 0.16  0.6 420  0.8 960 

0.25 35  0.8 990  1.0 -- 

0.3 223  1.0 --  1.2 -- 

0.35 735  1.2 --  1.4 -- 

1.0 --  1.4 --  1.6 -- 

 

Table 6.2) Relaxation times obtained from the overlap parameter decay upon stress relaxation 

 

Finally, we present the histogram of the rattling movements on time for the stress 

relaxation process along with the corresponding KWW fit (Fig. 6.17). Since the volume 

of the system was kept constant during the stress relaxation process, there were no 

affine displacements and the FOC depicted in Fig. 6.17 is significantly more accurate 

than the FOC obtained upon straining (Fig. 5.18). The number of jumps seems 

intrinsically correlated with the stress relaxation exhibited by our system in Fig. 6.1 and 

the SD depicted in Fig. 6.12. The behaviour of the FOC is composed by a very fast 

decay during the first 100 ps, followed by a plateau that lasts up to approximately 

350 ps and a posterior slower decay that extends until the end of the simulation. The fit 

parameters indicate a relaxation time of approximately 20 ps, which is ten times shorter 

than the relaxation time corresponding to the stress decline, with a similar β parameter, 

e.g. 0.39. Interestingly, a relaxation time of 20 ps corresponds with a frequency of 

50 Ghz, very similar to the FOM measured for the rattling atoms, which showed very 

little dependency on temperature or strain. 
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Fig. 6.17) Histogram of the Rattling movements vs time for the stress relaxation process and 
KWW fit. The FOC on the atomic rattling decreases exponentially with time.  

 

To further investigate the connection between the thermodynamics, the structure and the 

dynamics of the system with the rattling movements and its evolution upon stress 

relaxation, we proceeded with the way we did it in the previous chapter and produced a 

set of plots like those depicted in Fig. 5.19 and Fig. 5.20. Fig. 6.18 represents the spatial 

distribution of the stress differences corresponding to the zz component of the stress 

tensor, i.e. ∆!++, versus time for different stress relaxation stages. In this case, each row 

represents an interval of 200 ps. For example, the first row refers to the interval [0, 

200 ps, the second row refers to the interval [200, 400] ps, etc. However, instead of 

performing an average for each atom over the 200 configurations of each interval, as we 

did in Fig. 5.19 and Fig. 5.20, for the data depicted in Fig. 6.18, we performed two 

averages in each time interval, one over the first 100 ps of the time interval and another 

one over the last 100 ps of the same time interval (using 100 configurations for each of 

the two averages). For example, the third row, which corresponds to the time interval 

[400, 600] ps, represents the difference of the stress component ∆!++, for each atom, 

calculated by subtracting the atomic !++ averaged over 100 configurations from 400 ps 

to 500 ps, from the atomic !++ averaged over 100 configurations from 500 ps to 600 ps. 
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Then the colours of the atoms are selected according to this difference, as depicted in 

the colour bar, from -0.05 MPa (blue) to 0.05 MPa (red). Once again, column (a) 

includes all atoms in the system, column (b) includes only the rattling atoms and in this 

case, column (c) includes those atoms in the system with very large (positive or 

negative) stress differences (i.e. less than 0.1 MPa or more than 0.1 MPa). From Fig. 

6.1, it is evident that the ∆!++ values decrease with time, as it is reflected as well on 

column (a) of Fig. 6.18, where for most of the atoms, the ∆!++ values are very close to 

zero (green atoms). More interesting is the fact the regions where there are significant 

changes in the stress are highly localized. Following the opposite trend from the one 

found upon straining, these regions percolate in the beginning of the stress relaxation 

process and progressively become isolated as the system becomes more relaxed. 

Moreover, regions with the largest positive ∆!++ tend to be next to regions with the 

largest negative ∆!++ values, suggesting that in fact, they should both be considered just 

as regions with a high stress flow, i.e. the regions where the stress is being released 

upon relaxation. Notice that the atoms with very small ∆!++, which are connected with 

the ICO clusters [36], [83], [107], form a network that resembles the backbone of the 

MGs described by Cao et al. [127] which grows upon relaxation, confirming that the 

system is indeed aging, which was not possible to doubtlessly conclude from the 

structural analysis depicted in Fig. 6.7 and Fig. 6.8. Nevertheless, the evolution of this 

backbone depicted in Fig. 6.18 may represent the first steps towards a mild recuperation 

of the icosahedral structure, which was severely damaged during the last stages of the 

strain process, suggesting that such recuperation could be observed if longer simulations 

are performed.  

The correlation between the rattling atoms and the atoms with the highest stress flow is 

astonishing. Practically the same patterns are exhibited in each row of columns (b) and 

(c), supporting the conclusion extracted from Fig. 5.20: that the rattling atoms are the 

stress mediators of the system, through which the stress is released.  
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Fig. 6.18) Atomic stress differences (∆!++) plots upon stress relaxation. Column (a) includes all 
atoms, column (b) includes only the rattling atoms and column (c) includes those atoms with a large 
positive or negative ∆!++ value (i.e. |∆!++| � 0.1 MPa). Each of the five rows corresponds to a time 
interval of 200 ps. Each atom is coloured depending on their (∆!++) value, as indicated in the top scale 
bars, from -0.05 MPa (blue) to 0.05 MPa (red). 
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During the stress relaxation process, a portion of the total energy of the system 

accumulated upon straining was also released (Fig. 6.2). As we previously stated, the 

potential energy (U) of the system decreased as well in the same manner. Aiming in 

determining whether the decay of U was spatially localized as in the case of the stress, 

we followed the same procedure as in Fig. 6.18, using as input the atomic potential 

energy (Fig. 6.19). Because the potential energy is significantly different for Cu and Zr 

atoms, we divided the atomic potential energy differences, ∆, by the initial value at 

each interval, i.e. the value of U averaged over the first 100 ps of each time interval. For 

this reason, the colours of the atoms plotted in Fig. 6.19 represent their ∆ in %, 

ranging from -0.5% (blue) to 0.5% (red) as indicated in the scale bars on top. The rest of 

the scheme is exactly as in Fig. 6.18, except that in this case, column (c) includes the 

atoms for which |∆| > 1%. The behaviour depicted in Fig. 6.19 is practically identical 

to the one exhibited by the stress differences illustrated in Fig. 6.18, thus it appears that 

the stress and potential energy relaxations are carried out almost exclusively by the 

rattling movements, described in detail along this dissertation, as the fast relaxation 

processes that precede slower relaxation modes such as the fast β’ and slow β. 
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Fig. 6.19) Atomic Potential energy differences (∆) plots upon stress relaxation. Column (a) 
includes all atoms, column (b) includes only the rattling atoms and column (c) includes those atoms with 
a large positive or negative ∆ value (i.e. |∆!++| � 1%). Each of the five rows corresponds to a time 
interval of 200 ps. Each atom is coloured depending on their (∆) value, as indicated in the top scale 
bars, from -0.5% (blue) to 0.5 % (red). 
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7) Concluding remarks 
 

In this dissertation we performed Molecular Dynamics (MD) simulations of a model 

Cu65Zr35 glass. We studied the thermodynamics and the structural and dynamical 

properties of the system at the quiescent state prepared by two different cooling rates. In 

addition, we analysed the evolution of the thermodynamical, structural and dynamical 

quantities upon straining up to a strain of 10% and explored the stress relaxation process 

that takes place once the straining procedure is completed and the system remains under 

fixed strain. 

The analysis of the atomic coordinates in our glass at 300 K yielded that a small portion 

of the system’s atoms perform rattling motions between two neighboring sites. The to-

and-fro motions show a wide distribution of distances and lifetimes, and appear distinct 

from the motions attributed to the boson peak. The rattling events take place even at the 

quiescent state, with string-like concerted motions of two or three neighboring atoms 

and are accompanied by local changes in the atomic coordination, some of which are 

persistent. The frequency of the rattling mechanism is of the order of 40 GHz, 

independent of the temperature and the applied strain. We identified the observed 

rattling between sites as the mechanism (for our simulated metallic glass) of the fast 

processes that are characteristic of the glassy materials in general and lie in the 

frequency range between β relaxation and the Boson peak. 

Furthermore, we found that the rattling atoms are centers predominantly of 

geometrically imperfect coordination polyhedra; these are heterogeneously distributed, 

concentrated in local low-density and high mobility regions with a wide range of sizes. 

In the quiescent glass (not subjected to externally imposed strain) at 300 K, the 

frequency of occurrence of rattling events (i.e. the number of rattling movements 

normalized by the total number of atoms in the system) is 430 MHz for the system 

cooled down at 2·1012 K/ps and 230 MHz for the system cooled down at 1·1011 K/ps, 

and in both cases, it rises with temperature. This frequency increases as well to 1.8 GHz 

when the glass reaches 10% strain and it stabilizes at 800 MHz at the end of the stress 

relaxation process that takes place after the straining procedure, i.e. with the glass 

subjected to a constant tensile strain of 10%. The strain application leads to more atoms 

performing rattling motions, congregated in larger regions. Changes in the atomic 
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coordination polyhedra, of the kind associated with rattling motions, account for one 

third of the total volume increase resulting from the imposed strain. The predominant 

structural change in the glass refers to a reduction in the relative proportion of 

icosahedral coordination polyhedra.   

During the straining process, two regimes were clearly exhibited by our glass and 

manifested by an endothermic behavior, which has not been reported before. The glass 

underwent a relaxation or aging regime during the early strain stages. In addition, 

during these early strain stages, it was possible to observe a small increase in the 

number of densely packed clusters and a slowdown of the dynamics of the system. This 

regime was followed by a disorder or rejuvenation process, which became dominant 

when the strain of the glass reached 4% and took over completely after a strain of 6%. 

During this process, the fast processes manifested by the atomic rattling were 

significantly enhanced, causing massive reduction of the number of densely packed 

clusters and an increase of the number of loosely packed clusters accordingly. 

Additionally, the dynamics of the system became considerably faster. 

The analysis of the rattling atoms was performed as well during the stress relaxation 

process, which our MGs exhibited once the straining procedure finished and the system 

was kept under a target strain of 10%. By modelling the stress and energy relaxation 

decay and the overlap parameter under different conditions, it was possible to obtain a 

distribution of relaxation times, ranging from less than a picosecond to a few hundred of 

picoseconds. In addition, it came out that the stress and energy flow upon relaxation 

takes place mostly in highly localized region that coincide with the localized regions 

where the atoms are rattling. These findings reinforce the suggestion that the rattling 

atoms are at the origin for the deformation accommodation and relaxation mechanisms 

of the MGs 

The wide distributions of relaxation times associated with α, β and β’ relaxation modes 

ensure that there are regions in the frequency (or temperature) spectrum where the 

different modes overlap and are coupled. The observed rattling of atoms in a concerted 

string-like motion shows that these fast processes have a link with β relaxation, 

suggesting that the processes (which, in contrast to the relaxation itself, exhibit little or 

no thermal activation) are a low-amplitude, short-string precursor of the mentioned β 

relaxation dynamic mode. These fast processes appear to be predictors for the origin of 

the shear transformation zones (STZs) that ultimately trigger plastic flow. They are 
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concentrated in loosely packed regions, the distribution and extent of which are 

important in determining the mechanical properties of metallic glasses, which in turn 

could enlighten and assist to understand the macroscopic response of these materials to 

external perturbations. The results presented on this dissertation are intimately 

connected to properties of metallic glasses such as ductility, brittleness and toughness 

fracture. Therefore, they are crucial for the understanding and eventual control and 

improvement of the metallic glasses outstanding performance. 
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