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ABSTRACT

Konstantinos Noulis

MSc, Department of Computer Science and Engineering
University of loannina, Greece

February 2017

Diversifying Big Data in Parallel

Supervisor: Evaggelia Pitoura

A characteristic that makes a query result distinctive is apparently quality. One way of
enhancing the quality of a query result is diversification. Many ways have been already
proposed in order to diversify a query result. In this study we utilize the algorithm of
Dissimilarity and Coverage as well as the Max Cover algorithm in an attempt to diversify a
query result, which is substituted by several sets of data. The novelty that is introduced in this
study is the perspective through which we approach those algorithms. Diversification is
conducted with the use of parallel implementations of the aforementioned algorithms in a
distributed environment. With this thesis, we intend to propose a new way of diversifying Big

Data efficiently, taking at the same time advantage of new distributed platforms.
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EXTETAMENH I IEPIAHYH TA EAAHNIKA

Kovotavtivog NovAng tov Iepuchn kot g Apiotéag

MAE, Tuqupoa Mnyovikov H/Y kot ITAnpogopiknc, [avemommo looavviveov

DePpovdaprog 2017

[TapdAAnAn vAiomoinon aAyopiBuwv mowkilopopeiag pe Pdaon m OPOPETIKOTNTO CE
peyaio cuvora dedoUEVHV

EmipArénovoa: Evayyelia [Titovpd

Mo avalitnon evog ypnot o€ o Baon 0edopévev kpivetol omd To av Kot Kotd Td60o 1o
amotédecua TG g avalnmong Ba Bondnocel to ypnom va Ppel ypryopa Kot 0KOAN
avtd mov yayvel. H mowilopopoio ToV 0moTEAEGUATOV TOL TAPOLGIALOVTOL HETE amd o
avalnmon oe o Paon oedopévev elval KATL oL €Yl ALEAVOUEVO EMIGTNUOVIKO
evolapépov tedevtaio. o vo yivel Aomdv mo mO0TIKO KOl EAKVOTIKO €Vol OMOTEAEGLOL
avalnmong emdéyeton kamowng enelepyaciog, mPV TNV TEMKN TOPOLGINCT) TOL GTO
ypnot. H eneéepyacio avty kabiotd to anotédespa g avalitnong mo a&lomieTto, apob
Topovctdlel  éva LIWOCLVOAO TOV  OPYIKOV  OTOTEAEGUOTOS, TO Omoio  mopabitet
OVTIMTPOCHOTEVTIKE  dglypato kot  elvor  emiong TOGO  OlPOPOTONUEVO, MCTE  TO.

ATOTEAECUATO TTOV Bal ELPAVIGTOVV GTO YPNOTY Vo EIvVOL TOIKIAOLOPPO KOl EDGTOYOL.

Méypt otiyung €yovv yiver SldQopes amOTEPES Yo TN OXEOINON €VOG HOVIEAOL oL Oa
mopdyel amoteAécHaTo Pe TIG mopanave 1010ttes. Kdbe amomepa 0tel éva dapopetikod
OpPOUO Y10 TN TOKIAOHOPPia TV dedOUEV@V, KorTdlovTag To TPOPANUA OO JLPOPETIKN
OTTIKY] yovia. Xe autn v epyacio peietdror o aiyopiduog [8] tov DisC Diversity.
Avapueoa otig d1dpopeg Bempnoels, emréope vo peketioovpe tov alyopiBpo DisC dott
KOAVTITEL KOADTEPO TIG OVAYKEG TOV TPOPANUHOTOS oL €yovpe B0l EMOTPEPOVTAG GTO
¥pNOTN omoTeAéoHOTO OV gival dtopopomomuéva petah Tovg Kot TNV 1010 oTypn
KOAVTTTOLV OAO TO GUVOAO TMOV ATOTEAECUAT®V TOL gp®TNUOTOC ot Paon. H mpocéyyion

7oV yivetal yuo. TNV €MIAVOT TOL TPOPANLATOG LE OVTO TOV TPOTO EUTEPLEYEL TNV UETATPOTN



tov DisC aiyopiBpov oe tpelc moporiayés, OV ETAEYOLV OTOTEAECUATO YIOL TO TEAIKO

oVVoAO U Bdon Tpio SLPOPETIKE KPLTHPLAL.

Exto¢ and tov mapandve alyopiBpo, yivetor mposmdbeio TposEyyions Tov TpoANUAToS Le
o woporiayn Tov aiyopifuov [20] mov Avver to Maximum Coverage mpofAinpa, 1o onoio
elvon NP-hard, 6nwg ko 10 apyikd wpdPfAnuoa avtg g perétns. Me avt ™ pébodo,
o1oY0g eivar va onuiovpynBel por KatdToEn TOV OTOTEAECUATOV 7OV EMECTPEYE TO
epOTUA. Avt] M KOTATOEN TPEMEL VO €lvol TETOWL (DOTE OCAONTOTE OTOTEAEGLLOTOL
EMAEYOVV VO TOPOLGLOGTOVV GTO YPNOTH, VO KOAVTTOUV € kdbe mepintwon oe péyloto
Babud 10 GVVOAO HE TO ATOTEAECUATO TOL OPYIKOV epTAHaTOS. H KdAvym o owtd To

ONUELO EYKELTOL GTNV OLOLOTNTO TOV OMOTEAEGUATOV GE GYE0T LE TO, VTOAOUTAL.

H xowvotopio mov gwodyet avt) 1 gpyacia givar n vAomoinon tov mopondve oiyopidumy,
Kot ewwd tov DisC Diversity, pe tétolo tpOmo ®cte Vo UTOPOVV VO EKTEAEGTOVV
mopdAAnAa oe éva katoveunuévo mepidriiov. Me avtd tov tpdmo BEAovpe vo TETOYOLLE
10 {nroduevo g epyaciag, mov elvan N emeEepyacio peydiov dykov dedopévav. Ta avtd
TO GKOTO YpNoomolove Tt Aoyikn] Tov Map Reduce, mov pmopet va epappoctel pécm g
mhateopuag tov Hadoop. To Hadoop amoteAeitan amd éva tpdémo Soung kot dtayeipiong
evOg apyxelov ovoTiUOTOG Kol €val TPOTO  eMKOW®VIOG HETAED  SlooVVOESEUEVOV
VTOAOYIOT®V, OGTE VO UTOPEL VoL EKTEAESTEL TAV® TOL £va TPOYPOULO TOV €XEL TN AOYIKN
tov Map Reduce. To Hadoop eival Aoyiopikd avorytod kmotka Kot £xel onpovpynoel and
v Apache, Baciopévo og o gpguvntikn epyacia tg Google n omoia meprypdpet o Map

Reduce ka1 10 Google File System, mov dnuovpynnkayv cto epyactinpid g.

[No ta Tepdpatd pog ¥pNoYLOTOOVUE TEYVNTE OAAL Kol TPOYHOTIKG GOVOLD OEOOUEVMV,
IOV TPOGOLOLDVOLV GUVOAQ OTOTEAEGUAT®OV OV E£YOLV EMGTPOUPEL QMO EPWTNUOTO GE
Kamowa Bdon dedopévov. Ta texvnTd cOHVOLN ElVOl KATAGKELAGUEVA LE TETOL0 TPOTO MOTE
Vo avTImpoo®nehovy dvo peydiec katnyopiec. H dwapopomoinon tovg éykertoan otnv
KOTOVOUY TOV OEOOUEVOV OCOV O0QOPE TO YOPAKTNPIOTIKA TOVG. YTApYouv GuVOAQ
dedopévev Tov elval QTIOYUEVO LE TLYOHO TPOTO OAAL KOL QAL TTOL TEPLEXOLV AOYIKEG
OUAdES OMOTEAEGUATOV TTOV £YOVV TO GYETIKA YOPUKTNPIOTIKG GE GYECN UE TO VITOAOITAL,

onuovpyodvtog cvotddes. [ave oe avt) ™ dwpoporoinon yiveror po emmAéov peAét



YL TO OV KOl KOTE OGOV £€VOC OOPOPETIKOS SLOY®PICUOS TOV OEOOUEVOV TPV TNV
extédeon tov Paoctkod odyopiBpov pmopel va odnynoel oe koAvtepo amoteréopato. O
dlywpopdc mov emyelpeiton yivetoaw pe v xpnomn tov aiyopifuov cvotadomoinong

k-means.

H emruyio tov alyopiBuwv kpivetal amd 10 T0G00TO €VGTOYING TOV GLVOAOV JEFOUEVAOV
mov moapdyovv ®g amotédespo. H evotoyia M1 actoyio Tov TEAMKOV GLVOLOL dedopévav
vroAoyileton pe Pdom to T0G00TO TV AoVOUGUEVOV OTOTELEGUATOV TOL TEPIAOUPAVOVTOL
oe owto. 'Eva amotéleoua yopaktnpiletor wg AavOacuévo, av €yl OLO0L YOPOKTNPLIOTIKA

ne kdmoto dAlo mov PBpickeTon Kol avTd HEGH 6TO TEMKO GVUVOAO, TOL B TOPOLGLOGTEL GTO

¥PNOTN. AVTO TO amoTéAEGHA Elval TEPLTTO Kal amoTeAel aoToyio TOL alyopiBpov.

H a&oloynon tov anotedecpdtov Paciletor Kupiwg 010 1podvo ekTéEAEONS TOV aAyopiOumv
aAAG Kol 6TV amdd0GT TOvg, N omoio Kpivetow amd to HEYEDOC TOL TEAWKOV GLVOAOL
OOOUEVMV IOV TTAPAYETOL GE OYECT LE TO OPYIKO aAAd kol amd 10 TOG0 €VGTOYO Elval. Xe
TpOTN @don yivetor po Egxmprot| aSloAdynon tev oiyopifuwv mhveo oty idw
TEPOAUATIKY] PAoON, VD 0kOoAOVLOEL [a cUYKPION TOV VO KOTNYOPLDOV aAyopiBuwv. XT0
OTAO0 TNG CVLYKPIONG TOPOTINPEITAL 1) EMIMTOCN OV EYOLV SLAPOPES TOUPAUETPOL TOV
&yovpe Béoel oty anddoon twv adyopiBuwyv. Ot mapdpetpot avtoi eivar n mAndikdtTo TOVL
APYIKOL GLUVOAOL JEJOUEVMV, 1 SOUN KOl 1) KOTOVOUN TOV apYIKoL GUVOAOL SedOUEVAV, O
apOuog tov Mappers kot Reducers mov ypnoiomolobvrol Yo TNV EKTEAECT TOV
TEPAUATOV, OTOG KAl 1 HETPIKN 7OV £YOovUE BEGEL Yo TOV VTOAOYIGUO TNG OMHOIOTNTOG

neta&l dVO ATOTEAECUATMV.

Metd amd v eKTEAEON TOV TOPATAVEO TEPOUATOV Kol TV enefepyocios TV
ATOTEAECUATOV TOVG pE Paon Ta kprtnpla a&loAdynong mov Exovpe BEoel, Kpivoupe av Kot
KOTd TOGOV KATO10¢ aAyOp1OLog TPOTIUATOL, DGTE VO EPUPUOCTEL Yo TNV emesepyacio evog
EKTETAUEVOL GLVOAOL OEOOUEVEDV, LE OKOMO VO, TOPOVLCLUCTEL OTO ¥PNOTN £VO. OPKETA

TOKIAOLOPPO, SLOPOPOTONLEVO KO TTANPOPOPLAKO GVVOAO OTOTEAEGLATOV.

Xi



CHAPTER 1

INTRODUCTION

1.1 Thesis Scope

1.2 Thesis Structure

1.1 Thesis Scope

Data mining is a field of computer science with ever growing scientific interest and is already
applicable in everyday life. For example, extracting information out of stored data can be
precious for enterprises in order to better understand the willing of the consumers. Moreover,

trends can be created in social media based on the information retrieved by the activities of the

users or even health organizations can be aided in their research.

The amount of data that has to be processed though has massively grown in the last years. A
vast amount of information is stored and can provide valuable knowledge if processed. “Big
Data” is a new term which describes a holistic information management strategy that includes
and integrates many new types of data and data management alongside traditional data. Big
data has also been defined by the four “V”’s as described in [1].

e Volume, which stands for the scale of the data. It is estimated that every day 2.5 trillion

gigabytes are created and that 40 zettabytes of data will be stored by 2020.
e Velocity, which stands for the need to analyze streaming data. Online trade information

processing or sensor-based information reaction could depict this parameter.



e Variety, which describes the different forms of data that are stored. From posts on social
media, to videos on youtube and from information from wearables to scientific papers,
there exist a huge amount of different kinds of data.

e Veracity, which expresses the uncertainty of the stored data. The inaccuracy of the data

can conclude to wrong decisions and cost money and effort.

Processing large scale datasets with traditional algorithms cannot be accomplished or is
extremely tough regarding the computational power that is needed. Novel algorithms designed
with a parallel logic are developed and executed on distributed systems and clusters of
commodity hardware in order to overcome this obstacle. Thus, execution time and efficiency is
enhanced while using everyday machines with regular characteristics and without spending a
fortune in boosting a supercomputer with extreme possibilities. Database processing has been

expanded and is conducted with other ways too, e.g. noSQL systems.

Google has a leading role in this sector, since its file system has been specially designed to
process large scale data, but other platforms with free software exist as well, which are equally
efficient and open to public. One such platform, which is going to be explained in details later
on, is called Hadoop and is developed by Apache. Hadoop has been adopted by key role
players, like Yahoo, Amazon, Adobe, Twitter, etc and Hadoop-related products and services
generate more than $800 million in revenue [19]. Hadoop has also been used in scientific

research. For example, it has advanced the research for cancer [2] in Arizona State University.

The algorithms that are used for large scale datasets processing need to tackle all the four “V”
issues that define Big Data. What makes the stored data valuable though is the quantity and
quality of the information that can be retrieved out of them. Result diversification has attracted
a lot of attention lately as a means of enhancing the quality of the query results that are
retrieved of a storage system. Results with higher quality are more applicable and lead to a
more efficient processing of large scale datasets. This issue constituted our motivation for this
study, which aims in enhancing the quality of the query results when processing large scale
data. Inspiration was also derived by studies that use Map-Reduce framework in order to

pursue a deeper analysis of the query results [20].



Many ways of diversifying data have been proposed so far, viewing the problem of
diversification either based on novelty, or new content or even coverage. DisC Diversity
algorithm [6] makes a fair trade on the dissimilarity of the resulting objects and the coverage
of the initial dataset. However, the size of the initial dataset that can be handled by DisC is
limited. With a non-parallel implementation of the algorithm, as the input size gets larger the

efficiency drops and the execution time increases.

The goal of this study is firstly to propose a parallel implementation of the DisC Diversity
algorithm, which could handle large scale datasets efficiently. A second algorithm is also taken
under consideration as a means of diversifying large scale datasets. This is performed through
a parallel implementation of the Max Cover algorithm, which selects a number of sets of

objects that cover at the most the initial dataset.

The distributed environment that hosted our experiments was the cluster of commodity
hardware that exists in our school. The experiments were conducted against synthetic and real
datasets as well. The synthetic datasets hold either one a different structure with different
distribution regarding the containing objects. Experimental evaluation has been made with
different parameters, regarding the input dataset size or structure, the number of mappers and

reducers or the metric that is used to define similarity.

The outcome of this study is a complete evaluation of the proposed algorithms in regards to
their execution time and efficiency. Efficiency is calculated based on the cardinality and the
accuracy of the resulting dataset. Accuracy of the resulting dataset is judged based on the error
objects that it contains, i.e objects of the resulting dataset that are similar to others.
Furthermore, a comparison of the algorithms shows the impact of the experimental parameters
in their execution and efficiency and helps to distinguish if one of them should be prefered in
order to diversify large scale data. Finally, an extra study is made in order to specify if a
differentiation in the partitioning of the initial datasets could lead to different results.
Partitioning is either performed in a random way or by applying a clustering method before the

actual run of the algorithm.



This thesis contains a first approach of solving the diversification problem with a parallel
implementation. Both DisC Diversity and Max Cover are NP-hard problems, so the solution
that we propose is a greedy one. Our goal is to investigate and propose one algorithm that

meets our expectations and fulfills the criteria we have set.

1.2 Thesis Structure

The structure of this thesis is as follows. In Chapter 2, we describe the fundamentals of the

Hadoop file system and the Map Reduce logic. Moreover, we refer to related work regarding
the data diversification and the maximum coverage problems. In Chapter 3, we present the
algorithms that constitute the backbone of this work. Subsequently, we illustrate the way that
we changed those algorithms in order to be able to run in a distributed environment. Within
Chapter 4, the setup of the environment, that the algorithms were tested, is explained, along
with more details on the datasets, that were used, and the evaluation criteria, that we took
under consideration. In Chapter 5, the results of this study are shown and finally, in Chapter 6,

the conclusions are summed up and some future work is mentioned.



CHAPTER 2

RELATED WORK AND
THEORETICAL BACKGROUND

2.1 Data Diversification
2.2 Maximum Coverage Problem

2.3 Distributed Computing

2.1 Data Diversification

Result diversification has attracted a lot of attention as a means of enhancing the quality of
query results presented to users (e.g. [3]). Query results with enhanced quality are highly

appreciated in many cases with range from applications that cooperate with a database system
to a simple search on the internet, where the user should run into an interesting result quickly
and effortlessly. In addition, a more enhanced and qualitative way of producing results out of
queries could help in regards to the personalization of the query results, since data mining
algorithms are often used in order to make it easier for the user to search in the internet. A
query result should ideally be a subset of the original dataset which is as explanatory and as
diverse as possible. As an example, consider a consumer who wants to buy a tablet and makes
a query at google about it. The desirable outcome of this query should be a diverse subset of
tablet choices. A diverse result, which contains various brands and models with different
screen sizes and other technical characteristics is intuitively more informative than a

homogeneous result containing only tablets with similar features.



Generally, the diversification problem is defined as follows. Given a set P of N items available
and a restriction K on the number of desired resulting items, select a subset S of K items out
of the N available, such that the diversity among the items of S is maximized. Until now,
various approaches have been made in order to define diversity and try to solve the problem.
The metrics that have been proposed so far mainly exploit:

e content. The result set contains objects, all of which are dissimilar to each other (e.g. [3]).
This way, diversity is interpreted as an instance of the p-dispersion problem. That is to
select p out of n given items, such that the minimum distance between any pair of selected
items is maximized. This method can find usage in locating facilities, that should be
dispersed, e.g. franchise branches or nuclear power plants.

e novelty. The result set contains objects that provide new information when compared to
what was previously presented (e.g. [4]). Novelty could be correlated with diversity, with
a slight difference in the perspective of the information retrieval concept, i.e novelty-based
systems avoid redundancy whereas diversity deal with ambiguity.

e semantic coverage. The result set contains objects that belong to different categories or
topics (e.g. [5]). This approach contains creation of query concepts out of the original
queries, perhaps clustering of queries and use of probabilistic functions in order to select

the results.

Our study has focused on a novel way of diversifying data, which was firstly introduced in
[6]. This method is called DisC Diversity, which stands for diversification based on
dissimilarity and coverage. In a nutshell, this method performs a diversification on the
resulting set of a query, securing that the final resultset, that it outputs, satisfies two
restrictions. It is a subset of the original resulting set with its elements being as different as
possible and at the same time covering as much as possible the original resulting set.
Following the previous example, by applying this algorithm on the original resultset of all
possible tablets that a consumer could buy, a representative subset shall contain tablets that
cover any possible choice and have distinctive characteristics. This is an example of quality
enhancement in query results, which implies also a quality enhancement in the information that

1s retrieved out of the stored data.



DisC Diversity algorithm though present lower efficiency levels when processing a large scale
dataset, especially if implemented in a centralized manner. The goal of this thesis is to
implement DisC Diversity algorithm in a distributed way in order to be able to manipulate
larger inputs, without affecting the efficiency of the algorithm and maintaining at the same
time low levels on the execution time. More details on the original algorithm and our

perspective of transforming it in a distributed way are given later on in Chapter 3.

2.2 Maximum Coverage Problem

The maximum coverage problem is a trivial question in computer science. As input for this
problem we consider several sets and a number £, taken that the sets may have some elements
in common. The objective is to select at most & of these sets, such that the maximum number
of the elements are covered, i.e. the union of the selected sets has maximal size. Formally the
definition of the maximum coverage problem is as follows. Given a number k and a collection
of sets S = S1, §2, ..., Sm, find a subset S’ € S of sets, such that |[S’| <k and the number of

uncovered elements U . S;| is maximized.

Maximum coverage problems are faced frequently enough. Suppose that a search engine
wishes to focus its attention to one thousand queries such that as many users as possible will

see one of them. Selecting these queries is a maximum coverage problem. Problems like these
arise when we seek the best possible collection of items but the items may overlap in the value
they provide, and should not be double-counted. Other situations that the usage of this

algorithm is demanded could be the selecting of places where a set of charity boxes could be
installed in order to be available to as many people as possible or even making a selection of a
set of websites where an advertisement banner can be placed in order to be seen by the
majority. Other unexpected usages could be in other science fields as well, like for example the

collection of five vitamins that wards off the most ailments.

Both diversification and maximum coverage are NP-complete problems. Optimization

problems like these are solved with approximation algorithms that find approximate solutions.



Approximation algorithms are often associated with NP-hard problems, since it is unlikely that
there can ever be efficient polynomial-time exact algorithms solving them. Unlike heuristics,
which usually only find reasonably valid solutions rather fast, one wants provable solution
quality and provable run-time bounds. Ideally, the approximation is optimal up to a small

constant factor, for instance within 5% of the optimal solution.

Many alternatives of the Max Cover algorithm have been proposed, such as the weighted
version or the budgeted maximum coverage. The most commonly used though is the greedy
algorithm. As any other greedy algorithm, the main idea of this maximum coverage algorithm
is to choose every time sets to include to the output, which contain the largest number of

uncovered elements.

Nonetheless, max-cover problems arise frequently at large scale. Dasgupta et al., for instance,
employ this formulation in pursuit of discovering fresh content for web crawler scheduling
policies, i.e. finding as much new content as possible by crawling at most k webpages. Saha
and Getoor used the Max Cover formulation for a multi-topic blog-watch application, i.e.
finding at most k blogs to read interesting articles on a list of topics. Although greedy
algorithm is known to be the best possible polynomial time approximation, it requires an
updating of the scores of arbitrary elements after each step, and hence becomes intractable for
large datasets. Following in this study, a parallel implementation of the maximum coverage
algorithm is taken under consideration, which has almost the same approximation as the

greedy one. More details on this are given in Chapter 3.

2.3 Distributed Computing

Distributed computing is a field of computer science that deals with distributed systems. In a
distributed system, components located on networked computers communicate and coordinate
their actions by passing messages. The components interact with each other in order to achieve
a common goal. Three significant characteristics of distributed systems are: concurrency of

components, lack of a global clock, and independent failure of components.



On the same side lie programming methods that use messaging. Message Passing Interface
(MP]) is a standardized and portable message-passing system designed approximately in 1995
by a group of researchers from academia and industry to function on a wide variety of parallel
computers. The standard defines the syntax and semantics of a core of library routines useful
to a wide range of users writing portable message-passing programs in C, C++, fortran, etc.
There are several well-tested and efficient implementations of MPI, many of which are
open-source or in the public domain. These fostered the development of a parallel software

industry, and encouraged development of portable and scalable large scale parallel applications.

2.3.1 Map Reduce Programming Model

Basic Concept

The conception of message passing interface was evolved later on by Google. Six years after
its foundation, in 2004 Google introduced the Map-Reduce framework [7], which along with
other four products (BigTable, Borg, Chubby and Dremel) made the company a trademark in
terms of searching and querying data among other. It is not out of luck the phrase “google it”,

“’that everyone uses today.

Map-Reduce is a rather simple concept that can be applied for processing large scale datasets
fast and effectively. It is a simple and powerful interface that enables automatic parallelization
and distribution of large scale computations, combined with an implementation of this
interface that achieves high performance on large clusters of commodity machines. It is used
in computations that process large amounts of raw data, such as crawled documents, web
request logs, etc., to compute various kinds of derived data, such as inverted indices, various
representations of the graph structure of web documents, summaries of the number of pages
crawled per host, the set of most frequent queries in a specific day. The computation takes as
input key/value pairs and is expressed in two functions:

e The Map function, which is provided by user. It takes as input the key/value pairs and

provides an intermediate pair of key/value. The Map-Reduce library groups together all



the intermediate values that are associated with a specific key and passes them to the next
step.

e The Reduce step, which is also written by user. Its input is an intermediate key along with
a set of values that are associated with it. Normally, it merges these values to a smaller
set. Typically no or one value is produced by this step. The intermediate values are passed
to this step by an iterator. This allows system to handle list of values that are too large for
the memory. The reduce step normally precedes a Shuftle step, which makes all data that

belong to one key to be located on the same machine.

A common example that depicts the Map-Reduce logic is the “Word Count Example”, which
is a good first attempt with the Map-Reduce framework. In order to count the appearances of

every word in a large text, the following two functions could be used.

map (String key,String value) { reduce (String key,Iterator values) {
// key: document name // key: a word
// value: document contents // values: a list of counts
for each word w in value: int result = 0;
Emit Intermediate(w, “17); for each v in values:
} result += Parselnt(v);

Emit (AsString (result));
}

Algorithm 2.1: Word Count with MapReduce

The map function emits every word of the document along with its occurrence, which is set to
one for this example. Then reduce function gathers the list of ones for every word and sums
them up. The result is a key/value pair, that contains every word in the document along with
its occurrences. User is responsible for writing the map and reduce function correctly. A
MapReduce library, that is installed in the background, is meant to handle the transfer of the

data, the passing of the values in the iterator and the communication between the interfaces.

Execution Flow

Map-Reduce is mainly executed over clusters of commodity hardware. The official

terminology of the machines of the cluster is “master” and “worker”. There exists one master
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that coordinates the execution of the program and many workers that pull out the actual work.
The initial dataset is splitted into M parts which are fed to the Mappers. The intermediate data
is splitted to R pieces using a partitioning function (e.g. hash(key) mod R) and are transferred

to the Reducers. The number of M and R pieces is pre-defined by user.

o S
User P

Program o (4) local write

Map phase

(1} forks, ,,r‘tZ}assign Intermediate
+, /" reduce .
ot files (on local
R

disks)

[5) remote read

Reduce phase
reduce

(6] write

output file 0 output file 1 Output files

Figure 2.1: Map Reduce Execution Flow [7]

When a Map-Reduce program is called the following sequence of actions occurs. The
numbering of the steps is reflected at Figure 2.1.

1. The MapReduce library firstly splits the dataset in M partitions of a size pre-controlled by
the user. It then starts a copy of the program in all the machines of the cluster.

2. The master assigns either a map or a reduce task to a worker, when the later is idle.

3. Every worker reads data from a corresponding input split. It then parses key/value pairs,
applies the map logic and stores the produced intermediate key/value pairs in a memory
buffer.

4. Periodically the buffered pairs are stored at local disc partitioned into R regions with the
partitioning method. The locations of the stored key/value pairs are passed back to the

master, who is responsible of forwarding these locations to the reducers.
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5. The reducer uses remote procedure calls to read the intermediate data, which is stored in
the local discs of the mappers. Then it sorts the data based on the key, so as all
occurrences of the same key to be grouped together.

6. The reducer iterates all same intermediate keys and passes all the corresponding values to
the reduce function.

7. When all mappers and reducers have ended their work, the master wakes up the caller

program and returns.

After a successful execution of a MapReduce program, the resulting key/value pairs are stored
in R files, with names predefined by the user. All these results could be then gathered in a
final file. More often though user keeps the output files as such, because they are meant to be

an input for a next Map-Reduce execution.

Fault Tolerance

When dealing with large scale data, that are being processed on top of a distributed system, it
is crucial for the system to be tolerant in failures. Indeed, Map Reduce framework handles
faulty behaviors gracefully. The main benefits of the standard approach for fault tolerance,
implemented in Hadoop, consists on its simplicity and that it seems to work well in local
clusters. In order to be prepared for a failure, the master node stores periodically a checkpoint,
i.e. a complete image of all the data structures that are being processed. When the process
exits abnormally, an exact copy of the data is provided to the master in order to continue from
the last checkpoint. On the other hand, failures in worker nodes are prohibited by a polling
mechanism from the master node. The master pings every worker node periodically in order to
verify if it is alive. If no response is received in a certain amount of time the worker node is
considered as dead. Any map tasks that were in progress by the specific worker return to the
initial “idle” state and therefore become eligible for scheduling on other workers. The same
applies to completed tasks. These tasks also are handled by another worker as their
intermediate results were stored inside the disc of the faulty worker. Retrieving the data from

this faulty node is not feasible.
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Additional Features

Although the basic functionality of the Map Reduce library is fair enough for processing

scaled datasets, a set of extensions make it more useful. Some of these features, that boost the

efficiency and user-experience of the Map Reduce framework, are the following:

A library that provides a counter facility to count occurrences of various events.

A web interface that contains status information about the running jobs. The master node
runs an internal HTTP server and exports a set of valuable data for the user.

Map-Reduce jobs can be executed in a local environment for testing purposes.

The Map-Reduce library provides support for reading input data in different formats. For

example the “Text” mode input treats each line as a key/value pair. The key could be the
offset in the file and the value could be the contents of the line.

The partitioning function that is responsible for splitting the intermediate data could be

changed in order to satisfy the user’s needs. For example, sometimes it could be useful to

feed another argument other than the key to the hash function.

Last but not least is the Combiner function. In some cases there is a really significant and

meaningless repetition of intermediate key/value messages. In order to avoid this, user is

allowed to specify an optional Combiner function that applies a partial merging of the data
before they are sent to the reducer. A good example for this is the “Word Count Example”
which is described above. The mappers will produce a ton of <key, 1> messages, which
will flood the network. Moreover, the reducers will be overloaded with receiving and
merging this data. A combiner function could be applied within the mapper in order to
sum up the occurrences of every key before sending the key/value pair to the network. The
Combiner function works exactly as the reducer, with the difference that it produces an

intermediate key/value pair in contrast with the reducer which creates the output.

2.3.2 Hadoop Framework

The aforementioned Map Reduce programming model is applicable only if it runs over a

specific framework. One such is the Apache Hadoop framework, which is an open-source
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software framework for distributed storage and distributed processing of very large datasets on
computer clusters built from commodity hardware. All the modules in Hadoop are designed
with a fundamental assumption that hardware failures are common and should be automatically
handled by the framework. The core of Apache Hadoop consists of the processing part, which
is called MapReduce and the storage part, known as Hadoop Distributed File System (HDFS).
The genesis of Hadoop came from the Google File System paper [8], that was published in
October 2003. The name "Hadoop" was given by its creator Doug Cutting's son, after a toy

elephant.

The Google File System

The so-called “Google File System” is a specialized file system, designed inside the labs of
Google after many years of observation and stress-testing of traditional file systems. It is
implemented in order to meet the rapidly growing demands of data processing. The file system
consists of thousands of storage machines built from inexpensive commodity parts. The
quantity and quality of the components virtually guarantee that some will fail probably
instantly and some other will fail and not recover at all. This fact led to the concept of this file
system, which is very tolerant to faults, as it is extremely difficult and expensive to maintain

such amounts of hardware providing a high level of quality of service at the same time.

GFS Architecture

A GFS cluster mainly consists of a single master and multiple chunkservers and is being
accessed by multiple clients. Each of these is a typical commodity Linux machine that runs a
user-level server process. It is equally possible to run a chunkserver or a client process on any
machine of the cluster. Data is maintained in big chunks, typically in size of 64MB, inside the
local discs of the underlying Linux. The design delivers high aggregate throughput to many
concurrent readers and writers performing a variety of tasks. This is achieved by separating
file system control, which passes through the master, from data transfer, which passes directly

between chunkservers and clients.
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The GFS architecture is illustrated in Figure 2.2. In a nutshell, the master maintains all the file
system metadata (namespace, access control information, the mapping from files to chunks,
and the current locations of chunks). It also controls system-wide activities such as
chunk-lease management, garbage collection of orphaned chunks, and chunk-migration
between chunkservers. The master periodically communicates with each chunkserver in
heartbeat messages to give it instructions and collect its state. On the other hand, the client
code, which is linked into each application, implements the file system API and communicates
with the master and chunkservers to read or write data on behalf of the application. Clients
interact with the master for metadata operations, but all data-bearing communication goes

directly to the chunkservers. Neither the client nor the chunkserver caches file data.

chunk handle, byte range | .l | | T

GFS chunkserver GFS chunkserver
chunk data )
Linux system Linux system
Instructions to chunkserver Legend
Data messages
Chunkserver state Control messages
GFS master =% [foofbar

File namespace
i

chunk 2ef0

chunk handle, J' [filename, chunk index
chunk locations

Application | GFS client |

Figure 2.2: The Google File System Architecture [8]

The truly innovative of this file system is the separation of the control and the data transfer.
This prevents the master of becoming the bottleneck for the system. The clients do not actually
read or write file data through the master. Instead, a client requests from the master which
chunkservers it should contact. It caches this information for a limited time and interacts with
the chunkservers directly for any subsequent operations needed. Same architecture is followed

by Apache Hadoop File System, which was created with reverse engineering, based on GFS.
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Specifications and Features

The chunk size is by default set to 64 bytes, a number much larger than a typical file system
block size. The advantage that is derived out of this is firstly the reduced communication
between master and clients. Any information that is included inside a chunk requires only one
client request. Moreover, due to the fact that many operations could be held inside one chunk,
the network overhead can be reduced, as a persistent TCP connection will be kept over to the
chunkserver. The operations that are supported by the GFS are the usual for create, delete,
open, close, read and write files. On top of those, GFS has also snapshot and record append
operations. File namespace mutations (e.g. file creation) are atomic. No conflict is permitted as

they are handled exclusively by the master.

What makes this file system different is the fault tolerance level and the high availability that
is provided. This is accomplished with many ways, one of which is replication. Master is
responsible for replicating data at a number that is pre-configured by the user. The storage
target is decided in a way that the replicas would be safe in case of a failure, e.g. replicas are
stored in different racks. Furthermore, the file system has its own recovery mechanism in case
of an erroneous situation. Master keeps an image of the system periodically by taking a
snapshot. All this information, which specifies the chunk mapping, the client states, the
master’s next step, etc along with the subsequent logs help the system recover and continue
working as previously. Last but not least, GFS provides high quality side applications, as the
garbage collector. In fact, this works in a different way than in other file systems. For any file
that is deleted from application, the master logs the deletion immediately. The resources
though are not reclaimed at that time, the file is just renamed to a hidden name that includes
the deletion timestamp. During the master’s regular scan of the file system namespace, it

removes any such hidden files.
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CHAPTER 3

ALGORITHMS

3.1 Approach with DisC Diversity
3.2 Approach with Maximum Coverage

3.3 Proposed Algorithms in Brief

3.1 Approach with DisC Diversity

3.1.1 Original DisC Diversity Algorithm

Quality is extremely appreciated in the query results that are presented to the user. Result
diversification is used as a means to enhance the quality of query results (e.g. [3]). An
everyday scenario of result diversification could be the search of a customer over the internet
in order to buy a tablet. A query result that contains various brands, different characteristics
and different colours and shapes is intuitively more informative than a query result that
presents homogeneous tablets with similar features. Nowadays, the need for enhancing the
quality of query results is bigger due to the extensive amount of stored data. Taking into
consideration the vast development of networks and the ever-growing use of applications in
our life, data ought to be presented in a smarter way. Many ways of diversifying data have
been proposed so far with different aspects of diversity definitions. Some of them exploit the
content of the dataset, or the similarity of the query results [3]. In that way, the objects of the
dataset are categorized as similar or dissimilar to each other. Another aspect of defining
diversity is with novelty [4]. In that way, objects from the dataset are valuable if they present
some new information that was not presented by other objects. One more view is through

semantic coverage [5]. Objects from the dataset are presented only if they belong to different
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categories. Most previous approaches rely on assigning a diversity score to each object and
then selecting either the k£ objects with the highest score for a given & or the objects with score
larger than some threshold. In this thesis, we take under consideration a new and intuitive
definition of diversity, which is called DisC Diversity [6]. DisC abbreviation stands for

diversity based on dissimilarity and coverage. The diversity with DisC is defined as follows.

Definition 3.1 (r-DisC Diverse Subset). Let P be a set of objects. We consider two objects p/
and p2 of P to be similar, if dist(pI, p2) < r. The function dist is a distance function and the
number 7 is a tuning parameter that we call radius. Given P, we select a representative subset S
C P to be presented to the user such that all objects in P are similar with at least one object in

S and no two objects in S are similar with each other.

Thus, it is ensured that all objects in P are represented, or else covered, by at least one object
in the resultset S and the selected objects of P that are presented to the user are dissimilar. The
set S is called r-Dissimilar and Covering subset or else r-DisC diverse subset. The role of the

tuning parameter is to strengthen or loosen the similarity calculations between objects by
increasing or decreasing it. An increased radius, leads to fewer and less similar to each other
resulting objects. On the contrary, a decreased radius leads to larger and less diverse subsets.

These operations are called zooming-out and zooming-in respectively.

One example that depicts the functionality of the DisC Diversity is the following. Suppose that
a query result, that is made by a traveller who aims to travel around Europe, contains all the
major european cities. The traveller cannot visit all the cities, so a representative subset should
be selected. A radius 7 is defined as the tuning parameter and euclidean distance is used as the
distance function, since the example contains two-dimensional data. Figure 3.1.a shows an
r-DisC diverse subset that consists the answer to the traveller’s needs, given the radius 7. The

cities that are highlighted in Figure 3.1.a are representing all the major cities of Europe, while
not being similar to each other. The tuning parameter can be increased or decreased in order to
obtain less or more cities in the final resultset, which are less similar or less dissimilar to each

other respectively. In Figures 3.1.b and 3.1.c, the above two alternatives are illustrated.

Finally, the extra feature of the DisC Diversity is depicted in Figure 3.1.d, which is called
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local zooming-in or local zooming-out. In this example, the traveller can obtain a new diverse

subset with local zooming-in given a specific result.

¢) Zooming out d) Local zooming in

Figure 3.1: Examples of r-DisC Diverse Subsets

According to [6], the baseline algorithm for obtaining a diverse subset with DisC is the
following. Let us call black the objects of P that are contained in S, grey the objects of P that
are covered by objects in S and white the objects of P that are neither black nor grey. Initially,
the set S is empty and all objects of P are white. The baseline algorithm proceeds as follows:
until there are no more white objects in P, it selects an arbitrary white object p;, colors p; black
and colors all objects in the neighborhood of p; grey. The term N (p,) is used to denote all the

neighbors of an object p,, or else all the similar objects, given the euclidean distance metric and
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the radius r. Respectively, the term N, *(p,) is used to denote only the white neighbors of an

object p,.

3.1.2 DisC Diversity Parallel Variations

In our study we implement three parallel variations of the DisC Diversity algorithm. The
implementation is made following the Map-Reduce logic, so the algorithms can be executed in
a distributed environment. The parallel variations of the DisC Diversity are divided in two
main parts, i.e. the Map phase and the Reduce phase. During the Map phase of all variations
the objects of the initial dataset are split in partitions in a pre-defined manner. The partitioning
of the initial dataset is a step prior to the actual algorithm and is extensively explained in 3.3.
The difference of the DisC variations is located in the Reduce phase, where the actual logic of
the algorithm is applied. In this step the objects from P are selected to participate in the
resulting subset S with a specific logic. Every object that is selected is coloured black and the
objects that exist in N "(p,) are coloured grey. This procedure continues until no white objects
exist in the partition that the Reducer is processing. Finally, the black objects that constitute
the r-DisC diverse subset S are presented to the user. The objects that are processed by DisC

algorithm can be multi-dimensional and the distance function could be anything (e.g.
manhattan distance metric). In our implementation, the distance function that is used for the
DisC variations is the euclidean distance, since the datasets that are processed are composed of
two-dimensional objects. The calibration of the radius » remains the same as in the original
DisC study. More specifically, the radius is set to 0.05, which resembles a ~1% similarity

based on the dataset magnitude.

Basic-DisC Algorithm

This basic algorithm consists the first approach of this study. The Basic-DisC variation

resembles the baseline algorithm of [6]. In every step, an arbitrary object from P is selected to

be included to the resulting subset S.
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Algorithm 1 Basic DisC Algorithm

Require: set P, radius r

Ensure: An r-DisC diverse subsel S
: 5=10

2: for all p; € P do

3

4

color p; as while
: end for

5 while P conlains while objecls do

6:  selecl arbilrary while p;
S=SuU{p}

&  color p; as black

9. for all p; € N(p;) do

10: color p; as grey

11:  end for

12: end while

1% Relurn S

Center-DisC Algorithm

An issue that comes up with the random selection of Basic-DisC is the inclusion of similar
objects in the resulting subset. This situation is faced when objects, that exist near the cutting
edges of the partitions, are selected to be part of the resulting subset. Center-DisC algorithm
intends to solve this problem. The idea is to choose every time white objects to include to the

set S, that are closer to the center of the partition.

Algorithm 2 Center DisC Algorithm
Require: set P, radius r
Ensure: An r-DisC diverse subsel S
: 8=0
for all p; € P do
color p; as while
end for
while P conlains while objecls do
selecl mosl cenlral while p;
S=SuU{p}
color p; as black
for all p; € NY(p;) do
color p; as grey
end for
end while
Return S

R B LR T

e -
Fall S Sl =
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Greedy-DisC Algorithm

This variation resembles the original greedy DisC algorithm. The flavor of this variation is
that every time the object with the largest neighborhood of white, else uncovered, objects is
chosen to be included in the resulting subset S. Thus, the coverage of the object that is selected
is maximized and the resulting subset is minimized. The target is to select as few objects as

possible to present to the user, which cover at the same time the whole initial dataset.

Algorithm 3 Greedy DisC Algorithm

Require: set P, radius r

Ensure: An r-DisC diverse subsel 5
1: 5=10

2: for all p; € P do

3

1

color p; as while
: end for
5. while P conlains while objecls do
6:  selecl while p; wilh largest |N* (p:)]
= S=SU{p}
&  color p; as black
9: for all p; € N*(p;) do
10: color p; as grey
11:  end for
12: end while
13: Relurn S

It has already been mentioned that the actual calculations of the DisC variations are conducted
within the Reduce phase. However, during the Map phase, the initial data are split with a
specific logic. Two partitioning methods are utilized in order to accomplish this.

3.1.3 Data Partitioning

Grid Partitioning

This procedure happens right within the Map phase. The space is split in equally sized chunks

and the objects of these chunks are distributed to different Reducer functions. This way of

partitioning is more applicable in datasets with objects that follow a uniform distribution. An
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example of grid partitioning is shown in Figure 3.3, where the original space of the initial

dataset is split in 9 chunks.

0 0.1 02 03 0.4 05 06 0.7 08 09 1

Figure 3.3: Grid Partitioning of a Uniform Dataset in 9 Parts

K-means Partitioning

The grid partitioning method is considered too simplistic, when issuing datasets with objects
that follow a normal distribution. Thus, we utilize the k-means partitioning as a clustering
method, which adjusts better to the structure of the dataset. In particular, a distributed
variation of k-means was applied, which is called Parallel-K-Means and is extensively
described in [17]. PKMeans algorithm is a parallel implementation of the common k-means
algorithm. A brief explanation on the logic of the algorithm could be the following. Similar to
the original k-means, a set of n points from the initial dataset is pre-defined randomly as the
centers of the partitions. In the Map step, the distances of all the points from the selected
centers are calculated and every point is assigned to the nearest center. In the Reduce step, the
centers are re-estimated by applying a mean function in all the points of every partition. This
procedure is repeated until the estimation of the centers in one step does not differ from the
estimation in the previous step over a threshold. The whole procedure of the k-means
clustering takes place as a prior step of the actual diversity algorithm and provides the DisC
variations with a list of hardcoded centers of every partition. Based on these centers the

Mappers perform the data splitting. Following Figure 3.4 displays the centers that were
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produced by the PKMeans when tested on a synthetic dataset, which follows a normal
distribution. In this example the 9 obtained centers form a voronoi diagram, which visualize

quite satisfactory the previously described use case.

08

06

04

0.2

Figure 3.4: K-means Partitioning of a Normal Dataset in 9 Parts

3.2 Approach with Maximum Coverage

3.2.1 Max Cover Algorithm

Diversifying data could be aligned in a way with the maximum coverage problem. A brief
explanation of this problem is as follows. Given several sets of data that could have some
elements in common and a number %, at most £ of these sets should be selected such that the
maximum number of elements are covered, i.e. the union of the selected sets has maximal size.
The maximum coverage problem needs an approximation algorithm and the predominant one

has been the greedy algorithm.

As shown below, the greedy algorithm selects at each step a set which contains the largest
number of uncovered elements. It can be shown that this algorithm achieves an approximation

ratio of 1- -; . Inapproximability results show that the greedy algorithm is essentially the best

possible polynomial time approximation algorithm for maximum coverage problem.
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Algorithm 4 The Max Cover Greedy Algorithm
Require: 5, ..., 8, and an inleger k

1: while £ = 0 do

2. Lel S be a sel of maximum cardinalily

3

1

5

Oulpul S
Remove § and all elements of S [from olher remaining sels
k=k—1

fi: end while

In our study we utilized a parallel implementation of the Max Cover algorithm, that was
proposed in [9] and exploits the Map-Reduce framework. The main idea behind this
implementation is to simultaneously choose many sets to include in the solution, instead of
selecting one at each step. This objective cannot be met at every step though and identifying
when to perform a parallel choice is the crux of this algorithm. In this regard, inspiration was

derived from the parallel algorithm for the set cover problem.

The MRGreedy algorithm typically requires a ground set, which is composed by the amount of
the initial objects, and a set system, which is a series of overlapping sets that contain random

number of objects. The output is an ordering of the sets that constitute the set system, such

that for every k sets selected, maximum coverage of the initial objects is achieved. The
algorithm approximation is slightly worse than the one of the greedy algorithm, and can be
implemented to run in polynomial map-reduce steps over the input instance. Thus, it ends up
nearly matching the performance of the greedy algorithm while obtaining a solution that can
be implemented in the scalable Map-Reduce framework. The following algorithm, from [9],

describes the functionality of MRGreedy.

The MRGreedy algorithm is typically a linear double for-loop that consists of a number of
Map-Reduce steps and is executed until a condition is met. Lines 3, 5, 7, 10, 11, 13, 15 of the
algorithm are performed by merging Map and Reduce operation along with the transpose
operation. With the transpose operation it is able to convert tuples from <i, S,, S,, ..., S,>,
which means that element 1 is contained is the following sets, to <S,, i, 1,, ..., 1,,~, which

means that set S, contains all the following elements.
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Algorithm 5 The MRGREEDY algorithm.

Require: A ground set X, a set system S C 2.

1: Let C be an empty list

2: for i = [log,, 2 |X|| downto 1 do

3 LetS,={S|SeSA|IS|>1+)1}

4:  for j = [log,, . A] downto 1 do

5: Let X' = {z |z € X Adegg, (z) > (L + €)™}

6 while X' #£ () do

7 if there exists S € S,, such that |S N X'| > %g‘ :

|X’| then

8: Append S to the end of C

9: else

10: Let S, be a random subset of S,, chosen by

including each set in §,, independently with
probability p = (ITZQTJ-

11: if |Usesp5’ > 18,|- (14 €2)i - (1 — 8¢2) then

12: We say that an element « is bad if it is con-
tained in more than one set of S,

13: A set S € &, is bad if it contains bad ele-
ments of total weight more than 4e- (1+ €*)"

14: Append all the sets of S, that are not bad
to the end of C in any order

15: Append the bad sets of S, to the end of C in
any order

16: Remove all the sets in C from &

17: Remove all the elements in [Jg . S from X and

from the sets in &
18: Let Sw={S|SE€SAIS|>(1+¢)""}
19: Let X' = {z |z € X Ndegg, () > (1+ €)'}

20: Return the list C

3.2.2 All r-Neighbors Algorithm

Formally, the nearest-neighbor search problem is defined as follows: given a set S of points in
a space M and a query point ¢ € M, find the closest point in S to ¢g. A direct generalization of
this problem is a k-nearest-neighbor search, where we need to find the k closest points.
Typically, M is a metric space and dissimilarity is expressed as a distance metric, which is
symmetric and satisfies the triangle inequality. Most commonly, M is considered to be the
d-dimensional vector space where dissimilarity is measured using the Euclidean distance,
Manhattan distance or other distance metric. However, the dissimilarity function can be

arbitrary. One example are asymmetric Bregman divergences, for which the triangle inequality
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does not hold. An all-k-nearest-neighbor query, i.e. an AKNN query, is a variation of a

k-nearest-neighbor query. It determines the k nearest neighbors for each point in the dataset.

In [13], a new method for efficiently processing AKNN queries in Hadoop is proposed. The
basic idea is to decompose the target space into smaller cells. A parameter is given in order to
specify the granularity of the decomposition. At the first phase, the entire dataset is scanned
and a summary of the point distribution is retrieved. According to the information of the first
step, an appropriate cell decomposition is determined. In the following phases, k nearest
neighbor objects for each data point are defined by considering the maximal range in which

possible objects are located.
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Figure 3.2: Cell Based k-NN Processing

The expected position of the k nearest neighbors is considered to be in the same cell with the
object. There is a possibility though that a k nearest neighbor set includes objects from nearby
cells too. To illustrate this situation, consider Figure 3.2, where an AKNN query for k=2 is

processed. We can find 2-NN points for A by only investigating the inside space of cell 0. The
circle centered at A, which is called a boundary circle, tightly covers the 2-NN objects and
does not overlap the boundary of cell 0. In contrast, the boundary circle for B overlaps with
cells 1, 2, and 3. In this case, there is a possibility that we can find 2-NN objects in these three

cells. Therefore, an additional investigation is necessary, with an extra step in the algorithm.
The motivation behind the utilization of the AKNN algorithm is the need to provide the

MRGreedy with a series of sets of objects that constitute the set system. These sets are going

to be the neighborhoods of the objects, which are calculated by the euclidean distance metric
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and a radius r. Following the guidelines of the original work [13], we implemented the All

r-Neighbors algorithm that fits our needs.

Algorithm 6: All r-Neighbors Algorithm
Input: The initial objects and a radius r
Output: List with the neighbors for every initial object
Map Reduce 1:

Separate the objects in cells of 2r*2r dimensions and calculate the

neighborhood of every object inside those cells.

Map Reduce 2:

Associate objects with neighboring cells that could contain possible
neighbor objeets and calculate neighborhoods inside those cells too.

Map Reduce 3:
Integrate the lists with the neighbors of every object in order to eliminate
duplications.

The algorithm consists of three basic Map-Reduce steps. The input of the algorithm is a
collection of tuples of the two-dimensional points <id, xCoord, yCoord> and a radius r. The
output of the algorithm is a collection of tuples that represent the id of a point along with its
neighbors, such as <id, [neighborList]>. An example application of Algorithm 6 is illustrated

in the appendix.

3.2.3 Combined Max Cover Algorithm

The maximum coverage approach on the data diversification problem is motivated mainly by
the design of the DisC variations. More specifically, the fact that the initial dataset is
partitioned and processed by different Reducers may lead to the selection of similar objects in
the resulting subset, especially nearby the cutting edges of the partitions. A new algorithm
intends to overcome this situation, which is called Combined Max Cover algorithm. This
algorithm is a combination of the above Algorithms 5 and 6. The MRGreedy algorithm, apart
from the initial points per se, requires also a collection of sets of data, among which it selects
to acquire in the resulting dataset. In order to maintain the same input parameters as those of
the DisC variations, i.e. the initial dataset and a radius, we utilize the clustering method of All

r-Neighbors in order to provide the desired collection of sets of data to the MRGreedy.
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Algorithm 7: Combined Max Cover Algorithm

Input: The initial objects and a radius r
Output: The objects in an order that maximum covers the initial
dataset for any k objects chosen
Step 1:
Utilize All r-Neighbors algorithm to produce neighborhoods for every
object
Step 2:
Utilive MRGreedy algorithm to produece an ordering of the neighborhoods
Step 3:
Output the ordering of the initial objects that maximum covers the
initial dataset for any k objects chasen

The input for this algorithm is the initial dataset and a radius r, as in the DisC variations,

whereas the output is an ordering of the initial objects, such that for any & objects selected, the
maximum number of initial objects is covered. The radius 7 still holds the role of the tuning
parameter in this algorithm. The size of the perceived neighborhoods of every object during
the All-r-Neighbors algorithm step is affected by this parameter. Finally, one more feature of
this algorithm is the flexibility in the cardinality of the resulting dataset. Parameter k gives the

opportunity to the user to keep a variable number of resulting objects.

3.3 Proposed Algorithms in Brief

Concluding, in this paragraph we summarize the proposed algorithms that have been used in
our experiments. The two main categories of algorithms are based on DisC Diversity and Max
Cover respectively. The differentiator between these categories lie in the perspective that we
approach the data diversification problem. In the first case the problem is solved through a
partition-based variation of the DisC algorithm implemented in Map-Reduce, whereas in the

second case maximum coverage algorithm is considered as a means of diversifying data.

Concerning the first category, three variations of the DisC Diversity algorithm are utilized in
this study. The difference is observed in the way that the objects are selected to be included in
the final resultset, i.e. randomly, centrally or in a greedy way. The methods are applied in

datasets that are partitioned in two different ways, in a pre-defined manner or with k-means
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respectively. The above statement is better illustrated in Table 3.1, which consists a point of
reference in this study for all the possible combinations of the DisC variations and the data

partitioning methods.

Table 3.1: DisC Variation Algorithms Combined with Partitioning Methods

Grid K-means

Partitioning Partitioning

Basic-DisC BP1 BP2
Center-DisC CP1 CP2
Greedy-DisC GP1 GP2

Concerning the second category, the diversification problem is associated with the maximum
coverage problem. The Combined Max Cover algorithm, or else CMC, is utilized through a
combination of the All r-Neighbors and the MRGreedy algorithms in order to produce an
ordering of the initial objects such that any k& objects selected ensure always the maximum

coverage of the initial dataset.
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CHAPTER 4

EXPERIMENTAL SETUP

4.1 Technical Specification
4.2 Datasets

4.3 Evaluation Strategy

4.1 Technical Specification

The goal of this study is to perform a parallel implementation of the aforementioned
algorithms in order to be able to run in a distributed environment. We take advantage of the
Hadoop framework, which is an open source platform, distributed by Apache. Hadoop
framework offers many features, among which the Hadoop File System and the Map-Reduce
library. We have installed the latest version of Hadoop, at the time when the experiments were
conducted, which was hadoop-1.1.2. The formal installation procedure has been followed
based on the official guide [14], along with another one [15], which was very helpful. Some
necessary changes have also been made in order for the Hadoop to run properly, such as
installing the suitable java v7 libraries or disabling the IPv6 communication between the
machines of the cluster, that participated in the experiments. In addition, we have used java
programming language within the Eclipse IDE and took advantage of the Map-Reduce plugin,
which gives the opportunity to run Map-Reduce tasks locally for debugging purposes.

The experiments were conducted using the cluster of commodity computers that is provided by

our department. Some technical information about the cluster is the following:

o The cluster consists of 15 nodes.
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e FEach node is a computer with a dual-core with HT CPU operating at 2GHz and a 4GB
RAM.

e The nodes communicate through a gigabit ethernet connection.

The Hadoop File System utilizes the nodes of the cluster by giving them the role of the
Master, which coordinates the overall functionality, or the Worker, which processes the actual
data. Moreover, the Map-Reduce framework utilizes the nodes with a role of Mapper or
Reducer, regarding the phase of the procedure. The numbers of Mappers and Reducers that
participate in a Map-Reduce procedure is configurable. Our experiments were conducted with
various numbers of Mappers and Reducers, in order to investigate the impact of this variation

in the algorithms results.

In a nutshell, the utilization of the Hadoop framework consists of the following. The initial
data that are to be processed should be transferred inside the HDFS with appropriate hadoop
commands, which are illustrated in the appendix. A jar file should be created, which contains
the Map-Reduce program, i.e mapper, reducer and driver classes. The command that runs a jar
file inside the HDFS should be utilized, in order to produce the outcome of the algorithm.

Finally, the output files are retrieved from the HDFS with respective commands.

4.2 Datasets

The first category of datasets that are used in order to evaluate the proposed algorithms are
synthetic. These datasets consist of two-dimensional points inside the geometric space of
[0,1]x[0,1] and represent a resultset of a query in a database. The two dimensions simulate the
characteristics of every object in the resultset. Consider for example a resultset of a query
which returned cameras as objects. The characteristics could be the brand-name of the camera,
the resolution of the lens, the number of colours that the camera supports, etc. The category of
the synthetic data consists of two different kinds of datasets. The first dataset is composed by
objects that are created with a uniform distribution along the geometric space of [0,1]x[0,1].

This dataset was created as a first simple approach in order to validate the algorithms.
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However, it emerged as valuable, since it was observed that sometimes large scale datasets
tend to adopt a random behavior that could be resembled by a uniform distribution. The next
dataset of this category is composed of objects that are created with a normal distribution. The
logic behind the creation of this dataset is the following. We selected a random number of
fixed objects with random positions within the space of [0,1]x[0,1]. Around those fixed
objects we built the rest of the objects with a gaussian distribution and a random standard
deviation. This kind of dataset is utilized in order to simulate the behavior of the algorithm

regarding large scale clustered datasets.

Secondly, the proposed algorithms are evaluated against a real dataset as well. Following the
idea of the original work [6], where DisC was firstly described, we utilize a location-based
real dataset. It is originated from MaxMind [18], which is is an industry leading provider of
IP intelligence and online fraud detection tools, and contains information about cities around
the world. More specifically, this dataset holds information over the name of the city, the
respective region, the respective country, the latitude and longitude along with the population
of the city for over three million cities all over the world. We utilize the two dimensions of
longitude and latitude and we adapt the parameters of the algorithms in order to provide

comparable results with those of the synthetic datasets.

4.3 Evaluation Strategy

4.3.1 Definition of Error Points

An evaluation criterion that is used is the number of the error points that are contained in the
resultsets of the algorithms. Normally, the output of the algorithms is supposed to contain
objects that are not similar to each other, but this is not always the case. It is possible that the
resultset contains objects that abstain less than the predefined radius. Such results are called
error points. The notion of an erroneous resulting object has emerged when the DisC
variations were evaluated. Prior to the actual execution of the algorithm a partitioning takes

place, separating the initial data in N parts, where N was equal to the number of the reducers
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that participated in the experiment. The handling of different chunks of data from different

reducers could lead to a resultset that contains error points.
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Figure 4.1: Error Point Illustration

In Figure 4.1, we can observe an example of a possible error point. The highlighted object
exists physically in area 5 and it is closer than the amount of radius to the cutting edge of the
partitions. As a consequence its neighborhood regarding the initial dataset consists of objects
that exist in area 5 and area 2 as well. Typically, if the resulting dataset of the algorithms
consists of two such objects that come from different and neighboring parts and happen to be
similar, then we can safely assume that one of these objects is erroneous. Generally, error
point production is the main drawback of the parallel implementation of DisC Diversity

algorithm and is not expected to affect the correctness of the Combined Max Cover algorithm.

4.3.2 Evaluation of Algorithms

First step of the experimental evaluation is the analysis of the results that all the proposed
algorithms produce when tested under the same testbase. The conditions under which the
aforementioned experiments were held are summed up in Table 4.1, where the default values
of the experiment parameters are illustrated. In more details, the experiments were conducted
with the use of an initial dataset with cardinality equal to 100K objects, which were distributed

in a uniform manner. Moreover, the number of mappers and reducers that participated in the
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experiments were both set to 15 and the radius, that regulates the similarity between two

objects, has been considered equal to 0.05.

Table 4.1: Default Parameters of Algorithms Evaluation

Number of
Initial Dataset Initial Dataset Radius
Parameters mappers and
Cardinality Structure r’
reducers

Uniform 15 mappers /

Default values 100K objects 0.05
Distribution 15 reducers

The first evaluation criterion in our experiments is the resulting dataset cardinality. More
specifically, we are interested in the percentage of the resulting dataset cardinality over the
initial dataset cardinality. Furthermore, apart from a resulting dataset with small cardinality,
the goal is a clean and independent dataset as well. Based on the above, an additional criterion
is the percentage of the error points that are contained in the resulting dataset over the total
cardinality of it. Last but not least, we care about the execution time that each algorithm needs
in order to function. It is a fact that Map-Reduce is commonly used for post-processing large
scale datasets and execution time is not what we care about most, nonetheless in our
experiments runtime measurement is needed and consists an evaluation criterion for the

algorithms.

The aim of this analysis is firstly to distinguish which algorithm displays the most correct
results among the DisC variations. Moreover, this analysis provides an initial comparison
between the two categories of algorithms, i.e. the DisC variations and the Combined Max
Cover algorithm. In order to perform this comparison we need to make an assumption, since
the CMC algorithm does not stop its execution until it provides a whole ordering of the
objects of the initial dataset. Thus, we consider that £, which is an output parameter of the
CMC algorithm, is equal to the cardinality of the resultset that the most efficient DisC
variation has produced. Based on this assumption, a comparison can be made regarding the

error point production of each algorithm.
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4.3.3 Comparison of Algorithms

After evaluating all the proposed algorithms under a common environment, a stress test is
performed regarding the impact of the experiment parameters in the efficiency of the two
categories of algorithms, i.e. the DisC Diversity and the CMC algorithm. Among the DisC

variations, the GP1 has been chosen, as it produces the resulting dataset with the smallest
cardinality and a rather low percentage of error points at the same time. Moreover, we have
concluded that the extra effort for a k-means partitioning before running the actual algorithm

does not provide any extra value, whilst it increases the overall execution time.

The evaluation criteria of the resultset cardinality, the error point percentage and the runtime
remain the same in this analysis as well. In this evaluation though the difference of the two
algorithm categories is investigated, taken that the experiment parameters are changing. In

Table 4.2, the different values of the experiment parameters are illustrated.

Table 4.2: Experiment Parameters Values

Initial Dataset Initial Dataset INfzslosr i Radius
Parameters . mappers and s
Cardinality Structure r
reducers
Synthetic
. Dataset with 9 mappers /
10K objects Uniform 9 reducers 0.025
Distribution
Synthetic
. Dataset with 18 mappers /
100K objects Normal 18 reducers 0.05
Values Distribution
27 mappers /
27 reducers
. Real
IM A
objects Dataset 0
36 mappers /
36 reducers
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CHAPTER 5

EXPERIMENTAL RESULTS

5.1 Proposed Algorithms Evaluation
5.2 Partitioning Methods Evaluation

5.3 Comparison of Algorithms

5.1 Proposed Algorithms Evaluation

An evaluation of all the algorithms under investigation follows in this paragraph, based on the
evaluation criteria that we have set, which are the cardinality of the resulting subset along with
the error points percentage and the execution time of each algorithm. The testbase in the
evaluation of all the algorithms remains the same. The experimental setup is illustrated in
Table 4.1, where the default parameters are shown. More specifically, the experiments are
performed on a dataset with a cardinality of 100K objects that are uniformly distributed.
Moreover, the radius is set to 0.05 and 15 Mappers and Reducers respectively are contributing

simultaneously.

The Greedy-DisC algorithm, which proceeds by choosing objects with the maximum
uncovered neighborhood to include in the resultset, outputs the r-DisC diverse subset with the
smallest cardinality. In this algorithm, the coverage of every chosen object is maximized and
thus the cardinality of the resulting subset is minimized. Moreover, the error points that are
produced with Greedy-Disc hold the smallest percentage, which makes the resulting subset of
this algorithm the most accurate. The Center-DisC algorithm, produces the resultset with the
biggest cardinality. This happens mainly because of the nature of this algorithm, which is to

select objects that exist nearest to the center of the partition and avoid the selection of possible

37



error points that exist nearby the cutting edges. This behavior leads to the selection of objects
that are closer to the ones that were previously selected. The outcome of the error points
percentage of Center-DisC, under the specific testbase, does not depict exactly the behavior of
the algorithm. In paragraph 3.3, more test results with different datasets are illustrated in order

to describe the functionality of Center-DisC. Last but not least, the Basic-DisC algorithm

leads to a resultset with cardinality among the other two and an increased number of error
points. The randomness of this algorithm may not define it as the most efficient one, but it

remains valuable, since simplicity is what matters in Big Data processing.

Qutput Cardinality in Uniform Dataset

I Error Points
I valid Points

3.50% 0.37% 0.53%

3.26%
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1.00%
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Figure 5.1: Output Cardinality for different DisC Variations and Data Partitionings

in Dataset with Uniform Distribution

The CMC algorithm provides an ordering of the objects of the initial dataset, rather than a
resultset. Following is a comparison between GP1, which is the most efficient among the DisC
variations, and CMC based on the error points percentage. Due to the fact that the algorithms
do not share the same input parameters, the comparison is made by considering the output
parameter £ of CMC to be equal to the cardinality of the resulting subset of GP1. Furthermore,
the same radius, as in GP1, is used in order to define the neighborhoods in the A-kNN step.
GP1 seems to produce more error points that the CMC algorithm. The main reason is that
GP1, along with all the DisC variations, is a partitioning based method. The main drawback of

this method consist the cutting edges that exist between the partitions. In areas close to the
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cutting edges, there can exist objects of the resulting subset that are normally similar in the

initial dataset, which makes them erroneous and thus the resultset gets more inaccurate.

Comparison of Error Points Percentage over Total Result-sets with the
same Cardinality
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Figure 5.2: Error Points Comparison for GP1 and CMC

Below, in Figure 5.3, the execution times of all the proposed algorithms are illustrated

regarding the experiments that were made with the given parameters of Table 4.1.

Runtime of Algorithms
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Figure 5.3: Execution Times of the Derived Algorithms
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As we can observe in Figure 5.3, CMC indeed has a higher execution time than the DisC
variations. This is due to the loops that are needed in order to select sets to include to the
resultset and the initial startup cost. The importance though for our experiments is not the
actual execution time but the rate that it increases in comparison to the different input
parameters. Among the DisC variations, Basic-Disc is the fastest one and Greedy-Disc, which

needs more computational cost in order to apply its logic in the Reduce phase, is the slowest.

Regarding the DisC variations, the consumed time is not actually evenly distributed. It is a
fact that the parallel implementation of the DisC Diversity algorithm needs more
computational cost, and hence runtime, within the reduce phase. The map phase does not seem
to add an important overhead on the runtime of the algorithm. On the contrary, the
pre-execution phase of k-means partitioning adds a worth mentioning amount of time in the
total runtime of the DisC variations, mainly due to the initialization setup and the level of
accuracy that is needed. Regarding the CMC algorithm, most of the time seems to be
consumed in the phase of the MRGreedy execution. Even if many of the steps of the algorithm
have been parallelized in order to be able to be executed in Map Reduce, the core of the
algorithm runs in a sequential manner until a condition is met. The algorithm is able to be
executed over polynomial map reduce steps over the input size but the actual execution time
depends also on the structure of the initial dataset. The neighborhoods of the objects are

relatively fast calculated with the All r-Neighbors algorithm.

5.2 Partitioning Methods Evaluation

In this paragraph, we present the value of the different ways of partitioning of the initial data.
The two ways that are used are the grid partitioning and the k-means partitioning, which are
implemented prior to the actual execution of the DisC variations. In Center-DisC, regardless if
the distribution of the initial dataset was uniform or normal, it is observed that k-means
partitioning helps the algorithm to produce resulting subsets with smallest cardinality, in
contrast to the grid partitioning. In the following Table 5.1, we illustrate the impact of the

k-means partitioning method on the error points production in contrast to the grid partitioning,
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regarding every DisC variation and data distribution. The percentage that is shown in the table
is the difference that is observed in error points percentage over the total resulting subset

between the k-means and grid partitioning utilization.

Table 5.1: Impact of K-means Partitioning in Error Point Production

in contrast to Grid Partitioning

Data Distribution
Uniform Normal
Basic + 0.24% - 1.46%
DisC
Algorithm | Center + 4.74% -2.69%
Variation
Greedy - 0.80% -1.81%

The most valuable result is seen in Center-DisC, when tested against a dataset with normal
distribution. There, we observe a reduction in error points up to 2.69%. Greedy-DisC seems to
enjoy a reduction in error points, regardless the initial data distribution. Nevertheless, the
outcome of this experiment is not so fruitful, since the difference in error points production is
ambiguous for different types of algorithms or dataset structures. We do not notice great
improvements in the outcome of the algorithms and at the same time the overall runtime of the
algorithms is increased, because the parallel k-means algorithm has to be executed first. Tests
proved that producing a clustered dataset, prior to the actual DisC algorithm execution,
increases the overall runtime up to 5 times. This is mainly because k-means algorithm depends
on the initialization setup and needs a lot of iterations. As a consequence, the utilization of
k-means partitioning is considered to offer little added value in the proposed algorithms, and

thus it is not suggested.
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5.3 Comparison of Algorithms

Finally, a comparison between the two main algorithm categories is performed, i.e the DisC
Diversity and the Max Cover. In this paragraph, a comparison is conducted between GP1 and
CMC in order to evaluate them, based on the criteria that we have set. More specifically, the
comparison is made regarding the error points that are produced by each algorithm and their
execution time. This test evaluates the algorithms from four different aspects, by changing
each time one experiment parameter. The experiment parameter are shortly the initial dataset

size and structure, the number of Mappers and Reducers and the radius r.

5.3.1 Impact of Dataset Size

The scope of this experiment is to identify the behavior of the two algorithms for input
datasets with different sizes. Comparison is made on the error points that are produced from
each algorithm and on their runtime as well. Table 5.2 describes the parameters of this

experiment and the changing factor of initial dataset cardinality.

Table 5.2: Parameter Values for Initial Dataset Cardinality Impact Experiment

Number of
Initial Dataset Initial Dataset Radius
Parameters mappers and
Cardinality Structure r’
reducers
10K objects Uniform 15 M/R 0.05
Values 100K objects Uniform 15 M/R 0.05
1M objects Uniform 15 M/R 0.05

As we can verify from Figure 5.4, the error points production is the main drawback of the
DisC variations. For all input sizes, GP1 maintains a higher level of error points in contrast to

the CMC algorithm. Moreover, as the input dataset size get larger the rate that the error points
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increase gets higher as well. On the contrary, CMC seems to tackle this issue in a better way,

maintaining a lower increase rate of error points production.

Impact of Input Datset Size on the Error Points
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B 1m
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2.00%

0.00%
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Figure 5.4: Impact of Initial Dataset Cardinality on Error Points Production

Regarding the execution time of the algorithms, the increase of the cardinality of the initial
dataset seems to affect GP1 the most. In Figure 5.5, we can observe a higher increase in
runtime of GP1 in comparison to the CMC algorithm. However, GP1 maintains a lower

execution time for all the tested input sizes.

Nevertheless, experiments with larger datasets have shown that GP1 does not perform
properly. For datasets with size of a few million objects, the DisC variations tend to stall and
consume all the resources of the cluster, thus making the execution time significantly larger.
On the contrary, for the same input datasets CMC tends to sustain a rather slow rate of
runtime increase comparing to the increase of the input size. Figure 5.6 illustrates the increase

of the execution time of CMC algorithm for different input dataset sizes.
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Impact of Input Dataset Size on the Runtime of the Algorithms
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Figure 5.5: Impact of Initial Dataset Cardinality on Runtime
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Figure 5.6: CMC Runtime for different initial dataset cardinalities

5.3.2 Impact of Dataset Structure

The target of this experiment is to identify if the structure and nature of the initial dataset

affects the performance of the algorithms. GP1 and CMC are tested, representing the two
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algorithm categories of this study. The initial dataset structure changes, while the rest of the
testbase remains the same in all three experiments. The details of the experimental

environment are illustrated in Table 5.3.

Table 5.3: Parameter Values for Initial Dataset Structure Impact Experiment

Number of
Initial Dataset Initial Dataset Radius
Parameters mappers and
Cardinality Structure r’
reducers
100K objects Uniform 15 M/R 0.05
Values 100K objects Normal 15 M/R 0.05
100K objects Real 15 M/R 0.05

The error points that are produced by the algorithms over the total resulting dataset seem to be
less in a normal dataset in comparison to a uniform one. This is mainly because of the
structure of the data. It was observed that clustered data lead to fewer error points, especially
when processed by Greedy-DisC. The percentage of error points for a real dataset in GP1 is
higher than the one of uniform or normal, but the total resulting set was significantly lower
(~54%). The bigger number of error points percentage can be explained by the dataset
structure, which consists of worldwide city coordinates, located in land, rather than in water.
Thus the real dataset happens to be even more clustered than the synthetic one with the normal
distribution. CMC algorithm has a similar behavior for all kinds of dataset structures, as we

can see in Figure 5.7. The execution times of the algorithms for different dataset structures do
not have significant differences. As we can see in Figure 5.8, GP1 remains the fastest

algorithm, even when initial dataset structures change.
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Figure 5.7: Impact of Initial Dataset Structure on Error Points Production
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Figure 5.8: Impact of Initial Dataset Structure on Runtime
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5.3.3 Impact of Number of Mappers and Reducers
Through the next experiment we intend to explore how the variation of the number of Mappers
and Reducers, that participate in the processing of the data, affect the output of the algorithms.

The evaluation criteria remain the same and the experiment parameters are shown in Table 5.4.

Table 5.4: Parameter Values for Number of Mappers and Reducers Impact Experiment

Number of

Initial Dataset Initial Dataset Radius

Parameters mappers and
Cardinality Structure ‘r’
reducers

100K objects Uniform 9 M/R 0.05

100K objects Uniform 18 M/R 0.05
Values

100K objects Uniform 27 M/R 0.05

100K objects Uniform 36 M/R 0.05

Impact of Mappers and Reducers Number on Error Points
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Figure 5.9: Impact of Number of Mappers and Reducers on Error Points Production
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As we can observe in Figure 5.9, CMC algorithm tends to produce less error points than GP1,
because it was originally designed to function in Map-Reduce and does not rely in a
partitioning method. Also, the increase of the number in Mappers and Reducers does not seem
to affect its results. On the contrary, the radical increase of the error points of GPI1, as the
number of Mappers and Reducers gets bigger, is due to the areas of the cutting edges between
the partitions. Since GP1 is based in data splitting, it is extremely affected by the partitioning
that is performed before the data diversification. In this experiment the number of Mappers
and Reducers is bonded to the number of the partitions, affecting this way the error points

production.

Figure 5.10 illustrates the different execution times of GP1 and CMC algorithms. Apart from
the obvious observation that DisC has a lower runtime, we notice that the more Mappers and
Reducers that are used, the less execution time is needed for both algorithms. Although, this
does not hold forever, as for very high number of Mappers and Reducers that simultaneously
process the algorithm, runtimes do not seem to have some added value. This is mainly because
the resources are consumed more in communicational costs, rather than in the actual

processing of the data.

Impact of Mappers and Reducers Number on the Runtime of the

Algorithms
Il © R
500 Il 13 MR
I 27 /R
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Figure 5.10: Impact of Number of Mappers and Reducers on Runtime
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5.3.4 Impact of Radius

Last but not least, the experiment with the regulation of the parameter of radius is made in

order to identify if radius, which defines the similarity and forms the neighborhoods of the

objects, has any impact on the results of the algorithms. The evaluation criteria are once again

the error points production and the runtime of the algorithms and the experiment parameters

are shown in Table 5.5.

Table 5.5: Parameter Values for Radius Impact Experiment

Number of
Initial Dataset Initial Dataset Radius
Parameters o mappers and
Cardinality Structure T’
reducers
100K objects Uniform 15 M/R 0.025
Values 100K objects Uniform 15 M/R 0.05
100K objects Uniform 15 M/R 0.1
Impact of Radius on Error Points
40 00% B -0025

30.00%

20.00%

Error Points over Total Result-set

10.00%

0.00%

GP1

Figure 5.11: Impact of Radius on Error Points Production
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As we can see in Figure 5.11, the parameter of radius seems to highly affect the error points

production of GP1, whereas it has a rather minimum effect in CMC. As the radius gets larger

in GP1, the objects in the resulting dataset that are closer to the cutting edges have higher

possibilities to be similar with other objects from neighboring partitions and thus to be

considered as erroneous. Apart from that, as Figure 5.12 illustrates, no significant differences

are observed in the execution times of the algorithms as the radius parameter increases, while

GP1 still remains the fastest algorithm.

seconds

Impact of Radius on the Runtime of the Algorithms

500 B - 0,025
4256 | 419 I =005
Bl r=01

100

==
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Figure 5.12: Impact of Radius on Runtime
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CHAPTER 6

CONCLUSIONS

Quality has always been extremely appreciated in the query results that are presented to the
user. Result diversification is used as a means of enhancing the quality of the query results.
The burst of stored information nowadays along with the need for accurate query results
require a parallel implementation of traditional diversification algorithms, that will be able to
run in distributed environments. In this thesis, two ways of diversifying data are taken under
consideration. Firstly, the DisC Diversity is studied, by implementing parallel variations of the
algorithm. Then, a parallel implementation of the Max Cover algorithm in combination to the
All r-Neighbors algorithm is evaluated. Both implementations follow the Map-Reduce logic.
The Apache Hadoop distributed platform is used for the experiments, that were conducted in

the cluster of our department.

Regarding the DisC Diversity algorithm, we made three variations that differ in the resulting
objects selection, which takes place in the Reduce phase. The selection of resulting objects is
made either of random objects (Basic-DisC) or objects that are closer to the partition center
(Center-DisC) or objects that have the most uncovered neighborhood (Greedy-DisC). The
most efficient algorithm regarding the cardinality and the accuracy of the resultset is the
Greedy-DisC. It outputs the smallest r-DisC diverse subset, while maintaining the levels of
error points low and close to the ones of the Center-DisC. The Center-DisC algorithm proves
that a centric object selection eliminates the error points, that tend to appear in the cutting
edges of the partitions. However, the cardinality of the r-DisC diverse subset that it produces
is the largest one, since the objects that are selected for the resultset have a low coverage.
Finally Basic-DisC outputs resultsets of medium cardinality with increased error point levels.

In regards to the runtime though, basically due to the complexity of each algorithm, the results

51



are exactly the opposite. Basic-DisC, which has no logic in the object selection, is the fastest
one and Greedy-DisC, which searches among all the objects for the one with the most

uncovered neighborhood, has the largest execution time.

The implementation of the DisC Diversity algorithm encapsulates a step of partitioning of the
initial dataset, prior to the actual run of the algorithm. The objects of the initial dataset are
partitioned either firmly in equal chunks or in shifting chunks with the use of k-means. The
second way of partitioning is useful especially when the initial dataset follows a normal
distribution. Generally, this enhanced way of partitioning is used in order to prevent the
algorithms from producing error points. However, the experiments have shown that the
utilization of an enhanced partitioning method provides little added value to the algorithm.
Although a noteworthy improvement is observed regarding the error point production, a
k-means clustering of the initial dataset gives an overhead to the whole runtime of the
algorithm. Tests have proven that producing a clustered dataset, prior to the actual algorithm
execution, could increase up to 5 times the overall runtime. This is mainly because k-means

algorithm depends on the initialization setup and needs a lot of iterations.

The experiments with the parallel implementation of the DisC Diversity algorithm proved that
it is not as scalable as originally expected. First of all, as the input dataset gets larger, e.g. with
cardinality of a few million objects, the algorithm tends to stall the execution and the runtime
increases quickly. This is somehow expected, since the actual calculations of the algorithm
take place in the Reduce phase, which constitutes a bottleneck. Moreover, the utilization of
more Reducers that handle different partitions of data does not seem to benefit the execution.
The experiments showed that the extensive number of cutting edges between the partitions lead

to an increased amount of error points in the r-DisC diverse subset.

The increased number of error points is confronted with the Combined Max Cover algorithm.
This is a combination of the All r-Neighbors and the MaxCover algorithms along with some
refinements, that provides an ordering of the initial objects, such that any k objects selected,
guarantee always a maximum coverage of the initial dataset. The runtime of the algorithm,

when tested against the default testbase, is up to 7 times larger than the average DisC variation
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runtime. However, experiments have proven that the Combined Max Cover algorithm is far
more scalable. As the input dataset gets larger, the execution time presents a steady but low
increase. Furthermore, a possible utilization of more Mappers and Reducers, significantly
decreases the runtime of the algorithm. Finally, regarding the accuracy of the resulting dataset,
the Combined Max Cover algorithm is more efficient, since it produces less error points than

the DisC variations in all the experiments.

A comparison between the two categories of algorithms depicts better the differences between
the diversification with the use of DisC or Max-Cover. The comparison is made between the
GP1 and the CMC algorithms based on the regulation of four experiment parameters. First of
all, the parameter of the cardinality of the initial dataset seems to have massive impact on GP1,
whereas CMC seems to present an expected behavior regarding the runtime, when handling
large scale datasets. The accuracy of GPI is also affected by an increased input dataset, in
contrast to the CMC algorithm. Secondly, the structure of the initial dataset does not have a
significant impact in both algorithms in regards to the error point production or the runtime.

Furthermore, an increase in the number of Mappers and Reducers, that participate in the
experiment, seems to benefit both algorithms regarding their execution times. However, the
percentage of error points that are produced by GP1 increase rapidly, since the number of
Reducers is bonded to the number of partitions. As a consequence, the increased number of
cutting edges between the partitions of the initial dataset, increases the possibility of producing
error points. Finally, the regulation of the parameter of radius, which defines the similarity

between two objects, affects GP1 more, especially regarding the error points that are produced.
This happens mainly because an increased radius makes it easier for resulting objects, that

exist nearby cutting edges, to be similar with objects from neighboring partitions.

In total, the outcome of this thesis is that the parallel Max Cover algorithm is more efficient
that the parallel DisC Diversity algorithm, regarding data diversification. The next step of this
study could be an improvement in the parallel concept of the proposed DisC variations, in
order to be more efficient. A new aspect could be to decouple the partitioning logic from the
algorithms. Thus, the high error points level in the resultset, which is the main drawback of

the DisC variations, could be minimized. A more direct improvement regarding the DisC
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parallel implementation would be to make a second level diversification, only with the
produced error points this time. Thus, the number of the non-independent points could be

eliminated leading to a more accurate resultset.
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APPENDIX

The Hadoop File System provides a series commands to be used inside HDFS and resemble
those of a unix system, such as:

e hadoop fs -1s [-d] [-h] [-R] <args>

e hadoop fs -rm [-f] [-r |-R] [-skipTrash] URI [URI ...]

e hadoop fs -cp [-f] [-p | -p[topax]] URI [URI ...] <dest>

e hadoop fs -mv URI [URI ...] <dest>

e hadoop fs -mkdir [-p] <paths>

e hadoop fs -rmdir [--ignore-fail-on-non-empty] URI [URI ...]

e hadoop fs -put <localsrc> ... <dst>

e hadoop fs -find <path> ... <expression> ..

Some new commands have been introduced in order for the data to be transferred from the

server that hosts the file system inside the HDFS and vice versa:

e hadoop fs -copyFromLocal <localsrc> URI

e hadoop fs -copyTolLocal [-ignorecrc] [-crc] URI <localdst>

The command that is used to run an executable jar file inside the Hadoop File System is the

following:

$HADOOP_HOME/bin/hadoop jar myprogam.jar package.MainClass <params>
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Below is an All r-Neighbors application example. Algorithm 6 is applied onto an initial dataset
of 50 two-dimensional points and a radius equal to 0.1. The output is a unit disc graph, which

depicts the neighborhoods of every point.
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a) Initial Dataset b) Unit Disc Graph

The cities that are illustrated in the following map consist the outcome of GP1 algorithm,

when tested against the real dataset. Cities that are to close to each other are erroneous results

due to the partitioning of the initial dataset.
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