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Supervisor: Xrysovalantis Kavousianos

We are in the dawn of a new era of \Internet of Things". Novel home and business

\things" appear rapidly, and they promise to improve the quality of our lives and grow

the world's economy. Looking into the \brain" of these \things", the design paradigm of

the SoC is emerged. The SoC design paradigm is not a static description of guidelines

and methodologies. In contrast, it evolves continuously trying to keep in pace with the

ever-increased requirements of the new era.

Among the most important challenges facing the SoC design industry today are cost

reduction and power management. The need for increased functionality and performance

is translated to the design of complex SoCs that use advanced but costly process tech-

nologies and power management techniques. Thus, the industry is consistently looking

for new, e�ective cost- and power- aware design solutions to apply at the end-products.

Such solutions are the dynamic-voltage and frequency scaling, and the partition of the

SoC into multiple voltage islands, which greatly a�ect the test process and test cost.

This research focuses in the development of an e�cient, integrated and computational-

friendly methodology able to minimize the test cost of moderate, large and very large

multi-core, DVFS-based SoCs with voltage islands while power constraints are met. We

introduce Time Division Multiplexing (TDM), a novel method for testing DVFS-based

SoCs with multiple voltage islands. We present three power-aware test scheduling ap-

proaches able to exploit the advantages o�ered by TDM method at maximum level.

Speci�cally, an integer-linear programming approach is proposed to deliver optimal test

schedules for SoCs of moderate size, while a rectangle-packing/simulated-annealing ap-

proach is proposed to o�er cost-e�ective solutions for large and very large SoCs. For early

design-phase decisions as well as for cases with strict CPU-time limits, a greedy approach

is proposed that o�ers fairly good results. Experimental results on two industrial SoCs

show the superiority of the TDM-based approach against conventional approaches.

We extend the TDM method with Space Division Multiplexing (SDM) creating a

new Space and Time Division Multiplexing (STDM) methodology that o�ers a highly

x



e�cient solution for multi-site test applications with a limited number of ATE channels.

Space multiplexing permits the use of test access mechanisms (TAMs) that are narrower

than the wrappers of the embedded cores in an SoC while time multiplexing exploits

the available frequency bandwidth to parallelize test application, thereby minimizing the

additional time overhead. Experiments on an industrial SoC show that STDM is very

e�ective for narrow TAMs and it signi�cantly increases the number of sites that can be

tested in parallel. Thus, the test cost is minimized.

Furthermore, we propose a branch-&-bound (B-&-B) technique to optimize the test

access mechanism for minimizing test-time when Time Division Multiplexing is used to

schedule tests. The proposed technique exploits some unique properties of TDM to set a

mathematically derived, strict, computationally simple and accurate bounding criterion

that enables the B-&-B algorithm to rapidly prune more than 99% of the ine�ective TAM

con�gurations. In addition, a fast greedy test-scheduling approach is adopted to evaluate

and identify the most e�ective con�gurations. The use of the greedy approach is justi�ed

by its high correlation (in evaluating TAM designs) with the very e�ective (but much

slower) simulated annealing approach. For very large SoCs, a global TAM distribution

approach is proposed, which optimally distributes the TAM lines into multiple SoC areas.

To the best of our knowledge, this is the �rst TAM optimization approach that takes

into account the unique characteristics of multi-Vdd SoCs and the bene�ts of the highly

e�ective TDM approach, and o�ers a complete solution to the test-scheduling problem

for multi-Vdd SoCs. Experiments on two industrial SoCs, as well as on two very large

arti�cial SoCs show the bene�ts of the proposed method in both single-site and multi-site

test applications.

Finally, we introduce a critical path−oriented thermal aware X−�lling methodology

for high un−modelled defect coverage. The thermal activity during testing can be con-

siderably reduced by applying power-oriented �lling of the unspeci�ed bits of test vectors.

However, traditional power-oriented X-�ll methods in bibliography do not correlate the

thermal activity with delay failures, and they consume all the unspeci�ed bits to reduce

the power dissipation at every region of the core. Therefore, they adversely a�ect the

un-modelled defect coverage of the generated test vectors. The proposed method identi-

�es the unspeci�ed bits that are more critical for delay failures, and it �lls them in such

a way as to create a thermal-safe neighbourhood around the most critical regions of the

core. For the rest of the unspeci�ed bits a probabilistic model based on output deviations

is adopted to increase the un-modelled defect coverage of the test vectors. Experimental

results show that the proposed method o�ers a fair trade−o� between critical paths delay

and un−modelled defect coverage. Due to its nature, it may complement the formulation
of the problem to be solved in many existing thermal and power aware techniques.
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ÄåêÝìâñéïò, 2016

Ðñï÷ùñçìÝíåò ìÝèïäïé ãéá ôïí Ýëåã÷ï ïñèÞò ëåéôïõñãßáò ðïëõðýñçíùí óõóôçìÜôùí óå

ïëïêëçñùìÝíá

ÅðéâëÝðïíôáò: ×ñõóïâáëÜíôçò Êáâïõóéáíüò

Åßìáóôå óôçí áõãÞ ôçò íÝáò åðï÷Þò ôïõ \ÉíôåñíÝô ôùí ðñáãìÜôùí". ÍÝá, êáéíïôüìá

\ðñÜãìáôá" ãéá ôïí éäéþôç êáé ôéò åðé÷åéñÞóåéò åìöáíßæïíôáé ìå ïëïÝíá áõîáíüìåíï ñõèìü

êáé õðüó÷ïíôáé íá âåëôéþóïõí ôçí ðïéüôçôá ôçò æùÞò ìáò áëëÜ êáé ôçí åéêüíá ôçò ðáãêüóìéáò

ïéêïíïìßáò. Êïéôþíôáò âáèéÜ ìÝóá óôïí åãêÝöáëü ôùí \ðñáãìÜôùí" ìðïñïýìå íá äïýìå

åðåîåñãáóôÝò ðïõ áêïëïõèïýí ôïí ó÷åäéáóìü ôïõ óõóôÞìáôïò óå ïëïêëçñùìÝíï (ÓóÏ).

Ôï ó÷åäéáóôéêü ðáñÜäåéãìá ôïõ ÓóÏ äåí ðåñéëáìâÜíåé áðëÜ ìéá óåéñÜ ðñïêáèïñéóìÝíùí

ìåèïäïëïãéþí êáé ïäçãéþí. Áíôßèåôá, åîåëßóóåôáé óõíå÷þò þóôå íá áíôáðïêñéèåß ìå åðéôõ÷ßá

óôéò ïëïÝíá áõîáíüìåíåò áðáéôÞóåéò ôçò íÝáò åðï÷Þò.

Ç ìåßùóç ôïõ êüóôïõò ðáñáãùãÞò êáé ç äéá÷åßñéóç ôçò êáôáíáëéóêüìåíçò éó÷ýïò

ôùí ÓóÏ áðïôåëïýí ßóùò ôéò óçìáíôéêüôåñåò ðñïêëÞóåéò ðïõ áíôéìåôùðßæåé óÞìåñá ç

âéïìç÷áíßá êáôáóêåõÞò ôïõò. Ç áíÜãêç ãéá áõîçìÝíç ëåéôïõñãéêüôçôá êáé áðüäïóç ìåôá-

öñÜæåôáé óå áíÜãêç ãéá ôïí ó÷åäéáóìü ðïëýðëïêùí ÓóÏ, ôá ïðïßá ÷ñçóéìïðïéïýí ðñïçãìÝíåò

üóï êáé äáðáíçñÝò ôå÷íïëïãßåò åðåîåñãáóßáò êáé ôå÷íéêÝò äéá÷åßñéóçò éó÷ýïò. Õðü ôï

ðáñáðÜíù ðñßóìá, ç âéïìç÷áíßá áíáæçôÜ óõíå÷þò íÝåò, ðéï áðïôåëåóìáôéêÝò ó÷åäéáóôéêÝò

ëýóåéò ùò ðñïò ôï êüóôïò êáé ôç äéá÷åßñéóç éó÷ýïò ãéá ôá ðñïúüíôá ôçò. Ìéá áðü áõôÝò

ôéò ëýóåéò åßíáé êáé ç ôå÷íéêÞ ôçò äõíáìéêÞò êëéìÜêùóçò ôçò ôÜóçò êáé ôçò óõ÷íüôçôáò

ëåéôïõñãßáò (ÄÊÔÓ) åíüò ÓóÏ, êáèþò êáé ç äçìéïõñãßá îå÷ùñéóôþí íçóßäùí ôÜóåùí

ëåéôïõñãßáò (ÍÔË) åíôüò ôïõ ÓóÏ. Ùóôüóï, ç ÷ñÞóç ôùí ðáñáðÜíù ôå÷íéêþí åðçñåÜæåé

óçìáíôéêÜ ôçí äéáäéêáóßá åëÝã÷ïõ ïñèÞò ëåéôïõñãßáò ôïõ ÓóÏ ôüóï ùò ðñïò ôçí äéáäéêáóßá

üóï êáé ùò ðñïò ôï êüóôïò.

Ç ÝñåõíÜ ìáò åóôéÜæåé óôçí áíÜðôõîç ïëïêëçñùìÝíùí, áðïôåëåóìáôéêþí êáé õðïëïãéóôé-

êÜ öéëéêþí ìåèïäïëïãéþí éêáíþí íá åëá÷éóôïðïéÞóïõí ôï êüóôïò åëÝã÷ïõ ïñèÞò ëåéôïõñãßáò

ìéêñþí, ìåãÜëùí êáé ðïëý ìåãÜëùí ðïëõðýñçíùí ÓóÏ. Èåùñïýìå üôé ôá ÓóÏ åöáñìüæïõí

ôå÷íéêÝò äéá÷åßñéóçò éó÷ýïò üðùò ç ÄÊÔÓ êáé ïé ÍÔË êáé üôé ï Ýëåã÷ïò ïñèÞò ëåéôïõñãßáò

äéåîÜãåôáé õðü Ýíá óýíïëï ðåñéïñéóìþí ó÷åôéêþí ìå ôçí êáôáíÜëùóç éó÷ýïò. Óôï ðáñáðÜíù

ðëáßóéï, åéóÜãïõìå ìéá íÝá, êáéíïôüìï ìÝèïäï åëÝã÷ïõ ïñèÞò ëåéôïõñãßáò, ç ïðïßá óôçñßæåôáé
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óôçí ôå÷íéêÞ ôçò ÷ñïíéêÞò ðïëõðëåîßáò (×ÑÐ). ÐáñïõóéÜæïõìå ôñåéò íÝåò ôå÷íéêÝò ãéá ôïí

÷ñïíïðñïãñáììáôéóìü ôçò äéáäéêáóßáò åëÝã÷ïõ ïñèÞò ëåéôïõñãßáò, ïé ïðïßåò áîéïðïéïýí

óôï ìÝãéóôï ôá ïöÝëç ôçò ×ÑÐ. ÓõãêåêñéìÝíá, ðñïôåßíïõìå ìéá ìÝèïäï ãñáììéêïý ðñïãñáì-

ìáôéóìïý áêåñáßùí, ç ïðïßá åßíáé éêáíÞ íá ðñïóöÝñåé âÝëôéóôåò ëýóåéò ãéá ôïí ÷ñïíïðñï-

ãñáììáôéóìü ôïõ åëÝã÷ïõ ïñèÞò ëåéôïõñãßáò óå ìéêñïý êáé ìåóáßïõ ìåãÝèïõò ÓóÏ. Åðßóçò,

ðñïôåßíïõìå ìéá íÝá ìÝèïäï, ç ïðïßá óôçñéæüìåíç óôïí áðïôåëåóìáôéêü óõíäõáóìü ôùí

áëãïñßèìùí 'Simulated Annealing' êáé 'Rectangle Packing' (SA-RP), êáôáöÝñíåé íá ðáñÜãåé

ìå ìéêñü õðïëïãéóôéêü êüóôïò õøçëÞò ðïéüôçôáò ÷ñïíïðñïãñáììáôéóìü ãéá ôïí Ýëåã÷ï

ìåãÜëùí êáé ðïëý ìåãÜëùí ÓóÏ. Ãéá ôçí ðñþéìç ó÷åäéáóôéêÞ öÜóç ôïõ åëÝã÷ïõ ïñèÞò

ëåéôïõñãßáò êáèþò êáé ãéá ðåñéðôþóåéò üðïõ ç äéáèÝóéìç õðïëïãéóôéêÞ éó÷ýò åßíáé ðåñéïñéóìÝíç,

ðñïôåßíïõìå ìéá \Üðëçóôç" ìÝèïäï ðïõ ïäçãåß óå ðïëý êáëÝò ëýóåéò ãéá ôïí ÷ñïíï-

ðñïãñáììáôéóìü ôçò äéáäéêáóßáò åëÝã÷ïõ. ÐåéñáìáôéêÜ áðïôåëÝóìáôá áðïäåéêíýïõí ôçí

áíùôåñüôçôá ôùí ðñïôåéíüìåíùí ìåèüäùí ×ÑÐ, Ýíáíôé ôùí óõìâáôéêþí.

Óôá ðëáßóéá ôçò ÝñåõíÜò ìáò, Ý÷ïõìå åðåêôåßíåé ôç ìÝèïäï ×ÑÐ ìå íÝïõò, ðñüóèåôïõò

ìç÷áíéóìïýò ÷ùñéêÞò ðïëõðëåîßáò (×ÙÐ). ÄçìéïõñãÞóáìå ìéá íÝá ìÝèïäï ÷ùñéêÞò êáé

÷ñïíéêÞò ðïëõðëåîßáò (××Ð), éêáíÞ íá âåëôéþóåé óçìáíôéêÜ ôçí åêôÝëåóç ðáñÜëëçëùí

äéáäéêáóéþí åëÝã÷ïõ (multi-site test), éäéáßôåñá óå ðåñéðôþóåéò üðïõ ï áñéèìüò ôùí äéáèÝóéìùí

êáíáëéþí åëÝã÷ïõ åßíáé ðåñéïñéóìÝíïò, ëüãù êüóôïõò. Ç ×ÙÐ åðéôñÝðåé íá õëïðïéïýìå, óå

Ýíá ìç÷áíéóìü ðñüóâáóçò ãéá Ýëåã÷ï (ÌÐãÅ), äéáýëïõò ìå ìéêñüôåñï åýñïò áðü ôï åýñïò

ðïõ ÷ñçóéìïðïéåß ç èýñá åíüò ðåñéâëÞìáôïò ðõñÞíá âáóéóìÝíïõ óôï \ðñùôüêïëëï 1500" ãéá

ôçí ðáñÜëëçëç öüñôùóç äåäïìÝíùí åëÝã÷ïõ óôïõò ðõñÞíåò ôïõ ÓóÏ. ÐáñÜëëçëá, ç ×ÑÐ

áíáëáìâÜíåé íá åêìåôáëëåõôåß óôï Ýðáêñï ôï äéáèÝóéìï åýñïò ôùí êáíáëéþí åëÝã÷ïõ þóôå

íá ðåñéïñßóåé ôõ÷üí ÷ñïíéêÝò áõîÞóåéò óôïí ÷ñïíïðñïãñáììáôéóìü ëüãù ôïõ ðåñéïñéóìÝíïõ

áñéèìïý ôùí äéáèÝóéìùí êáíáëéþí åëÝã÷ïõ áíÜ ðõñÞíá êáé ãåíéêüôåñá áíÜ ÓóÏ. ÐåéñáìáôéêÜ

áðïôåëÝóìáôá äåß÷íïõí üôé ç ìÝèïäïò ××Ð åßíáé éäéáßôåñá áðïäïôéêÞ ãéá ÌÐãÅ ìå ìéêñü

áñéèìü êáíáëéþí êáé áõîÜíåé óçìáíôéêÜ ôïí áñéèìü ôùí ÓóÏ ðïõ ìðïñïýí íá åëåã÷èïýí

ðáñÜëëçëá. Óõíåðþò ðåñéïñßæåé ôï êüóôïò åëÝã÷ïõ.

Ðñïôåßíïõìå ìéá ôå÷íéêÞ \Äéáßñåé êáé Âáóßëåõå" (ÄÂ), ç ïðïßá Ý÷åé ùò óôü÷ï íá

âåëôéóôïðïéÞóåé ôïí ÌÐãÅ óå äéáäéêáóßåò åëÝã÷ïõ ïñèÞò ëåéôïõñãßáò, ïé ïðïßåò ÷ñïíïðñï-

ãñáììáôßæïíôáé ìå ôçí ìÝèïäï ôçò ×ÑÐ. Ç ðñïôåéíüìåíç ôå÷íéêÞ åêìåôáëëåýåôáé êÜðïéåò

ìïíáäéêÝò éäéüôçôåò ôçò ìåèüäïõ ×ÑÐ þóôå íá õðïëïãßóåé Ýíá ìáèçìáôéêÜ áðïäåäåéãìÝíï,

õðïëïãéóôéêÜ áðëü áëëÜ áêñéâÝò êñéôÞñéï áðïêëåéóìïý ëýóåùí, ôï ïðïßï åßíáé éêáíü íá

áðïññßøåé Üìåóá ðåñéóóüôåñïõò áðü ôï 99% ôùí ðéèáíþí áíáðïôåëåóìáôéêþí ó÷åäéáóìþí

ôïõ ÌÐãÅ. Áêüìç, ìéá ãñÞãïñç \Üðëçóôç" ìÝèïäïò áíáëáìâÜíåé íá áîéïëïãÞóåé êáé íá

áíáãíùñßóåé ôïõ âÝëôéóôïõò õðáñêôïýò ó÷åäéáóìïýò ôïõ ÌÐãÅ. Ç ÷ñÞóç ôçò \Üðëçóôçò"

ìåèüäïõ äéêáéïëïãåßôáé áðü ôçí õøçëÞ óõó÷Ýôéóç ðïõ ðáñïõóéÜæïõí ôá áðïôåëÝóìáôÜ

ôçò ìå ôá áðïôåëÝóìáôá ôçò ðïëý áðïäïôéêÞò ìåèüäïõ SA-RP, ç ïðïßá äåí ìðïñåß íá

÷ñçóéìïðïéçèåß ãéá ëüãïõò ôá÷ýôçôáò. Åðéðñüóèåôá, ãéá ôçí âåëôéóôïðïßçóç ôïõ ÌÐãÅ

óå ðïëý ìåãÜëá ÓóÏ, ðñïôåßíïõìå ìéá íÝá, ïëïêëçñùìÝíç ìÝèïäï êáôáíïìÞò êáíáëéþí

åëÝã÷ïõ, ç ïðïßá êáôáíÝìåé áðïäïôéêÜ ôá êáíÜëéá åëÝã÷ïõ óå Ýíá óýíïëï ðåñéï÷þí ôïõ

ÓóÏ. Ìå âÜóç ôá üóá ãíùñßæïõìå ç ðñïôåéíüìåíç ìÝèïäïò ÄÂ åßíáé ç ðñþôç ðïõ ðñïóåããßæåé
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ôï èÝìá ôçò âåëôéóôïðïßçóçò ôïõ ÌÐãÅ ëáìâÜíïíôáò õðüøç ôá ìïíáäéêÜ ÷áñáêôçñéóôéêÜ

ôùí ÓóÏ ðïëëáðëþí ôÜóåùí êáé áîéïðïéþíôáò ôá ïöÝëç ôçò ðïëý áðïäïôéêÞò ìåèüäïõ

×ÑÐ ðñïóöÝñïíôáò ìéá óõíïëéêÞ ëýóç óôï ðñüâëçìá ôïõ ÷ñïíïðñïãñáììáôéóìïý ôùí

ÓóÏ ðïëëáðëþí ôÜóåùí. ÐåéñáìáôéêÜ áðïôåëÝóìáôá óå 2 ÓóÏ ôçò âéïìç÷áíßáò êáèþò

êáé óå 2 ðïëý ìåãÜëá ôå÷íçôÜ ÓóÏ áðïäåéêíýïõí ôá ïöÝëç ôçò ðñïôåéíüìåíçò ìåèüäïõ ãéá

áðëÝò êáé ðáñÜëëçëåò äéáäéêáóßåò åëÝã÷ïõ.

ÔÝëïò, åéóÜãïõìå ìéá íÝá ìÝèïäï ãéá ôçí èåñìéêÞ ðñïóôáóßá ôùí êñßóéìùí ìïíïðáôéþí

óå Ýíá ðõñÞíá åíüò ÓóÏ. Ç ðñïôåéíüìåíç ìÝèïäïò åðéôõã÷Üíåé ôï óôü÷ï ìÝóù ôçò åðéëåêôé-

êÞò óõìðëÞñùóçò ôùí áäéÜöïñùí ôéìþí '×' ôùí äéáíõóìÜôùí åëÝã÷ïõ (ÄÅ), ç ïðïßá

ùóôüóï ðñáãìáôïðïéåßôáé ìå ôÝôïéï ôñüðï þóôå ôá ðáñáãüìåíá ÄÅ íá áðïêôïýí ìåãáëýôåñç

éêáíüôçôá áíáãíþñéóçò ìç ìïíôåëïðïéçìÝíùí óöáëìÜôùí õëéêïý (ÌÌÓÕ). Ç áýîçóç

ôçò èåñìïêñáóßáò óå Ýíáí ðõñÞíá ìðïñåß íá ðåñéïñéóôåß óõíïëéêÜ ìÝóù ôçò åðéëåêôéêÞò

óõìðëÞñùóçò ôùí '×' ôùí ÄÅ, ìå ôéìÝò ðïõ ðåñéïñßæïõí ôçí êáôáíÜëùóç ôçò éó÷ýïò.

Ùóôüóï, ïé ðáñáäïóéáêÝò ìÝèïäïé åðéëåêôéêÞò óõìðëÞñùóçò '×' ðïõ óõíáíôÜìå óôç âéâëéï-

ãñáößá äåí óõó÷åôßæïõí ôçí ðáñáãüìåíç èåñìüôçôá óå ìéá ðåñéï÷Þ ôïõ ðõñÞíá ìå \óöÜëìáôá

ëüãù êáèõóôÝñçóçò", êáé ÷ñçóéìïðïéïýí üëåò ôéò áäéÜöïñåò ôéìÝò åíüò ÄÅ ãéá íá ìåéþóïõí

ôçí êáôáíÜëùóç ôçò éó÷ýïò óå êÜèå ðåñéï÷Þ ôïõ ðõñÞíá. ¸ôóé, ìåéþíïõí ôçí éêáíüôçôá

åíüò ÄÅ íá áíáãíùñßæåé ÌÌÓÕ. Ç ðñïôåéíüìåíç ìÝèïäïò áíáãíùñßæåé áäéÜöïñåò ôéìÝò

ôùí ÄÅ, ïé ïðïßåò ìðïñåß íá áðïäåé÷èïýí êñßóéìåò ãéá ôçí åìöÜíéóç óöáëìÜôùí ëüãù

êáèõóôÝñçóçò, êáé ôéò óõìðëçñþíåé ìå ôéìÝò, ïé ïðïßåò ìðïñïýí íá ðåñéïñßóïõí ôïí ñõèìü

áýîçóçò ôçò èåñìïêñáóßáò óôçí ðåñéï÷Þ ôùí êñßóéìùí ìïíïðáôéþí ôïõ ðõñÞíá áëëÜ êáé

óôéò ãåéôïíéêÝò ðåñéï÷Ýò. Ïé õðüëïéðåò áäéÜöïñåò ôéìÝò ôïõ ÄÅ ëáìâÜíïõí ôéìÝò ìå âÜóç

ôá áðïôåëÝóìáôá åíüò ìïíôÝëïõ \áðïêëßóåùí åîüäïõ", þóôå íá âåëôéþíåôáé ç éêáíüôçôá

áíáãíþñéóçò ÌÌÓÕ ôïõ ÄÅ. ÐåéñáìáôéêÜ áðïôåëÝóìáôá äåß÷íïõí üôé ç ðñïôåéíüìåíç

ìÝèïäïò åðéôõã÷Üíåé ìéá áðïäïôéêÞ áíôáëëáãÞ ìåôáîý ôçò êáèõóôÝñçóçò åíüò ìïíïðáôéïý

êáé ôçò éêáíüôçôáò áíáãíþñéóçò ÌÌÓÕ ôùí ÄÅ. Ëüãù ôçò öýóçò ôçò, ç ðáñáðÜíù

ìÝèïäïò ìðïñåß íá ÷ñçóéìïðïéçèåß óõìðëçñùìáôéêÜ ìå ïðïéáäÞðïôå ìÝèïäï äéá÷åßñéóçò

éó÷ýïò Þ / êáé ðáñáãüìåíçò èåñìüôçôáò.

xiv



Chapter 1

Introduction

1.1 System on Chip

1.2 The demand for low power operation
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1.4 Low power design techniques

1.5 VLSI Testing

1.6 SoC Testing

1.7 Thesis Organization

1.1 System On Chip

In the modern era, a growing number of physical objects, at an unprecedented rate, are

equipped with \edge" devices that enhance them with computational intelligence and

Internet connection abilities, realizing the vision of Internet of Things (IoT) [1] - [3].

Nowadays, thermostats that continually look for innovative ways to reduce your energy

bill, cars that service and �x themselves whenever there is a problem, shoes that direct

you around town, toothbrushes that team up with your dentist to improve your oral

hygiene and, umbrellas that check the local weather to ensure that you never get wet are

advertised in the media.

Generally speaking, IoT refers to the transformation of everyday objects from be-

ing traditional to \smart". It is the result of technological progress in many parallel

and often overlapping �elds, including those of embedded systems, ubiquitous and per-

vasive computing, mobile telephony, telemetry and machine-to-machine communication,

wireless sensor networks, mobile computing, and computer networking. IoT is opening
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Figure 1.1: Key IoT applications [4].

tremendous opportunities for a large number of novel applications that promise to im-

prove the quality of our lives and grow the world's economy. These applications include

home support, healthcare, inventory and product management, workplace, security and

surveillance, transportation, industrial automation, emergency response and environmen-

tal monitoring.

The so-called \Things" or \edge" devices [4] are a fusion of processing units, sensors,

actuators and software applications. They are able to sense physical phenomena, translate

them into a stream of information data, communicate them to human beings or other

devices and trigger actions on the physical world. According to market reports [5], more

than 26 billion of such devices are expected to be \connected" to our world by 2020.

Looking deeply into the hardware of these devices, the design paradigm of the System

on Chip (SoC) emerges [6], that through a great variety of embedded cores / Intellectual

Property (IP)s tries to serve the heterogeneous needs of the IoT. Application processors for

feature rich wearable devices, microcontrollers for low-end applications and smart analog

devices with power management abilities constitute a mosaic of IoT system architectures

[4].

Conventional gate-based or cell-based design methodologies are no longer su�cient.

The shift toward very deep submicron technology has enabled Integrated Circuit (IC)

designers to develop SoCs, where an entire system is implemented on a chip. To meet the

SoC design economics, increase the productivity and decrease time-to-market, the use of

out-of-house and / or previously in-house designed modules has become common practice

in SoC design. Such modules are referred to as embedded cores or IPs. It is predicted that

in the near future, embedded cores, of which 40 to 60% will be from external sources [8],

will populate 90% of a chip. Actually, a few large companies such as Intel, Toshiba, and

IBM are able for in-house manufacturing while most of the semiconductor companies are

fabless and outsource their manufacturing to a silicon foundry such as TSMC, UMC, or

IBM. This is explained by the fact that the annual sales of an IC enterprise need to exceed

2



a)  Example high-end SoC block application b) Example Low-end MCU SoC Block Diagram

Figure 1.2: Example architectures of SoCs addressed to IoT [4].

$10B to justify the investments required at the 45 nm process, and this �gure continues

to climb as processes advance [9]. Typical examples of SoCs that are used for High- and

Low- end IoT applications are shown in Fig. 1.2 [4]. As it is illustrated, each SoC architec-

ture may consist of a variety of embedded cores / IPs. Such IPs can be microcontroller,

microprocessor or Digital Signal Processor (DSP) cores (also, there are multiprocessor

SoCs, MPSoCs, that may have more than one processor core), memory blocks including

a selection of ROM, RAM, EEPROM and ash memory, timing sources including oscil-

lators and phase-locked loops, peripherals including counter-timers, real-time timers and

power-on reset generators, external interfaces, including industry standards such as USB,

FireWire, Ethernet, USART, SPI, analog interfaces including ADCs and DACs, voltage

regulators and power management circuits, buses, either proprietary or industry-standard,

connecting these blocks.

1.2 The demand for low power operation

IoT and mobile devices require sophisticated computational abilities, advanced color dis-

plays, wireless technology and increased storage. The levels of integration enabled by

SoC design and the continued advances in process and manufacturing technology made

possible their realization. However, the continuing trend in applications for ever increas-

ing functionality, performance and integration within SoCs have inadvertently pushed the

power pro�les of such systems beyond acceptable power density limits [68]. As an indi-
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Figure 1.3: Power dissipation per process technology [71].

cation of the severity of the problem, we refer the Itanium2 from Intel, that consumes

almost 130 Watts [54]. Fig. 1.3 [71] shows a plot of the power density of microprocessor

chips for various technology generations.

The trend depicted in Fig. 1.3 is worrisome [7] and has forced power to become an

important challenge for higher levels of integration due to further device scaling. Higher

power density has a negative impact on the performance as well as reliability of the chip

[72]. Moreover, dissipating more heat has a large impact on the packaging, the heat

sinks and the cooling environment used in an SoC, especially in terms of cost [73]. Thus,

for almost every system architecture, reducing overall power consumption and localized

power density is essential, in order to maintain the feasibility of future applications.

An additional obvious driver for low-power systems is the tremendous increase in the

demand for battery-powered IoT and mobile devices. Limited battery life has signi�cant

impact in the utility / value of such devices. Unfortunately, battery technology seems

unable to keep pace with the requirements for increasing complexity, functionality and

performance of the systems they power [74]. While the advances in CMOS technology have

seen a doubling in transistor density roughly every 18 months, the equivalent advancement

in battery technology is greater than every �ve years [7]. Fig. 1.4 illustrates the widening

gap between the trends of processor's power consumption and the improvement in battery

power capacity. As these systems have �xed throughput requirements, a careful trade-o�

between power and performance is the key to extend battery life.

Today, energy issues have become a major topic in the public debate. As the IoT vision

calls for the deployment of billions new devices [5], it is expected that the increase of the

electricity consumption of the ICT infrastructure (datacenters and network equipment)
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Figure 1.4: Trends in battery maximum power and chip power [74].

to handle the so-called \Big Data", the signi�cant carbon footprint from the high-volume

production and the increased level of electronic waste will trigger environmental concerns

[6]. The so-called \green" initiative, especially in Europe, has already placed great pres-

sure on manufacturers of SoCs to reduce power consumption as much as possible. So,

from large desktop units to mobile and IoT devices, the drive today is towards \green"

SoCs and Design-for-the-Environment (DFE) [6].

The above discussion shows that the pursuit of e�cient methods for reduction in power

consumption has moved to the forefront of the SoC design challenge. Today, satisfying the

power budget is one of the most important design goals in SoC design. Hence, designers

continuously seek e�ective ways to \arm" their SoCs with e�ective power management

techniques ready to account for mobility, SoC complexity and process technology. The

impact of low-power-oriented design on the SoC architecture is shown in Fig.1.5 [69] and

is more than encouraging, since it is predicted that in year 2026, most of the SoCs will

consume up to 8 watts.

The need for low power consumption is not con�ned to the functional operation of

devices only. Power issues can greatly a�ect the Very-Large-Scale Integration (VLSI)

testing process too. In fact, test designers face an even tougher challenge than SoC

designers. A device under test (DUT) lacks package support. In addition, typical power

management schemes are disabled and device activity may be higher during testing. The

community of VLSI testing studies for years the impact of power consumption in the

test process and has developed numerous techniques able to limit down power-related

implications.
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Figure 1.5: Impact of Low-Power Design Technology on SoC Consumer Portable Power

Consumption [69].

1.3 Power consumption sources

Power consumption within a device can be analysed into two basic components, dynamic

power consumption PD based on the switching activity and the static power consumption

based on leakage PL, namely

PTotal = PD + PL (1.1)

This is also illustrated in Fig. 1.3 and 1.5. The dynamic power consumption, which

is traditionally the most important component, can be further analysed into the switch

power Psw due to the charging and discharging of capacitive loads driven by the circuit

(including net capacitance and input loads), and short circuit power Psc occurring mo-

mentarily during switching when pairs of PMOS and NMOS transistors are conducting

simultaneously (Fig. 1.6). The leakage power PL can also be broken down into a number

of key contributors. One is the current owing through the reverse biased diode formed

between the di�usion regions and the substrate (Idiode). Another is the current owing

through transistors that are not conducting, tunneling through the gate oxide (Isubthreshold)

(Fig. 1.6).

Lately, the static power dissipation has become signi�cant for a number of reasons.

First, as clearly shown in Fig. 1.3, one of the negative e�ects of the advance in deep sub -

micron process technology is the relative increase in power due to leakage currents. More-

over, when Vth is lowered to succeed better speeds in chip, the static power is increased

exponentially due to the exponential relation between subthreshold leakage current and

Vth [11]. For example, leakage current within a 130nm process with a 0.7V threshold

gives approximately 10-20 pA per transistor. When the threshold is reduced to 0.3V in

the same process, the leakage current goes to 10-20 nA per transistor [7]. The problem

becomes even worse when the temperature of the chip increases. Higher temperature
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Figure 1.6: Power Consumption in a simple inverter.

increases the subthreshold leakage and, in the worst case, the power budget can be ex-

ceeded [7]. Also, due to the reduction in gate-oxide thickness for sub-100nm CMOS, gate

leakage is also contributing signi�cantly to the overall leakage power [12]. However, for

future technology nodes, it is expected that high-k dielectrics would mitigate the increase

of gate leakage as it appears to be the only e�ective way of reducing gate leakage [13].

1.4 Low power design techniques

Low power design methodologies can be implemented at di�erent stages of the design

process. The following subsections briey describe techniques from dynamic and leakage

power reduction perspectives.

1.4.1 Dynamic-power-oriented reduction techniques

The following high-level equations characterize the key factors in the dynamic power

dissipation on a chip [9][127][7]:

Psw = A · C · V 2 · F (1.2)

Psc = A · B
12
· (V − 2 · Vth)3 · F · T (1.3)

where A is the switching activity, C is the total load capacitance, V the supply voltage,

F the target frequency, B the gain factor, T the rise / fall time of gate inputs and Vth
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the voltage threshold. Dynamic power can be minimized by reducing any of the terms in

Equations 1.2 and 1.3. Thus, designers have devised methods of reducing one or more of

these parameters. Most of the e�orts have concentrated on power supply and switched

capacitance Ceff reduction, namely the product of the activity A and the total load

capacitance C. The proposed techniques can be implemented at the architecture, logic

design and circuit design levels. In the following lines we shortly describe methods that

minimize the dynamic power consumption.

A signi�cant portion of the dynamic power in a chip can be due to the distribution

network of the clock [10]. The most common way to reduce this power is to turn o� the

clock when it is not required. This method is called clock gating. It was �rst proposed in

[14] and studied in greater detail in [15] and [16]. The operand isolation method prevents

sections of the circuitry from accepting changes in their inputs unless they are expected

to respond to those changes [17]. An example technique for automating operand isolation

has been proposed in [18]. The gate-level transformation method is a logic optimization

technique where a small group of gates are replaced by a logically-equivalent set in order to

reduce dynamic power [19]. Path balancing is used to reduce glitch power. Glitch power

is dissipated when the inputs to a gate do not arrive at the same time causing unwanted

transitions of the output signal before the �nal value is reached [22]. The path balancing

technique manages to avoid the aforementioned transitions by equalizing the delays of

paths that converge to the same gate [20][21]. The gate sizing method determines the

device widths for each gate. The basic rule is to use smaller transistors that satisfy the

delay constraints. Thus, to reduce dynamic power, gates with higher toggle rates must be

made as small as possible. A polynomial formulation using Elmore delay models is used

in traditional gate sizing approaches. Heuristic-based greedy approaches [24][25] can be

used to solve such a polynomial problem. The transistor sizing is similar to gate sizing

with the exception that in gate sizing all the transistors are sized together with the same

factor while in transistor sizing each transistor is sized individually. Optimizations by

sizing individual transistors have been explored in [26][27]. Finally, the Voltage scaling

techniques are closely related to our research work and they are discussed in further detail

in the following subsection.

1.4.2 Voltage Scaling

Voltage scaling exploits the quadratic relationship between VDD and power consumption

due to switching activity (Equation 1.2). Reducing the supply voltage is perhaps the

most attractive approach for dynamic power reduction. Supply voltages can be reduced

dynamically or in a static manner. Dynamic Voltage Scaling (DVS) reduces supply voltage

during circuit operation based on the throughput requirements of the system. Multiple

supply voltage (multi-VDD) implementation is a static technique that pre-assigns di�erent

supply voltages to di�erent IP blocks or even gates based on the throughput requirement.

Dynamic Voltage and Frequency Scaling (DVFS) is an e�cient power management

technique that o�ers an e�ective trade-o� between power consumption and system per-
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Figure 1.7: Core voltage vs frequency [47].

formance as it adaptively adjusts the power supply-voltage and the frequency depending

on the workload of the SoC [44], [45]. To compensate for the lost performance, one can

increase the degree of pipelining and parallelism in the SoC, reduce the Vth to achieve

higher performance, assign lower VDD values only to non-critical paths [46]. Fig. 1.7

shows the a�ect of the voltage scaling on the speed performance of IEM926 test SoC [47].

As it is illustrated, when the supply voltage has a high value (Vdd = 1:2V ), the throughput

of the test SoC becomes maximum (300MHz), while for lower values of supply voltage

(Vdd = 0:7V ), the system performance decreases almost by a factor of three ( 100MHz).

DVFS has been implemented in several state-of-the-art processors [52] - [176] that

can be found in a wide range of portable devices. Typically, there are three operating

modes: computation-intensive mode, low-speed deadline-driven mode and idle mode [57].

Compute-intensive tasks, such as MPEG video and audio decompression, demand maxi-

mum throughput. In contrast, tasks such as text processing and data entry require only

a fraction of the system throughput. Finishing these tasks early has no bene�ts and thus

dynamic voltage and frequency scaling can be applied at the cost of reduced speed. DVFS

utilizes this slack time by lowering the supply voltage as well as the clock frequency to

achieve quadratic savings in energy. Fig. 1.8, combined with Fig. 1.7, depicts the power

and energy savings that can be achieved, when voltage scaling techniques are applied to

the IEM926 test SoC.

Multi-VDD design is a static voltage scaling approach for reducing dynamic power
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Figure 1.8: Power and energy consumption at di�erent frequency and voltage levels[47].

consumption. A separate supply voltage can be assigned on a gate-by-gate basis (Dual-

VDD) or to every module of the design (i.e., the voltage island technique). In Dual-VDD

approach [48], gates that are on the critical path of a block are assigned to the high

VDD while gates on the non-critical path are assigned to low VDD. When gates operating

at low VDD are fan-ins to gates operating at high VDD, level converters are required in

order to avoid short-circuit power. As level converters contribute to additional power

consumption, minimizing the number of converters is an additional design issue [49].

Clustered Voltage Scaling (CVS) [50] or Extended Clustered Voltage Scaling (ECVS) [51]

can be used to assign the required VDD to the targeted gates. In CVS, the cells driven

by each supply voltage are clustered such that level conversion is only required at the

output ip-ops. ECVS removes restrictions on level converter assignment by allowing

level conversion anywhere, and the supply voltage assignment to the gates is much more

exible. ECVS method is more complicated than CVS, however, it provides greater

dynamic power savings.

The concept of voltage islands (also known as power islands) arose to allow areas of

a single chip to operate at voltage levels and frequencies independent from one another

[58]. Fig. 1.9 shows an example SoC with 16 IP blocks before and after creating voltage

islands. In Fig. 1.9(a), all the blocks are assigned to a high VDD level, while in Fig. 1.9(b),

the performance-critical blocks are assigned to a high VDD level, and the other blocks are

assigned to lower VDD levels, depending on their speed requirements. Then,the overall

power dissipation of the design in Fig. 1.9(b) can be far less than that in Fig. 1.9(a) due

to reduced dynamic power. Available white-space can be used for placing level shifters,

routing and the allocation of decoupling capacitance to reduce power supply noise.

Voltage island design can be implemented at either the oorplan / placement stage

[59][60] or post- oorplan / placement stage [61][62]. The major impact of using multiple

supply voltages is the need to treat the supply voltage as another design constraint. In

voltage island design, IP blocks assigned to unique islands require proper delivery of

the speci�c supply voltage. If the supply voltage is generated o�-chip, proximity to its

corresponding supply voltage pins must be ensured. On the other hand, on-chip supply
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(a) (b)

Island 1 Island 2 Island 3

Figure 1.9: SoC with (a) single voltage island and (b) many voltage islands.

voltage generation requires extra routing to each island. Similar to CVS and ECVS,

communication between islands require level converters. Clock-tree generation must take

into account bu�ers residing in di�erent islands. Designers must also account for coupling

noise between adjacent lines driven by high and low voltages arising from the di�erent

VDD values.

Further reductions in power consumption are achieved when voltage islands are com-

bined with DVFS [45][64]. For example, many tasks may not perform any oating-point

operations in CPU and so the oating-point unit within an SoC could be run at a mini-

mal voltage and frequency to conserve power. In addition, there are times when simply

turning o� the power to a unit is not an option, since memory contents or other state in-

formation must be preserved. Voltage islands with DVFS provide the exibility to reduce

the voltage and/or frequency in such cases to minimal levels. Fig. 1.10 shows an example

of voltage islands within an SoC. Various methods have been proposed to address design

challenges in such systems consisting of multiple voltage islands [44][65]-[67]. Fig. 1.10

shows an example SoC with 5 voltage islands able to perform DVFS using two di�erent

VDD levels.

1.4.3 Leakage-power-oriented reduction techniques

In general, circuit blocks are constantly turning on and o�, depending on the computation

requirements of an application. Due to this \bursty" nature of operation, they spend a

signi�cant amount of time in their idle mode. Di�erent circuit techniques have been

proposed to reduce leakage power of such circuits. Leakage optimization can also be
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Figure 1.10: Multi-Vdd SoC with voltage islands.

performed at design time. Such approaches exploit the delay slack in non-critical paths

to reduce leakage power. Runtime techniques reduce leakage power when circuits are not

required to run at the highest performance level. A variety of methods that are based on

the above mentioned techniques are discussed below.

Leakage current owing through two serially stacked o� CMOS transistors is always

less than a single o� device. This phenomenon is known as transistor stacking [28][29].

By replacing one o� transistor with serially-connected, stacked transistors reduces leakage

current signi�cantly [30][31]. In addition, due to the transistor stacking e�ect, leakage

current also depends upon the input vectors presented to a gate. Thus, if the input vector

of a circuit entering in the standby mode is chosen carefully, then leakage power can be

minimized by maximizing the number of stacked transistors in the o� state. Numerous

techniques for choosing the sleep vector have been proposed [32][33]. Another method

to reduce static power is the dual-Vth technique. Today's Application Speci�c Integrated

Circuits (ASIC) designers can choose standard cells from cell libraries with di�erent Vth.

During design synthesis, a high Vth can be assigned to some cells in the non-critical paths

and low Vth transistors are assigned to cells in the critical paths so that performance is

not sacri�ced [34]. In this way, leakage power savings can be obtained while maintaining

the desired performance. A number of methods utilize the slack in the non-critical paths

to assign a high Vth [35][36]. The variable threshold CMOS method is a body-biasing

technique for leakage power reduction [37]. Using adaptive body biasing the threshold

voltage of the transistors can be increased in the standby mode while reduced dynamically
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Figure 1.11: Typical Test.

in the active mode of operation depending upon the required performance level [40][41].

Dynamic threshold voltage scaling is a method of controlling the threshold voltage using

substrate biasing proposed in [42]. Another method, which has the same e�ect as body-

biasing is to raise the NMOS source voltage while tying the NMOS body to ground [43].

Finally, power gating is a major approach for leakage power reduction. This technique

is implemented by inserting a high-Vth sleep transistor between the power supply and

the original circuit [38][39]. The goal is to switch between active and sleep modes by

selectively turning the sleep transistor on/o�.

1.5 VLSI Testing

1.5.1 Terms and de�nitions

The objective of VLSI testing is to minimize the number of defective chips, resulting

from imperfect manufacturing processes, shipped to customers. As shown in Fig. 1.11, it

typically consists of applying a set of test stimuli to the inputs of the digital logic while

analysing the output responses. Both input test stimuli and output response analysis can

be generated and performed externally (O�-line Test) or inside the chip (On-line Test).

Designs that produce the correct output responses for all input stimuli pass the test and

are considered to be fault-free. Designs that fail to produce a correct response at any

point during the test sequence are assumed to be faulty.

Two major defect mechanisms can cause the digital design to malfunction, manu-

facturing defects and soft errors. Manufacturing defects are physical defects introduced

during chip fabrication that cause functional failures in the design. Manufacturing defects

can result in static faults, such as stuck-at faults, or timing faults, such as delay faults. A

general consensus, known as the rule of ten, says that the cost of detecting a faulty device

increases by an order of magnitude as we move through each stage of manufacturing,

from device level to board level, to system level, and �nally, to system operation in the
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Figure 1.12: Rate of failure of integrated circuits at di�erent phases of life [124].

�eld [119]. Soft errors are transient faults induced by environmental conditions such as �

- particle radiation that cause a fault-free circuit to malfunction during operation [120],

[121]. The probability to deal with a soft error increases as feature sizes decrease [122].

The transient faults are non-repeatable, and thus, they cannot be detected during manu-

facturing. The VLSI industry, to cope with the above challenges, created a framework of

methods known as Design for Reliability (DFR) that aims to improve the reliability and

availability of the produced chips.

An important aspect of the DFR is the yield Y of the manufacturing process. The

later is de�ned as the percentage of acceptable parts among all parts that are fabricated,

namely

Y =
Number of acceptable parts

Number of parts fabricated
(1.4)

The yield can be reduced due to random defects (catastrophic yield loss) and pro-

cess variations (parametric yield loss) that come from imperfections in the manufacturing

process. Automation of and improvements in the IC fabrication process line drastically

reduced the random defects. Thus, nowadays, the process variations are the dominant

source of yield loss. Design for Yield Enhancement (DfY) [123] and Design for Manufac-

turability (DFM) are common terms in IC industry that are used to denote an e�ort to

reduce the e�ects of process variations and to avoid random defects, correspondingly.

The bathtub curve [124] shown in Fig. 1.12 is a typical device or system failure chart

indicating how early failures, wear-out failures, and random failures contribute to the

overall device or system failures.

The infant mortality period (with decreasing failure rate) occurs when a product is in

its early production stage. Failures that occur in this period are due to poor process or

design quality. The product should not be shipped during this period to avoid massive

�eld returns. The working life period (with constant failure rate) represents the product's
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\working life". Failures during this period tend to occur randomly. The wear-out period

(with increasing failure rate) indicates the \end-of-life" of the product. Failures during

this period are caused by age defects, such as metal fatigue, hot carriers, electromigration,

dielectric breakdown. For electronic products, this period is of less concern because end

users often replace electronic products before the devices reach their respective wear-out

periods.

During manufacturing test, an error-free chip may fail the test and declared as faulty.

For example, IR-drop can cause such an outcome. In addition, there are cases where

a faulty chip passes the tests and it is declared as a good part, for example, due to

insu�cient test patterns. The ratio of �eld-rejected parts to all parts passing quality

assurance testing is referred to as the reject rate, also called the defect level (DL),

DL =
Number of faulty chips passing �nal test

Number of chips passing �nal test
(1.5)

For a given chip, the defect level DL is a function of process yield Y and fault coverage

FC [125]

DL = 1− Y (1−FC) (1.6)

where FC is de�ned as

FC =
Number of detected faults

Total number of faults
(1.7)

The defect level provides an indication of the overall quality of the testing process

[126]. For example, a defect level of 300 parts per million (ppm) may be considered to

be acceptable, whereas 50 ppm or less represents high quality. The goal of six sigma

manufacturing, which is also referred to as zero defect, is 3.4 ppm or less [127].

1.5.2 Fault models

A good fault model should satisfy two criteria: (a) it should accurately reect the be-

haviour of the defects, and (b) it should be computationally e�cient in terms of the time

required for fault simulation and test generation [131]. In practice, a combination of dif-

ferent fault models is used in the generation and evaluation of test patterns so that the

behaviour of the most possible defects can be captured. State-of-the-art fault models for

general sequential logic are described in the following paragraphs.

A stuck-at fault transforms the correct value on the faulty signal line to appear to

be stuck-at a constant logic value, either logic 0 or 1, referred to as stuck-at-0 (SA0) or

stuck-at-1 (SA1), respectively. This model is commonly referred to as the line stuck-at

fault model, where any line can be SA0 or SA1. It is also referred to as the gate-level

stuck-at fault model where any input or output of any gate can be SA0 or SA1 [132].

Consider the example circuit shown in Fig. 1.13.

There are 18 (2 · 9) possible faulty circuits under the single-fault assumption. In the

right part of Fig. 1.13 [119], they are given the truth tables for the fault-free circuit and
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Figure 1.13: Example circuit and its truth table [119].

the faulty circuits for all possible single stuck-at faults. The truth table entries where the

faulty circuit produces an output response di�erent from that of the fault-free circuit are

highlighted in gray. As a result, the input values for the highlighted truth table entries

represent valid test vectors to detect the associated stuck-at faults. With the exception

of line d SAl, line e SA0, and line f SAl, all other faults can be detected with two or

more test vectors. Then, test vectors 011 and 100 must be included in any set of test

vectors that will obtain 100% fault coverage for this circuit. These two test vectors detect

a total of ten faults, and the remaining eight faults can be detected with test vectors 001

and 110. Therefore, the set of these four test vectors obtains 100% single stuck-at fault

coverage for the example circuit.

At the switch level, a transistor can be stuck-o� or stuck-on, which are also referred to

as stuck-open or stuck-short, respectively. A stuck-open transistor fault can cause the gate

to behave like a dynamic level-sensitive latch. Thus, a stuck-open fault requires a sequence

of two vectors. The �rst vector sensitizes the fault by establishing the opposite logic value

to that of the fault-free circuit at the faulty node and the second vector propagates the

faulty circuit value to a point of observability. Stuck-short faults can produce a conducting

path between power (VDD) and ground (VSS) and may be detected by monitoring the

power supply current during steady-state operation. This technique of monitoring the

steady-state power supply current to detect transistor stuck-short faults is called IDDQ

testing [133].

Consider the two-input CMOS NOR gate shown in Fig. 1.14. Let us assume that

transistor N2 is stuck-open. When the input vector AB = 01 is applied, output Z should

be a logic 0, but the stuck-open fault causes Z to be isolated from Vss. Since transistors
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Figure 1.14: Example CMOS NOR gate.

P2 and N1 are not conducting at this time, Z keeps its previous state, either a logic 0

or 1. In order to detect this fault, an ordered sequence of two test vectors AB1 = 00

and AB2 = 01 is required. For the fault-free circuit, the �rst input produces Z = 1

and the second produces Z = 0. But, for the faulty circuit, while the �rst test vector

produces Z = 1, the subsequent one will retain the value of Z = 1. Thus, a stuck-open

fault requires a sequence of two vectors for detection rather than a single test vector for

a stuck-at fault.

If transistor N2 is stuck-short, there will be a conducting path between VDD and VSS
for the test vector AB1 = 00. This creates a voltage divider at the output node Z where

the logic level voltage will be a function of the resistances of the conducting transistors.

This voltage may or may not be interpreted as an incorrect logic level to the output node

Z.

Defects can include opens and shorts in the wires that interconnect the transistors that

form the circuit. A resistive open can a�ect the propagation delay of a signal path. A short

between two wires is commonly referred to as a bridging fault. The case of a wire being

shorted to VDD or VSS is equivalent to the line stuck-at fault model. However, when two

signal wires are shorted together, bridging fault models are needed. The �rst bridging

fault model proposed was the wired-AND/wired-OR bridging fault model. The most

recent bridging fault model is the dominant-AND/dominant-OR bridging fault model. It

is assumed that one driver dominates the logic value of the shorted nets for one logic value

only [134].

The various bridging fault models that have been proposed in the past years are shown

in Fig. 1.15. The �rst bridging fault model models the logic value of the shorted nets as

a logical AND or OR of the logic values on the shorted wires. This model is referred to as

the wired-AND/wired-OR bridging fault model. It was originally developed for bipolar
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Figure 1.15: Examples of bridge fault models [119].

VLSI and does not accurately reect the behaviour of typical bridging faults found in

CMOS devices. Therefore, the dominant bridging fault model was proposed for CMOS

VLSI where one driver is assumed to dominate the logic value on the two shorted nets.

The dominant bridging fault model does not accurately reect the behaviour of a resistive

short in some cases. Thus, a new bridging fault model has been proposed, referred to as

the dominant-AND/dominant-OR bridging fault. In this case, one driver dominates the

logic value of the shorted nets but only for a given logic value.

Resistive opens and shorts in wires as well as parameter variations in transistors can

cause excessive delays such that the total propagation delay falls outside the speci�ed

limit. Delay faults have become more prevalent with decreasing feature sizes. A variety of

di�erent delay fault models are available. In gate-delay fault and transition fault models,

a delay fault occurs when the time interval for a transition through a single gate exceeds

its speci�ed range. The path-delay fault model, on the contrary, considers the cumulative

propagation delay along any signal path through the circuit. Thus, the path-delay fault

model seems to be more practical for testing than the gate-delay fault or the transition

fault model. A critical problem encountered when dealing with path-delay faults is the

large number of possible paths in practical circuits. The small delay defect model takes

into consideration the timing delays associated with the fault sites and propagation paths

from the layout [135].

As with transistor stuck-open faults, delay faults require an ordered pair of test vectors

to sensitize a path through the logic circuit and to create a transition along that path in

18



Figure 1.16: Example circuit [119].

order to measure the path delay. Let us consider the circuit in Fig. 1.16.

The two test vectors, v1 and v2, shown in the Fig. 1.16 are used to test the path delay

from input x2. Assuming the transition between the two test vectors occurs at time t = 0,

the resulting transition propagates to the output y, through the circuit with the fault-free

delays at time t = 7. A delay fault along this path would create a transition at some later

time, t > 7. Such a measurement requires a high-speed, high-precision test machine. With

decreasing feature sizes and increasing signal speeds, the problem of modelling gate delays

becomes more di�cult. In deep sub-micron region, the component of delay contributed

by gates reduces while the delay due to interconnect becomes dominant. In addition, if

the operating frequencies also increase with process scaling, then the on-chip inductances

can play a role in determining the interconnect delay for long wide wires, such as those

in clock trees and buses.

1.5.3 The logic test process

Logic testing refers to the testing of the digital logic portion of a DUT. The thoroughness

of such testing process strongly depends on the quality of test patterns. Thus, a quality

assessment to test patterns is required to determine if an accepted level of product quality

can be achieved. Fault simulation is the process for such quality assessment. The tasks

involved in fault simulation are illustrated in Fig. 1.17.

As shown, the input to fault simulation consists of a fault list, the DUT netlist and

the input stimuli that needs to be evaluated. For each fault from the fault list, the

DUT is simulated in the presence of the fault. The output responses with respect to the

given input stimuli are then compared with the expected fault-free responses to determine

whether the fault can be detected by the given input stimuli.

The fault list comprises from a set of target faults. Subsets of faults in the fault list

may present identical behaviour for every test pattern, namely they are equivalent faults.
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Figure 1.17: Fault simulation process [127].

Obviously, only one fault from each subset of equivalent faults needs to be simulated,

while the remaining ones can be safely deleted. This process is known as fault collapsing

and reduces drastically test time and test cost since the size of a collapsed fault list is

typically about 40% of the original one [127]. The netlist is derived via RTL synthesis of

the DUT down to a gate-level design.

The input stimuli can be created either functionally or structurally. In the �rst case,

ideally, all possible input test patterns, that is every entry in the truth table, are applied

to DUT. The structural testing constitutes a more practical approach. The test patterns

are selected according to the circuit structural information and a set of fault models.

The fault models provide a quantitative measure of the fault detection capabilities for

a given set of test patterns for the targeted fault model. This measure is called fault

coverage. Any input pattern or sequence of input patterns that produces a di�erent

output response for a faulty circuit from that of the fault-free circuit is a candidate test

pattern or sequence of test patterns for detecting the fault. An Automatic Test Pattern

Generation (ATPG) method is employed to �nd a set of test patterns that detects all

targeted faults in a DUT. ATPG for a given target fault consists of two steps: fault

activation and propagation. Fault activation establishes a signal value at the fault site

opposite to the value produced by the fault. Fault propagation propagates the fault e�ect

forward by sensitizing a path from the fault site to a primary output.

Structural testing saves test time and improves test e�ciency because the total number

of test patterns is decreased by targeting speci�c faults that would result from defects in

the manufactured device. Moreover, when test patterns are generated to detect faults of

one model, their application order is further processed by re-ordering techniques, so that

additional fault models can be served by the same test pattern sequence. In this case, the

required number of test vectors is further reduced and, in turn, test time and test cost

are decreased. A common practice in industry is to target delay faults �rst, followed by

gate-level stuck-at faults, bridging faults, and �nally, transistor-level stuck faults [127].
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Figure 1.18: Automatic test equipment from Teradyne Inc. [141].

However, structural testing cannot guarantee detection of all possible manufacturing de-

fects because the test patterns are generated based on speci�c fault models.

In general, the logic test process consists of the following steps:

• De�nition of the targeted fault models. Calculations related to DL and manufac-

turing yield are based on this step,

• Decision upon the Design-for-Testability (DFT) techniques that should be used in

design to meet the test requirements,

• Generation and evaluation of test patterns in terms of fault coverage,

• Execution of manufacturing test upon a batch of chips to separate fault from good

ones,

• Only in case of low DL or yield Y , implementation of Failure Mode Analysis (FMA).

1.5.4 Test equipment

To perform (o�-line) manufacturing test on a DUT after it is fabricated, it is required an

Automatic Testing Equipment (ATE) or simply tester, a test �xture, an ATPG and a test

program. Production testers are usually expensive pieces of equipment with con�gurable

I/O ports (able to drive DUT pins, measure DUT signals, act as a load) and su�cient

storage behind them for test patterns and the expected responses. The tester drives input

pins from memory on a cycle-by-cycle basis and samples and stores the levels on output

pins. Fig. 1.18 shows a typical production tester.

As shown in Fig. 1.18, in the background, there is a bay cabinet holding the drive

electronics and the controlling workstation. The test head is shown on the front. Initially,

a specialized handler (not shown in picture) feeds the DUT to a test �xture attached

to the tester, using mechanical means. The handler adds a constant time to the test

21



Figure 1.19: Multisite testing example.

process, typically around one second [9]. Thus, in many cases, multiple handlers are used

to deal with two or four SoCs at once to reduce the cost of testing (multi-site testing).

The test �xture can be provided in the form of a probe card or a load board. Then,

the test program is compiled and downloaded into the tester and the tests are applied

to the bare die. This program is normally written in a high-level language, such as the

IMAGE language used by Teradyne (based on C), that supports a library of primitives

for a particular tester. The test program speci�es a set of input patterns and a set of

output assertions that are generated by an ATPG tool. If an output does not match the

asserted value at the corresponding time, the tester will report an error. In this case,

the DUT is marked as faulty (with an ink dot) and the failing tests may be displayed for

reference and stored for later analysis. In the case of a probe card, the card is raised,

moved to the next die on the wafer, lowered, and the test procedure repeated. In the case

of a load board with automatic part handling, the tested part is removed from the board

and sorted into a good or bad bin. A new part is fed to the load board and the test is

repeated. In most cases, these procedures take a few seconds for each part tested.

According to the function of the parts that are being tested, testers are categorized

as digital, memory, or analog. The cost of the testers increases with the number of pins.

The high cost per pin is primarily because they are testing leading-edge technology using

existing technology. Scheduling their use e�ciently can o�set this high cost. That is, cost

is kept low by making test time minimal. Another way of minimizing test application

time and cost is to combine o�-chip with on-chip tests.

1.5.5 Multisite test

Multisite Testing, i.e. testing multiple dice at the same time, is becoming more common,

even on the most complex devices as ATE are becoming better architected. Multisite

testing under the right conditions may has the most signi�cant impact on throughput

and cost of test of any other input factor[102]. A number of test cost reduction strategies

based on multi-site test have been proposed with the goal to make test cost scale with

technology progress [98][99][100][101]. An example of multisite testing is shown in Fig.
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Figure 1.20: Theoretical vs practical test time savings due to multisite testing [76].

1.19.

The number of dice that can be tested at once, or the multisite count, depends on

the number of ATE channels and the number of test pins per die. The time saved,

compared with a single-site approach, increases with the multisite count, N , according

to the equation 1 − 1=N . Thus, in Fig. 1.19, where the number of die tested at once is

�ve, if there are enough ATE channels to accommodate the additional chip I/Os, the time

saving is 80%. However, the test time saving in the previous example is theoretical. The

real time saving when applying multisite testing is calculated in a more complex way and

the average time to test each die using multisite test, Tms, is almost always greater than

that for single-site test, Tss. [102][103][104] describe the models that derive the test time

and cost savings of multi-site test. Fig. 1.20 shows how theoretical multisite test time

savings diverge from practical results.

Multisite test time can be increased for various reasons, including:

• Problems with the probe card touching down on die at the edge of a wafer, which

means that they have to be tested separately and/or repeatedly,

• Too few test resources on the tester to support full multisite testing due to costs,

• The time to position the probe interface to contact the bonding pads of the DUT

• The branching in the test program ow, which can make one site's execution time

longer than another's.

Any increase of the multisite test time a�ects throughput, de�ned as the multisite

count divided by the multisite test time, and measured in terms of units tested per hour
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Figure 1.21: E�ect of tester e�ciency as multisite count rise[76][105].

(UPH). If the multisite test time per die continues to increase signi�cantly with site

count, the throughput can reach a point of diminishing returns [102][103][76][105]. A

tester must be more than 75% e�cient to provide any real bene�t beyond quad site. To

be cost-e�ective beyond eight sites, a tester must be more than 90% e�cient[105], as it is

illustrated in Fig. 1.21.

1.5.6 Thermal-aware test

The deep sub-micron technology is characterized by high power density. The later, in

cases of economically bene�cial but limited cooling support, can develop upon an SoC

excessive heat that may damage it or downgrade its performance and lifetime expectations.

To overcome the overheating problem, temperature-aware chip design methodologies have

been proposed, that are usually applied during the placement and routing phase of the

SoC's design ow [182] - [184]. However, these methods target the normal operation of

the SoC and they are not taking into account the impact of power hungry defect screening

processes which, most of the times, totally neglect power consumption and violate the

design speci�cations of SoCs [198][199][200].

Overheating during test may force good ICs to fail. In other words, overheating can

decrease the yield and rise the production cost. Even if SoCs escape permanent damage,

they can still fail the test due to excessive interconnection delays. These are increased

approximately by 5% for every 10oC increase in the temperature of an SoC [184]. Thus,

overheating can lead to temporary path delay faults in a good chip and, hence, testing will

produce incorrect results. On the other hand, even if a chip passes the test, its exposure to

high temperature could reduce its lifetime (aging e�ect: electromigration, time dependent

dielectric breakdown).
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Figure 1.22: E�ect of inter-core distance in the thermal behaviour of an embedded core

[201].

Thermal-aware test schedule seems to be governed by certain principles that inuence

the thermal behaviour of the embedded cores in an SoC and should be taken into account

during the scheduling of a test in the various DFT designs. These principles are identi�ed

and analysed below.

In [201], an SoC is considered with 36 embedded cores and a Test Access Mechanism

(TAM) that allows the parallel test of six cores, thus, six di�erent test sessions should be

run to test all the cores. During each test session, the remaining cores are considered idle.

The test application time for each test session has been set to 100ms and the ambient

temperature is assumed to be 45oC. The thermal pro�le of a core tested during the 5th

test session is shown in Fig. 1.22. As it is illustrated, although the core is not tested

for the �rst 400ms, its temperature increases. This is due to the fact that, during this

time period, other cores were tested and the temperature rise of these cores has a lateral

thermal impact on the core in question. Furthermore, in [201] is accented that depending

on the proximity of the other cores being tested, the increase of temperature to the core

in question can be signi�cant.

In [201], the contribution of the ambient temperature to the maximum temperature

reached by a core is also studied. To this goal, a variety of test methods were applied in

an SoC for 25oC, 35oC and 45oC ambient temperature values. The results are shown in

Fig. 1.23. The graph illustrates that the di�erence between ambient temperature values

is directly added / subtracted to core's maximum temperature for the same test method.

Moreover, a careful analysis of the graph in Fig. 1.23 clearly shows that the longer the

test methods are applied upon the DUT, the higher the temperature that is developed in

it. This observation suggests that if test methods are not used with caution, the chip can

be damaged during test.

The table in Fig. 1.24 shows power density, maximum temperature and fault coverage
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Figure 1.23: E�ect of ambient temperature in the thermal behaviour of an embedded core

[201].

Figure 1.24: E�ect of power density in the thermal behaviour of an embedded core [201].

values for various test methods for a �xed period of testing. The results prove that when

the power density is increased, the maximum temperature is increased too.

In addition, Fig. 1.25 presents the maximum temperature values for a single-chain

scan design when one, two, three and four time periods are used. For example, if there

is only one time period, all cores are tested at the same time. It can be concluded that,

although testing more cores in parallel decreases the overall test application time, the

temperature of the chip increases. Therefore decreasing the test application time is not

enough for generating temperature-aware tests. It is important to take into account both

the power consumption and test application time simultaneously.

The table in Fig. 1.26 shows the average power consumption and the switching activity

of ISCAS'89 benchmarks. The results show that switching activities are much higher

during test, with an 8.5% average during normal operation and a 26.9% average during

test. On average, switching activity increases by a factor 4:1x. However, the average

increase in power consumption is only 1:6x. Based on the average switching activities

and the linear dependence of power consumption on switching activity, one might expect

to see an approximate 4:1x increase in power consumption as well. This discrepancy is

due to the high power consumption of the clock tree. The reported numbers represent

the switching activity in the combinational logic. However, a large fraction of the power

consumption is actually due to the toggling of the ip-op clock inputs. This power

26



Figure 1.25: E�ect of test time and power density in the thermal behaviour of an embed-

ded core [201].

consumption is independent of the reported switching activity, and thus the 4:1x increase

in switching activity results in only a 1:6x increase in power consumption. The 1:6x

increase in average power implies that if the normal operating frequency is more than

twice the testing frequency, power consumption will be higher during normal operation.

Thus, thermal problems will occur during scan-chain testing only in three circumstances:

• The circuit is tested at a frequency greater than 1/2 normal operating frequency,

e.g., during at-speed testing or built-in self test. This would result in higher power

consumption than during normal operation.

• The circuit has a greater inter-register combinational logic depth than the ISCAS'89

benchmarks, resulting in a greater dependence of total power consumption on com-

binational switching activity. This would result in higher power consumption than

during normal operation.

• The circuit is tested in a thermal environment that is inferior to that used during

normal operation, e.g., if the heat sink and fan used during testing, results in a

higher thermal resistance to the ambient than during normal operation.

1.5.7 Design for Testability

The nanometre technology allowed for the implementation of complex VLSI designs. Such

designs require special features to be integrated in their digital logic, to enable controlla-

bility and visibility even of their deepest elements / modules. The process of integrating

test logic in a VLSI design is called DFT and it has become a requirement in the IC indus-

try. They have been developed four DFT methodologies, the ad hoc, the scan design, the

Built-In Self-Test (BIST), and the test compression methodology. The most popular of

them and in use today are the scan design and the scan-based logic BIST [128][129]. Both
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Figure 1.26: E�ect of test time and power density in the thermal behaviour of an embed-

ded core [155].

Figure 1.27: Controllability and Observability points.
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(a) Observation point insertion (b) Control point insertion

Figure 1.28: Example of ad-hoc methodology [127]

.

techniques have proven to be e�ective in producing e�ciently testable VLSI designs. Test

compression is used as supplementary DFT technique to further reduce test data volume

and test application time during manufacturing test [119][130]. Ad-hoc methods are not in

great use today. In the following lines, we describe shortly each one of the aforementioned

methods.

Ad-hoc methods were the �rst DFT techniques introduced in the 1970s [75] to target

only those portions of the circuit that were di�cult to test. The circuitry shown in Fig.

1.27, typically referred to as test points, was added to improve the observability and/or

controllability of internal nodes [119].

Fig. 1.28a shows an example of observation point insertion for a logic circuit with

three low-observability nodes. OP2 shows the structure of an observation point, which

is composed of a Multiplexer (MUX) and a D ip-op. An SE signal is used for MUX

port selection. When SE is set to 0 and the clock CK is applied, the logic values of the

low-observability nodes are captured into the D ip-ops. When SE is set to 1, the D

ip-ops within OP1, OP2, and OP3 operate as a shift register, allowing us to observe

the captured logic values through OP output during sequential clock cycles. As a result,

the observability of internal nodes is greatly improved. Fig. 1.28b shows an example of

control point insertion for a logic circuit with three low-controllability nodes. CP2 shows

the structure of a control point, which is composed of a MUX and a D ip-op too. The

original connection at a low controllability node is cut, and a MUX (Fig. 1.27) is inserted

between the source and destination ends. During normal operation, TM is set to 0 such

that the value from the source end drives the destination end. During test, TM is set to

1 such that the value from the D ip-op drives the destination end. The D-ip-ops in

CP1, CP2, and CP3 are designed to form a shift register so that the required value can be

shifted into the ip-ops using CP input and used to control the destination ends of low-

controllability nodes. As a result, the controllability of the circuit nodes is dramatically

improved.

29



Figure 1.29: Muxed-D scan cell.

Scan design, the most widely used DFT approach, is implemented by replacing se-

lected storage elements in a design with specialized ones, they called scan cells, and then

connecting them into one or more shift registers, which are called scan chains. The funda-

mental scan architectures [119] include the muxed-D scan design, where storage elements

are converted into muxed-D scan cells, the clocked-scan design, where storage elements

are converted into clocked scan cells, and the Level-Sensitive Scan Design (LSSD) scan

cells, where storage elements are converted into LSSD shift register latches [118]. An

example muxed-D scan cell is depicted in Fig. 1.29.

As it is illustrated, the selected storage elements are replaced by scan cells, each of

which has one additional scan input (SI) port and one shared/additional scan output (SO)

port. By connecting the SO port of one scan cell to the SI port of the next scan cell, one or

more scan chains are created. The scan-inserted design operates in three modes: normal

mode, shift mode, and capture mode. In normal mode, all test signals are turned o�, and

the scan design operates in the original functional con�guration. In both shift and capture

modes, a TM signal is often used to turn on all test-related functions in compliance with

scan design rules. The scan design rules [119] are necessary to simplify the test, debug,

and diagnosis tasks, improve fault coverage, and guarantee the safe operation of the DUT.

Consider the example of a muxed-D scan design illustrated in Fig. 1.30, where each

storage element has been recon�gured as a scan cell, as shown in Fig. 1.29. The scan cells

are connected in series to form a shift register, or scan chain, that has direct access to

a primary input (scan in) and a primary output (scan out). During the shift operation,

when the scan enable is set to active, the scan chain is used to shift in a test pattern

through the primary input scan in. After the test pattern is shifted into the scan cells, it

is applied to the logic cloud. The circuit is then con�gured in capture mode, by setting

the scan enable to inactive, for one clock cycle. The response of the combinational logic

in the cloud with respect to the test pattern is then captured in the scan cells. The scan
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Figure 1.30: An example muxed-D scan design [9].

chain is then con�gured in scan mode again to shift out the response captured in the scan

cells for observation. While shifting out the response, the next test pattern can be shifted

into the scan cells concurrently.

In BIST, as illustrated in Fig. 1.31, a Test Pattern Generator (TPG) is used to

automatically supply the internally generated test patterns to the DUT and an Output

Response Analyzer (ORA) is used to compact the output responses from DUT [131]. The

TPG and ORA are either embedded in the chip or elsewhere on the same board where

the chip resides.

The test compression is commonly used to reduce the amount of test data that need

to be stored on the ATE [130]. Reductions in test data volume and test application time

by 10x or more can be achieved. This result is typically accomplished by including a

Figure 1.31: Built-in self-test architecture [119].
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Figure 1.32: Test compression architecture [127].

decompressor before the m scan chain inputs of the DUT to decompress the compressed

input stimuli and also adding a compactor after the m scan chain outputs of the DUT to

compact the output responses, as illustrated in Fig. 1.32.

Typically DFT logic is inserted at the RTL level to ensure the quality of the fabricated

chips. Then, the derived design is veri�ed and test patterns are generated to ensure that

test requirements are met. The test requirements are often speci�ed in terms of DL and

manufacturing yield Y , test cost, and whether it is necessary to perform self-test and

diagnosis.

1.6 SoC Testing

1.6.1 Basic principles

Since SoCs are designed in modular fashion, their testing can be performed in a modular

manner too (Fig. 1.33). In this case, the embedded cores in the DUT are only activated

when they are tested. The gain is the ability to reduce the test application time and control

the test power consumption. Speci�cally, the modular test enables the test designer to

plan the test order of the cores such that test time and power constraints are met.

In order to enable modular test, each embedded core in an SoC must be transformed

to a testable unit. This is succeeded using a core test wrapper, or simply wrapper. Its role

is dual. First, to isolate the core so that it can act as a stand-alone test unit. Second, to

de�ne the interface between the core and the infrastructure for test data transportation,

the TAM, so that test access can be e�cient. Nowadays, the SoC industry mainly uses

the core test wrapper described by IEEE 1500 Standard for Embedded Core Test (SECT)

[77]. This standard is similar to 1149.1 [78] in that its main objective is to standardize

boundary test circuitry (wrappers) for cores. However, unlike 1149.1, it provides parallel

access capability for a core. Thus, test application time for an SoC can be signi�cantly

improved. Furthermore, in contrast to 1149.1, where control signals are mainly generated

by a �nite state machine that is controlled by a single input, in 1500 standard the control

signals can be directly applied to a core, thus providing more test exibility.

The wrapped cores (the testable units) in an SoC do not have direct access to SoC

pins. In order to transport test data, namely test vectors (test stimuli) and test responses,
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Figure 1.33: Non-Modular vs Modular Testing.

Figure 1.34: SoC generic test architecture.
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(b) SoC architecture based on IEEE 1500 standard(a) Example Core and its IEEE 1500 wrapper

Figure 1.35: IEEE 1500 standard [77].

to and from embedded cores, an infrastructure is needed, the TAM (Fig. 1.36). To reduce

the cost of DFT structures embedded in the SoCs, the TAM resources are typically shared

among di�erent cores. However, sharing of TAM resources leads to test conicts that are

resolved using TAM optimization and test scheduling techniques. For a given SoC where

the embedded cores are wrapped such that each core is a testable unit and a TAM exists,

the test scheduling is the process of planning the order in which the cores are to be tested.

The scan chains at each testable unit are formed into wrapper chains, and given the test

patterns, each testable unit is associated with a test time. The objective of test scheduling

is to guide the test application such that the overall test cost, which is directly related

to test application time, is minimal. SoC test scheduling constitutes a signi�cant part of

our research work and it will be analysed further in the next chapter.

1.6.2 Test wrapper - IEEE 1500 standard

The IEEE 1500 standard [77] describes in detail the main core-isolation mechanism that

is used in the SoC test process. The primary structure is a wrapper surrounding the

boundary (I/O signals) of each core that facilitates the isolation and access of the core

from its SoC environment. The test patterns that are communicated through the wrapper

can be generated using any ATPG method. An overall architecture of an SoC with N

cores, each wrapped by an IEEE 1500-compliant wrapper, is shown in Fig. 1.35.

The Wrapper Serial Port (WSP) is a set of I/O signals of the wrapper for serial

operations, which consists of the Wrapper Serial Input (WSI), the Wrapper Serial Output
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(WSO), and several Wrapper Serial Control (WSC) signals. Each wrapper has a Wrapper

Instruction Register (WIR) to store the instruction to be executed in the corresponding

core, which controls operations in the wrapper including accessing the Wrapper Boundary

Register (WBR), the Wrapper Bypass Register (WBY), or other user-de�ned function

registers. The WBR consists of Wrapper Boundary Cells (WBC) that can be similar to

the Boundary-Scan Cell (BSC) [18] or a more sophisticated cell with multiple storage

devices on its shift path. The WSP supports the serial test mode (TM) similar to that in

the boundary-scan architecture, but without using a Test Access Port (TAP) controller.

This means that the WSC signals de�ned in the IEEE 1500 standard can be directly

applied to the cores for enhanced test exibility. In addition to the serial TM, the IEEE

1500 standard also provides an optional parallel TM with a user-de�ned, parallel TAM.

Each core can have its own Wrapper Parallel Input (WPI), Wrapper Parallel Output

(WPO), and Wrapper Parallel Control (WPC) signals.

1.6.3 Test Access Mechanism

As shown in Fig. 1.36, the TAM is a hardware architecture used to communicate test

data to and from embedded cores. Numerous TAM con�gurations have been proposed

in the literature. There are TAM architectures that use the existing resources in SoC,

for example an existing functional bus [142]. However, most of the proposed TAMs are

based on dedicated hardware. Such an approach o�ers increased exibility, but with the

cost of hardware overhead. In the next few lines, we present shortly such state-of-the-art

TAM con�gurations. In the multiplexed architecture [143], only one core can get access

to the available SoC TAM lines at a time, hence interconnect testing between cores is

not easy to achieve. In the daisy-chain architecture [143], all cores can access all TAM

wires during a test session and each core can be tested sequentially. However, it presents

ine�ciencies when only a subset of cores is to be accessed simultaneously, as for example

in case of power aware testing. In the locally controlled TAM [144], a dedicated controller

for each core is used, which allows the test procedures for all cores to be carried out

simultaneously. This, however, requires signi�cant hardware overhead. In the direct-

access architecture [145], the available TAM wires are distributed over the wrapped cores.

The optimal number of TAM wires to be assigned to a core depends on test requirements

of the core, and a test plan considering the requirements of all cores may be necessary

in order to minimize the total test time. The Test Bus architecture [146] uses both the

multiplexing and the distribution con�gurations.

Furthermore, a number of TAM con�gurations have been proposed to minimize the

overall SoC test time for a given number of TAM wires by determining the number of

distinct TAMs, their widths, and the assignment of these TAMs to cores. Optimization

approaches for test bus architectures can be found in [81], [85], [83] and [147].
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(a) Example multiplexed TAM (b) Example daisy-chain TAM (c) Example direct-access TAM 

Figure 1.36: Example TAM structures.

1.6.4 SoC testing requirements

Fig. 1.2 presents the conceptual architecture of the SoC paradigm. The relationship be-

tween the embedded cores and the SoC seems to be analogous to that between ICs and a

Printed Circuit Board (PCB). Therefore, a test architecture similar to a boundary scan

could also be used for SoC testing too. Although many concepts developed for boundary

scan have been applied to SoC testing, there are fundamental di�erences between SoCs

and PCBs. Whereas in a PCB the di�erent ICs have been designed, veri�ed, fabricated,

and tested independently from the board, manufacturing and testing of an SoC are im-

plemented only after integration of the di�erent cores. Even in the case where each core

is accompanied by its own test set, the incorporation of all the test sets in the SoC testing

process may not be a simple step. Each of the embedded cores may adopt di�erent test

strategies and technologies or the design and test sources may be written in di�erent HDL

languages, such as Verilog, VHDL, and Hardware C to GDSII. The main test problems

for a multi-core SoC have been discussed in [119], [138], [139].

The embedded cores in an SoC may come from di�erent vendors, in soft, hard or

�rm form. It is also possible that they are di�erentiated in terms of analog / digital /

manufacturing technologies. Consequently, it is almost impossible for a test designer to

develop all the required tests without the assistance of the core providers. The Virtual

Socket Interface Alliance (VSIA) group and the IEEE Test Technology Technical Council

(TTTC) undertook the task to facilitate the communication between core creators and

SoC designers, through the establishment of the needed standards, such as the IEEE

1450.6 (Core Test Language (CTL)) [140]. Moreover, due to IP protection considerations,

the internal structural information of a core should remain hidden. Hence, the core

provider, in order to protect its property without hindering the test designer's e�orts,

should develop a core test set that can be used with very limited or no modi�cations.

A multi-core SoC may incorporate a number of deeply embedded cores. To access and

test such cores in an e�cient manner, a TAM is required. In addition, deeply embedded
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cores could have a TAM-plug-and-play feature to ease the system integration. Further-

more, a core itself may consist of cores in a hierarchical manner. In this case, a TAM

only for cores at the top level of a hierarchy is insu�cient. An e�cient and e�ective

hierarchical test structure is needed to test the cores at the lower level of the hierarchy,

too. Hierarchical cores could also have a TAM-plug-and-play feature at any hierarchical

level to simplify the integration work.

The clock rate inside a core can be signi�cantly higher than the one supported by

SoC's pins. In addition, ATE test clocks, in many cases, cannot support at-speed testing

even if the core is isolated and well accessed through a TAM. Raising the test clock rate

using a dedicated phase-lock loop would signi�cantly complicate the design, resulting in

unacceptable test costs. In this case, employing normal functional units to create the

required at-speed test environment seems to allow for e�cient, e�ective, and economic

testing.

An SoC may incorporate digital, analog and memory devices. Each one of them may

require ATE with di�erentiated speci�cations for testing. This can be proved extremely

expensive. Using BIST methods to move some test control or test data generation mech-

anism into the SoC can potentially reduce the use of external ATE and reduce the test

cost.

When the cores in an SoC are tested sequentially, long test time is required and hence,

test cost is increased. Parallel testing or test scheduling is necessary to reduce test time.

However, excessive parallel testing may lead to excessive power consumption in SoC. The

implications may include incorrect test results or even damage in the devices under test.

A test schedule must be carefully planned so as not to violate any constraint or limit of

test power.

1.6.5 Bending the cost curve

The increasing design size, the complexity and the power-aware design of SoCs trans-

formed the landscape in the manufacturing test. New plans, new paths need to be shaped

so that the test cost can be retained in acceptable levels that will not diminish the bene�ts

of the SoC paradigm.

An SoC test developer, or integrator in the SoC era, has to consider how to develop

a complete test plan for a mix of proprietary cores, delivered in di�erent formats (e.g.,

soft, hard or �rm cores), implemented with di�erent technologies, operating at di�erent

speeds, using di�erent power management techniques. The developer must consider the

total amount of test time and test data volume required to test all embedded cores,

since the cost of testing an SoC is usually proportional to them [9]. The developer must

consider the high test power consumption, which can be several factors higher than the

functional power consumption for which an IC is designed, so that de�cits due to yield

loss and damaged SoCs can be avoided. Finally, the developer must �t optimally the

above considerations in the framework of the accessible test resources, and optimize the

performance of the available automation tools.
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Figure 1.37: E�ect of testing innovation[76].

The key to keep the cost in manufacturing test of an SoC low is making test time

minimal while power and other design constraints are met.

1.7 Thesis Organization

Chapter 2 presents the state of art in multi-Vdd test and SoC test scheduling, two topics

that are closely related to this research work. It starts with the presentation of the multi-

Vdd test. Its nature, the most important Vdd-dependent defects and their impact to the

test process and cost, are described in detail. A brief overview of the existed methods to

reduce the multi-Vdd test cost is given too. Concerning the SoC test scheduling, the basic

principles are analysed initially. Then, existed power- and thermal- aware test scheduling

methodologies are described in detail.

Chapter 3 presents thoroughly and in depth the research work. It starts with the

research directions and then, the main research objectives are de�ned. A detailed de-

scription of the methodology to succeed the target goals follows. Each proposed method

is accompanied by explanatory examples.

Chapter 4 presents the tools and the work-ows that have been developed during

this research work. They provided with an integrated SoC design and test environment

that enabled the e�cient and reliable deployment and execution of experiments upon the
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methods discussed in chapter 3.

Chapter 5 includes a set of carefully selected, evaluation-based experimental proce-

dures that prove the innovation and the added value of the proposed methods.

Finally, chapter 6 provides conclusions and directions for future work.
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Chapter 2

Background

2.1 Multi-Vdd test

2.2 Test Scheduling

2.1 Multi-Vdd test

Multi-Vdd testing was proposed over a decade ago to improve reliability [163]. It was

shown that testing between 2 · Vth and 2:5 · Vth, where Vth is the transistor threshold

voltage, achieves high-defect coverage for resistive bridges. In the modern low power

multi-Vdd designs, the repetitive test in the supported operating voltages seems to be a

necessity. Some manufacturing defects have Vdd dependency, which implies that defects

can become active only at certain voltage setting. In other words, when single-Vdd testing

is applied to multi-Vdd designs the defect coverage is reduced. There are two major types

of defects that show Vdd-dependent detectability, the resistive bridge and resistive open

defects. Non-resistive defects, in general, are not Vdd-dependent.

2.1.1 Resistive bridge defects

Resistive bridge defects are appeared when a fault metal connection is created between

two lines of the circuit. Since physical defect between an interconnect line and power

supply or ground line, commonly referred to as hard-short, is unaware of Vdd settings

[164], the focus is given to the resistive bridge between signal lines. A typical resistive

bridge is shown in Fig. 2.1.

In [166], it was shown that a resistive bridge changes the voltages on the bridged lines

from 0V (logic-0) or Vdd (logic-1) to some intermediate values, which are dependent to

the resistance of the bridge, Rsh. Then, the logic behaviour of the physical defect can

be expressed in terms of the logic values perceived by the gate inputs that are driven by
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Figure 2.1: Resistive Bridge Defect [165].

Figure 2.2: An example bridge fault scenario [127].

the bridged nets based on their speci�c input threshold voltage. A typical bridge fault

scenario is illustrated in Fig. 2.2.

D1 and D2 are the gates driving the bridged nets, while S1, S2, S3, and S4 are successor

gates, that is gates having inputs driven by one of the bridged nets. The resistive bridge

a�ects the logic behaviour only when the two bridged nets are driven at opposite logic

values. For example, consider the case when the output of D1 is driven high and the

output of D2 is driven low. Let us assume that the shown bridge Rsh a�ects only the

output of D1. Then, S1, S2, and S3 are a�ected by the resistive bridge. The dependence

of the voltage level Vo on the output of D1 on the equivalent resistance of the physical

bridge is shown in Fig. 2.3.

The deviation of Vo from the nominal voltage level Vdd elevates as Rsh decreases. To

translate this analogue behaviour into the digital domain, the input threshold voltage

levels Vth1, Vth2 and Vth3 of the successor gates S1, S2, and S3 have been added to the Vo
plot. For each value of the bridge resistance Rsh, the logic values at inputs I1, I2, and I3
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Figure 2.3: Behaviour of a bridge fault at a single-Vdd setting [127].

can be determined by comparing Vo with the input threshold voltage of the corresponding

input. These values are shown in the second part of Fig. 2.3. Crosses are used to mark

the faulty logic values and ticks to mark the correct ones. As it is illustrated, for bridge

with Rsh > R3, the logic behaviour at the fault site is fault-free, while for bridge with Rsh

between 0 and R3, one or more of the successor inputs produce a faulty logic value. The

value of R3 that represents the crossing point between faulty and correct logic behaviour

is referred to as 'critical resistance'. Methods for determining the critical resistance have

been presented in several publications [167].

A number of bridge resistance intervals can be identi�ed based on the corresponding

logic behaviour. For example, all bridges with Rsh ∈ [0; R1] exhibit the same faulty

behaviour in the digital domain. Again, for bridges with Rsh ∈ [R1; R2], successor gates

S2 and S3 interpret the faulty value, while S1 interprets the correct value. Finally, for

bridges withRsh ∈ [R2; R3] only S3 interprets a faulty value while the other two successor

gates interpret the correct logic value. Consequently, each interval [Ri; Ri+1] corresponds

to a distinct logic behaviour occurring at the bridge fault site. The logic behaviour at

the fault site can be captured using a data structure further referred to as Logic State

Con�guration (LSC), which can be looked at as logic fault model [89]. Several test

generation methods for Resistive Bridge Faults (RBF) have been proposed for a �xed
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Figure 2.4: Resistance values that cannot be detected at lowest Vdd setting [89].

supply voltage setting [167][168].

In [169], it was studied the e�ect of varying the supply voltage on the defect coverage.

The experimental results show that the fault coverage of a given test can vary both ways

when the supply voltage is lowered, because not all faults can be covered using a single-

Vdd setting during test. Thus, authors suggest to apply the tests at a lower and nominal

supply voltage in order to improve the fault coverage. In [89], the same result has been

illustrated in Fig. 2.4.

Fig. 2.4 shows the number of defects and respective resistance values, which cannot

be detected at Vdd = 0:8V . The results are based on seven of the medium- and large-size

ISCAS-85 and -89 benchmarks. The random spread of these defects across the resistance

range suggests that to ensure high-defect coverage it will be necessary to test at more

than one Vdd setting for 100% defect coverage.

Fig. 2.5 shows the relation between the voltage on the output Vo of gate D1 in the

example circuit of Fig. 2.2 and the bridge resistance for two di�erent supply voltages

V ddA and V ddB. Three distinct logic faults LF1, LF2, and LF3 have been identi�ed for

each Vdd setting. As depicted, the resistance intervals corresponding to LF1, LF2, and

LF3 di�er from V ddA to V ddB since the value of Vo does not scale linearly with the input

threshold voltages of S1, S2, and S3 in the two voltage settings. This means that a test

pattern targeting a particular logic fault will detect di�erent ranges of physical defects

when applied at di�erent supply voltage settings. For example, at V ddA, a test pattern

targeting LF3 will detect bridge with Rsh ∈ [R2A; R3A], while at V ddB it will detect a
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Figure 2.5: E�ect of supply voltage on bridge fault behavior [89].

much wider range of physical bridge (Rsh ∈ [R2B; R3B]). In other words, a bridge with

Rsh = R3B will cause a logic fault at V ddB but not at V ddA. This result accents the need

for using multiple Vdd settings during test when bridge faults are targeted.

2.1.2 Resistive open defects

Open defects are common in deep-sub-micron CMOS. They refer to unconnected nodes

in a manufactured design that were connected in the original design (Fig. 2.6).

Open defects can be classi�ed as full or strong opens with resistance greater than

Figure 2.6: Examle open defects [165].
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Figure 2.7: A typical resistive open fault model.

Figure 2.8: Comparison of path delays due to resistive open [90].

10Mohm and resistive or weak open with resistance less than 10Mohm [170]. Strong

open causes logic failures that can be tested using static tests and it is not Vdd-dependent

[170]. Resistive open can be modelled as a resistor between two unconnected nodes. The

inductive/capacitive component is limited and can be neglected for simplicity [90], [91].

A typical resistive open fault model is shown in Fig. 2.7.

The resistive open shows timing-dependent e�ects and it is screened using delay tests,

namely tests that are used to catch defects that create additional than expected delay and

thereby cause a malfunction of the DUT [90]. In delay fault testing, a defect is detectable

only when it causes longer delay than that of the longest path in a fault-free design [171].

Fig. 2.8a and 2.8b show the delay caused by two di�erent resistive opens, modelled as

1Mohm and 3Mohm resistances, in the longest and a short path of DUT, when di�erent

power supply settings are used (Vnominal = 1:8V ).

The solid gray line in the �rst graph (Fig. 2.8a) depicts the delay of the longest path in
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a fault-free design and at various voltage settings. As it is illustrated, the additional delay

added to the expected delay due to the two modelled open defects increases as the supply

voltage becomes higher (up to 2V ) while higher delay is observed at 3Mohm than 1Mohm.

The graph in Fig. 2.8b shows that in the shorter path, the delay due to 1Mohm resistance,

even at the higher supply voltage, is detected marginally and it becomes undetectable at

lower Vdd settings. Correspondingly, the 3Mohm defect resistance is detected up to 0:9V

and then it becomes undetectable too. The authors of [171], based on the above mentioned

results, concluded that resistive open defects show better detectability at higher voltage

settings and become undetectable at low ones. Similar observations were reported in

[91]. However, it was showed in [90] that, in some cases, resistive open defects are better

detectable at low voltage settings. In addition, in [91], the e�ect of the transmission-

gate open and the resistive open defects upon the delay behaviour of designs operating

at multi-Vdd settings was studied. The experiments showed that as the supply voltage

setting is reduced, the transmission gate opens tend to and �nally behave as stuck-at fault

at lower Vdd settings. Similar observations were reported in [172]. The aforementioned

�ndings show that interconnect resistive opens, with exceptions, are better detectable

at higher voltage settings while transmission gate opens are better detectable at lower

voltage settings. Therefore, high fault coverage is ensured by performing tests at more

than one power supply voltage.

2.1.3 Multi-Vdd test and scan shift frequencies

Testing at di�erent voltage levels may assume di�erent maximum scan frequencies, which

depend on the voltage levels (DUT can be tested using high scan frequencies at high

voltage levels, and vice versa). The relationship between test speed and supply voltage

has been studied initially for the needs of very-low-voltage testing [173][174][175]. They

concluded that since the propagation delay of a CMOS gate becomes much longer at a

reduced supply voltage, the test speed depends on how the critical path delay of a circuit

changes as the supply voltage is reduced. Moreover, they proceeded in a delay - voltage

relationship analysis and proposed a number of expressions that calculate the critical path

delay at any voltage [173].

In multi-Vdd test, the scan shift frequency is limited by three factors, namely the tester

capability, the power constraints during scan operation and the scan chain capability. The

scan chain capability is reduced when the supply voltage is reduced [91]. The equation in

Fig. 2.9a from [176] gives the operating frequency that should be used at any Vdd in order

to meet the timing requirements of the DUT. Using the K constants for 0.18�m CMOS

that are given in [176], the relation between the circuit supply voltage and frequency was

derived for a commercial processor[55]. The bulk-source voltage Vbs, was set to zero since

the e�ect of body biasing is not considered. The value of the threshold voltage, Vth1 was

given as 0:359V . The normal processor operating voltage has been set between 1.2 to

1.6V. Fig. 2.9b shows the relation between the supply voltage and normalised frequency.

At 1.2V, the operating frequency is 70% of that at 1.6V.
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(a)

(b)

Figure 2.9: Supply voltage versus frequency for a commercial Processor [55][91].

2.1.4 Multi-Vdd test methods

In subsections 2.1.1 and 2.1.2, it has been shown that testing in multiple voltage settings

is required to achieve high defect coverage of resistive bridge, transmission gate open and

resistive open defects. This pathway leads to large test data volumes, which, in turn,

may have a detrimental e�ect on the overall cost of test. To limit the economic impact of

testing in this case, the test developer should keep the number of voltage settings required

during test to a minimum and maximize the parallel execution of the required tests. In the

�rst case, the test data volume and consequently the test time are decreased while in the

second case the test time is directly reduced. The ultimate goal in both cases is spending

test time equal to the one needed in the single-Vdd case. Furthermore, power consumption

should be kept in nominal levels during testing in order to avoid unpredictable yield loss.

A number of test methods targeting the above mentioned objectives are presented below.

The Test Point Insertion (TPI) method presented in [89] aims to reduce the required

voltage settings in case of resistive bridging. In TPI, test points are used to provide
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additional controllability and observability at the fault-site to detect resistance intervals

at the desired voltage setting, which are otherwise redundant and therefore helps reducing

the number of test Vdd(s). The experimental results in [89] show that TPI can be used

to reduce the number of Vdd settings during test, without a�ecting the defect coverage of

the original test, thereby reducing test cost. However, the TPI scheme cannot guarantee

single-Vdd test in most of cases.

The Gate Sizing (GS) method [94] [177] has similar objectives as the TPI. It targets

resistive bridge defects that cause faulty logic behaviour to appear at a non-desired test

voltage setting and tries to expose the same physical resistance at preferred test Vdd. This

is achieved by adjusting the drive strengths of gates driving the bridge, such that higher

resistance is exposed at the desired Vdd setting. The drive strength of the gates driving the

bridged nets can be adjusted to increase the voltages on the bridged nets (e.g. V N1
O in the

example Fig. 1.35). This increase in voltage level can help expose maximum resistance

at the desired Vdd setting, thus reducing the number of test voltage settings.

Multi-Vdd designs with multiple voltage islands use level shifters to communicate logic

values across logic blocks that operate under di�erent voltage settings [178]. In the multi-

voltage-aware scan cell ordering technique [179], scan cells operating under the same

voltage levels are connected together, so that the number of the required level shifters

to communicate the test data from one scan cell to another is minimized. Furthermore,

power dissipation is reduced due to the minimal use of the level shifters during test.

Experiments were conducted using industrial design with four voltage domains and it

was shown that multi-voltage-aware scan chain ordering succeeds 93% reduction in the

number of level shifters, in comparison to scan chain ordering technique, which connects

physically closer scan cells without considering its operating voltage.

In [180], a daisy-chaining scan approach is adopted to e�ciently utilize tester resources

and reduce test cost for multi-Vdd designs with multiple voltage islands. It incorporates

bypass multiplexers in the TAM, so that speci�c power domains can be tested, according

to the needs of the test process. An example of the method is shown in Fig. 2.10.

In the above example, let us consider a particular power mode, where power domains

C and D are ON , while A and B are OFF . Then the upper multiplexers go in bypass

mode, while the lower ones are in pass-through mode. This forms a scan chain between

input SI, the lower multiplexers and output SO. The upper (bypass) multiplexers are

placed on always-on power domain.

The Power Managed Scan (PMScan) method [181] proposes voltage scaling during test

to provide a trade-o� between test application time and test power. This is achieved by

modifying the voltage regulation circuitry (used for adaptive voltage scaling) such that

scan-shift operation meets acceptable timing, while supply voltage during scan shift is

reduced. The voltage regulation circuitry changes the supply voltage to nominal during

scan capture mode to ensure at-speed testing. The experiments showed that on average,

this method reduces signi�cantly the consumed dynamic and leakage power.
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Figure 2.10: Example of the power - aware daisy-chaining scan path technique.

2.2 Test Scheduling

2.2.1 Basic principles

Let us consider a multi-core SoC with Nc cores C1; : : : ; CNc where each core Ci is wrapped

so that it constitutes a testable unit. The scan chains at each testable unit Ci are formed

into wrapper chains, and given the test patterns and scan frequency, each testable unit

Ci is associated with a test time TCi . A TAM is available in the SoC that consists of NB

buses B1; : : : ; BNB
connected to one or more cores. The objective of test scheduling is to

guide the test application such that the overall test cost, which is directly related to test

application time, is minimal.

Fig. 2.11a illustrates an example SoC with 4 cores, A, B, C, D, connected to a TAM.

The TAM consists of two test buses B1 and B2. The bus B1 has width 1 bit-line and is

connected to cores A and B, while bus B2 has width 2 bit-lines and transfers test data

to cores C and D. Fig. 2.11b shows a possible test schedule for the example SoC. Each

core test is depicted as a rectangle, where the vertical and the horizontal side represent

the available bus width and the required test time, correspondingly.

A number of approaches have been proposed for test scheduling. In [185][186], the

proposed methods target circuits with blocks of logic that can be scheduled independently.

Early work on test scheduling for modular designs was performed by [148][150]. Test

scheduling algorithms assuming recon�gurable core wrappers were proposed in [81], [82],

[109], [151] - [153].

Fig. 2.12 shows a larger example of TAMs and the tests associated with each TAM for

the ITC'02 design d695 [187]. The given TAM width of 64 is partitioned into �ve TAMs

of width 3, 5, 17, 18, and 21. As it is illustrated, for example, core 6 has a dedicated bus
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(a) Example SoC with 4 cores (b) Example test schedule 

B1

B2

B1

B2

Figure 2.11: Test schedule for an SoC with 4 cores and a TAM with 2 buses.

and it can be tested immediately, while cores 2, 3 and 8 share a bus and they are tested

in sequence.

The work on test architecture design and test scheduling, often, takes a given test

architecture and optimizes the test schedule without taking into account the actual place-

ment of cores in the system. In practice, it means that modifying the circuit slightly, and

replanning the test, leads to potentially costly rerouting of TAMs. On the other hand, in

[85], it is assumed a given oor-plan where each core is given x and y coordinates. The

optimization function optimizes both the test application time and the cost of additional

TAM routing.

2.2.2 Power-aware test scheduling

The objective of power-aware test scheduling is to de�ne a test schedule, the order in which

the cores are to be tested, such that a cost function, often related to test application time,

is minimized while ensuring that certain power constraints are met. We consider a multi-

core SoC with Nc cores C1; : : : ; CNc where each core Ci is wrapped so that it constitutes

testable unit. The scan chains at each testable unit Ci are formed into wrapper chains,

and given the test patterns, scan frequency and power consumption of each core, each

testable unit Ci is associated with a test time TCiFscan and power PCi . A TAM is available

in SoC that consists of NB buses B1; : : : ; BNB
connected to one or more cores. In addition,

an upper bound P on power consumption of SoC is added to the problem formulation

where P is de�ned by a model of power (e.g. average or peak power).

In [189], when core Ci is tested, it consumes power corresponding to PCi during a

period of time TCiFscan and while Ci is not tested, the power dissipation is zero. The

cores are grouped into sessions S1; S2; : : : Sn. Cores assigned to the same session Si are

tested concurrently, and no new test can be started until all tests in current session are

completed. The optimization objective is dual. First, the de�ned test schedule, assigning

cores to sessions, should minimize the test application time. Second, in order to minimize
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Figure 2.12: An example of a test architecture and a test schedule [188].

the routing overhead of added controller lines from the BIST controller to the cores

(required to start the testing), cores that can share control lines, i.e., they are physically

close, are to be grouped in the same test session. The de�ned test plan is not allowed

at any time to consume more power than P . A test schedule derived from this work is

shown in Fig. 2.13.

The authors in [190] assume, as in [189], that each core Ci is associated with a �xed

test time and a single �xed test power. However, in this work it is assumed that there may

be conicts among the cores. In order to handle test conicts, the problem is reformulated

as a graph problem. A test compatibility graph TCG(V;E) is used, and cores are vertices

(nodes) and compatibility is modelled through the edges where an edge between two tests

means that the corresponding cores can be tested at the same time. A power compatibility

graph PCG is used to derive power compatible alternatives. An example of a PCG is

shown in Fig. 2.14 where each node is a test and attached to each node is a test time

and a test power consumption. The test schedule de�ned in [190] produce better results

when compared to [189]. The work presented in [148] used the same assumptions as [190]

and formulated an heuristic to schedule the tests. This work managed to de�ne a test

schedule with even better test application time than [190].

In [191][192][193][109][194], a TAM wire/wrapper-chain requirement added to the

power - aware test scheduling. Speci�cally, in these works each core Ci is associated

with a value on test time TCiFscan , a value on test power consumption PCi and a value on

Wrapper Parallel Port (WPP) width WCi (illustrated in Fig. 1.36). The objective is to

de�ne a test schedule where the box for each core Ci is assigned a start time such that
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Figure 2.13: Test schedule derived by method [189].

Figure 2.14: A power compatibility graph derived by method [190].
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Figure 2.15: Example of power constraint [127].

constraints on power consumption P and TAM width L are not violated at any time, as

depicted in Fig. 2.15. Keeping aside the fact that packing three-dimensional boxes is not

a trivial task, there are two paths that can be followed in this test scheduling approach.

First, the number of wrapper chains at each core, namely the WCi is considered �xed so

that the whole procedure can be simpli�ed. Second, the number of the assigned wrapper

chains WCi in each core Ci can vary, altering accordingly the test time of the core Ci, i.e.

higher WCi means lower test time and vice versa. Naturally, the second option leads to

more optimized test plans as shown in the above works.

Moreove, a number of approaches have been proposed to address test infrastructure

while considering test power consumption. In [150], the design of test architectures under

place-and-route and power constraints was proposed. In [195][196], they are explored a

number of test scheduling algorithms and in [197], it is proposed a technique to de�ne the

test resources in the system.

2.2.3 Thermal-aware test scheduling

The objective of thermal-aware test scheduling is to de�ne a test schedule, such that the

test application time is minimized while ensuring that certain thermal-oriented require-

ments are met. We consider a multi-core SoC with Nc cores C1; : : : ; CNc . These cores

are placed according to a oorplan, denoted with FP . Each core Ci is wrapped so that

it constitutes a testable unit. The scan chains at each testable unit Ci are formed into

wrapper chains, and given the test patterns, scan frequency and power consumption of

each core, each testable unit Ci is associated with a test time TCiFscan and power PCi . A

TAM is available in SoC that consists of NB buses B1; : : : ; BNB
connected to one or more

cores. In addition, an upper bound TL on maximum temperature of SoC is added to the

problem formulation that either should not be exceeded or it should be minimized.

In [202], two thermal-aware test scheduling methods are proposed to reduce the tem-
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(a) Example SoC floorplan (b) Distance between cores

Figure 2.16: Floorplan of an example SoC and inter - core distance [202].

(a) Base case (b) Progressive weighting method

Figure 2.17: Base case vs progressive weighting [202].

perature in the hotspot of an SoC. Hotspot is called the spot in oorplan that presents the

maximum temperature in a given time. The �rst method is based on the fact that a ma-

jor factor a�ecting heat transfer between two cores is the distance between them. If two

cores are geometrically close to each other, then their temperature di�erence can cause

signi�cant heat transfer between them and quickly change their temperatures. Therefore,

if the concurrent scheduling of two hot cores that are close to each other can be avoided,

then the maximum temperature that is developed on-chip during test can be reduced.

Fig. 2.16 shows an example oorplan and a table with the distances between cores. The

later is used to determine the test schedule.

The second method minimizes the hotspot in an SoC using a progressive weighting

technique. Each core Ci is associated with a thermal weight. A large weight indicates

that the core is more likely to have a high temperature during test. During the scheduling

process, the total weight of cores at any point of time is maintained below a predetermined

threshold. Thus, it is ensured that hot cores are not scheduled simultaneously. Fig. 2.17

shows the results of the two methods. Clearly, the second method provides with better

results.
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(a) Example floorplan (b) Test session thermal model

Figure 2.18: Example oorplan and thermal model [160].

The work in [160] follows the basic principles of the base case that we examined in

[202]. However, thermal awareness is achieved via a low complexity test session thermal

model which is shown in Fig. 2.18. In the thermal model that is depicted in Fig. 2.18b,

a small equivalent thermal resistance associated with an active core Ci means good heat

exchange between the core and the ambient, which predicts a low core temperature during

test. On the other hand, a large equivalent thermal resistance associated with an active

core means poor heat exchange with the ambient, and therefore signals a potential hot

spot during test. According to the model, it is a derived a thermal characteristic for each

test session that provides with a normalized means for selecting the appropriate core to

be added to the test session.

In [155], a Mixed Integer Linear Program (MILP) is used to �nd an optimal solution to

the test scheduling problem. The MILP formulation minimizes the total test schedule time

while constraining the maximum temperature of any core and ensures that no resource

constraints are violated. A thermo-resistive model has been incorporated into the MILP-

based formulation. In addition, it is proposed an heuristic based on a lookahead scheme

for large problem instances, namely SoCs with a large number of embedded cores.

In [157], it is proposed a partition-based thermal-aware test scheduling algorithm.

Speci�cally, each core test is divided into a number of stages, where each stage has di�erent

average power consumption. The power consumption of the test that targets hard-to-

detect faults can be much larger than the power consumption of the test that targets

easy-to-detect faults. Thus, it is considered that the partitioning of the tests to testing

stages can bene�t the power and thermal constrained test scheduling. A simple motivation

example is illustrated in Fig. 2.19. Two tests, T1 and T2 are to be scheduled. T1 has a

test power consumption of 10 and test length of 20. T2 has a test power consumption of

15 and test length of 20. Supposing a power constraint of 20, the �nal schedule without

partition is shown is Fig. 2.19c and total test length is 40. By partitioning T1 and
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Figure 2.19: Motivation example of method [157].
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Figure 2.20: The �nite state machine model [157].

T2 into three partitions, each partition will have di�erent power and di�erent length, as

shown in Fig. 2.19a and 2.19b, where P means test power consumption and L means test

length. Under the same power constraint of 20, the test schedule with partition is shown

in Fig. 2.19d, which has a smaller total test length of 32. The reduction of total test

length by partition comes from overlapping between two test partitions with lower power

consumptions.

In [203], a Finite State Machine (FSM) model has been developed to control test set

partitioning and interleaving so that they can minimize the test application time while

the temperatures of cores under test are kept below a given temperature limit during the

entire test process. This model is shown Fig. 2.20. There are three states for a core,

namely inactive, active, and �nished, which correspond to the cases that the core is not

being tested, the core is being tested, and the test application is completed on the core,

respectively. When the test scheduling process starts, it is assumed that all cores are at

the inactive state and their temperatures are equal to the ambient temperature. When

a core is selected for test and the required test-bus bandwidth is allocated for the test,

the state of the core moves from inactive to active. While test patterns are applied to

the core, the temperature of the core increases. The state of the core remains active until

the temperature reaches a given temperature limit or the test is completed. As soon as

the test is completed, the state of the core moves from active to �nished. Otherwise,

when the core temperature reaches the threshold, the core state moves from active to

inactive and remains unchanged until the core temperature decreases to a given stop-

cooling temperature, from which a new round of state transitions between active and

inactive is repeated until the test is completed. The test scheduling process terminates

when all cores are at the �nished state.
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Chapter 3

Research Work

3.1 Research directions

3.2 Research objectives

3.3 Time-division multiplexing for testing DVFS-based SoCs

3.4 Multi-site test optimization for multi-Vdd SoCs using space- and time division mul-

tiplexing

3.5 A branch-&-bound TAM optimization method for multi-Vdd SoCs

3.6 Critical path - oriented & thermal aware X-�lling for high un-modelled defect cov-

erage

3.1 Research directions

This research targets the reduction in test application time of moderate, large and very

large SoCs, that consist of embedded cores placed in multiple voltage islands operating

at di�erent voltage or frequency settings. The testing environment of an SoC consists of

a variety of special features. The multi-Vdd nature of an SoC supporting advanced power

management techniques imposes additional requirements too. The main aspects of the

SoC testing environment, the required considerations due to multiple supply-voltage levels

and voltage islands in an SoC and the targeted research areas and goals are presented

below.

As SoCs designed in modular fashion are becoming increasingly common, manufac-

turing testing can be performed in a modular manner too (Fig. 1.33). In this case,

the embedded cores in the DUT are only activated when they are tested. The gain is

the ability to reduce the test application time and control the test power consumption.
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Speci�cally, the modular test enables the test designer to plan the test order of the cores

such that test time, power and thermal constraints are met. In our research, we consider

SoCs that support modular testing.

In order to enable modular test, each embedded core in an SoC must be transformed

to a testable unit. As shown, this is succeeded using a core test wrapper, or simply

wrapper. Its role is dual. First, to isolate the core so that it can act as a stand-alone test

unit. Second, to de�ne the interface between the core and the infrastructure for test data

transportation, the TAM, so that test access can be e�cient. Nowadays, the SoC industry

mainly uses the core test wrapper described by IEEE 1500 Standard for Embedded Core

Test (SECT) (Fig. 1.35) [77]. This standard is similar to 1149.1 [78] in that its main

objective is to standardize boundary test circuitry (wrappers) for cores. However, unlike

1149.1, it provides parallel access capability for a core. Thus, test application time for

an SoC can be signi�cantly improved. Furthermore, in contrast to 1149.1, where control

signals are mainly generated by a �nite state machine that is controlled by a single input,

in 1500 standard the control signals can be directly applied to a core, thus providing more

test exibility. In our research, we consider SoCs that use wrappers based on the 1500

standard.

The wrapped cores, or testable units, in an SoC do not have direct access to SoC

pins. In order to transport test data (or test vectors or test stimuli) and test responses,

to and from embedded cores, the TAM is needed (Fig. 1.36). To reduce the cost of DFT

structures embedded in the SoCs, the TAM resources are typically shared among di�erent

cores. However, sharing of TAM resources leads to test conicts that are resolved using

TAM optimization and test scheduling techniques. Many test scheduling techniques have

been proposed in the literature, as we have already described in section 2.2. All these

methods aim to produce the most e�cient TAM design and test schedule for minimizing

the SoC test-application time. Unfortunately, these methods cannot be directly applied

on multi-Vdd designs with voltage islands as they do not consider the test requirements and

additional constraints imposed by them [88]. Test scheduling for multi-Vdd designs, espe-

cially those that consist of multiple voltage islands, is considerably more challenging than

traditional test scheduling for single-Vdd designs. On the other hand, the inherent char-

acteristics of multi-Vdd designs and the associated test requirements allow for increased

parallelism in the test scheduling. Time Division Multiplexing (TDM) [95] exploits this

potentiality. We propose a TDM scheme along with sophisticated test scheduling tech-

niques, able to e�ectively limit down the test cost that is introduced by the multi-Vdd
aspect and the voltage islands of an SoC.

Most production lines employ multi-site test processes to increase the ATE utilization

and decrease the overall time for testing a large volume of chips [96] - [106]. Multi-site

testing exploits the available ATE channels to concurrently test multiple chips; therefore,

in this case, the minimization of the time needed for testing a single chip is not the

primary optimization goal [107]. Instead, e�cient exploitation of the ATE channels to

increase the number of dice that are tested in parallel is more bene�cial for a production
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batch of SoCs [108]. The number of SoCs that can be tested in parallel depends, among

other parameters, on the availability of ATE channels [96] - [106]. For a �xed number of

ATE channels, a dual objective must be pursued to optimize multi-site testing, namely

the minimization of the number of ATE channels needed per SoC and the minimization

of the test time per chip. Our research shows that the TDM is an e�ective candidate for

succeeding the above goals, when multi-Vdd / multi-island designs are tested. Furthermore,

we extend the TDM architecture and we form a Space and Time Division Multiplexing

(STDM) scheme that is optimized for multi-site testing.

As shown in section 2.2, the e�ectiveness of a test scheduling method for minimizing

test time depends on the test access mechanism that is used in an SoC. Single-Vdd TAM

optimization techniques consider neither the highly constrained test environment of multi-

Vdd SoCs nor the bene�ts provided by TDM, therefore they are not suitable for multi-Vdd
SoCs. We propose the �rst TAM optimization technique for multi-Vdd SoCs. Special care

has been given in the TAM optimization of large and very large SoCs.

Excessive power consumption during test, increases the overall chip temperature, and

in many cases, it creates localized overheating. This phenomenon is called hotspot and it

causes permanent damage to silicon, reliability failures and eventually yield loss. Thermal

aware testing resolves thermal−related issues by reducing the temperature at hotspots in

an SoC. To this cause, we propose a thermal and delay aware X−�ll method that uses the
chip layout information to (a) remove hotspots at critical nets and create a thermal safe

neighbourhood around them and (b) exploit scan cells in non - critical nets to increase

the un−modelled defect coverage of the generated test vectors.

The organization of the chapter is as follows. Section 3.2 lists the main objectives of

this research work. Section 3.3 describes in detail the TDMmethod and e�ective TDM test

scheduling techniques for DVFS-based SoCs. Section 3.4 presents and analyses a space-

and time- division multiplexing method able to optimize multisite testing. Sections 3.5

presents the �rst TAM optimization technique for DVFS-based SoCs. Finally, section 3.6

presents a critical path-oriented and thermal-aware X-�ll technique able to provide with

high unmodelled defect coverage.

3.2 Research objectives

A succinct thesis statement is as follows: this research develops an e�cient, integrated

and computational-friendly methodology to minimize test time of moderate, large and

very large Multi-core / Multi-Vdd SoCs with voltage islands while power constraints are

met.

The following research objectives were identi�ed for this work:

• To enhance the TDM test scheduling method, a highly e�ective technique targeting

Multi-core/Multi-Vdd SoCs, with a new, productive set of tools that will allow for

power awareness, TAM optimization, scalability to deal with large SoCs and e�cient
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multi-site use.

• To develop a novel method that o�ers high multi-site test e�ciency so that test time

can be reduced for an entire production batch of SoCs,

• To develop a novel, highly parallelized technique to optimize the TAM a) for mini-

mizing test-time when TDM is used to schedule tests, and b) for multi-site testing.

The potential e�ect on test time due to power constraints is explored as well.

• To develop an active set of tools for the proposed TAM optimization method that

will enable its e�ective application upon large Multi-core/Multi-Vdd SoCs. The

potential e�ect on results due to power constraints is explored too.

• To develop a thermal and delay aware X−�ll method that remove hotspots in critical
areas of the chip while o�ering high un−modeled defect coverage.

3.3 Time-Division Multiplexing for testing DVFS-based SoCs

3.3.1 Introduction

Power consumption is a major burden for electronic systems [68]. DVFS o�ers an e�ective

trade-o� between power consumption and system performance as it adaptively adjusts the

power supply-voltage and the frequency depending on the workload of the SoC [44, 45].

Further reductions are achieved by partitioning SoCs into voltage islands with separate

supply rails and unique power characteristics [58, 45, 64, 63]. Various methods address

design challenges in systems consisting of multiple voltage islands [65], [44, 66, 67]. DVFS

has been implemented in several state-of-the-art processors [52, 53, 55, 56, 176].

The adoption of DVFS has a signi�cant impact on test strategies for multi-core SoCs.

Speci�cally, defects are manifested in di�erent ways at the various supply-voltage levels

of a Multicore/Multi-Vdd SoC [89], [90]. Therefore, fault-free behavior must be ensured

at each voltage or frequency setting that the SoC uses during normal operation. It was

shown in section 2.1 that certain resistive bridge and open defects can be detected only at

speci�c supply voltage levels. These methods clearly highlight the need to test a multi-Vdd
SoC at multiple voltage or frequency settings in order to assure fault-free �eld operation.

A drawback of testing at di�erent voltage levels is an increase in test time and thus, in

test cost. To reduce test cost, a method is presented in [94], which modi�es a carefully

selected part of the core under test to achieve the detection of all detectable resistive

bridging faults at a single voltage level. Consequently, it eliminates the need to carry out

time-consuming and costly testing using multiple test voltage levels. While this technique

is e�ective in reducing the test cost for resistive bridging faults in multi-Vdd designs, it

does not target other types of defects. Moreover, it imposes design changes that are

often not acceptable in practice. Therefore, to avoid design changes and detect a wider

range of defects than those modelled as bridging faults, testing at multiple voltage levels
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is necessary for fault detection. Such a requirement increases considerably both the test

time and, in many cases, the test data volume, thus the complexity of the test scheduling

problem for the SoC is increased.

As shown in section 2.2, traditional test scheduling techniques, resolve conicts caused

by the sharing of TAM resources in single-Vdd SoCs, but they are not suitable for multi-Vdd
designs [112]. Multi-Vdd designs impose additional constraints that do not exist in single-

Vdd designs. At the same time, lower supply voltages reduce the maximum-allowable shift

frequency for scan chains, which further increases test time. As a result, test scheduling

for multi-Vdd designs is more di�cult than that for single-Vdd SoCs. The test scheduling

method proposed in [112] considers the additional constraints imposed by the use of

multiple voltage settings, but it does not tackle the problem of using low shift frequencies

at the lower voltage settings.

We propose a novel TDM architecture, which tackles the problem of reduced shift

frequencies in DVFS-based SoCs. This solution is also useful for reducing test time when

scan shift frequencies have to be reduced because of power concerns during scan testing.

TDM uses the highest frequency supported by the SoC to shift multiplexed test data

into the SoC, and then it demultiplexes and shifts the test data into multiple cores using

lower shift frequencies. The TDM architecture is supported by an e�ective Integer Linear

Programming (ILP)-based test scheduling method, which provides optimal results for

SoCs of moderate size. For larger SoCs, a rectangle-packing method combined with

simulated annealing is proposed, which o�ers near-optimal results. Finally, for scenarios

that require very short run times, a greedy approach is proposed.

Our results lead to the counter-intuitive conclusion that the use of low shift frequencies

can reduce test time when TDM is adopted. Therefore, in contrast to the standard

optimization goal of minimizing the test time for each core, the proposed test scheduling

methods target the maximum exploitation of the TAM bandwidth instead. Experimental

results for two representative industrial SoCs highlight the clear bene�ts of applying the

proposed technique to multi-Vdd designs.

The organization of the rest of the section is as follows. In Section 3.3.2, we present the

motivation for this work. Section 3.3.3 describes the proposed TDM scheme and Section

3.3.4 presents the problem formulation. Sections 3.3.5, 3.3.6 and 3.3.7 present the three

test scheduling approaches.

3.3.2 Motivation

Multi-Vdd SoCs require long test application times due to the high volume of tests that

must be repeatedly applied at the various voltage levels. Test application time is domi-

nated by the process of serially loading test data into the cores through scan chains, which

are usually not designed to operate at the rated speed of the cores. As a result, the ATE

transfers and loads test data to cores using a slow scan shift frequency, which increases the

test time of the cores. Even in the case that the tester supports higher scan frequencies,

this capability cannot be exploited, thus leaving tester potential underutilized.
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The above problem is exacerbated when cores are tested at lower power-supply volt-

ages. When the power-supply voltage is reduced, the scan frequency is also reduced

to avoid scan-path delay violations. As a result, at lower power-supply voltages, the

maximum-allowable scan frequency is also reduced, typically in proportion to the reduc-

tion in power-supply voltage as shown in Fig. 1.7.

In addition, as shown in section 1.1, a variety of cores are embedded in a typical SoC,

that have di�erent characteristics and run in di�erent frequencies. Then, each core may

support a di�erent scan frequency too. Table 3.1 shows ten cores that were selected from

the IWLS suite [232] and synthesized using commercial tools and the 45 nm Nangate

technology [115]. For testing every core, the full scan design methodology was adopted.

The cores were wrapped using the the IEEE 1500 Std. wrapper. For each core, test vectors

targeting transition faults were generated using the Launch-on-Capture scheme. These

test vectors were applied with increasing scan frequencies, until the timing simulation

failed. This frequency is the maximum scan frequency supported by each core, and it

is reported in the second and fourth row for each core in table 3.1. Let us consider an

arti�cial SoC that consists of these ten IWLS cores and a local test bus that transfers

test data to them. Let the bus be fed by a tester that supports a scan frequency equal

to 400MHz. This capacity can only exploited by usb funct, pci bridge, wb conmax and

des perf cores, while the remaining ones will leave the test bus capacity underutilized.

IWLS core tv80 mem ctrl ac97 usb funct pci bridge

Scan
222 333 333 400 400

frequency

IWLS core aes core wb conmax ethernet des perf vga lcd

Scan
333 400 333 400 333

frequency

Table 3.1: Maximum scan frequencies in MHz for IWLS cores at the 45nm process tech-

nology.

Furthermore, due to low-pin-count and high multi-site con�gurations, testers usually

conduct SoC testing using a single scan clock for the whole SoC. Thus, to avoid scan

violations at any voltage setting, the lowest frequency for shifting test data has to be

used, which corresponds to the slowest core and the lowest voltage level, and the test

time increases even more.

Despite these limitations, cores that are tested at lower shift frequencies, and which

share the same TAM resources, can potentially be tested concurrently, provided that there

is a mechanism to multiplex and demultiplex their test data on the TAM resources. TDM

o�ers such a mechanism. By using TDM, the test data can be transmitted by the tester

at a higher frequency, while at the same time, they can be shifted into the scan chains of

multiple cores at considerably lower frequencies, where these frequencies depend on the

voltage setting used in each case. Not only does TDM exploit the gap between the shift
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Core A Core B

clk clk

Island L1

Core C

clk

Island L2

Figure 3.1: An example SoC with 3 cores and 2 voltage islands.

frequencies of the ATE and the cores, but it also exploits the di�erences between the shift

frequencies of cores of di�erent islands that are concurrently tested at di�erent voltage

settings.

Example 1. Let cores A, B, C in Fig. 3.1 be tested at voltage levels V1 > V2. Table 1

in Fig. 3.2 shows the test time for each core at the maximum allowed scan frequency

at each voltage setting. Fig. 3.2a, Fig. 3.2b and Fig. 3.2c depict three di�erent test

schedules for one TAM resource. Every rectangle represents a test that corresponds to

one core-voltage pair, and it has width equal to the scan frequency used and height equal

to the time needed by the test at this scan frequency. The TAM resource is represented

by a virtual bin that has width equal to the frequency supported by the test channel, in

this example 200MHz, and unlimited height. The maximum height that is reached by the

rectangles in the bin corresponds to the test time of the test schedule. As it is illustrated

in Fig. 3.2a, the TAM resource su�ces to test cores A, B, C at V1 using the maximum

rated frequency. In the same test schedule, core C is tested concurrently with cores A and

B at V2 using time multiplexing. Another alternative shown in Fig. 3.2b, is to use TDM

to test cores A and B at V1 concurrently, using a shift frequency equal to 100MHz, which

is slower than the nominal shift frequency. In addition, core C, using time multiplexing,

is tested in parallel with core A at V1 and V2 since it belongs to a di�erent voltage island.

Finally, cores A and B are tested concurrently at V2. A third alternative is shown in Fig.

3.2c, where cores A and C are tested at V1 using the full bandwidth of the TAM resource,

while the remaining tests are multiplexed so that the test time can be minimized. Other

alternatives can also be considered.

�

There exist many di�erent scheduling scenarios that exploit the full capability of the

tester for increasing the parallelism in loading test data into the cores, as depicted in

Fig. 3.2. In addition, counter-intuitively and in contrast to what we expect, shifting

test data into the scan chains at a lower than nominal frequency may be bene�cial in
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Figure 3.2: Three test schedules generated using TDM.

terms of ATE-channel-frequency utilization and this strategy may reduce the test time.

However, the solution space is very large, and it is computationally challenging to �nd a

good solution, especially when lower-than-nominal scan frequencies are also explored for

reducing the overall test time.

In this work, we address the problem of scheduling tests in multi-Vdd SoCs assuming

that each voltage setting imposes a di�erent maximum shift frequency for each core.

This problem is a generalization of the simpler scheduling problem that assumes a single

shift frequency for all cores. The latter problem is NP-complete, therefore the scheduling

problem being considered is also at least NP-hard. Besides the TDM architecture, we

propose three di�erent test scheduling approaches, each one o�ering di�erent advantages:

1. The �rst approach is an ILP-based test scheduling approach. Even though ILP-

based test scheduling is not scalable and it cannot provide optimal solutions for

large SoCs, it is bene�cial as it provides optimal or near optimal solutions for SoCs

of small or moderate size. Moreover, it provides a good means to evaluate the

performance of the heuristic methods.

2. The second approach is a rectangle-packing approach combined with a simulated-

annealing optimization method. This method o�ers a trade-o� between run time

and performance (i.e., test time). In the general case, it o�ers test schedules that

are close in terms of test time to the ILP-based approach, in less CPU time.

3. The last approach is a greedy approach. It o�ers inferior solutions to the previous

two approaches, but it is very fast, and very practical for very large SoCs.
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Figure 3.3: Proposed TDM scheme.

3.3.3 TDM scheme

Fig. 3.3 illustrates the proposed TDM scheme for an SoC consisting of cores A, B, C,

D, and two test buses. There are two islands L1, L2, which support voltage settings

V1; V2; V3 and the nominal scan frequencies at these settings are F; F=2 and F=4, respec-

tively. Voltage levels are generated using either of the following two ways: (a) external

power supplies for the voltage islands, or (b) embedded power management with internal

regulators. In either case, we assume that the SoC already embeds the necessary struc-

tures for functional purposes. Let the tester provide the ATE CLK signal and the test

data with frequency F . Each core is assigned one cyclical shift register with length equal

to 4, which divides the scan frequency by a value equal to 1, 2 or 4. The scan frequency

for each core is determined by loading the appropriate pattern into each register before

the testing of the core begins. Every shift register is clocked with the fast ATE CLK

(frequency F ) and provides a clock signal with frequency equal or smaller to F . The

following example illustrates this method.

Example 2. Let us assume that cores A, B are tested at voltage V3 and C, D are tested at

V2. Then, the highest frequencies that can be used for A, B, C, D are F=4; F=4; F=2; F=2,

respectively. In order to provide scan frequency of F=4 to core A, register RA in Fig. 3.3

is loaded with the pattern \0001". Then, during every 4 successive cycles of ATE CLK,

the rightmost cell of RA receives the value `1' only once and applies one active clock edge

at core A. Register RB is loaded with the pattern \0100", which sets the scan frequency

of core B equal to F=4 too. However, note that a di�erent pattern from core A is used in

order to o�er non-overlapping loading of the test data from the common bus. Register RC

is initialized with pattern \1010" and thus core C receives one active clock edge every two
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Figure 3.4: ATE CLK, core-based clock and TAM bus waveforms for the example SoC

(Fig.3.3), when TDM is used.

ATE CLK cycles. Therefore, the scan clock frequency for core C is set to F=2. Similar to

the previous case, the pattern loaded into RC has non-overlapping `1' logic values with the

patterns loaded into registers RA, RB. Finally, register RD is initialized to the value of

1010, which corresponds to shift frequency equal to F=2. Note that a separate bus is used

for core D, and thus the contents of RD are independent to the contents of RA; RB; RC .

�

From the above example we note that: a) all shift registers are concurrently shifted at

every ATE CLK cycle, and b) they are loaded once at the beginning of every test session

with patterns that have no overlapping logic values of `1'. Therefore, at most one core

at any ATE CLK cycle receives the active edge of ATE CLK among those that share a

common bus. At the same time, at every ATE CLK cycle, one test data vector is available

at the bus, and the core which receives the active clock edge loads the test data from the

bus. This is also illustrated in Fig. 3.4.

It is obvious that the tester channel utilization is increased without violating the

timing speci�cations of the cores. Larger shift registers can be used to allow various

levels of TDM (e.g., 16-bit registers o�er division by 2, 4, 8 and 16). The proposed clock

generation mechanism can be bypassed during normal operation and the capture cycles

when on-chip PLLs are used.

It should be expected that the speci�c shift frequencies o�ered by the TDM technique

will not exactly match the nominal shift frequencies that can be used at the various voltage

settings. However, as shown later, the most important optimization goal is to exploit as

much of the TAM frequency as possible for transferring the test data to the cores.

67



V1

Ti
m

e 
Li

n
e

300MHz

5
1

0
1

5
2

0

300MHz

(a) 

A, V1

C, V1

15ms

A, V1
C, V1

10ms

Minimum Test Times 

Table 1

5ms
Fscan

A
10ms

150MHz

C

200MHz

(b) 

Figure 3.5: ATE CLK, core-based clock and TAM bus waveforms for the example SoC

(Fig.3.3), when TDM is used.

Example 3. Let us again consider the SoC of Fig. 3.3, tested by an ATE that supports

a maximum shift frequency of 300 MHz. Let us assume that cores A, C have maximum

shift frequencies at a voltage setting V1 equal to 150 MHz and 200 MHz, respectively, and

that the test time in each case is equal to 10 ms and 5 ms, as shown in table 1 of Fig. 3.5.

When the maximum shift frequencies are used these two tests can be only applied serially,

and the total test time is equal to 15 ms. As it is depicted in Fig. 3.5a, when core A is

being tested at 150 MHz, the rest 150 MHz of the TAM frequency are left unexploited,

and when core C is being tested at 200 MHz, the rest 100 MHz of the TAM frequency are

left unexploited. If core C is loaded using shift frequency equal to 150 MHz instead of 200

MHz, then the test time for this core increases to 7 ms. However, in this case both tests

can be applied concurrently, and the total test time drops to 10 ms. As it is illustrated

in Fig. 3.5b, the TAM frequency is fully exploited for 7 ms. �

Similar to [220], TDM can be combined with test data compression and BIST to derive

even more bene�ts. Identical cores can be tested using a broadcast mode if identical

patterns are loaded at the corresponding registers to concurrently shift test data from

the bus. We ensure that active edges of the scan clock are not received by cores that

are not being tested, by loading the corresponding shift register with the all-'0' pattern.

For the wasted ATE CLK cycles in which no core receives test data, the ATE repeat

command can be used to avoid the storage of unnecessary test data in tester memory.

Finally, testing of the logic in between the cores can be carried out by considering tests

that excite multiple cores at a time.

68



3.3.4 Probem formulation: notation and constraints

Let us consider a multi-core SoC with Nc cores C1; : : : ; CNc and NI voltage islands

L1; : : : ; LNI
(Nc ≥ NI). Each core belongs to exactly one of the NI islands. We con-

sider a set V of Nv voltage settings V = {V1; : : : ; VNv} for the SoC, which are sorted

in descending order (i.e., V1 > · · · > VNv). Each island uses a subset of these voltage

settings. For every island Li there is an upper bound Pi on the average power that can

be consumed by the cores in Li.

We assume that Q buses B1; : : : ; BQ comprise the TAM. Every bus is connected to

one or more cores, and it spans one or more voltage islands. The maximum frequency

Fmax that is supported by the TAM resources for shifting test data into the cores is called

hereafter as the \frequency capacity1" of the TAM. Every test that uses bus Bq consumes

a fraction of the capacity Fmax of this bus, which depends on the shift frequency used by

this test. For example, any core that is tested using scan frequency Fmax=2; Fmax=4; · · ·
consumes half, a quarter, etc., of the capacity Fmax of Bq.

Every test scheduling method that targets single-Vdd SoCs has to ful�ll two main

constraints:

C-1. Any two cores that share a TAM resource cannot be concurrently tested.

C-2. Any concurrent combination of tests applied at cores in the same island Ll, should

not consume power that is greater than the speci�ed power limit Pl of the island.

Constraints C-1 and C-2 guarantee the correctness of the power-aware test schedule

generated for an SoC with a single voltage level. However, testing of multi-Vdd SoCs

imposes additional constraints that do not exist for single-Vdd SoCs:

C-3. Every core Ci must be tested at multiple voltage levels Vj, which are used by the

core during normal operation and comprise a subset of V .

C-4. For every core Ci and every voltage level Vj there is one maximum frequency Fmax
i;j ≤

Fmax that can be used for shifting test data into Ci. The shift frequency used to

apply any test has to be lower or equal to Fmax
i;j .

C-5. Any two cores that belong to the same island cannot be concurrently tested at

di�erent voltage levels.

It is obvious that constraints C-3, C-4 and C-5 increase the di�culty of test schedul-

ing process and also increase test application time, especially when TAM resources are

connected to cores that reside in di�erent voltage islands. However, TDM o�ers one very

important advantage: it relaxes constraint C-1 that prevents any two cores that share

the same TAM resources to be concurrently tested. Speci�cally, when TDM is used,

constraint C-1 is modi�ed as follows:
1Throughout this work we use the terms frequency and bandwidth interchangeably to denote the

volume of test data transferred over the bus.
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C-1T . Any number of cores that share the same TAM resources can be concurrently tested,

provided that the aggregate shift frequencies used by the corresponding tests do not

exceed the frequency capacity of the TAM resource.

By applying C-1T instead of C-1, every shared TAM resource can be concurrently used

to transfer test data of multiple cores, and the total test time is considerably reduced.

Given the above framework, our objective is to generate optimal test schedules in

terms of the time required for testing multi-Vdd SoCs. Hereafter, we refer to the test of

core Ci at power supply voltage level Vj using shift frequency Fk as test or task �CiVjFk .

We assume that the maximum frequency Fmax used for shifting test data is the same

for all TAM resources. Depending on the speci�c TDM architecture used, a pre-speci�ed

set of Nf frequencies F1 > F2 > · · · > FNf
is supported for shifting test data into

a core (Fmax = F1). Each of these frequencies is equal to a fraction of Fmax. Test

data can be shifted into core Ci at voltage Vj using any shift frequency that is lower or

equal to the maximum shift frequency Fmax
i;j . Therefore, only the subset of frequencies

FM > FM+1 > · · · > FNf
can be used, where FM ≤ Fmax

i;j .

The test time that is needed for applying test �CiVjFmax
i;j

is equal to �CiVjFmax
i;j

and it

depends on the number of test vectors applied to the core, the shift frequency Fmax
i;j , and

the core wrapper depth. In the case of industrial circuits the wrapper depth tends to

be very large due to the long internal scan chains of the cores; thus the total number of

capture cycles constitute a negligible portion of the test time, and they can be neglected.

When a smaller shift frequency Fk < Fmax
i;j is used, the test time increases proportionally,

as shown by the following equation:

�CiVjFk = �CiVjFmax
i;j
·
Fmax
i;j

Fk
(3.1)

Let PCiVjFmax
i;j

be the average dynamic power consumed by test �CiVjFmax
i;j

. Then,

PCiVjFmax
i;j

can be approximated by the following equation [9]:

PCiVjFmax
i;j

= a(Ci) · Cload(Ci) · V 2
j · Fmax

i;j (3.2)

where a(Ci) is the average switching activity at the internal circuit nodes of Ci caused

by the application of test �CiVjFmax
i;j

, and Cload(Ci) is the total load capacitance that is

charged/discharged during the shift operation. When a smaller frequency Fk < Fmax
i;j

is used for shifting the test data into the core, the average dynamic power consumed

decreases proportionally as shown by the following equation:

PCiVjFk = PCiVjFmax
i;j
· Fk
Fmax
i;j

(3.3)

3.3.5 ILP-based test scheduling approach

For every triplet (Ci, Vj, Fk) a binary variable SCiVjFk is assigned, which is equal to `1'

whenever the test of Ci at Vj is applied using shift frequency Fk. First, we ensure that
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exactly one shift frequency is selected for testing Ci at voltage Vj:

Nf∑
k=1

SCiVjFk = 1; ∀i ∈ {1 : : : Nc}; ∀j ∈ {1 : : : Nv} (3.4)

For those voltage settings at which a core is not tested, the above constraint is omitted, and

for those values of k that Fk > Fmax
i;j , we set SCiVjFk = 0. Recall that higher frequencies are

not supported at all voltage settings due to the likelihood of timing violations during scan

shifting. Let STCiVjFk denote the start time of test �CiVjFk . Since only a single frequency

can be used for applying the test on Ci at voltage level Vj, the start time STCiVj and the

end time ENDCiVj for this test are given by the following relations

STCiVj =

Nf∑
k=1

SCiVjFk · STCiVjFk (3.5)

ENDCiVj =

Nf∑
k=1

SCiVjFk · (STCiVjFk + �CiVjFk) (3.6)

The product SCiVjFk · STCiVjFk is not linear so it is replaced by the variable yCiVjFk and

new constraints are introduced. Let TB (TimeBound) be the maximum possible test time

calculated as the summation of the time needed for every core and voltage setting when

it is loaded using the minimum scan frequency FNf
, that is

TB =
∑

i∈[1···Nc];j∈[1···Nv ]

TCiVjFNF

i.e., we assume that the longest task is used for every core and no parallelism is allowed.

Then we have the following three relations for each variable yCiVjFk :

yCiVjFk − TB · SCiVjFk ≤ 0

−STCiVjFk + yCiVjFk ≤ 0

STCiVjFk − yCiVjFk + TB · SCiVjFk ≤ TB

Thus (3.5), (3.6) become

STCiVj =

Nf∑
k=1

yCiVjFk (3.7)

ENDCiVj =

Nf∑
k=1

(yCiVjFk + SCiVjFk · �CiVjFk) (3.8)

According to constraint C-5, any two cores Ci1 , Ci2 in the same island cannot be concur-

rently tested at di�erent voltage settings Vj1 ; Vj2 (Vj1 6= Vj2). Therefore, either test for

Ci1 ; Vj1 begins after the test for Ci2 ; Vj2 �nishes or vice versa. Using relations (3.7), (3.8)
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it is written as: \C1 or C2", where

C1 :
Nf∑
k=1

yCi1Vj1Fk ≥
Nf∑
k=1

(yCi2Vj2Fk + SCi2Vj2Fk · �Ci2Vj2Fk)

C2 :
Nf∑
k=1

yCi2Vj2Fk ≥
Nf∑
k=1

(yCi1Vj1Fk + SCi1Vj1Fk · �Ci1Vj1Fk) (3.9)

To show the linearization of (3.9), �rst, we introduce two binary variables �1Ci1Vj1Ci2Vj2 and

�2Ci1Vj1Ci2Vj2
which satisfy the equation �1Ci1Vj1Ci2Vj2 + �2Ci1Vj1Ci2Vj2

= 1. Then constraint C1
or C2 can be written as

�1Ci1Vj1Ci2Vj2 ·

 Nf∑
k=1

yCi1Vj1Fk−

Nf∑
k=1

(yCi2Vj2Fk + SCi2Vj2Fk · TCi2Vj2Fk)

 ≥ 0

�2Ci1Vj1Ci2Vj2 ·

 Nf∑
k=1

yCi2Vj2Fk−

Nf∑
k1=1

(yCi1Vj1Fk + SCi1Vj1Fk · TCi1Vj1Fk)

 ≥ 0

Each of the terms

�1Ci1Vj1Ci2Vj2 · yCi1Vj1Fk
�1Ci1Vj1Ci2Vj2 · yCi2Vj2Fk
�1Ci1Vj1Ci2Vj2 · SCi2Vj2Fk
�2Ci1Vj1Ci2Vj2 · yCi2Vj2Fk
�2Ci1Vj1Ci2Vj2 · yCi1Vj1Fk
�2Ci1Vj1Ci2Vj2 · SCi1Vj1Fk

needs further linearization. To this end we introduce 6 variables L1
Ci1Vj1Ci2Vj2k

, L2
Ci1Vj1Ci2Vj2k

,

L3
Ci1Vj1Ci2Vj2k

, L4
Ci1Vj1Ci2Vj2k

, L5
Ci1Vj1Ci2Vj2k

, L6
Ci1Vj1Ci2Vj2k

which are set equal to the above

terms respectively. Note that L1; L2; L4 and L5 are integer variables while L3; L6 are bi-

nary variables. We will show the linearization for L1; L3 and the rest of the variables are

linearized in a similar manner. For L1
Ci1Vj1Ci2Vj2k

we have

L1
Ci1Vj1Ci2Vj2k

− TB · �1Ci1Vj1Ci2Vj2 ≤ 0

−yCi1Vj1Fk + L1
Ci1Vj1Ci2Vj2k

≤ 0

yCi1Vj1Fk − L1
Ci1Vj1Ci2Vj2k

+ TB · �1Ci1Vj1Ci2Vj2 ≤ TB
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For L3
Ci1Vj1Ci2Vj2k

we have

�1Ci1Vj1Ci2Vj2 + SCi2Vj2Ci2Vj2 ≤ L3
Ci1Vj1Ci2Vj2k

+ 1

�1Ci1Vj1Ci2Vj2 + SCi2Vj2Ci2Vj2 ≥ 2 · L3
Ci1Vj1Ci2Vj2k

Then, constraint C1 or C2 becomes linear as follows:

Nf∑
k=1

(L1
Ci1Vj1Ci2Vj2k

+ L2
Ci1Vj1Ci2Vj2k

+ L3
Ci1Vj1Ci2Vj2k

+

L4
Ci1Vj1Ci2Vj2k

+ L5
Ci1Vj1Ci2Vj2k

+ L6
Ci1Vj1Ci2Vj2k

) ≥ 0

In a similar way, we determine the concurrency between di�erent tests: if the test for

Ci1 at voltage Vj1 begins after the test for Ci2 at voltage Vj2 �nishes or vice versa, then the

two tests are not concurrent. Concurrency is determined for all cores sharing a common

bus, excluding those that are in the same island and correspond to Vj1 6= Vj2 as they have

been excluded by the previous constraint. Let ConcCi1Vj1Ci2Vj2 be a binary variable which

is equal to `1' if the tests for core Ci1 at Vj1 and core Ci2 at Vj2 overlap. Then we formally

write:

If STCi1Vj1 ≥ ENDCi2Vj2
or STCi2Vj2 ≥ ENDCi1Vj1

then ConcCi1Vj1Ci2Vj2 = 0 else ConcCi1Vj1Ci2Vj2 = 1 (3.10)

To show the linearization of (3.10), two binary variables �1Ci1Vj1Ci2Vj2 ; �
2
Ci1Vj1Ci2Vj2

are in-

troduced. Then the formula can be replaced by the following relations:

STCi1Vj1 ≥ ENDCi2Vj2
− TB · (1− �1Ci1Vj1Ci2Vj2 )

STCi1Vj1 ≤ ENDCi2Vj2
+ TB · �1Ci1Vj1Ci2Vj2

STCi2Vj2 ≥ ENDCi1Vj1
− TB · (1− �2Ci1Vj1Ci2Vj2 )

STCi2Vj2 ≤ ENDCi1Vj1
+ TB · �2Ci1Vj1Ci2Vj2

1− ConcCi1Vj1Ci2Vj2 ≥ �1Ci1Vj1Ci2Vj2

1− ConcCi1Vj1Ci2Vj2 ≥ �2Ci1Vj1Ci2Vj2

1− ConcCi1Vj1Ci2Vj2 − �1Ci1Vj1Ci2Vj2 − �2Ci1Vj1Ci2Vj2 ≤ 0

By replacing STCi1Vj1 , ENDCi1Vj1
, STCi2Vj2 and ENDCi2Vj2

in the �rst four relations with

their equivalent notation we get the following four relations which are all linear
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Nf∑
k=1

yCi1Vj1Fk ≥
Nf∑
k=1

(yCi2Vj2Fk + SCi2Vj2FkTCi2Vj2Fk)−

−TB · (1− �1Ci1Vj1Ci2Vj2 )

Nf∑
k=1

yCi1Vj1Fk ≤
Nf∑
k=1

(yCi2Vj2Fk + SCi2Vj2FkTCi2Vj2Fk)+

+TB · �1Ci1Vj1Ci2Vj2
Nf∑
k=1

yCi2Vj2Fk ≥
Nf∑
k=1

(yCi1Vj1Fk + SCi1Vj1FkTCi1Vj1Fk)−

−TB · (1− �2Ci1Vj1Ci2Vj2 )

Nf∑
k=1

yCi2Vj2Fk ≤
Nf∑
k=1

(yCi1Vj1Fk + SCi1Vj1FkTCi1Vj1Fk)+

+TB · �2Ci1Vj1Ci2Vj2

Constraint C-1T bounds the number and type of tests that concurrently use the same

TAM resource. Every supported shift frequency consumes a fraction of the capacity

(in time) of the TAM resource. Any test may use a fraction of this capacity, but any

concurrent combination of tests must not exceed the total capacity of the TAM resource.

Let W (Fk) be the capacity consumed by any test using shift frequency Fk. Let also

W (TAM) be the capacity available on the TAM resource. Then, for any two cores

Ci1 ; Ci2 connected to the same TAM resource and tested concurrently at supply voltages

Vj1 ; Vj2 the sum of their weights must not exceed W (TAM). This is modelled by the

following relation:

ConcCi1Vj1Ci2Vj2 ·
Nf∑
k=1

(SCi1Vj1Fk + SCi2Vj2Fk) ·W (Fk)

≤ W (TAM) (3.11)

Again (3.11) is linearized as follows. The binary variables b1−1Ci1Vj1Ci2Vj2 )
; b1−2Ci1Vj1Ci2Vj2

are

introduced. The product term ConcCi1Vj1Ci2Vj2 · SCi1Vj1Fk is linearized as follows:

ConcCi1Vj1Ci2Vj2 + SCi1Vj1Fk ≤ b1−1Ci1Vj1Ci2Vj2
+ 1

ConcCi1Vj1Ci2Vj2 + SCi1Vj1Fk ≥ 2 · b1−1Ci1Vj1Ci2Vj2

In a similar way the term ConcCi1Vj1Ci2Vj2 · SCi2Vj2Fk is linearized as follows:

ConcCi1Vj1Ci2Vj2 + SCi2Vj2Fk ≤ b1−2Ci1Vj1Ci2Vj2
+ 1

ConcCi1Vj1Ci2Vj2 + SCi2Vj2Fk ≥ 2 · b1−2Ci1Vj1Ci2Vj2
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Consequently we get:

Nf∑
k=1

(
(b1−1Ci1Vj1Fk

+ b1−2Ci2Vj2Fk
) ·W (Fk)

)
≤ W (TAM)

In the same way we construct the constraints for triplets or larger sets of tests de-

pending on the number of cores which are connected to any TAM resource. Let us see the

case of three tests running concurrently. The constraint is re-written as follows: for any

three cores Ci1 ; Ci2 ; Ci3 which are tested concurrently at supply voltages Vj1 ; Vj2 ; Vj3 and

are connected to the same TAM resource the sum of their weights should not exceed the

capacity of the TAM resource. Three di�erent tests are executed concurrently (at least a

common part of all of them) when every possible pair of them has a part which executes

in parallel, i.e. when ConcCi1Vj1Ci2Vj2 · ConcCi1Vj1Ci3Vj3 · ConcCi2Vj2Ci3Vj3 = 1. Then the

constraint is written as follows:

ConcCi1Vj1Ci2Vj2 · ConcCi1Vj1Ci3Vj3 · ConcCi2Vj2Ci3Vj3 · Nf∑
k=1

(SCi1Vj1Fk + SCi2Vj2Fk + SCi3Vj3Fk)W (Fk)

 ≤
≤ W (TAM)

At �rst we need to linearize the product term ConcCi1Vj1Ci2Vj2 · ConcCi1Vj1Ci3Vj3 ·
ConcCi2Vj2Ci3Vj3 . To this end we introduce one binary variable pCi1Vj1Ci2Vj2Ci3Vj3 and we

set the following relations:

ConcCi1Vj1Ci2Vj2 + ConcCi1Vj1Ci3Vj3+

+ConcCi2Vj2Ci3Vj3 ≤ pCi1Vj1Ci2Vj2Ci3Vj3 + 2

ConcCi1Vj1Ci2Vj2 + ConcCi1Vj1Ci3Vj3+

+2ConcCi2Vj2Ci3Vj3 ≥ 4 · pCi1Vj1Ci2Vj2Ci3Vj3

Using the above relations we have:

Nf∑
k=1

(
(SCi1Vj1Fk + SCi2Vj2Fk + SCi3Vj3Fk) ·W (Fk)

)
·

·pCi1Vj1Ci2Vj2Ci3Vj3 ≤ W (TAM)

Terms pCi1Vj1Ci2Vj2Ci3Vj3 ; SCi1Vj1Fk , pCi1Vj1Ci2Vj2Ci3Vj3SCi2Vj2Fk , pCi1Vj1Ci2Vj2Ci3Vj3SCi3Vj3Fk
need a �nal step of linearization. Therefore we introduce binary variables b2−1Ci1Vj1Ci2Vj2Ci3Vj3k

,

b2−2Ci1Vj1Ci2Vj2Ci3Vj3k
, b2−3Ci1Vj1Ci2Vj2Ci3Vj3k

for each scan frequency Fk and we have the following

three pairs of relations
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pCi1Vj1Ci2Vj2Ci3Vj3 + SCi1Vj1Fk ≤ b2−1Ci1Vj1Ci2Vj2Ci3Vj3k
+ 1

pCi1Vj1Ci2Vj2Ci3Vj3 + SCi1Vj1Fk ≥ 2b2−1Ci1Vj1Ci2Vj2Ci3Vj3k

pCi1Vj1Ci2Vj2Ci3Vj3 + SCi2Vj2Fk ≤ b2−2Ci1Vj1Ci2Vj2Ci3Vj3k
+ 1

pCi1Vj1Ci2Vj2Ci3Vj3 + SCi2Vj2Fk ≥ 2b2−2Ci1Vj1Ci2Vj2Ci3Vj3k

pCi1Vj1Ci2Vj2Ci3Vj3 + SCi3Vj3Fk ≤ b2−3Ci1Vj1Ci2Vj2Ci3Vj3k
+ 1

pCi1Vj1Ci2Vj2Ci3Vj3 + SCi3Vj3Fk ≥ 2b2−3Ci1Vj1Ci2Vj2Ci3Vj3k

Finally we have:

Nf∑
k=1

(
(b2−1Ci1Vj1Ci2Vj2Ci3Vj3k

+ b2−2Ci1Vj1Ci2Vj2Ci3Vj3k
+

+b2−3Ci1Vj1Ci2Vj2Ci3Vj3k
) ·W (Fk)

)
≤ W (TAM)

Finally, we incorporate constraint C-2: for any two cores Ci1 ; Ci2 that belong to the

same island Ll and tested concurrently at voltages Vj, the sum of their average power

consumption must not exceed the power limit Pl of the island. Variables ConcCi1Vj1Ci2Vj2
are extended in this step to include also cores that do not share a common bus, but belong

to the same island. This is modelled as follows:

ConcCi1VjCi2Vj ·
Nf∑
k=1

(SCi1VjFk · PCi1VjFk+

SCi2VjFk · PCi2VjFk) ≤ Pl (3.12)

Triplets or larger sets of tests are constructed depending on the number of cores of each

island. The linearization of (3.12) is similar to the linearization of (3.11).

Finally, if TST is the total test time of the SoC, the optimization objective of the ILP

model is the following:

Minimize: TST

Subject to: TST ≥ ENDCi;Vj ∀i ∈ [1; Nc]; j ∈ [1; Nv].

The complexity of the ILP formulation depends on constraint C-1T , which ensures the

highest number of relations. This number depends: (a) on the number of cores connected

to each bus; (b) on the number of di�erent islands that these cores belong to. Let \a" be

the highest number of cores connected to any bus. In the worst case, each of the a cores

belongs in a di�erent island, and each core has to be tested at all Nv voltage levels. Then

the complexity of constraint C-1T is O((Nv)
a +

(
a

a−1

)
· (Nv)

a−1 +
(

a
a−2

)
· (Nv)

a−2 + : : : ) =
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O((Nv)
a). Since C-1T is the most complex constraint, we conclude that in the worst case

the complexity of the ILP model is O((Nv)
a). In the extreme and unrealistic case that all

cores are connected to a single bus and also reside at di�erent islands, the complexity is

equal to O((Nv)
Nc). However, we have to note that in this case, a test scheduling method

is not really needed as all tests can be applied sequentially using the maximum bandwidth

of the channel.

3.3.6 Rectangle packing and simulated annealing test scheduling

approach

Even though ILP models can optimally solve NP-hard test-scheduling optimization prob-

lems [80], they do not scale well for large SoC designs. This limitation can be overcome

using a heuristic based on the Rectangle Packing (RP) approach. Speci�cally, each can-

didate test �CiVjFk is modelled as a rectangle RCiVjFk , with width equal to Fk and height

equal to �CiVjFk . Every bus is assigned a virtual bin with unlimited height and width

equal to Fmax (Fmax is the maximum frequency supported by the ATE channel). The

objective of the RP approach is to pack a predetermined set of rectangles into Q virtual

bins so that the occupied height in each bin is minimum. Recall that Q is the number of

the available TAM buses, while the overall occupied height in a virtual bin represents the

test time per TAM bus. Therefore, the maximum of the derived test times per TAM bus

is the TST.

By setting the width of each bin to Fmax, constraint C-1T is satis�ed, as rectangles

with aggregate frequency higher than the capacity of the bus cannot be placed in parallel

in the bin. Until the last part of Section 3.3.4 we temporarily ignore the power constraint

C-2. In order to ful�ll constraints C-3 and C-4, it su�ces to ensure that all the required

tests are applied to the cores using shift frequencies that do not violate the maximum shift

frequency at each voltage level. This set of tests corresponds to a set of rectangles with

speci�c dimensions, which are given as inputs to the RP algorithm. The packing of the

selected rectangles is based on the Bottom-Left (BL) rule [221], which keeps the overall

height in a bin, and thus the TST, as low as possible. In BL, each rectangle is placed at a

position that does not violate constraint C-5 and it minimizes the y-coordinate of the top

side of the rectangle. If there are several such valid positions, then we select the leftmost

position on the x-axis.

During a packing step, we go through each unpacked rectangle and each possible

placement of that rectangle in the virtual bin. Every rectangle-position pair is assigned a

score, which is related to the position of the rectangle in the bin. Speci�cally, the lower

the y-coordinate of the top side of the rectangle - position pair, the higher the score.

Then, we select the pair with the highest score, we place the selected rectangle to the

selected position, and we move to the next packing step. The procedure is completed

when all tests have been scheduled. Let us consider the following example.

Example 4. Let us again consider the SoC of Fig. 3.3, with voltage levels V1; V2; V3,
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Figure 3.6: Rectangle Packing Example.

and nominal scan frequencies at each one of them F1 = 200 MHz, F2 = 100 MHz and

F3 = 50 MHz, respectively. Let the tester provide the ATE CLK signal with frequency

200 MHz. The embedded table in Fig. 3.6(b) shows the test times per core at V1; V2; V3,

when the maximum rated shift frequency is used at each voltage level (dashes indicate

that the corresponding tests are omitted). Let us consider the following set of tests, which

use the maximum rated frequency per voltage level: sa = {�AV1F1 , �BV1F1 , �BV2F2 , �CV1F1 ,

�CV2F2 , �CV3F3 , �DV1F1 , �DV2F2 , �DV3F3}. This set constitutes a complete test for the SoC

at hand. Each one of these tests is modelled as a rectangle. For example, the candidate

test �CV3F3 is modelled as a rectangle with width equal to F3 = 50 MHz and height equal

to �CV3F3 = 340 time units. Bin V B1 corresponds to bus B1, and bin V B2 corresponds

to bus B2. Fig. 3.6(a) shows the test schedule produced by RP for the example SoC.

The x-axis of each bin presents the maximum shift frequency, which is 200 MHz for this

example, and the y-axis presents the test time, which is equal to 1048 for this particular

case. �

In the example presented above, we assumed that every test is applied using the

maximum rated shift frequency. Even though this is an intuitive decision to minimize the

test time, it is obvious from Fig. 3.6(a) that the available TAM bandwidth is underutilized,

due to the large blank spaces left by the RP approach. TDM can overcome this problem

by exploring also smaller frequencies. If some tests are applied at lower than the rated

shift frequencies, then the shapes of the corresponding rectangles change, and they may

better �t in the available area.

Example 5. Let us consider the following set of tests for the same SoC: sb = {�AV1F2 ,

�BV1F3 , �BV2F2 , �CV1F1 , �CV2F2 , �CV3F3 , �DV1F1 , �DV2F2 , �DV3F3}. Fig. 3.6(b) shows the test
schedule provided by RP for set sb. In this case, the test time has dropped by 21.5%

without any compromise on test quality. Even though the time for testing cores A, B at
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voltage V1 is increased 2 and 4 times respectively, the use of smaller frequencies permits

the better packing of the rectangles in the area of the virtual bin. We note that the blank

space was reduced 7 times as compared to Fig. 3.6(a). �

The di�erentiation between sa and sb lead us to the conclusion that the best frequency

for applying each test must be selected in order to minimize TST. One approach for

e�ective exploration of the space of available frequencies is Simulated Annealing (SA).

SA is a generic probabilistic metaheuristic that is able to locate a good approximation

to the global optimum of a given function in a large search space. It succeeds by slowly

decreasing the probability of accepting worse solutions as it explores the solution space

[224, 223].

Initially, we de�ne the search space for SA. This space is the complete set of tests that

can be applied in multi-Vdd testing of an SoC, when TDM is available. In particular, a

set of candidate tests �CiVjFk is formed per core - voltage pair, (Ci; Vj) by varying shift

frequency Fk. Let us again consider the same SoC as in the previous examples. Then,

S�CV1 , namely the set of candidate tests for testing core C at voltage setting V1, is de�ned

as S�CV1 = {�CV1F1 ; �CV1F2 ; �CV1F3}. Similarly, we construct every available set of core -

voltage pairs.

In order to ful�l Constraints C-3 and C-4, one test �CiVjFk should be selected from

each set S�Ci;Vj to form a complete set of tests to be scheduled later by RP. This set of

tests is referred to hereafter as the state of the SA. If Size(S�Ci;Vj) represents the number

of candidate tests in a set S�Ci;Vj , then NS =
Nc∏
i=1

Nv∏
j=1

Size(S�Ci;Vj) di�erent states can be

created. Note that the number NS can be very large. Even for the very small SoC of the

previous example, there are 648 possible set of tests or states and two of them are the

sets Sa and Sb reported earlier. Despite the large number of states, SA is able to explore

the search space e�ciently using metaheuristics.

When SA begins, an initial state sinit is generated, which includes from each set S�CiVj
the test with the maximum rated scan frequency. In this case, the length of each test

is minimum, so the derived state sinit, is a good candidate to o�er an adequate initial

TST that will enable the SA algorithm to move faster to the global optimum. The SA

algorithm proceeds with the generation of a neighbouring state s1 for state sinit, then a

neighbouring state s2 for state s1 etc.

To create a neighbouring state sp+1 for state sp, we consider that r randomly selected

candidate tests from state sp are substituted from new, di�erentiated candidate tests

taken from the correspondent sets S�CiVj . Then, the RP algorithm will undertake the

task to exploit any possible correlation among the tests in state sp+1. Even though it is

intuitive to select tests that run at high shift frequencies, TDM has shown that this is

not always justi�ed for minimizing the overall test time. Therefore, we consider that each

new candidate test �CiVjFk is selected randomly from the set S�CiVj , without excluding

the case of reusing the previously examined test con�guration.

The SA algorithm has an inherent dependence on a probability function, which de-

termines if a state s will be accepted. It is called "acceptance probability function",
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Figure 3.7: Power aware test scheduling using the SA-RP algorithm.

P (E(sp); E(sp+1); T ), and it depends on three variables: a) the energy function E(sp)

of the previous state sp, b) the energy function of the next state E(sp+1), and, c) the

temperature T . The energy function for state sp is simply the test time TST of the set

of the tests that comprise state sp. The temperature T is a variable that determines

the likelihood of accepting states that are inferior to the previous states. The accep-

tance probability function P (E(sp); E(sp+1); T ) of the SA algorithm is derived from the

Maxwell-Boltzmann distribution [225], and it is de�ned as follows

P (E(sp); E(sp+1); T ) =

{
1 if E(sp+1) < E(sp)

e−(E(sp+1)−E(sp))=T otherwise
(3.13)

The temperature T is calculated through the expression T = TInit · CR. TInit is the
initial temperature, while CR is the cooling rate (CR < 1) that we apply in order to

reach a �nal temperature TFinal, where TInit > TFinal. As shown by equation (3.13),

the probability with which SA accepts a worse solution decreases a) with time (cooling

process), and b) with the 'distance' between the new (worse) solution and the old one. A

new solution is always accepted if it is better than the previous one. When T reaches the

value of TFinal, the SA algorithm ends and the �nal state is considered as the one that

enables the RP algorithm to provide the lowest possible TST. Note that TInit and CR,

determine the maximum number of trial states examined, and thus the running time of

the algorithm. In this work, we have set TInit = 400, CR = 0:999 and TFinal = 0:001 for

our experiments.

In order to ensure that the average power consumption remains under certain bounds,

we invoke a checking process before the placement of a rectangle in its bin. Let STCiVj be
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the potential start time of test �CiVjFk . In order to con�rm that the period [STCiVj ; STCiVj+

�CiVjFk ] does not violate the power consumption limit of the island, we break it into small

intervals u1; u2; : : : uq, where u1 ∪ u2 ∪ · · · ∪ uq = [STCiVj ; STCiVj + �CiVjFk ]. To identify

every interval ur; r = 1; 2; : : : ; q, we search for scheduled tests that run on island Li and

they are starting or ending in the examined period. For each test that either starts or

ends in this period, the start and/or end time of this test de�nes a point in time that

a new interval begins. Each interval has a speci�c average power consumption, which

is equal to the aggregate average power consumption of all tests applied at cores of the

same island during this interval. The power consumption of test �CiVjFk is added to the

power consumption of each interval ur, and if the power consumption limit of the island

is violated, the period [STCiVj ; STCiVj + �CiVjFk ] is rejected for test �CiVjFk .

Example 6. Let us consider the test schedule in Fig. 3.6(b) of SoC of Fig. 3.3. We assume

that tests for core - voltage pairs, (C; V1); (C; V3); (B; V1) have been already scheduled and

the next candidate is the core-voltage pair (A; V1). The later should be scheduled so that

the power consumption in island L1 does not exceed an upper bound P1. To make a

decision about the ability to schedule the test under scope in the period shown by the

black rectangle in Fig. 3.7, the power consumptions Pu1 ; Pu2 ; Pu3 ; Pu4 in the time intervals

u1; u2; u3; u4 are calculated. if any of the above calculated power consumptions exceeds

the upper bound P1, the proposed period for the test of the core-voltage pair (A; V1)
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Figure 3.9: Flowchart of test scheduling using the greedy method.

is rejected. Otherwise, it is further evaluated according to the criteria of the SA-RP

algorithm. �

A ow diagram of the SA-RP method is given in Fig. 3.8. The worst-case time

complexity of the SA-RP method is O(F · N3
c · N3

v ), where F is a function of TInit, and

CR. Considering that Nv is usually a small constant number (it is equal to 4 and 6 in our

case study), the complexity can be set equal to O(F ·N3
c ). Parameter F determines the

number of states examined by the algorithm. Therefore, a high (low) number of states

examined increases (decreases) the value of F and the run time of the algorithm. It is

obvious that the complexity of the SA-RP method is much smaller than the complexity

of the ILP method. Therefore, it scales better than ILP. As we show in section 4.3, it

also gives very good results, which are comparable to those o�ered by the ILP method.

3.3.7 Test scheduling based on greedy heuristic

The computational cost of the test scheduling method based on Rectangle Packing and

Simulated Annealing, in terms of time and resources, is acceptable for medium to very

large SoCs. However, there are cases that fast estimation is required at early design

phases, or very limited computational resources and/or time margins are available to

e�ectively run the simulated annealing optimization method. To deal with such cases, we

present a test scheduling method based on rectangle packing and a greedy heuristic.

In contrast to the Simulated Annealing method, the greedy approach invokes the
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RP only once. Initially we generate the sets S�CiVj for every core Ci - voltage Vj pair.

Recall that each set S�CiVj consists of the rectangles RCiVjFk ; RCiVjFk+1
: : : where only

Fk; Fk+1; : : : can be used at voltage Vj. Then, we go through each rectangle and each

possible placement of that rectangle in the selected virtual bin. Every rectangle-position

pair is assigned a score. Then, we select the pair with the highest score, we place the

selected rectangle at the selected position, we remove the set of the selected test and we

move to the next packing step. This process is completed when one rectangle per set has

been scheduled.

The packing and the score calculation are based on the Best-Area-Fit (BAF) policy.

In BAF, we place each rectangle to the position that ful�ls the following criteria (a)

limitations set by constraints C-2, C-5 are not violated, and (b) the occupied area in

the rectangle with lower left corner in bin (0; 0) and upper right corner (xmax; ymax) is

maximized (xmax is equal to bin width and ymax is equal to the highest available y-

coordinate among the already placed rectangles and the rectangle to be placed). If there

are several such valid positions, then we follow a third criterion (c): we select the position

that causes the least fragmentation of the area under scope. Speci�cally, we calculate

the total occupied area in the bin. Then, we divide it by the area of the box speci�ed in

criterion (b).

Fig. 3.9b shows the test schedule generated by the Greedy (GRD) method on the SoC

of the previous examples. It is obvious that the greedy approach packs very e�ectively

the tests at the beginning (see bottom of the bin), but fails at the later stages (see top of

the bin). This is a typical behaviour of the greedy algorithm, which focuses on the local

rather than the global optimization each time. The greedy method is described in Fig.

3.9(a) and it has worst-case time complexity equal to O(N3
c ).

3.4 Multi-site test optimization for multi-Vdd SoCs using space- and

time- division multiplexing

3.4.1 Introduction

Multi-site testing (Fig. 3.10) exploits the available ATE channels to concurrently test

multiple chips; therefore, in this case the minimization of the time needed for testing a

single chip is not the primary optimization factor [107]. Instead, e�cient exploitation of

the ATE channels to increase the number of SoC copies that are tested in parallel is more

bene�cial for an entire production batch of SoCs [108]. The number of SoCs that can be

tested in parallel depends, among other parameters, on the availability of ATE channels

[96, 97, 100]. For a �xed number of ATE channels, a dual objective must be pursued

to optimize multi-site testing, namely the minimization of the number of ATE channels

needed per SoC and the minimization of the test time per chip. Broadcasting of test data

through the same ATE channels to multiple devices is usually avoided because defective

dies may corrupt the test results of good dies.
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Figure 3.10: Multisite testing [227].
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Figure 3.11: Comparisons between TDM and non-TDM scheme.

In order to facilitate e�cient multi-site testing, various techniques focus on the opti-

mization of TAM width [108] - [110]. Other techniques reduce the SoC test length through

optimization of test scheduling [87], [111] - [113]. Even at the core level, numerous test-

resource- partitioning techniques minimize test data volume, test time and the number of

ATE channels [106]. Any further reduction in the number of ATE channels to facilitate a

higher multi-site e�ciency would make the test length per chip to step up in a conversely

proportional way, eliminating, thus, any gains due to increased parallelism [108].

We �rst show that multi-core/multi-Vdd SoCs o�er increased potential for parallelism,

provided that TDM is employed, and a suitable TAM width is used. Speci�cally, we show

that TDM is especially e�ective for small-bit-width and heavily loaded TAMs, thereby

tangibly increasing the e�ectiveness of multi-site testing. However, inherent limitations of

TDM do not allow the fullest possible exploitation of TAM bandwidth. To overcome these

limitations, we propose Space-Division-Multiplexing (SDM), which complements TDM.

STDM is a uni�ed solution for multi-core/multi-Vdd SoCs that combines SDM and TDM

and o�ers very high multi-site test e�ciency. It is implemented using a modi�ed version

of the SA-RP.
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3.4.2 Motivation

TDM is very e�ective for single-site testing as it minimizes the test time per chip. However,

multi-site testing is widely employed in large production lines as it is more e�cient than

single-site testing [96, 97, 100]. For a given set of ATE channels, the degree of parallelism

in multi-site testing is based on the number of ATE channels used per SoC. Therefore,

minimization of the number of ATE channels required per SoC directly leads to the

maximization of the number of sites tested under certain bounds set by the number of

sockets available (in �nal testing) or by probe card limitations (in wafer testing) within

the constraints of the tester load board.

Test data compression, TAM optimization, and test scheduling optimization are used

synergistically to reduce both the test length and the required number of ATE chan-

nels. Any attempt to further reduce the size of the TAM beyond this point would only

lengthen proportionally test time, thus cancelling any parallelization bene�ts [108]. TDM

overcomes this limitation by exploiting the bandwidth of the ATE channels that is left

unutilized due to the low shift frequencies used at the lower voltage settings. However,

the e�ciency of TDM depends on the availability of tests that can be concurrently ex-

ecuted using the same TAM resource. Note that multiple islands and voltage settings

impose many constraints that restrict the set of tests that can be concurrently applied

[112]. Therefore, in order to boost the performance of TDM, each TAM resource must be

connected to a su�ciently large number of cores. Despite being counterintuitive, this un-

conventional technique is very e�ective in TDM, as it increases the likelihood that tests

can be applied in parallel. Conventional test scheduling techniques, which apply tests

in a sequential manner, avoid heavily loaded TAM resources, because they prolong test

application time.

In order to highlight this trend, we run simulations using an industrial SoC described

in section 4.3. We simulated three di�erent bus architectures for this SoC with one,

two and three identical (in size) buses. In the three-buses con�guration, each bus was

connected to an appropriately selected subset of cores such that the test-time-load for each

bus was almost the same. The load of every bus was calculated as the aggregate time of

the tests for the cores connected to the bus. The two-bus con�guration was generated

from the three-bus con�guration by removing one randomly selected bus. The set of cores

connected to this bus was partitioned into two subsets, such that the aggregate time of

the tests for the cores in each subset was almost the same. The cores of one subset were

connected to one of the two remaining buses, and the cores of the other subset were

connected to the second bus.

Fig. 3.11 presents a comparison between TDM and the test scheduling method of

[112] that is also suitable for DVFS-based SoCs with multiple voltage islands (denoted

as non-TDM hereafter). The x-axis presents the three con�gurations, where each bus

consists of L TAM lines, and the y-axis presents the test time per device (bus widths and

test times are given in normalized units to hide con�dential information about this SoC).

As we decrease the TAM width, the non-TDM approach worsens considerably in terms
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Figure 3.12: An example TAM for core wrappers with di�erent WPP widths.

of test time. When the two buses are merged into one, the test time almost doubles, thus

o�ering no gain in multi-site e�ciency. In contrast, the test time for the TDM approach

increases only slightly as we reduce the number of buses, up to 14.5% per device in the

worst case. At the same time, TDM leads to a considerable increase in the number of

sites that can be tested in parallel.

Unfortunately, much of the available TAM bandwidth cannot be exploited by TDM,

due to the large number of constraints in multi-core/multi-Vdd SoCs that prevent tests

from being applied in parallel. In addition, as it is illustrated in Fig. 3.12 it is possible

that di�erent cores in an SoC will have di�erent WPPs widths. This may happen when

hard IP cores are embedded into the SoC or when test decompressors are employed that

impose the use of a speci�c number of inputs channels to provide optimal results (e.g.,

linear based decompressors fed by external channels in a continuous ow manner [226]).

Any bus lines left unutilized by a core cannot be exploited unless fork and join techniques

are employed, which introduce additional constraints and increased routing overhead.

In order to overcome these limitations, we propose a new DFT architecture, which is

referred to as SDM. SDM complements TDM and o�ers a uni�ed approach for testing

multi-core/multi-Vdd SoCs.

3.4.3 Space-division multiplexing

The objective of SDM, is twofold: (a) enable the use of narrow TAMs to increase multi-

site e�ciency; (b) overcome mismatch between the WPP size and the size of the bus, and

increase the parallelization e�ciency of TDM. SDM inserts an interface between the bus

and the wrapper whenever their widths do not match. Using SDM, a wide (narrow) bus

can be e�ciently used to serve a narrow (wide) wrapper interface.

The basic concept of SDM is as follows. Test data at the input of the wrapper are
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Figure 3.13: An example SoC with a wrapped core that has WPP width less than the

TAM bus width using the TDM scheme.
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88



�rst latched and when they match the width of WPP, they are shifted into the wrapper.

SDM considers two cases: when the bus is (a) wider, and (b) narrower than the WPP.

In the �rst case, the test data are latched into an interface register in one clock cycle,

and then they are disaggregated and loaded into the wrapper in multiple cycles. In the

second case, the test data are latched into the register in multiple cycles, and when they

match the width of the WPP, they are transferred to the core in a single cycle.

Example 1. Fig. 3.13c depicts an example multi-Vdd SoC with two embedded cores, A

and B, that have WPP sizes equal to 8 and 4 bits respectively and an 8-bit TAM bus. We

consider that cores A and B are tested in three voltage settings V1; V2; V3. Let the tester

provide the ATE CLK signal and the test data with frequency F . Let the maximum

scan frequencies at voltage settings V1; V2; V3 be F; F=2 and F=4, respectively. Two cyclic

registers, RA and RB, are responsible to divide the ATE CLK signal and feed the cores

with the required clock signal at each voltage setting. The test data are multiplexed

/ demultiplexed according to the TDM scheme presented in section 3.3.3. At voltage

setting V2, all cores must be loaded using frequency F=2 or lower, when the the test bus

supports a maximum shift frequency F . Core A receives the full bandwidth at F=2 since

the width of the wrapper exactly matches the width of the bus. However, Core B, as

shown in 3.13c, can exploit test data only from the half bit-lines of the bus, while the

data in the remaining bit-lines become useless. This is illustrated in Fig. 3.13a. Fig.

3.13b demonstrates how the test data for Cores A and B are multiplexed in the TAM bus,

when the applied voltage setting and scan frequency for each core is equal to V2 and F=2

correspondingly.

Fig. 3.14c illustrates again the SoC of the previous example (Fig. 3.13c), but in this

case an SDM interface has been added to support the TAM bus to load test data in core

B. As shown in Fig. 3.14c, the bus is loaded with 8 bits for core B at frequency F=4, and

the WPP of core B with 4 bits at frequency F=2 via an interface provided by the SDM

method. Therefore SDM, instead of using the half of the bus at frequency F=2, uses the

complete bus at frequency F=4 and the test length remains the same. Fig. 3.13b and

3.14b illustrates the exploitation of the TAM bandwidth when TDM and STDM are used

respectively for testing cores A and B at voltage setting V2 and scan frequency F=2. As

shown, in the STDM case, we gain a free slot in the bus for multiplexing test data of an

additional core using scan frequency equal to F=4. �

Example 2. Fig. 3.15c depicts another example multi-Vdd SoC with two embedded

cores, A and B, that have WPP sizes equal to 8 and 16 bits respectively. We consider again

that cores A and B are tested in three voltage settings V1; V2; V3 and the tester provide

the ATE CLK signal and the test data with frequency F . The maximum scan frequencies

at voltage settings V1; V2; V3 are also considered to be F; F=2 and F=4, respectively. Two

cyclic registers, RA and RB, are responsible to divide the ATE CLK signal and feed the

cores with the required clock signal at each voltage setting. The test data are multiplexed

/ demultiplexed according to the TDM scheme presented in section 3.3.3. At voltage

setting V2, all cores must be loaded using frequency F=2 or lower, when the the test bus
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Figure 3.15: An example SoC with a wrapped core that has WPP width greater than the

TAM bus width using the TDM scheme.

supports a maximum shift frequency F . As shown in Fig. 3.15b, when the test data are

loaded using the TDM scheme, the size of the TAM bus must be 16 bits wide since it is

not provided any mechanism able to support wrappers with size of WPP greater than the

bus width. Thus, this case is similar to the one in example 1.

When SDM is applied along with the TDM, an interface mechanism undertakes the

task to perform the required matching between the TAM bus and the WPP of the core

B wrapper. Then, as shown in Fig. 3.16c, the size of the TAM bus can remain to 8 bits.

However, as shown in Fig. 3.16a and Fig. 3.16b, the frequency for loading the TAM bus

with test data related to core B increases to F in order to keep the frequency for loading

the wrapper of core B at F=2. �

In Case (a) the bus transfers test data at a faster rate than the wrapper can consume.

SDM eliminates this gap by enabling low frequency to transmit test data over the bus,

and high frequency to transfer the data to the core. Therefore, TAM channels, which

would otherwise be left unutilized, are used to reduce the frequency at which test data

are transported through the TAM. If TDM is combined with SDM, it can exploit the

released frequency to pack more tests in parallel. In other words, STDM reduces test

time further, by trading-o� the number of ATE channels with the frequency at which test

data is transferred. In Case (b), the bus is able to transfer data at a slower rate than the

wrapper can consume. In this case, SDM o�ers the means to increase the frequency at

which test data are transferred over the bus in order to shorten the test length.

Example 3. Fig. 3.17 depicts an SoC with 3 wrapped cores, A, B, C, and WPP sizes

equal to 8, 4, 16 bits for each core respectively. Let the size of the bus be 8 bits and the

maximum scan frequencies at voltage settings V1; V2; V3 be F; F=2 and F=4, respectively.
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Figure 3.16: An example SoC with a wrapped core that has WPP width greater than the

TAM bus width using the STDM scheme.
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At V2, all cores must be loaded using frequency F=2 or lower. Core A receives the full

bandwidth at F=2 since the width of the wrapper exactly matches the width of the bus.

In the case of Core B, the bus is loaded with 8 bits at frequency F=4, and the WPP with

4 bits at frequency F=2. Therefore, instead of using the half of the bus at frequency F=2,

SDM uses the complete bus at frequency F=4 and the test length remains the same. In

case of Core C, the frequency for loading the bus increases to F , while the frequency for

loading the wrapper remains at F=2. As a result the test length is reduced by half. �

SDM complements TDM, and the uni�ed STDM scheme fully utilizes the available

capacity of the ATE channels. STDM not only exploits unutilized TAM lines, but it also

o�ers high multi-site e�ciency even when there are no unutilized TAM lines. This is

accomplished by enabling the use of buses that are narrower than the wrappers, with a

small additional overhead in test time per device.

The block diagram of STDM for the example SoC is shown in Fig. 3.17. Every core

is assigned a small set of registers and a small amount of control logic (not shown in Fig.

3.17 for simplicity and because the hardware overhead is negligible). Three di�erent types

of registers are involved:

Interface Register IR: It stores test data from the bus and loads test data into

WPP (used only for Core B and Core C that need WPP width adjustment). For Core B,

IRB is 8-bits long and it is loaded in one clock cycle from the bus. The most and least

signi�cant nibbles of IRB are multiplexed at the output of register IRB and they load

WPP in two clock cycles. Register IRC is 16-bits long; it is loaded in two clock cycles

from the bus, and it loads the 16-bit WPP of core C in a single clock cycle.

Bus Control Register BCR: This circular register divides the ATE clock according

to a pre-loaded pattern. As the pattern rotates inside BCR, the rightmost cell receives

periodically the value of `1' and triggers the loading of the data from the bus directly into

WPP (Core A) or into IR (Cores B, C).

Wrapper Control Register WCR: This is similar to BCR and triggers the loading

of IR into the wrapper.

Example 4. ATE CLK, SDM- and TDM- register-oriented and TAM bus waveforms

for example 3 are illustrated in Fig. 3.18. Let the frequency of the ATE clock for the SoC

of Fig. 3.17 be F . Core A is shifted using frequency F=2, as the pattern loaded into BCRA

triggers CLKA every two clock cycles. Register IRB is loaded with frequency F=4 from

the bus. Note that BCRB triggers IRB once every four ATE clock cycles. The register

IRB transfers data to the WPP with frequency F=2. Note that WCRB, which controls

the loading of IRB into the WPP, triggers the wrapper once every two clock cycles.

Finally, register IRC is loaded with frequency F=4 from the bus | BCRC triggers IRC

once every four ATE clock cycles. Register IRC loads the WPP with frequency F=8. The

patterns loaded into BCRA; BCRB; BCRC have no-overlapping values of `1' to ensure

mutually exclusive use of the bus. �
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(Fig.3.17), when STDM is used.

3.4.4 Test scheduling method

We consider a multi-core SoC with I islands L1; : : : ; LI , N wrapped cores C1; : : : ; CN

(N ≥ I), andM voltage levels V1; : : : ; VM sorted in descending order (i.e., V1 > · · · > VM).

Each core (and island) may be tested at all or at a subset of these voltage levels, using

one out of S independent buses B1; : : : ; BS. Each voltage level Vm is associated with one

shift frequency Fm that is the maximum rated frequency that can be used for shifting test

data at Vm. Note that frequency Fm may di�er from core to core and island to island, and

it is usually quantized to a pre-speci�ed set of frequencies. Overall we assume that M

di�erent shift frequencies F1 > · · · > FM are supported, and every core with maximum

(quantized) shift frequency equal to Fm at voltage Vm can use any of the frequencies

Fm; Fm+1; : : : ; FM for loading test data.

Let �Cj ;Vm;Fi be the test time needed to test core Cj at voltage Vm using shift frequency

Fi (i ≥ m, where Fm is the highest shift frequency at Vm). �Cj ;Vm;Fi depends on the

wrapper depth, WD(Cj), on the number TP (Cj; Vm) of test patterns applied at Vm, and

on Fi. When the WPP widthW is equal to the size B of the bus, �Cj ;Vm;Fi is approximated

using the formula

�Cj ;Vm;Fi = TP (Cj; Vm) ·WD(Cj)=Fi (3.14)

When the ratio k = B=W of core Cj is equal to 2; 3; : : : or 1=2; 1=3; : : : ), SDM is
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employed, and the test time when the bus is used at frequency Fi is equal to

�Cj ;Vm;Fi = TP (Cj; Vm) ·WD(Cj)=(k · Fi): (3.15)

The frequency for shifting test data into the core is equal to k ·Fi, therefore, only the
values of i that ful�l the relation k · Fi ≤ Fm are used.

Every frequency Fi used for shifting test data into core Cj at any voltage level Vm
de�nes an alternative test, which has a unique length and frequency allocation on the bus.

The TDM algorithm selects and schedules the best one for every core-voltage pair, based

on the available resources and the inter-core constraints. We have developed a heuristic

based on RP and SA. Each test with test time �Cj ;Vm;Fi is modelled as a rectangle with

height equal to �Cj ;Vm;Fi and width equal to Fi. Next, a sequence s of such rectangles, one

for every core-voltage pair, is packed into Q virtual bins (Q is the number of buses), so

that the overall height, i.e. test schedule length TL, is minimum. Each virtual bin has

width equal to F1, which corresponds to the maximum supported scan frequency used for

shifting test data.

The heuristic used to implement the packing is based on the Bottom-Left rule [221].

We place each rectangle to the position that (a) ful�lls the Multi-Vdd testing constraints

posed in [95], (b) the y-coordinate of the top side of the rectangle is the smallest. If there

are several such valid positions, we select the one that has the smallest x-coordinate value.
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The RP method is combined with an SA heuristic to further optimize its performance.

SA uses as energy function E(s), the test schedule length produced by RP. To select the

next state in the SA, r randomly selected tests from the current list of scheduled tests are

substituted so that a new acceptable schedule of tests can be created. The SA acceptance

probability function is derived from the Maxwell-Boltzmann distribution [224]. Both the

initial SA temperature Tinit and cooling rate CR are empirically de�ned to be a constant

value. The owchart of the proposed method is given in Fig. 3.19.

Example 3. Fig. 3.20 shows the TDM and STDM test schedules for the SoC shown in

Fig. 3.17. The x-axis of each bin presents the maximum shift frequency of 200 MHz, and

the y-axis presents the test time. The maximum rated shift frequency at V1; V2; V3 is equal

to 200, 100 and 50 MHz respectively. The test times at V1; V2; V3 using the maximum

rated shift frequency at each voltage setting are shown in the embedded table. The test

times at V1; V2; V3 using lower shift frequencies can be derived directly from this table.

For example, the test time of Core A at V1 is 60x1, 60x2 and 60x4 units when 200, 100

and 50 MHz frequency is used respectively. In the TDM case all cores use 200 MHz at

voltage level V1 (all rectangles extend to the full width of the x-axis). At voltage levels

V2; V3, Core B uses 100 MHz and 50 MHz respectively. At the same voltage levels Core

C uses 50 MHz and 25 MHz respectively. In STDM, the tests for Core A retain the

same characteristics at V2 and V3, while at V1, the test data are shifted in half of the

frequency that was used in TDM. The height of the rectangle is double and the width is

half compared to that of TDM. In the case of Core B where width adjustment is used,

all tests retain the same time with TDM, even at half the frequency (same height at half

the width). In the case of Core C, the frequency used for shifting the test data into the

WPP is equal to 50 MHz in all cases, and the frequency for loading the IRC from the bus

is equal to 100 MHz. It is obvious that STDM exploits many di�erent options for sharing

the bus and thus it better exploits the bandwidth provided by the ATE. �

3.5 A branch-&-bound test access mechanism optimization method

for multi-Vdd SoCs

3.5.1 Introduction

In this work, we propose a Branch-&-Bound (B-&-B) technique to optimize the TAM

for minimizing test-time when TDM is used to schedule tests. The proposed technique

exploits some unique properties of TDM to set a strict, computationally simple and ac-

curate bounding criterion that enables the B-&-B algorithm to rapidly prune the vast

majority of the ine�ective TAM con�gurations. In addition, a fast greedy test-scheduling

approach is adopted to evaluate and identify the most e�ective con�gurations. The use

of the greedy approach is justi�ed by its high correlation (in evaluating TAM designs)

with the very e�ective (but much slower) simulated annealing approach (section 3.3.6).

For very large SoCs a global TAM distribution approach is proposed, which optimally
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Figure 3.20: TDM and STDM test schedules.

distributes the TAM lines into multiple SoC areas. To the best of our knowledge, this is

the �rst TAM optimization approach that takes into account the unique characteristics

of multi-Vdd SoCs and the bene�ts of the highly e�ective TDM approach, and o�ers a

complete solution to the test-scheduling problem for multi-Vdd SoCs.

The organization of the section is as follows. In section 3.5.2 we motivate this work.

section 3.5.3 presents the lower-bound analysis and section 3.5.3 describes the Branch-

&-Bound algorithm. Section 3.5.4 presents the global TAM distribution method for very

large SoCs.

3.5.2 Motivation

It has been shown in section 3.3 that, independent of the TAM structure of the SoC, the

best strategy for testing multi-Vdd SoCs is to adopt TDM for test scheduling. However, in

order to maximize the bene�ts o�ered by TDM, the underlying TAM should be tailored

to TDM. To motivate this work and show how important the TAM con�guration is when

TDM is adopted, we used TDM to schedule the tests for two industrial SoCs [231], SoC-A

and SoC-B, for di�erent TAM con�gurations. Both SoCs consist of digital cores and are

targeted for portable wireless applications. They are extremely power conscious, and they

have various programmable levels of power control, either through external power supply

control or through internal settings. SoC-A has 4 voltage islands IA1 ; I
A
2 ; I

A
3 ; I

A
4 , 9 cores
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Vdd IA1 IA2 IA3 IA4
level CA

1 Fm CA
2 CA

3 CA
4 Fm CA

5 CA
6 CA

7 CA
8 Fm CA

9 Fm

V1 300 266 60 128 262 200 N/A N/A 128 600 133 55 200

V2 500 200 95 220 500 100 475 375 170 950 100 N/A N/A

V3 800 100 160 340 700 50 800 600 300 1600 50 N/A N/A

V4 1600 50 N/A N/A N/A N/A 1600 1200 600 3200 25 N/A N/A

Table 3.2: SoC-A Test Times (in Normalized Time Units) At Maximum Scan Frequencies

Fm (In MHz) [231].

CA
1 ; : : : ; C

A
9 and 124 clock domains. SoC-B has 7 voltage islands IB1 ; : : : ; I

B
7 , 15 cores

CB
1 ; : : : ; C

B
15 and 225 clock domains. SoC-A can be set to up to 4 voltage settings, while

SoC-B can be set to up to 6 voltage settings. Table 3.2 presents the minimum testing

times for all cores CA
i of SoC-A at the various voltage levels Vj. Correspondingly, tables

3.3 and 3.4 present the minimum testing times for all cores CB
i of SoC-B at the various

voltage levels Vj. The test data for the cores are grouped into columns according to the

island they belong to. The test times are calculated using the maximum scan frequencies,

denoted as 'Fm', that do not cause scan chain timing violations at any core for shifting at

the corresponding voltage level (they are presented in normalized time units, so as not to

reveal con�dential data). The maximum scan frequencies are presented in the last column

of each island (they are reported in MHz and they are di�erent for every voltage setting

and every island). The entries denoted as 'N/A' correspond to cores that either do not

operate at the respective voltage settings or they are not tested at these voltage settings.

For SoC-A, we generated 37,000 di�erent random TAM con�gurations, assuming in all

cases the same number of ATE channels. In these con�gurations, we varied the number

of buses, their size, and the assignments of cores to buses, and for every con�guration

we applied the TDM scheme to optimize the test time. The minimum test times found

(in normalized time units) in all these cases were in the range [4K, 90K] with average

test time � = 24K and standard deviation � = 15K (1K=103). We repeated the same

experiment for SoC-B that is larger than SoC-A, and we applied the TDM-based test-

scheduling method on 4.3 million di�erent random con�gurations by varying the same

parameters (again the number of ATE channels was the same in all cases). The minimum

test times for SoC-B were found in the range [10K, 330K] as shown in Fig. 3.21, with

� = 85K and � = 45K.

It is obvious that TDM alone cannot minimize the test time unless the TAM is also op-

timized. However, the identi�cation of an optimal TAM con�guration among millions of

possible con�gurations is a very di�cult problem. Moreover, the complexity of scheduling

tests for multi-Vdd SoCs [88] makes it impractical to optimize both the TAM con�guration

and the test schedule at the same time. Besides area and routing constraints, which are

similar in both single-Vdd and multi-Vdd SoCs, single-Vdd TAM optimization methods do

not take into account the speci�c constraints and limitations of multi-Vdd SoCs [88] and
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Vdd IB1 IB2 IB3
level CB

1 CB
2 Fm CB

3 CB
4 CB

5 Fm CB
6 CB

7 CB
8 Fm

V1 900 300 400 700 100 550 200 N/A 188 600 266

V2 1200 396 300 1400 200 1100 100 475 370 950 200

V3 1350 450 266 2800 400 2200 50 700 500 1600 100

V4 1800 600 200 N/A N/A N/A N/A 1400 1000 3200 50

V5 3600 N/A 100 N/A N/A N/A N/A N/A N/A N/A N/A

V6 7200 N/A 50 N/A N/A N/A N/A N/A N/A N/A N/A

Table 3.3: SoC-B Test Times (in Normalized Time Units) At Maximum Scan Frequencies

Fm (in MHz) [231].

Vdd IB4 IB5 IB6 IB7
level CB

9 CB
10 Fm CB

11 CB
12 Fm CB

13 CB
14 Fm CB

15 Fm

V1 700 N/A 200 N/A 165 300 500 125 200 1300 200

V2 924 198 150 900 192 200 N/A N/A N/A N/A N/A

V3 1050 225 133 N/A 250 150 N/A N/A N/A N/A N/A

V4 1400 300 100 N/A 500 75 N/A N/A N/A N/A N/A

V5 2800 N/A 50 N/A 1000 38 N/A N/A N/A N/A N/A

V6 5600 N/A 25 N/A N/A N/A N/A N/A N/A N/A N/A

Table 3.4: SoC-B Test Times (in Normalized Time Units) At Maximum Scan Frequencies

Fm (in MHz) [231].

they do not exploit the bene�ts of TDM. ILP approaches that have been traditionally

used for TAM optimization of single-Vdd SoCs are not suitable for the joint optimization

of the TAM structure and test-scheduling for the multi-Vdd SoCs. As it was shown in

section 3.3.5, even for the single task of optimizing the test schedule on a pre-determined

TAM structure, ILP requires a prohibitively large number of constraints. Therefore, it

is impractical to use ILP modeling to optimize both the test schedule and the TAM

structure at the same time, whereas LP-relaxation and branch-and-bound pruning have

been already shown to give much inferior results [88]. We propose the �rst TAM opti-

mization method for multi-Vdd SoCs that employ the TDM test mechanism. The main

contributions of this work are:

1. We derive a closed-form equation to compute the lower bound on the test time using

TDM for any given TAM con�guration.

2. We propose a branch-&-bound approach with a very strict bounding criterion that

rapidly prunes the vast majority of the ine�ective TAM con�gurations and quickly

identi�es the most e�ective ones. This innovative bounding criterion captures the

bene�cial properties of TDM and it systematically estimates the e�ectiveness of
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Figure 3.21: Variations in test time of the industrial SoC-B due to TAM con�guration.

TDM for any TAM design without actually applying the TDM-based test scheduling

algorithm.

3. We show that by evaluating the TAM con�gurations in a speci�c order, the lower

bound becomes an even more e�cient bounding criterion that prunes more than

99% of the possible TAM con�gurations.

4. For evaluating the TAM con�gurations that are not pruned by the bounding crite-

rion, we show that a fast greedy test-scheduling approach is equally e�ective as the

slow SA-RP method.

5. For very large SoCs we propose a global distribution scheme, which distributes the

TAM lines into multiple areas, and it optimizes the TAM structure at each area

separately.

3.5.3 Lower-Bound Analysis

We consider a multi-core SoC with NI voltage islands L1; : : : ; LNI
, Nc wrapped cores

C1; : : : ; CNc , Nv voltage levels V1; : : : ; VNv sorted in descending order (i.e., V1 > · · · > VNv)

and NATE tester channels. The TAM consists of Nq test buses B1; :::; BNq with sizes (in bit

lines) equal to BS1; :::; BSNq respectively (BS1+ · · ·+BSNq ≤ NATE). Each core is tested

at a subset of the Nv voltage levels. At each voltage Vj there is a maximum frequency

Fmax
i;j that can be used for shifting test data into core Ci (as the voltage level reduces, the
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maximum shift frequency reduces and the test time increases). Fmax
i;j di�ers from core to

core; thus it is quantized to a pre-speci�ed set of Nf frequencies F1 > · · · > FNf
supported

by TDM. Every core Ci with maximum (quantized) frequency Fmax
i;j can use frequencies

Fm; Fm+1; : : : ; FNf
that are lower or equal to Fmax

i;j .

The time required for testing core Ci at voltage Vj using shift frequency Fk is equal

to �CiVjFk and it depends on the scan chain-wrapper depth, WDCi , the number of test

patterns applied TPCi;Vj , and the shift frequency Fk, according to the equation (in large

SoCs capture cycles can be ignored)

�CiVjFk = TPCi;Vj ·
WDCi

Fk
(3.16)

For the shake of simplicity in the mathematical analysis, we assume that the wrapper

and the internal scan chains of the core are exible and there is no embedded compression

mechanism. Therefore, when the size of the bus of core Ci increases (decreases) the test

time �CiVjFmax
i;j

decreases (increases) proportionally. In addition, when the shift frequency

Fk increases (decreases) the test time decreases (increases) proportionally.

When test compression is employed, the test time depends on the number of input

channels of the decompressor, and the number of clock cycles needed to load each test

pattern into the core. Di�erent bus con�gurations correspond to di�erent con�gurations

of the decompressor. Therefore, the inverse proportional relationship between the number

of input channels and the time for shifting test data into the core does not necessarily

hold in all cases. Nevertheless, the exact same analysis holds for cores with or without

compression, with the only di�erence being the way test time is calculated for the various

bus and/or decompressor con�gurations.

A low bound LB(1) on the test time of a multi-Vdd SoC for a speci�c TAM con�guration

can be calculated if we assume that: a) every bus transfers test data with in�nite shift

frequency, and b) every core Ci tested at Vj uses the maximum frequency Fmax
i;j permitted

by Vj. Both assumptions imply that the bus frequency is as high as it is required for all

cores connected to that bus to be tested concurrently at their maximum shift frequencies.

Even though most realistic SoCs will not meet these conditions, they are valid for lower-

bound analysis as they model the ideal conditions under which the test time is minimized

(test time cannot drop below this value without test coverage loss). Therefore, they can

be justi�ably used for any SoC.

The minimum time �min
LlVj

needed for testing all cores in voltage island Ll at voltage Vj
is the maximum among the individual test times for any of its cores, that is

�min
LlVj
≥ max

Ci∈Ll
{�CiVjFmax

i;j
} (3.17)

Every voltage island Ll is tested at a subset V S
Ll
of the voltage levels. Thus, �min

Ll
for

Ll is the sum of the minimum test times at every voltage of V S
Ll
:

�min
Ll

=
∑

Vj∈V S
Ll

�min
LlVj
≥
∑

Vj∈V S
Ll

max
Ci∈Ll
{�CiVjFmax

i;j
} (3.18)
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The low bound LB(1) on test time at the SoC level equals the highest among the

minimum time required for testing any one of its voltage islands:

LB(1) = max{�min
L1

; �min
L2

: : : �min
LNI
} (3.19)

The minimum test time of the SoC, �min
SoC , is always higher than LB(1), because the

assumption that an in�nite frequency can be used at each bus to shift test data into

the cores cannot be achieved in practice. However, there are many cases that the shift

frequencies used at the core level are much lower than the TAM frequency used at the

SoC level due to voltage related and scan-chain related constraints. In these cases the

assumption becomes more realistic, and �min
SoC approaches LB(1). In the rest of the cases

where the TAM frequency is not very high, the assumption becomes less realistic and

LB(1) is much lower than �min
SoC .

Example 7. Let us again consider the SoC of Fig. 3.1, with voltage levels V1; V2; V3, and

nominal scan frequencies at each one of them F , F=2 and F=4, respectively. Let the tester

provide the ATE CLK signal with unlimited frequency. The embedded table in Fig. 3.22

shows the test times per core at V1; V2; V3, when the maximum rated shift frequency is

used at each voltage level (dashes indicate that the corresponding tests are omitted). As

shown, the minimum time needed for testing cores A, B in voltage island L1 is equal to

the test time required for testing core A in voltage levels V1; V2; V3, namely 715 time units.

The minimum time needed for testing core C in voltage island L2 is 688 time units. Since

islands L1; L2 can be tested in parallel, the minimum test time for testing the whole SoC

is equal to the test time of the island with the maximum test time, namely the test time

of island L1, which is equal to 715 time units. �

In order to estimate a low bound which is closer to �min
SoC for those cases, we follow a

di�erent approach. Let us consider bus Bm and a number of cores Cm
1 ; C

m
2 ; : : : connected

to this bus. Then, the minimum time Tmin
Bm

required to schedule the tests of all the cores

connected to Bm is given by the following relation

�min
Bm
≥
∑
i;j

�Cm
i VjFATE (3.20)

where �Cm
i VjFATE is the time required for testing core Cm

i at voltage level Vj using the

highest shift frequency FATE supported by the bus. We note that this formula is true

even when the shift frequency FATE is not supported by Cm
i at voltage level Vj because

FATE ≥ Fmax
i;j and thus �Cm

i VjFATE ≤ �Cm
i VjFmax

i;j
.

Intuitively, relation (3.20) provides the minimum time for each bus when the full

bandwidth of the bus is exploited. For example, all the rectangles in Fig. 3.2 would be

deployed to the full width of the bin, with a proportional reduction of their height (we

remind that the area of every rectangle is constant and it does not depend on the shift

frequency). If every test occupied the full width of the bin all tests would be scheduled

sequentially leaving no empty space in the bin. In that way the test time would be

minimum. Even though this is not a realistic scenario due to the low shift frequency
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Figure 3.22: Lower bound calculation in an example SoC.

imposed by scan-chain-timing violations, it provides a theoretical low bound on the test

time of the SoC.

The low bound on the test time for an SoC with Nq test buses is given by the following

relation

LB(2) = max{�min
B1

; �min
B2

: : : �min
BNq
} (3.21)

Based on (3.19), (3.21) the overall lower bound for testing the SoC is given by the

following relation:

LB = max{LB(1); LB(2)} (3.22)

and obviously �min
SoC ≥ LB. Note that this relation is valid for all cores, either they

employ test compression or not, since the test data (compressed or not) travel through

the same bus lines and have the same shift frequency limitations.

Theorem 3.1. Let us consider a TAM con�guration CNFa with Nq test buses B1; B2; :::; BNq

and lower bound on test time equal to LBCNFa. Let us also assume a second TAM con�g-

uration CNFb, where one of the buses of CNFa, say Bm, is split into two buses Bm1 ; Bm2.

Every core Cm
i connected to Bm in CNFa is connected to either Bm1 or Bm2 in CNFb

(the remaining buses and the cores connected to these buses remain una�ected in CNFb).

Then we have LBCNF b
≥ LBCNFa.
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Proof. In order to show that LBCNF b
≥ LBCNFa , it su�ces to show that the following

two conditions are true:

1. LB(1)
CNF b

≥ LB
(1)
CNFa

2. LB(2)
CNF b

≥ LB
(2)
CNFa

Condition (1). We will show that LB(1)
CNF b

≥ LB
(1)
CNFa

. The core(s) with the highest

test time at each voltage island and voltage level determine(s) the minimum test time of

the SoC and thus the value of LB(1). There are two cases:

1. The core(s) with the longest tests are not connected to Bm. Then, the minimum

test time(s) for these core(s) remain the same in CNFb. If they also remain the

largest ones among the minimum test times of all cores, then LB
(1)
CNF b

= LB
(1)
CNFa

;

else other tests become the longest ones due to the reduction of the size of Bm in

CNFb, thus LB
(1)
CNF b

> LB
(1)
CNFa

. Overall we have LB(1)
CNF b

≥ LB
(1)
CNFa

.

2. One or more of the core(s) with the highest test time(s) are connected to the bus

Bm. In that case the test time(s) for these cores increase as the size of bus Bm

decreases, and thus LB(1)
CNF b

> LB
(1)
CNFa

Therefore it is obvious that LB(1)
CNF b

≥ LB
(1)
CNFa

.

Condition (2). We will show that LB(2)
CNF b

≥ LB
(2)
CNFa

. Let us assume that the bus

Bm consists of BSm bit lines, and buses Bm1 ; Bm2 consist of BSm1 and BSm2 bit lines

respectively, with

BSm = BSm1 +BSm2 (3.23)

Let Cm1 , Cm2 be the set of cores connected to buses Bm1 , Bm2 respectively, which

were all connected to bus Bm in CNFa, i.e., C
m = Cm1 ∪ Cm2 . Then we have

LB
(2)
CNFa

= max{�min
B1

; : : : ; �min
Bm

; : : : ; �min
BNq
}

LB
(2)
CNF b

= max{�min
B1

; : : : ; �min
Bm1

; �min
Bm2

; : : : ; �min
BNq
} (3.24)

We will examine two di�erent cases.

1. In the �rst case we assume that bus Bm is the most heavily loaded, and thus

LB
(2)
CNFa

= �min
Bm

. Then from (3.20), (3.21) we have

LB
(2)
CNFa

=
∑
i;j

�Cm
i VjFATE (3.25)

or equivalently
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LB
(2)
CNFa

=
∑
i;j

�Cm1
i VjFATE

+
∑
i;j

�Cm2
i VjFATE

(3.26)

or equivalently

�min
Bm
≥
∑
i;j

�Cm1
i VjFATE

+
∑
i;j

�Cm2
i VjFATE

(3.27)

In CNFb the bus Bm of size BSm is split into the buses Bm1 , Bm2 , of sizes BSm1 ,

BSm2 respectively. Therefore the test time of each core Cm1
i (Cm2

i ) connected to

Bm1 (Bm2) is increased by a proportion BSm=BSm1 (BSm=BSm2) as compared to

the test time of the same core connected to Bm (we note that Bm is wider than

Bm1 , Bm2 by a factor of BSm=BSm1 , BSm=BSm2 respectively). Thus we have

�min
Bm1

=
∑
i;j

BSm
BSm1

�Cm1
i VjFATE

�min
Bm2

=
∑
i;j

BSm
BSm2

�Cm2
i VjFATE

(3.28)

We will show that LB(2)
CNF b

≥ LB
(2)
CNFa

by contradiction. Let us assume that the

hypothesis LB(2)
CNF b

< LB
(2)
CNFa

is true. Since �min
Bm

> taumin
Bk
∀k 6= m and based on

a) the above hypothesis and b) the relation (3.24) we have that

max{�min
B1

; : : : ; �min
Bm1

; �min
Bm2

; : : : ; �min
BNq
} <

max{�min
B1

; : : : ; �min
Bm

; : : : ; taumin
BNq
}

or equivalently

�min
Bm

> max{�min
Bm1

; �min
Bm2
}

Without loss of generality we may assume that

�min
Bm1
≥ �min

Bm2
(3.29)

and thus we have
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�min
Bm

> �min
Bm1

(3.30)

From (3.28), (3.29) we have that

BSm2

BSm1

≥
∑

i;j �Cm2
i VjFATE∑

i;j �Cm1
i VjFATE

(3.31)

From (3.27), (3.28), (3.30) we have that

∑
i;j

�Cm1
i VjFATE

+
∑
i;j

�Cm2
i VjFATE

>

BSm
BSm1

∑
i;j

�m1
CiVjFATE

or equivalently

∑
i;j �Cm2

i VjFATE∑
i;j �Cm1

i VjFATE

>
BSm −BSm1

BSm1

and from 3.23 we have

∑
i;j �Cm2

i VjFATE∑
i;j �Cm1

i VjFATE

>
BSm2

BSm1

(3.32)

From (3.31), (3.32) we have that BSm2=BSm1 > BSm2=BSm1 which is a contradic-

tion.

2. In the second case we assume that the bus Bm is not the one with the heaviest load,

and let now Bk be the bus with the heaviest load. Since Bk remains una�ected, we

can have one of the following two sub-cases:

(a) �min
Bk
≥ max{�min

Bm1
; �min

Bm2
}, and thus LB(2)

CNF b
= LB

(2)
CNFa

,

(b) �min
Bm1

> Tmin
Bk

or �min
Bm2

> �min
Bk

and thus LB(2)
CNFa

= max{�min
Bm1

; �min
Bm2
} and thus

LB
(2)
CNF b

> LB
(2)
CNFa

Therefore it is obvious that LB(2)
CNF b

≥ LB
(2)
CNFa

in all cases.
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AB : 2
CD : 3

A : 1
B : 1

CD : 3

AB : 2
C : 1
D : 2

AB : 2
C : 2
D : 1

n1

n2 n3 n4

LBn1 < LBn2
LBn1 < LBn3
LBn1 < LBn4

Figure 3.23: A part of an example tree.

According to Theorem 3.1, when any of the buses is split into two or more buses, the

value of LB either increases or it remains the same. We exploit this property in order

to quickly prune the search space consisting of all the possible TAM con�gurations. We

represent the space of all TAM con�gurations as a tree, where each node represents one

speci�c TAM con�guration. At the root node, all cores are connected at one bus with

size equal to NATE bit lines. The immediate successors of the root are all possible TAM

con�gurations where the initial bus is split into two buses that take all possible sizes. For

each combination of bus sizes, we consider all partitions of the cores into two sets that are

connected on the two buses. This is recursively applied and every child node is generated

from its parent by splitting one bus into two sub-buses where the cores of the initial bus

are distributed among the sub-buses in all possible ways.

Example 8. In Fig. 3.23 we present a part of the search tree for an SoC with cores A, B, C,

D. Node n1 represents a con�guration of two buses with 2 and 3 lines respectively. Cores

A, B are connected to the �rst bus, while cores C, D are connected to the second bus.

Every successor of n corresponds to a con�guration of three buses, which is generated by

splitting one of the buses of n1 into two buses of smaller width. At n2 the �rst bus of size

2 is split into two buses of sizes 1, 1 and the cores of the �rst bus are distributed to the

cores of the two buses. At n3, n4 the bus of size 3 is split into two buses of sizes 1, 2. �

Theorem 3.2. The lower bound on test time of node n is lower or equal to the lower

bound on test time of any node in the sub-tree with root n.

Proof. It is a direct consequence of Theorem 3.1 where every parent node corresponds

to CNFa and every child node corresponds by construction to CNFb. This is iteratively

applied from n to the leaves of the sub-tree with root n.

Theorem 3.2 permits the use of an e�ective branch and bound algorithm. Speci�cally,
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the nodes are visited beginning from the root toward the leaves and when the lower bound

on test time of any node is higher than the best solution found so far, the whole sub-tree

of this node is completely eliminated from the evaluation process. Note that neither this

node nor any one of its successors can outperform the best con�guration found so far.

For example, the lower bounds LBn2 , LBn3 , LBn4 of nodes n2, n3, n4 respectively in Fig.

3.23 are higher or equal to LBn1 . Therefore, if the best con�guration found before the

algorithm reaches n1 has test time � ≤ LBn1 , then the sub-tree below n1 is not further

expanded. As we show in Section 4.3, the TDM test-scheduling approach gives results

that are close to the lower bound, which makes this bound a strict and e�ective criterion.

3.5.4 Branch-&-Bound TAM optimization

The TAM con�gurations are examined by using a tree structure, where each node corre-

sponds to a di�erent con�guration. The evaluation begins from the root node, where all

Nc cores are connected on a single bus B of size BS = NATE bit lines. The test time �root
of the root node is calculated using the TDM-based test-scheduling approach described

later in this section, and we set �best = �root. Then, the search tree is expanded to the

second level, by splitting bus B into two buses, B1 and B2 with widths BS1; BS2 respec-

tively (BS1 + BS2 = BS). For every combination of the values BS1; BS2 all possible

assignments of the Nc cores to buses B1 and B2 are generated and each one is assigned

to a di�erent child of the root. The lower bound LBn on the test time of each node n

is calculated using Eq. (3.22) and it is compared against �best. If LBn ≥ �best node n is

dropped and the tree is not expanded below n, else n is retained and its test time �n is

computed using the TDM test-scheduling method. If �n < �best then �best is set equal to

�n and the con�guration of node n becomes the best one.

The algorithm, as shown in Fig. 3.24 proceeds iteratively, starting from the leftmost

non-rejected node of the second level, and continuously expanding the tree to the third

level. Both buses of every node of the second level are selected, one at a time, and they

are split into two buses each. New nodes are generated as successors of their parent nodes,

and they constitute the third level of the tree. In a similar manner, the fourth, �fth, etc.

levels of the tree are generated. The TAM con�guration of every node at level L consists

of L buses. The LB value of every new node is computed and if LB ≥ Tbest it is rejected

and its successors are not generated.

The B-&-B algorithm presented above assumes a predetermined number of ATE chan-

nels for testing each die. Even though this is the standard approach in single-site envi-

ronments, in multi-site test environments the value of NATE used for testing each die

has to be properly set according to the test time per die and the number Nparal of dies

that can be tested in parallel. To this end, the B-&-B algorithm is repeated ms times,

where the initial value of NATE is decreased in speci�c steps s1; s2; : : : sms. The values

of si are selected in such a way as to increase the number of sites Nparal (the released

ATE channels are allocated to additional dies tested in parallel). The B-&-B algorithm

is applied ms times on separate trees, where the root node of each tree corresponds to
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Figure 3.24: Flowchart of the Branch-&-Bound TAM optimization method.

Figure 3.25: Branch-&-Bound TAM optimization method for multisite testing.
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an one-bus con�guration with BS = NATE − si (i = 1; 2; : : : ;ms). For every such tree

the best TAM con�guration is found, and among the best con�gurations found for all ms

trees the con�guration that minimizes the total time for testing all dies is selected.

The reduction of NATE by the value of si o�ers test time bene�ts through the increase

of parallelism, but only when the time for testing a single die increases by a proportion

that is less than si=NATE. Therefore, in the multi-site environment the B-&-B algorithm

begins from the highest values of NATE, and proceeds by inheriting the best solution from

the trees corresponding to the higher values of NATE to the trees corresponding to the

lower values ofNATE. Every node is either rejected or not based on the comparison against

the best solution increased by the value of si=NATE when it comes from the previous tree.

As a result, more nodes are rejected compared to the independent execution of the B-&-B

algorithm on ms trees in the single-site case.

Example 9. Let us consider a tester with 12 test data channels and a multisite capacity of

6 dies. In addition, let us assume a batch of 60 dies that should be tested with minimal

cost, i.e. the test time should be minimum. We explore three scenarios, to test in parallel

3, 4 and 6 dies, as shown in Fig. 3.25a. In each scenario, the available test channels

per die are 4, 3 and 2 correspondingly. In the �rst scenario due to the large number

of the available channels, the test time per die T1 is minimum. However, the degree of

parallelism is minimum too. On the other hand, in the third scenario the test time per

die T3 is the maximum, but the degree of parallelism is also the maximum. The test time

for the whole batch per scenario is 20xT1, 15xT2 and 10xT3 respectively. Let the second

scenario be the winning scenario after the execution of the B-&-B algorithm, as shown in

3.25b. In this case 20xT1 > 15xT2 or T2 < (4=3) · T1 or T2 < T1 + (1=3) · T1. Therefore

the B-&-B algorithm found that testing the die with NATE = 3 instead of 4 ATE lines,

thus si = 1, increases the test time T2 by a proportion that is less than si=NATE = 1=3

of T1. Furthermore, since 10xT3 > 15xT2 or T3 > T2 + (1=2) · T2, the B-&-B algorithm

failed to �nd a solution that increases the test time T3 by a proportion that is less than

si=NATE = 1=2 of T2. �

The TDM-based test schedule method applied to evaluate all non-rejected nodes is a

simple Greedy Rectangle Packing (GRP) heuristic. According to GRP, a pool of candidate

tests is created that consists of all possible tests per core, voltage and frequency. Each bus

is represented by one bin, and each test is represented as a rectangle with width equal to

the shift frequency used and height equal to the length of the test for the corresponding

frequency and bus size (section 3.3.7). Each rectangle and each placement of that rectangle

in the corresponding virtual bin is evaluated and the rectangle that can be placed to the

lower and leftmost available position of the bin is selected and placed at that position.

Every alternative test for the selected core and voltage (i.e., with di�erent shift frequency)

is removed from the pool and the same process is repeated for the tests remaining in the

pool.

Even though GRP is inferior to SA-RP, they are both equally e�ective in evaluating

di�erent TAM con�gurations. As we show in Section 5.1, given any two con�gurations
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Figure 3.26: Example search tree

CNF1, CNF2, SA-RP provides better test schedules than GRP for both of them. How-

ever, if the test schedule provided by SA-RP for CNF1 is better than CNF2, then the test

schedule provided by GRP for CNF1 is also better than that of CNF2 (this is con�rmed

in Section 5.3). Since GRP is much faster than SA-RP, it becomes evident that GRP

is more suitable to evaluate the TAM con�gurations where it has to be applied multiple

times. On the other hand, SA-RP is more suitable for generating the �nal test schedule,

after the best con�guration has been determined.

Example 10. Let us consider again the multi-Vdd SoC shown in Fig. 3.3 where the TAM

structure is under optimization this time. Fig. 3.26 shows a part of the search tree. The

TAM con�gurations are reported as sets of cores connected to the buses followed by the

size of each bus. At the root node all cores are connected on one test bus with BS = 4

(NATE = 4). The test time returned by GRP for this con�guration is equal to T = 5, and

thus Tbest = 5. There are 14 ways to distribute the cores between two buses B1; B2 with

sizes (BS1; BS2) = (1; 3), and another 7 ways to distribute the cores between B1; B2 when

their sizes are equal to (2; 2) respectively. As a result, 21 new nodes are inserted as direct

successors of the root. The leftmost child of the root represents the TAM con�guration

with BS1 = 1, BS2 = 3. The core A is connected to B1 and the cores B, C, D are

connected to B2. The lower bound (LB) on test time of every node is reported above the

respective node. All the nodes with LB ≥ Tbest (i.e., LB ≥ 5) are immediately rejected

(the X denotes that a node is rejected). Let us assume that only the leftmost and the

rightmost nodes of level 2 are not rejected. For these nodes, GRP returns T = 4:5 and

T = 4 respectively. Then Tbest = 4. The tree is further expanded into level 3, by starting

only from these two nodes. Since now Tbest = 4, all nodes with LB ≥ 4 are rejected. The

algorithm �nishes at the fourth level where each core is assigned a single bus (not shown
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in Fig. 3.26). �

Let node n of the tree correspond to a TAM con�guration with b buses B1; B2; : : : ; Bb

of sizes BS1; BS2; : : : ; BSb respectively. The immediate successors of this node correspond

to all possible con�gurations with b+1 buses, where the b−1 buses among B1; B2; : : : ; Bb

remain una�ected, and one bus, let it be Bi, is split into two buses Bi1; Bi2. Let Ni be

the number of cores connected to bus Bi. Since the width of bus Bi is equal to BSi, the

width of bus Bi1 can take any value in the range 1 : : : BSi − 1, and the width of Bi2 is

set equal to BSi2 = BSi−BSi1. However, due to the symmetry of the pairs (BSi1; BSi2)
only half of them are considered, e.g. the pair (BSi1; BSi2) = (k;BSi − k) is equivalent

to the symmetrical pair (BSi1; BSi2) = (BSi − k; k). Therefore, the number of di�erent

combinations for the di�erent sizes for Bi1; Bi2 is equal to

U(Bi) =
BSi − (BSi mod 2)

2
(3.33)

For each of these U(Bi) combinations, there are Q(Bi) di�erent partitions of the Ni

cores connected to Bi into two sets connected to Bi1; Bi2. This number is given by the

Stirling number of the second kind formula [228]:

Q(Bi) =
1

2!

2∑
j=0

(−1)j
(
2

j

)
(2− j)Ni (3.34)

The total number of combinations of splitting bus Bi into two buses is equal to Q(Bi)×
U(Bi). The total number of immediate successors of any node n is equal to

T (n) =
b∑

k=1

Q(Bk)× U(Bk) (3.35)

As expected, the search tree can become large for realistic problem instances. However,

as shown in Section 5.3, more than 99% of the nodes are rapidly eliminated by the

bounding criterion, while the number of the remaining nodes is small and manageable.

Moreover, as shown in section 3.3, TDM is very e�ective with a small number of heavily

loaded TAM resources, and thus many highly e�cient con�gurations are found at the early

stages of the search process at nodes near the root. As a result, many of the sub-trees are

pruned by the bounding criterion, and the tree is not expanded towards deep levels. In

addition the B-&-B algorithm can be easily implemented as a multi-threaded application,

which can further reduce the run time. For very large SoCs where the computational

time is still very high, we propose in Section 3.5.4 a distribution scheme, which reduces

considerably the computational cost of the TAM optimization process.

3.5.5 Global TAM Distribution Scheme

For very large SoCs that consist of many di�erent cores (identical cores do not constitute a

challenge for TDM as they can be concurrently tested using the same TAM resources) the

complexity of the problem becomes very large. In these cases it is di�cult to enumerate
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TAi
(NAi

) LT

NAi
A1 A2 A3 A4 A5 Ai NAi

TAi

6 6737 9961 7434 1825 2109 A2 6 9961

5 7186 9976 7472 1946 2250 A2 5 9976

4 7200 13219 8962 2085 2410 A3 2 10172

3 7200 13607 9087 2246 2596 A3 1 11061

2 7510 15554 10172 2433 2812 A2 4 13219

1 8261 15854 11061 2654 3068 A2 3 13607

- - - - - - A2 2 15554

- - - - - - A2 1 15854

Table 3.5: Example Distribution Table.

and evaluate every di�erent TAM con�guration. However, most of the TAM con�gura-

tions can be easily ruled out by area constraints. For example, even if the solution with

minimum test time requires two cores at two opposite corners of the die to be connected

using the same bus, the routing overhead of such a solution will most probably prevent

the designer from adopting it.

One more practical design approach is to partition the oorplan of the SoC into w

adjacent areas A1; A2; : : : ; Aw based on design constraints, and generate a separate TAM

structure for each one of them. Besides the low routing overhead, this approach has

also the bene�t of low TAM optimization complexity, because a) of the smaller problem

instance that needs to be solved for each area, and b) the parallel nature of the problem

where each area can be optimized independently of the other areas. The only question

in this case is how to distribute the NATE available tester channels among the w areas in

order to minimize the test time for the whole SoC.

Provided that the minimum time required for testing every area Ai for every possi-

ble number of TAM lines allocated to this area is known, there is an optimal method

to distribute the NATE channels among the w areas of the SoC. Let NAi be the num-

ber of TAM lines of area Ai, and TAi(NAi) be the test time for area Ai when NAi

TAM lines are used to test this area. Each area Ai is assigned a dedicated TAM

structure with NAi TAM lines (NATE = NA1 + NA2 + · · · + NAw) and thus it can be

tested independently and in parallel with the others. Therefore, the minimum test

time of the SoC equals the maximum test time required for any of the w areas, i.e.

Tmin
SoC = max{TA1(NA1); TA2(NA2); : : : ; TAw(NAw)}. The value of NAi has to be in the

range [1; NATE − w + 1] because each area Ai must be assigned at least one TAM line.

The test times TAi(NAi) for all values of NAi constitute the distribution table of the SoC.

The test time decreases as the number of TAM lines increases from 1 to NATE − w + 1,

therefore the shortest test time required for Ai is equal to TAi(NATE − w + 1) and the

longest test time is equal to TAi(1).

The target of the optimization process is to distribute the TAM lines to the areas

A1; : : : ; An (i.e., to select the value NAi for each area Ai), such that the overall time T
min
SoC is

minimized. Initially we calculate TAi(1); TAi(2); : : : ; TAi(NATE−w+1) for every i ∈ [1; w].
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The time for testing the SoC is lower bounded by the test time TAs(NATE−w+1), which

corresponds to the most time-consuming area As, i.e.,

TAs(NATE − w + 1) = max{TA1(NATE − w + 1);

TA2(NATE − w + 1); : : : ; TAw(NATE − w + 1)}

Next, we create a list LT of all possible SoC times starting from TAs(NATE − w + 1).

In LT we include all triplets (Ai; NAi ; TAi(NAi)) with TAi(NAi) ≥ TAs(NATE − w + 1) in

ascending order of the value TAi(NAi). Then we begin an iteration and at each step we

select the next triplet in the list starting from the topmost one and moving to the bottom

of the list. Let the �rst triplet be (Az; NAz ; TAz(NAz)). We assign NAz TAM lines to

the area Az and for every other area Ai with i 6= z we select the minimum value of NAi

which ful�lls the condition TAi(NAi) ≤ TAz(NAz) from the distribution table. If the total

number of TAM lines required for all areas Ai (including Az) is less than the value NATE

then this distribution is valid and it is accepted, else the process continues to the next

iteration with the next triplet in the list LT . The computational e�ort of this method is

O(NATE · w), which is considerably lower than the O((NATE)
w) required by exhaustive

search methods.

Example 11. Let us consider a large SoC that is partitioned into �ve areas A1 to A5, and

let NATE = 10 test channels that must be distributed into �ve separate TAM structures,

TAM1 to TAM5. Each TAM structure can be assigned 1 up to 6 TAM lines. Table

3.5.5 is the distribution table and it shows the test times TAi(NAi) for each area Ai and

every number of test channels NAi , sorted in descending order of test channels NAi . The

minimum test time for the given SoC is equal to 9961, which is the minimum test time

required for area A2 when the maximum possible number of 6 TAM lines are used for this

area. The corresponding triplet (A2; 6; 9961) is set at the top of the list LT . The next

triplets in the list include all test times that are higher than 9961, i.e., 9976, 10172 etc. In

order to test the SoC in 9961 time units we need to set NA1 = NA4 = NA5 = 1, NA2 = 6

and NA3 = 3, which requires 12 TAM lines and it violates the constraint of NATE = 10.

The next triplet in the list (A2; 5; 9976) corresponds to test time equal to 9976. For such a

test time we need to set NA1 = NA4 = NA5 = 1, NA2 = 5 and NA3 = 3, which also violates

the constraint NATE = 10. Finally, the next triplet in the list (A3; 2; 10172) corresponds

to test time equal to 10172, which requires NA1 = NA4 = NA5 = 1, NA2 = 5 and NA3 = 2.

This distribution is selected as the best TAM distribution because it o�ers the minimum

test time and it does not violate the constraint. �

The aforementioned method optimally distributes the available TAM lines to the areas

Ai in negligible time, provided that the optimal TAM con�gurations for every area Ai and

every number of TAM lines are known. Therefore, the execution time of this optimization

process depends mainly on the execution time of the B-&-B algorithm, which must be

applied (NATE−w+1)×w times for calculating the values of TAi(NAi) for every i ∈ [1; w]

and every NAi ∈ [1; NATE−w+1]. Depending on the run time of the B-&-B algorithm for

each area and each value of NAi , the execution time of this optimization process can be
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excessively long for large areas and wide ranges [1; NATE−w+1]. However, we have to note

that for practical SoCs, it is not necessary to examine the whole range [1; NATE −w + 1]

due to area constraints. For example, it is highly unlikely that one area will be assigned

NATE − w + 1 TAM lines, even if this solution provides the lowest test time, to avoid

the routing over-congestion of the TAM lines in this area. In most of the cases only a

sub-range of [1; NATE −w+1] need to be examined depending on the routing constraints

of each area Ai.

The execution time of the TAM distribution process can be considerably reduced by

exploiting the observation that the vast majority of the distribution table entries are

not required during the distribution process. Therefore, by using a dynamic process we

develop only those parts of the distribution table that are necessary for the optimization

process. Speci�cally, we initially distribute the TAM lines to the various areas using a

fast approximate approach. This distribution is usually close to the optimal distribution

of the SoC, and it reveals the part of the distribution table where the optimal distribution

is included. Therefore, in order to reduce the computational overhead of the distribution

process, the distribution table is dynamically developed around this initial distribution.

In the fast approximate approach used for the initial distribution the time consuming

B-&-B algorithm is omitted during the calculation of the TAi(NAi) values. Instead, we

apply the GRP method once for each area Ai and each value of NAi assuming that the

TAM structure of this area consists of a single bus with NAi TAM lines. In other words, an

initial approximate TAM distribution table is constructed very fast using values TAi(NAi)

calculated only for the root node instead of expanding the whole tree structure of the

B-&-B algorithm. Using this approximate TAM distribution table the TAM lines are

initially distributed to the various SoC areas as described before, and the values N init
Ai

are

calculated.

At the next step the initial distribution table is discarded, and a new distribution table

is constructed step by step, starting from the values NAi in the range [NAi −Z;NAi +Z],

where Z is usually a very small integer parameter (Z = 2 in our case). For the new

distribution table the time-expensive but accurate B-&-B algorithm is used for calculating

every value TAi(NAi). Then, the optimization process is applied using the distribution

table constructed so far, and the TAM lines are partitioned into a new set of values

N1
Ai
. If all the selected values N1

Ai
are not at the boundaries of the respective ranges

[NAi − Z;NAi + Z], i.e. when (NAi − Z < N1
Ai

< NAi + Z), then the new distribution

N1
A1
; N1

A2
; : : : ; N1

Aw is the optimal distribution. If some of the selected values N1
Ai

are

exactly on the boundaries [NAi − Z or NAi + Z] then the boundaries for the respective

areas Ai are further expanded to ensure that the optimal solution is not outside the

selected ranges. Speci�cally, for all those values N1
Ai

that are equal to the boundary

NAi − Z the respective range is expanded at this boundary with another Z lines, i.e.

[NAi − 2Z;NAi + Z], while for values N1
Ai

that are equal to the boundary NAi + Z the

respective range is becomes [NAi − Z;NAi + 2Z]. The optimization process is repeated

using the new expanded distribution table.
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In the best case the time consuming B-&-B algorithm will be applied only w×Z times,

while in the worst case it will be applied w×(NATE−w+1) times. The e�ectiveness of this

approach to reduce the execution time depends on how close the initial con�guration is to

the optimal TAM con�guration. However, as shown in section 3.3, TDM is very e�ective

for a small number of heavily loaded resources, therefore the root nodes used to construct

the initial con�guration provide always a good solution that is usually close to the optimal

solution. In addition the root node inherits all the factors that characterize uniquely each

area Ai, like for example, the test load of each area, the degree of independence among

the applied tests in an SoC area and the impact of the test channel bandwidth upon the

degree of parallelization succeeded in the test scheduling.

Experimental results reported in Section 5.3, show clearly that only a small portion

of the full distribution table is calculated using this approach and thus the optimal con-

�guration is generated in very short execution time. In addition, each value TAi(NAi)

can be calculated independently of the other values, which makes this process inherently

parallel that can run very fast on a multiprocessor machine. As shown in Section 5.3, the

execution time required for calculating TAi(NAi) for one area Ai and a single value of NAi

is in the range of a few seconds to a few hours on an i7 processor. Therefore, the total run

time of this optimization method on a multiprocessor system for a large SoC is expected

to be in the order of a few minutes to a few hours.

3.6 Critical Path - Oriented & Thermal Aware X-Filling for High

Un-modeled Defect Coverage

3.6.1 Introduction

Excessive power consumption during test, increases the overall chip temperature, and in

many cases, it creates localized overheating. This phenomenon is called hotspot and it

causes permanent damage to silicon, reliability failures and eventually yield loss. Thermal

aware testing resolves thermal−related issues by reducing the temperature at hotspots in

an SoC. Various techniques produce thermal−safe test schedules (see section 2.2.3), other
techniques reorder scan vectors in order to maximize the e�ectiveness of heat dissipation

on hotspot [136], while other techniques balance the thermal distribution of the core

using layout information and/or weighting mechanisms [161]. By reducing the maximum

developed temperature at a hotspot during the application of a speci�c test, the excessive

interconnection delays that may cause a good die to fail testing are reduced, and the

targeted areas are protected from e�ects related to aging.

However, reduction of the excessive delays caused by increased temperatures, is not

always directly related to hotspot temperature minimization. Critical paths are not always

a�ected by the hotspots, and thus excessive delays on such paths may remain even after the

temperature at the hotspot is minimized. In some cases, the reduction of the temperature

at the hotspot may even increase the temperature at other areas of the SoC. In such
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cases the temperature of critical paths increases, and the probability good dies to fail

test increases too. Therefore, methods that are both thermal-aware and delay-aware are

needed to avoid unnecessary yield loss.

Since thermal generation is proportional to the average power dissipation, most of the

thermal-aware methods focus on the reduction of the power dissipation during testing. To

this end, many techniques reduce the switching activity of the core during scan-in/scan-

out and/or capture operation [206, 210, 211, 212, 213, 214]. X−�ll methods are very

e�ective in reducing shift and/or capture power [205, 206, 216, 217, 218, 208, 214, 215]

by manipulating only the unspeci�ed values of test cubes. X-�ll methods have negligible

impact on the ATPG process, they a�ect neither the scan chain structure nor the DUT,

and they can be easily combined with other test methods. A popular X-�ll method for

reducing shift power is Fill-Adjacent (FA) technique [205]. Every two complementary

consecutive test bits loaded into a scan chain generate switching activity as they travel

along the scan chain. The FA technique minimizes the shift power by exploiting the X-bits

of the test vectors in order to minimize the volume of the consecutive complementary test

bits loaded into the scan chains as well as the distance they travel along the scan chains.

For instance, consider a DUT with n scan chains, and assume that a test vector Sj =

XXX1XXX01XX0XXX1 has to be loaded into scan chain j(1 < j < n) from right to

left. By applying FA to �ll the Xs, we can get the test vector Tj = 1111000010001111.

Table 3.6 shows all possible X-Fillings cases produced by the FA technique. The �rst

column shows all possible blocks of test bits comprising any test vector that consists of n

(n ≥ 1) unspeci�ed logic values bounded at the left and/or right by speci�ed logic values.

The second column shows the X-�lling produced for all these blocks. This technique

targets only the scan-in portion of the shift power, but it also reduces the scan-out power,

because the scan-in power is highly correlated to the scan-out power [206]. In addition, it

can be easily combined with capture-power reduction techniques such as the Preferred-Fill

(PF) technique [207][208], to provide an e�cient uni�ed power-reduction solution.

Case Test vector FA

i 0X · · ·X0; 0X · · ·X;X · · · 0X 00 · · · 00
ii 1X · · ·X1; 1X · · ·X;X · · · 1X 11 · · · 11
iii 0XX · · ·X1 011 · · · 11
iv 1XX · · ·X0 100 · · · 00

Table 3.6: Fill-Adjacent X-Filling (the rightmost bit is loaded �rst into the scan chain).

The PF technique is an X-�ll technique for reducing the switching activity during

capture [133][205]. Let us consider a two-pattern Launch-On-Capture (LOC) test (V1; V2)

where V 1 = (v11; v12; · · · v1l) is the �rst l-bit vector applied on the DUT and V 2 =

(v21; v22; · · · v2l) is the response of V1 which is applied as the second test vector to the

DUT. If the logic value of V1 corresponding to cell i, (i.e., v1i) is unspeci�ed then it

should be �lled with value 1(0) provided that the probability of v2i (i.e., the logic value of
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V2 corresponding to the scan cell i) taking the value 1(0) is higher than taking the value

0(1). In other words, the v1i bit is �lled with a value that is more likely to be held after

the capture in the ith scan cell.

Since the thermal behaviour of a core depends on both the heat generation and the

heat dissipation mechanism, layout information is needed in order to tackle the combined

problem of hotspot-temperature and critical-path delay minimization. However, existing

X−�ll methods are totally unaware of the core layout, and inevitably they reduce the

power in the whole area of the core in order to ensure that the temperature of the critical

path during testing is also reduced. As a result they consume all `X' values for reducing

power while they neglect other test quality objectives, like the un−modeled defect cov-

erage. For example, the FA technique, which minimizes the number of transitions at the

scan chain during the scan−in process, o�ers very low un−modeled defect coverage [219].
Un-modeled defect coverage is adversely a�ected by this technique, because the generated

test vectors are highly correlated (the major part of each of these vectors consists of runs

of 0s and 1s). The method proposed in [219] o�ers a trade−o� between power consump-

tion and un−modeled defect coverage, but it does not consider local thermal and delay

e�ects of the tests.

We propose a thermal and delay aware X−�ll method that o�ers high un−modeled
defect coverage. The proposed technique uses layout information to identify the scan cells

that are most important for removing hotspots at critical nets, and it creates a thermal

safe neighborhood around these nets. The rest of the scan cells are exploited to increase

the un−modeled defect coverage of the generated test vectors by the means of an output-
deviation based metric [209]. The proposed method reduces the delays at critical paths

during testing and avoids thus the unnecessary yield loss, while it considerably increases

the quality of the generated test vectors in terms of un-modeled defect coverage.

3.6.2 Motivation

Excessive delays at critical paths cannot be avoided if the critical paths are overheated

during testing. In order to avoid overheating of critical paths, the power dissipated at

the critical areas, i.e., the areas around the critical paths, must be minimized. At the

same time, proper testing conditions must be imposed to ensure that these areas are also

protected from heat transferred from other areas of the chip. A major factor a�ecting the

heat-transfer mechanism between two areas is the distance between them. If two areas

are geometrically close to each other, then a large thermal gradient can cause signi�cant

heat transfer between them and quickly change their temperatures. On the other hand,

a large distance between them renders the heat transfer ine�ective. Therefore, in order

to protect a critical area, a thermal-safe zone must be created around it, that is able to

absorb heat from this area and other neighbouring areas that develop high temperatures.

The �rst step towards this goal is to identify critical paths geometrically, and specify,

in a topological manner, thermal-safe zones that surround each path. Then, the heat

generated, or equivalently the power dissipated by the circuitry inside these zones must
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Figure 3.27: Critical Area & Thermal-Safe Zone.

be minimized. Since the largest portion of the power dissipated during testing is dissipated

during the scan-in process, the number of transitions occurring inside the thermal-safe

zones during scan-in must be minimized. Thermal-safe zones restrict the power dissipation

internally, but they permit higher power dissipation externally at the non-critical areas.

Therefore, thermal-safe zones reduce considerably the number of scan- cells exploited

to reduce the thermal activity of the core, and the remaining scan-cells can be used to

increase the quality of the test vectors.

In this work, we propose a novel algorithm that uses topological information to guide

the X-�ll process. Unspeci�ed bits of scan-cells that a�ect thermal-safe zones are �lled

in such a way as to minimize the transitions at the thermal-safe zones during the scan-in

process, while the rest of the scan-cells are exploited to maximize the un-modeled defect

coverage of the generated test vectors. The un-modeled defect coverage is evaluated using

output deviations, which provide an e�cient probabilistic means to evaluate test vectors

based on their potential for detecting arbitrary defects and, most importantly, without

being biased towards any particular fault model [229, 230].

Example 1. Let us consider the CUT shown in Fig. 3.27, which is partitioned into

9× 9 equally sized blocks, and let C be the critical block (i.e., the block with the critical

paths). Test data are loaded using three scan chains, SC1, SC2 and SC3 from the right to

the left (as pointed by the arrows). The color of each block is properly set to reect the

thermal pro�le of the block during testing (dark colors indicate high temperature). The
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thermal-safe zone consists of two layers of blocks that surround block C. The objective

of the proposed method is to properly �ll the unspeci�ed bits of scan-cells in such a way

as a) to minimize the heat generation in block C, b) to enable heat transfer from block

C to the thermal-safe zone, and c) to create a barrier between block C and the hot spots

around the thermal-safe zone. To this end, the scan-cells are divided into two categories:

a) the white scan-cells that have their test data pass through the zone during the scan-in

process, and depending on their relative position at the scan chain they are �lled either

using power-oriented or defect-oriented criteria, and, b) the black scan-cells that do not

a�ect the thermal-safe zones and they are �lled using solely defect-oriented criteria. �

3.6.3 Proposed Method

The proposed method consists of two ows, as shown in Fig. 3.28: (a) the area-characterization

ow and (b) the X-�ll ow. The objective of the area-characterization ow is to identify

the critical blocks of the core, and create a thermal-safe zone around each one of them. To

this end, the core's oorplan is �rst partitioned into a given number N of rectangle blocks.

Each block occupies a certain area on the die enclosed by the coordinates of the upper

left and lower right corner of its rectangle. Then the critical paths are identi�ed using

post−layout timing analysis and the blocks are separated into critical and non−critical
blocks depending on whether they contain critical paths or not. Critical blocks are also

referred to as blocks of zone Z0 hereafter.

Every non-critical block that is an immediate neighbour of a critical block is included

in the �rst layer of the thermal-safe zone, namely the Z1 zone. Every non-critical block

that is an immediate neighbour of a block in the Z1 zone is included in the second layer

of the thermal-safe zone, namely the Z2 zone. Every non-critical block that is included

in the Z1 zone of one critical block, is not included in the Z2 zone of any other critical

block. The thermal activity is minimized at zone Z0, it is permitted to be a little higher

at Z1 and even higher at Z2. Outside these zones the thermal activity is left completely

unconstrained. Each one of the blocks in zones Z0, Z1, Z2 is assigned a di�erent thermal

weight wZ0 > wZ1 > wZ2 in the range [0, 1], which indicates the importance of thermal

activity at this block (the higher is the weight, the more strict is the constraint on the

thermal activity of the block). The non-critical blocks have no constraints on thermal

activity, therefore they are assigned zero weights.

The thermal weight of each block is used to assign a thermal weight at every scan-

cell SCi
j located inside that block. We note that scan-cell SCi

j, belongs to scan chain

i ∈ [1 : : : S] and occupies position j ∈ [1 : : : L], where j = 1 corresponds to the scan-out

cell, and j = L corresponds to the scan-in cell. During the loading of scan chains, test

data of scan-cell SCi
1 are shifted �rst into scan chain i while the test data of scan-cell

SCi
L are the last shifted into scan chain i. Therefore, scan-cell SCi

j is considered as

successor of SCi
j+1 and predecessor of SCi

j−1. The thermal weight of each scan-cell SCi
j

depends on the block it belongs to, as well as on its relative position j in the scan chain

i. The position j of SCi
j in the scan chain i is used to measure the impact of SCi

j on
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the overall number of transitions caused by SCi
j during the scan-in operation. Scan cells

that are located closer to the scan output (i.e. those with low values of j) receive higher

weights than those located closer to scan inputs (i.e., those with high values of j). This

is done because the test data of scan-cells located close to the outputs need to travel

long distances in the scan chains to reach the scan-cells, and thus they a�ect the heat

generation at the core during testing more than the scan-cells located close to the scan

inputs. Therefore, the thermal weight of scan-cell SCi
j that belongs to thermal zone Zk

is calculated as W (SCi
j) = wZk × 1

j
for k = 0; 1; 2.

After the scan-cells are assigned weights, the unspeci�ed bits of the test cubes (i.e.,

test vectors with `X' values) are �lled in such a way as to reduce the number of transitions

inside the safe-zones. We note that every pair of complementary test bits at two successive

scan-cells causes transitions at all the predecessor scan-cells during the scan-in process.

This is shown in Fig. 3.29, where the complementary test bits at scan-cells SC3 and SC4

cause transitions at scan-cells SC3−SC8 during scan chain loading. Therefore, even when

a scan-cell SCi
j is located inside a non-critical block, it impacts the thermal activity of

other critical blocks or blocks of thermal-safe zones, when they contain scan-cells that

precede SCi
j in scan chain i.

The impact IP of scan-cell SCi
j to the power dissipation of the die can be quanti�ed

by summing the weights of SCi
j and its predecessor scan-cells SCi

j+1, SC
i
j+2, : : : using

the following formula:

IP (SCi
j) =

∑
m=j:::L

W (SCi
m) (3.36)

A large value of IP (SCi
j) provides an indication that scan-cell SCi

j should be set to

the same logic value with scan-cell SCi
j−1, else a logic transition will be introduced to the

scan-in process, with a large impact on the thermal activity of the critical areas of the

core. The value of IP (SCi
j) is used to calculate the normalized impact of scan-cell SCi

j,

NIP (SCi
j), which is a value in the range [0; 1], according to the formula
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NIP (SCi
j) =

IP (SCi
j)

IPmax
(3.37)

where IPmax = max{IP (SCi
j)};∀i; j. NIP (SCi

j) is used to �ll the unspeci�ed bits of

each test cube in a probabilistic manner, starting from the scan-out cells SCi
1 and moving

towards the scan-in cells SCi
L. Speci�cally, let R be a random number generated in the

range [0; 1]. If R ≤ NIP (SCi
j) the unspeci�ed value of scan-cell SCi

j is set equal to the

speci�ed value of scan-cell SCi
j−1, else it is set randomly to either logic value 0 or 1. In

the case that SCi
j does not a�ect much the thermal-safe zones the value of NIP (SCi

j)

is very low, and the probability that SCi
j is set randomly is very high. However, when

SCi
j a�ects thermal-safe zones then the value of NIP (SCi

j) is high and there is a high

probability that it is assigned the same logic value with its neighbour scan-cell SCi
j−1.

Even though this formula achieves the thermal objectives set earlier, there are many

cases that further bias towards more power friendly test vectors is required. To this end,

a parameter P is introduced by the designer in the range [0; 1], and the formula becomes

R ≤ NIP (SCi
j) + P (1−NIP (SCi

j)) (3.38)

As the value of P increases from 0 to 1, the right part of (3.38) increases from

NIP (SCi
j) towards 1, and thus the probability that this formula is true increases. As a

result, more scan-cells are assigned the same logic values with their neighbour cells, and

the power dissipation of the test vectors decreases even more.

Large values of P tend to generate test vectors with very low power dissipation. How-

ever, the test vectors are highly correlated due to the biased �lling of their unspeci�ed

bits, and thus the un-modeled defect coverage drops. Low values of P generate test vec-

tors with many unspeci�ed bits �lled randomly, which increases the un-modeled defect

coverage. Moreover, due to the probabilistic nature of the proposed method, a number of

test vectors can be generated for each test cube, by repeatedly applying this X-�ll tech-

nique on every test cube. Even though all the test vectors generated for one test cube are

equally e�ective in term of power dissipation at the critical blocks and the thermal-safe

zones for a given value of P , they o�er di�erent un-modeled defect coverage. Therefore, in

order to select the best one among them, they are evaluated using the output-deviation

metric proposed in [209]. Output deviations are probability measures at primary out-

puts and pseudo-outputs that indicate the likelihood of error detection. Speci�cally, a

probability map (referred to as con�dence-level vector) is assigned to every logic gate in

the circuit, and signal probabilities are assigned at each internal line of the circuit. The

output deviation for input pattern tp and an output/pseudo-output w is de�ned as the

probability output w to receive the opposite than the error-free logic value. Each test vec-

tor is applied with two capture cycles r1 and r2 (i.e., we assume the Launch-On-Capture

technique as it is common in industry). For each output w, the generated test vectors

are partitioned into four groups: those producing fault-free response 0 and 1 at capture
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cycles r1 and r2. The output-deviation values of all generated test vectors are calculated

and the largest value for every output w and for each fault-free response v at capture

cycle rk are used to evaluate the test vectors. The selection process ensures that one test

vector is selected for every test cube, and the �nal set of selected test vectors maximizes

the output deviation of every output. The X-�ll ow is shown in Fig. 3.28(b).
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Chapter 4

Simulation Framework

4.1 Introduction

4.2 Design ow for benchmark cores

4.3 Design ow for SoCs

4.4 Execution ow

4.5 Presentation ow

4.1 Introduction

The simulation framework provides with an integrated IC design and test environment. A

comprehensive set of script- and program- based ows for commercial and custom-made

tools enable the e�cient and reliable deployment and execution of experiments upon the

test methods discussed in chapter 3. The simulation framework consists of four main

ows, as shown in Fig. 4.1,

• the design ow for benchmark cores, that processes ISCAS and IWLS [232] cores

and produce the required core- design and test data for the needs of our experiments,

• the SoC design ow, that allows for the creation of arti�cial SoC and TAM con�g-

urations, which can be used to evaluate the proposed test methods,

• the execution ow, that includes implementations of the proposed test methods and

allows for experimentation upon arti�cial and industrial SoCs,

• the presentation ow, that stores and present in an e�cient and user friendly way

the results of the experiments for debugging and evaluation purposes.

A short description of these ows is given in the next subsections.
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Figure 4.1: Flows in technological framework.

4.2 Design ow for benchmark cores

A design ow, in the domain of the VLSI IC, is a set of procedures that allows designers to

progress from chip speci�cation to chip implementation. A general design ow is shown in

Fig. 4.2. Design starts at the behavioral level and then proceeds to the structural level.

This step is called Register Transfer Level (RTL) synthesis. In RTL level the designs

are captured in a Hardware Description Language (HDL). The HDL description is then

transformed to a physical description suitable for chip fabrication. This step is called

physical synthesis or layout generation. In Fig. 4.2, the design has been partitioned into

the front end stage at the RTL level and the back end at the structural and physical levels.

This is important because it illustrates a partitioning that is used to build ASIC [9]. In

this case, the design can be developed at the HDL level in a fabless, hardware-design-

oriented enterprise (or department of an enterprise) and then passed to a manufacturing

enterprise (or department) that implements the actual chip. The basic design ow, shown

in Fig. 4.2, applies to SoC design too, in the sense that the entire system needs to be

speci�ed, debugged, modi�ed for testability, validated, and mapped to a technology, but

in this case the whole ow needs to be done in an integrated framework.

The design ow for benchmark cores constitutes a subset of the general design ow. In

the case of a benchmark core, the behavioural level has already implemented, tested and

veri�ed. Thus, the front-end ow starts at the point of RTL synthesis, where specialized

tools are used to directly transform the behavioural RTL description to a structural

gate-level net-list. The tools that have been used in this research for RTL synthesis

were provided from Synopsys and Cadence Design Systems via the Europractice software

service [114].

The imlemented RTL ow is shown in Fig. 4.3. As it is illustrated, using an RTL

synthesizer such as the Design Compiler from Synopsys or the RTL Compiler from Ca-

dence, the veri�ed RTL description of an ISCAS or IWLS core is transformed initially
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Figure 4.2: General Design Flow.

RTL description

RTL Synthesis

Gate Level 
Description

Library 
Mapping

Library Data

Floorpaln & 
Library Data

Netlist

Simulation or 
Formal Verification

Approved

Timing Analysis

Approved

Test Logic Insertion

Netlist

Simulation or 
Formal Verification

Approved

Power Analysis

Approved

To Physical Sunthesis

Results

yes

no
Debug

yes

no yes

no Re-
Synthesize

yes
no

Figure 4.3: Example RTL ow.
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to a generic circuit of gates and registers, optimized in terms of speed and area. Then,

the generic gates are mapped one-to-one to pre-designed cells of a standard cell library.

In this research, the 45nm process nangate standard cell library [115] is used. The �nal

result is a structural net-list of the benchmark core.

There are two main approaches to verify that the structural net-list performs the same

function as the veri�ed HDL product, the functional and the formal veri�cation. In the

�rst approach, a logic test bench is used to verify that exactly the same output is produced

for the behavioural and structural descriptions. In the second approach, it is created a

formal veri�cation program that compares the logical equivalence of the two descriptions.

Formal veri�cation mathematically proves that both descriptions have exactly the same

Boolean functions [116], [117]. In contrast, functional veri�cation is based on the e�ciency

of the test vectors. Formality from Synopsys and Incisive Conformal from Cadence are

examples of formal veri�ers. Other types of veri�cation that can be run are semantic and

structural checks on the HDL. For example, in a semantic check, it should be ensured that

all bus assignments match in bit width, while in a structural check, it should be checked

that all outputs are connected.

The next step in the ow is a static timing analysis that evaluates all timing paths in

the core under scope. The inputs to the timing analyser are derived from the basic timing

of the library gates, due to intrinsic gate delays, and routing loads. The routing loads are

estimated statistically or they are derived from oor-planning data. In this research, the

Encounter from Cadence has been used for timing analysis. The �nal result is a report

that includes timing information for the worst paths in the core.

At this point, to allow for e�cient test, the DFT is implemented using specialized

procedures either in the Synopsys Design Compiler or the Cadence RTL Compiler. Specif-

ically, scannable registers are inserted and / or existed registers are modi�ed so that the

state of the design can be set and monitored. Then, ATPG is performed to generate tests

for the scannable design. In this research, the required core test sets are generated using

the Synopsys Tetramax and the Cadence ET ATPG tools.

The RTL ow concludes with the estimation of the design's normal and test power

consumption. Commercial power analysis tools that have been used are the PrimePower

from Synopsys and the EPS from Cadence.

Layout generation is the process of turning a design into a manufacturable database.

Namely, it transforms a design from the structural to the physical domain. This process

is sometimes called physical synthesis. Fig. 4.4 shows a standard place and route layout

generation design ow used in most ASICs and in this research too. The commercial tool

that has been used in this research for the layout generation of the ISCAS and IWLS

cores is the Encounter from Cadence.

The layout ow starts with the structural net-list describing gates, ip-ops, and their

interconnections. The net-list is provided in the Design Exchange Format (DEF) as a

Verilog netlist. Then, a semi-automated oor-planning step is performed. The result of

this procedure is a �le that describes the oor-plan of the design. The next step is the
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Figure 4.4: Automated layout generation.

placement process, where standard cells of constant-height and variable-width are arrayed

in rows across a chip, as shown in Fig. 4.5. A standard cell library de�nition describing

cell dimensions and port locations, in the Library Exchange Format (LEF), summarizes

the salient physical details of cells. A simple placement algorithm is used to minimize

the length of wires. At the end of the placement phase, the used cells have been �xed in

position in the overall array. The placed design is saved in a standard format (e.g., DEF)

for routing.

After placement of standard cells, the signal nets in the design need to be routed.

Routing is divided into two phases: global routing and detailed routing. A global router

creates routes through channels according to a cost function. Wires can be changed from

channel to channel if the density of wires in a channel becomes too high. The detailed

router places the actual geometry required to complete signal connections. The results

are written to another DEF �le. The picture of a design after routing is shown in Fig.

4.6.

The placed and routed design is then passed to the circuit parasitic extractor. The

placed and routed design is provided to the extractor in DEF format and the output is

a �le in the Standard Parasitic Exchange Format (SPEF) that describes the R's and C's

associated with all nets in the layout. The extractor uses another technology �le de�ning

the interlayer capacitances and layer resistances.

Static timing analysis is rerun with the actual routing loads placed on the gates.

Multiple iterations of synthesis and placement/routing are usually necessary to converge
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Figure 4.5: Floor-plan anf placement of standard cells (Cadence Encounter).

Figure 4.6: A routed design (Cadence Encounter).
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on timing requirements. Central to modern high-speed designs is the clock distribution

strategy. To minimize skew, the clock and its bu�ers are pre-route before the main logic

placement and routing is completed. This task is performed with a clock tree router.

Normal and test power estimation is repeated for the complete design. Similar tools and

techniques to those in the RTL level are used. Finally, the thermal pro�le of a given

benchmark core during test is estimated using the hotspot tool [204].

4.3 Design ow for SoCs

The design ow for SoCs consists of an industrial-SoC- and an arti�cial-SoC- oriented

process. In the �rst process, the SoC design comes directly from an industry source.

Speci�cally, an SoC con�guration �le is provided that includes

• the voltage islands and the cores in the SoC,

• the voltage settings that are used in each island,

• the maximum scan frequency that is allowed in each voltage setting per island,

• the test time of each core per voltage setting when the maximum allowed scan

frequency is used,

• the power consumption of each core in each voltage setting when the maximum

allowed scan frequency is used.

Next, the given SoC con�guration �le is further processed so that information related

to the test environment and the test method can be incorporated. Speci�cally, this step

de�nes

• the maximum ATE clock frequency,

• the scan frequencies provided by the TDM scheme,

• the TDM-based TAM con�guration, that is the number of the TAM buses, their

bit-length and the set of the cores that are connected to each bus.

• Optionally, the WPP width of each wrapped core.

The above described data are included in two con�guration �les, an SoC test- and a

TAM- con�guration �le, that constitute the input in the execution ow. Example SoC

test- and a TAM- con�guration �les can be found in the appendix A. In the arti�cial-

SoC-oriented process, a custom-made tool, designed by the author and called 'SoCTDM-

Scheduler', is used to de�ne the con�guration �le of an arti�cial SoC. A designer, using a

either a graphical user interface or a descriptive text �le (see appendix A), can
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• select the embedded cores in an arti�cial SoC from a set of available benchmark

cores and/or user-de�ned cores,

• de�ne voltage islands and assign cores in each island. The core assignment can be

implemented either manually or automatically. In the manual case, the designer

prede�nes the cores per island. Then, the SoCTDMScheduler using an external

tool, the 'hotoorplanner' [204], derives the oor-plan of the arti�cial SoC taking

into account proximity relations among the embedded cores that belong to the same

voltage island. In the automated case, the oor-plan of the arti�cial SoC is derived

�rst and then the embedded cores, according to their position in the oor-plan, are

clustered in voltage islands,

• de�ne the voltage settings per island from an available set. The voltage settings

that can be used in each island are dependent on the cores of the island and the

available data for these cores. For example, up to three prede�ned voltage settings

can be supported in the case of an island that consists of ISCAS and IWLS cores.

When the designer concludes the aforementioned de�nitions, a similar to the industry-

based SoC con�guration �le is produced automatically. Then, the designer can proceed

in the de�nition of the SoC test and TAM con�guration �les as described above.

4.4 Execution ow

The execution ow is implemented in the custom-made tool SoCTDMScheduler and con-

sists of a test method con�guration process and an execution process. During the test

method con�guration process, a test designer can choose between

• a �xed TAM con�guration or a TAM optimization process,

• the TDM and the STDM scheme,

• power-aware and power-unconstrained test scheduling,

• execution or not of thermal simulations for the derived test schedule.

In the case of a �xed TAM con�guration, only the test scheduling method needs to be

de�ned along with its parameters. A designer can select among the TDM-based GRD,

the TDM-based SA-RP and the STDM-based SA-RP method. If TAM optimization is

required, the test designer can select the number of the available ATE test channels and

the maximum number of buses that should be used in the TAM. When the test method

is fully de�ned the execution process can take place in order to derive the test schedule

and, if it is required, the optimal TAM con�guration for the SoC under test.
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Figure 4.7: SoCTDMScheduler presentation interface.

4.5 Presentation ow

The presentation ow consists of a set of procedures that allows for user-friendly, graphical

representation of the derived results. These results can be used for debugging or evalu-

ation of the test methods. The SoCTDMScheduler, as shown in Fig. 4.7, can represent

graphically

• SoC test schedules,

• SoC oor-plans,

• power graphs of SoCs and their embedded cores,

• temperature graphs of SoCs and their embedded cores.

133



Chapter 5

Evaluation of the research work

5.1 Evaluation of the TDM-based test methods

5.2 Evaluation of the STDM-based test methods

5.3 Evaluation of the B-&-B optimization approach

5.4 Evaluation of the TAM distribution approach

5.5 Evaluation of the critical path-oriented and thermal aware X-�ll method for high

un-modelled coverage

5.1 Evaluation of the TDM-based test methods

Vdd IA1 IA2 IA3 IA4
level CA

1 Fm CA
2 CA

3 CA
4 Fm CA

5 CA
6 CA

7 CA
8 Fm CA

9 Fm

V1 300 266 60 128 262 200 N/A N/A 128 600 133 55 200

V2 500 200 95 220 500 100 475 375 170 950 100 N/A N/A

V3 800 100 160 340 700 50 800 600 300 1600 50 N/A N/A

V4 1600 50 N/A N/A N/A N/A 1600 1200 600 3200 25 N/A N/A

Table 5.1: SoC-A Test Times (in Normalized Time Units) At Maximum Scan Frequencies

Fm (In MHz) [231].

In this section, we present an evaluation of the proposed TDM-test-scheduling methods

based upon experimental results that come from two industrial SoCs, hereafter referred

to as SoC-A and SoC-B, respectively [231]. Both SoCs consist of digital cores and are

targeted for portable wireless applications. They are extremely power conscious, and they
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have various programmable levels of power control, either through external power supply

control or through internal settings. SoC-A has 4 voltage islands IA1 ; I
A
2 ; I

A
3 ; I

A
4 , 9 cores

CA
1 ; : : : ; C

A
9 and 124 clock domains. SoC-B has 7 voltage islands IB1 ; : : : ; I

B
7 , 15 cores

CB
1 ; : : : ; C

B
15 and 225 clock domains. SoC-A can be set to up to 4 voltage settings, while

SoC-B can be set to up to 6 voltage settings. While the test environment for these SoCs

has several more constraints than modelled in this section, e.g., in terms of available test

pins, tester resources such as power supplies and clocks, compatibility amongst di�erent

test modes, sequencing amongst test modes, etc., these examples illustrate the richness

that exists in industrial designs, the test of which can bene�t from e�ective test-scheduling

methods.

Table 5.1 presents the minimum testing times for all cores CA
i of SoC-A at the various

voltage levels Vj. Correspondingly, tables 5.2 and 5.2 present the minimum testing times

for all cores CB
i of SoC-B at the various voltage levels Vj. The test data for the cores

are grouped into columns according to the island they belong to. The test times are

calculated using the maximum scan frequencies, denoted as 'Fm', that do not cause scan

chain timing violations at any core for shifting at the corresponding voltage level (they are

presented in normalized time units, so as not to reveal con�dential data). The maximum

scan frequencies are presented in the last column of each island (they are reported in MHz

and they are di�erent for every voltage setting and every island). The entries denoted as

'N/A' correspond to cores that either do not operate at the respective voltage settings or

they are not tested at these voltage settings.

Vdd IB1 IB2 IB3
level CB

1 CB
2 Fm CB

3 CB
4 CB

5 Fm CB
6 CB

7 CB
8 Fm

V1 900 300 400 700 100 550 200 N/A 188 600 266

V2 1200 396 300 1400 200 1100 100 475 370 950 200

V3 1350 450 266 2800 400 2200 50 700 500 1600 100

V4 1800 600 200 N/A N/A N/A N/A 1400 1000 3200 50

V5 3600 N/A 100 N/A N/A N/A N/A N/A N/A N/A N/A

V6 7200 N/A 50 N/A N/A N/A N/A N/A N/A N/A N/A

Table 5.2: SoC-B Test Times (in Normalized Time Units) At Maximum Scan Frequencies

Fm (in MHz) [231].

In the rest of this section, we present test-time results for SoC-A and SoC-B at all

supported voltage levels. In particular, we report results for the following test-scheduling

approaches:

1. Shortest-Job-First (SJF): This method is very e�ective for scheduling tests at single-

Vdd designs [234]. We use it as a good representative of single-Vdd test scheduling

approaches; we adapted SJF to multi-Vdd designs by appending the required con-

straints described in section 3.3.4.
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Vdd IB4 IB5 IB6 IB7
level CB

9 CB
10 Fm CB

11 CB
12 Fm CB

13 CB
14 Fm CB

15 Fm

V1 700 N/A 200 N/A 165 300 500 125 200 1300 200

V2 924 198 150 900 192 200 N/A N/A N/A N/A N/A

V3 1050 225 133 N/A 250 150 N/A N/A N/A N/A N/A

V4 1400 300 100 N/A 500 75 N/A N/A N/A N/A N/A

V5 2800 N/A 50 N/A 1000 38 N/A N/A N/A N/A N/A

V6 5600 N/A 25 N/A N/A N/A N/A N/A N/A N/A N/A

Table 5.3: SoC-B Test Times (in Normalized Time Units) At Maximum Scan Frequencies

Fm (in MHz) [231].

2. Session-Based Scheduling (SBS): This is the �rst method proposed for multi-Vdd
SoCs [88].

3. TDM-based Scheduling: This is the TDM scheduling method proposed in this work.

It is implemented using three approaches: the ILP formulation presented in section

3.3.5 (TDM-ILP), the rectangle-packing/simulated annealing approach presented

in section 3.3.6 (TDM-SA-RP), and the greedy approach presented in Section 3.3.7

(TDM-GRD). The TDM-ILP approach was implemented using FICO XPress-MP

Solver [235]. Both TDM-SA-RP, TDM-GRD approaches were implemented using

the SoCTDMScheduler tool.

The baseline SJF approach is adapted to the particular requirements of multi-Vdd
designs. Recall that besides the additional constraints set by the use of multiple voltage

settings, SJF is unaware of the di�erent shift frequencies required at di�erent voltage

levels. As a result, SJF often schedules in parallel di�erent tests at di�erent voltage

settings and di�erent islands that require di�erent shift frequencies, provided of course

that no constraints are violated. However, even if constraints are not violated, testers

in industrial multi-site testing environments usually provide a single clock for every SoC;

hence it is likely that all scan partitions will have to be shifted at the same rate. If one

shift frequency has to be used at a certain time, that frequency should be equal to the

lower frequency that does not violate the scan-chain timing for any of the cores being

tested at that time.

Since the exact number of shift frequencies that can be used concurrently for testing an

SoC depends on the available tester channels and the available SoC pins, we consider two

bounding scenarios for the SJF method. In the worst-case scenario (denoted as 'WC'), we

assume that there is only one ATE channel for providing the clock signal to every core. In

that case, the lowest frequency has to be used, which is equal to 25 MHz as it is reported

in Tables 5.1, 5.2, 5.3. In the best-case scenario (denoted as 'BC'), we assume that for

each core/island a separate ATE channel is available for providing a separate clock signal,

and thus the highest possible scan frequency can be used for loading the test data at any
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voltage setting. Any single-Vdd method cannot achieve better test time than this scenario,

therefore it corresponds to the best-case in terms of test time for single-Vdd methods.

The BC scenario is overly optimistic due to the very high cost associated with such an

approach. In addition, usually only a very small set of shift frequencies are supported by

the tester. Nevertheless, we consider it here to show the relative e�ectiveness of the pro-

posed method against any other conventional single-Vdd technique that could potentially

reach the BC scenario. The WC scenario is rather pessimistic, even though it is closer

to the reality than the BC scenario. Recall that, as shown in Tables 5.1, 5.2, 5.3, the

test times at the lower voltage settings dominate the time for testing the SoC. Therefore,

it is very likely that the lower scan frequencies will have to be used most of the time in

a pin/ATE-channel-limited environment. In the average case, any single-Vdd method is

expected to achieve a test time that is between the best and the worst case.

For the TDM methods, we assume that the tester provides a clock signal with fre-

quency that is close to the highest scan frequency of any core of the SoC (200 MHz for

SoC-A and 400 MHz for SoC-B). For SoC-A, this frequency is divided on-chip using the

proposed TDM scheme by 8, 4, 2 and 1, which corresponds to scan frequencies 25, 50,

100 and 200 MHz. For SoC-B, it is divided by 16, 8, 4, 2 and 1, and the available scan

frequencies are 25, 50, 100, 200 and 400 MHz, respectively. Each core Ci is tested at a

voltage Vj using any of the TDM frequencies that are smaller or equal to the correspond-

ing highest nominal scan frequency of Ci at Vj. For example, as reported in Table 5.1,

for testing core CA
8 at V1, the highest scan frequency that can be used is 133 MHz. If

we consider a TDM scheme that provides frequencies of 200, 100, 50 and 25 MHz, then

only the frequencies 100, 50, and 25 MHz, can be used for testing CA
8 at V1, and using

equation (3.1), the respective test times are equal to 800, 1600 and 3200, respectively.

Note that when the scan frequency is divided by two, the completion time for the task

doubles. However, at the same time, the use of a smaller frequency permits a higher level

of parallelization between the various tasks, which o�sets the increase in test time.

In order to show the potential of TDM to decrease testing time for multi-core/multi-Vdd
SoCs, we consider that SoC-A is tested using a TAM con�guration that employs two test

data buses, BUS-A and BUS-B. Initially, BUS-A transfers test data only to the wrapper

of the core CA
8 and BUS-B loads the rest of the cores. Then, we gradually increase the

test load of BUS-A by moving the cores of BUS-B to BUS-A, until all cores are connected

to BUS-A and BUS-B is completely removed (all core wrappers have the same width and

thus the size of BUS-A remains the same). The results are shown in Fig. 5.1. The x-axis

shows the number of additional cores connected to BUS-A at each step. The y-axis shows

the test time achieved by both TDM-ILP and the SBS test scheduling methods. The

TDM-ILP method o�ers higher parallelism than the SBS method, and thus the total test

time only slightly increases as the number of cores connected to BUS-A increases. On the

other hand, the SBS method can only aggregate the additional test load to the existing

load, thus, forcing the overall test time to increase accordingly. The ratio of the test time

of SBS over TDM is reported above each pair of columns.
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Figure 5.1: Test time obtained using TDM for various numbers of cores connected to a

bus.

TDM uses less TAM resources and achieves, at the same time, better TAM utilization

than the non-TDM methods. However, in order to keep the total test time low, there

is an upper bound on the number of cores that can be connected to every bus. Due

to the ability of TDM to schedule tests in parallel, this bound is much higher than the

bound of a non-TDM scenario. Nevertheless, when this bound is reached, more buses

can be added in the design, and the cores can be connected to these buses according to

area constraints and performance optimization objectives. Even in that case, the number

of buses is expected to be much smaller in the TDM approach than in any non-TDM

approach.

In order to evaluate all the test-scheduling methods, we used various TAM con�gura-

tions for the two industrial SoCs. We assumed a pre-determined TAM architecture in each

case (the problem of TAM optimization is not yet considered). Speci�cally, to avoid any

bias due to the assignment of cores to TAMs, for SoC-A (SoC-B), we considered three

TAM con�gurations, using 2, 3 and 4 (3, 4 and 5) test data buses respectively, where

we connected three di�erent randomly selected sets of cores. The results for SoC-A and

SoC-B are shown in tables 5.4 and 5.5 respectively. For both tables, the �rst row presents

the name of each SoC, as well as the theoretical lower bound in test time calculated ac-

cording to Equation (3.17). The �rst two columns of each part present the number of

buses and the con�guration index number while the next columns present the results for

each considered method for both SoCs. The TDM-based test scheduling methods achieve

remarkably high reduction in test time compared to non-TDM methods, especially when

the tester has limited resources (low number of test data buses). The test time of the

TDM - based methods is considerably lower, when the worst-case scenario is considered,
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SoC-A (Tmin
SoC−A = 6540)

No of
Cnf

SJF
SBS

TDM

Buses WC BC ILP SA-RP GRD

2

1 37196 14055 12894 6548 6603 8177

2 28060 12489 12200 6548 6767 7815

3 36652 14489 13527 6548 6746 8737

3

1 22264 9540 7603 6548 6548 7782

2 26752 11139 7624 6548 6548 9870

3 28060 12350 12200 6548 6788 7815

4

1 24720 12598 6775 6548 6748 9648

2 25380 12886 7867 6548 6548 6848

3 24720 10740 6625 6548 6548 6848

Table 5.4: Test Time Comparisons (test times are shown in clock cycles).

and also much lower than the best-case scenario for most of the SJF test cases. Both SJF

and SBS methods are competitive only in the best-case scenario, and only when there are

enough resources to counterbalance the parallelization e�ciency of TDM.

There are cases in tables 5.4 and 5.5 where the ILP method provided optimal results

(boldfaced entries). In the rest of the cases, the solver was terminated after a certain

time limit. In the particular case of SoC-B where the complexity of the ILP model is

very high, there are cases that the SA-RP method performs better than the ILP. This

is due to the running-time limit given to the ILP solver. Interestingly, even in the cases

that ILP did not terminate (and thus provided sub-optimal results), both ILP and SA-RP

methods achieved test times that are very close, if not equal, to the lower bound provided

by Equation 3.17. The TDM-GRD approach o�ers less compelling test schedules, which

are however superior to those given by the SBS and SJF methods in most cases.

Based on the test-time results, the ILP-TDM method is the most attractive choice

when enough computational resources are available. Tables 5.6 and 5.7 present the com-

plexity of the ILP models, and the computation times that are required for each method

to derive the test schedules reported in tables 5.4 and 5.5 respectively. For both tables,

the �rst column presents the number of buses and the con�guration index as a pair (B,C).

The next three columns present the complexity of the ILP model in terms of number of

relations (Rel.), number of integer (Int.) and binary (Bin.) variables. The next three

columns present the computation time (in seconds) for the ILP, the SA-RP, and the GRD

method.

Fig. 5.2 reports the CPU times for all intermediate solutions generated by the ILP

solver for SoC-B and the con�guration (B,C) = (3,1). The dashed line shows the test

time of the competing SBS approach. Very high test time improvements are achieved and

the proposed method quickly outperforms the SBS approach. Further improvements are

achieved when more CPU time is given to the ILP solver. The results for the rest of the
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SoC-B (Tmin
SoC−B = 17095)

No of
Cnf

SJF
SBS

TDM

Buses WC BC ILP SA-RP GRD

3

1 169840 39939 38749 17095 17095 19420

2 124093 25603 24275 17095 17095 17095

3 134413 25848 25532 17910 17095 17760

4

1 128607 30477 30447 19537 18095 22480

2 122032 20396 21321 17095 17095 17095

3 123952 22846 22846 18594 17395 17993

5

1 108740 22246 23796 17671 17345 18215

2 119013 22696 21075 17095 17095 17095

3 133740 23396 23396 17993 17395 17993

Table 5.5: Test Time Comparisons (test times are shown in clock cycles).

con�gurations are similar.

The heuristic approaches, namely the TDM-SA-RP and the TDM-GRD, drastically

reduce the required computation time. Speci�cally, the TDM-SA-RP method manages

to produce much faster than TDM-ILP, very e�cient test schedules that are close to

the schedules produced by the TDM-ILP method. The TDM-GRD method has negligible

computation time, but it delivers inferior results than the TDM-ILP and the TDM-SA-RP

methods. Therefore, TDM-GRD can serve as a good estimation method (e.g. for cases

that two di�erent test architectures must be compared at an early design phase), or even

as the �nal scheduling approach in environments with very limited CPU resources and/or

very large SoCs under test. On the other hand, ILP is very advantageous for small to

moderate SoCs, where it can o�er optimal results, while it serves as a good heuristic-like

approach for large SoCs.

Fig. 5.3 shows a typical run of the TDM-SA-RP and the TDM-GRD algorithm for

SoC-B. The x-axis shows the CPU time of the TDM-SA-RP algorithm in milli-seconds,

and the y-axis shows the test time in normalized time units. The TDM-GRD algorithm

runs in 69 msec and provides the test time shown as a straight line in Fig. 5.3. The SA

o�ers initially some fair solutions, which are close to the solution given by the TDM-GRD

approach. However, this solution is gradually improved as the optimization proceeds. At

a certain point after 22 seconds, the test time is considerably reduced and reaches its

lowest value, which is much better than the solution given by TDM-GRD. Beyond that

time, there is no further improvement and the SA-RP terminates. It is worth noting that

for the same result the ILP solver had to run for one day.

Even though testing at multiple voltage levels is a very promising technique to reduce

test escapes, the current practice of industry is to test at a selected subset of voltage

levels. This subset may be limited to only two extreme voltage levels (the operating

corners) to reduce the test cost. To show the bene�ts of the proposed TDM method in

140



0	  

10	  

20	  

30	  

40	  

50	  

60	  

70	  

80	  

0	   20	   40	   60	   80	   100	  

Te
st
	  T
im

e	  
(t
ho

us
an

d	  
/m

e	  
un

its
)	  

CPU	  Time	  (hours)	  

Test	  Time	  (ILP)	   Test	  Time	  (SBS)	  

Figure 5.2: Test and CPU times for ILP.
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Figure 5.3: Results obtained using SA-RP and comparison with the GRD method.
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SoC-A

(B,C)
ILP SA-RP GRD

Rel. Int. Bin. CPU Time (s). CPU Time (s) CPU Time (s)

(2,1) 23190 1969 8754 24624 15.26 0.08

(2,2) 18454 1969 6450 8856 15.69 0.1

(2,3) 25742 1969 9986 30762 18.07 0.13

(3,1) 10601 1969 2665 13788 18.84 0.07

(3,2) 13456 1969 4046 22284 22.18 0.09

(3,3) 14874 1969 4722 22932 18.66 0.1

(4,1) 8404 1969 1601 26856 29.31 0.03

(4,2) 9502 1969 2138 5328 27.54 0.04

(4,3) 8872 1969 1835 1512 26.23 0.06

Table 5.6: Model complexity for ILP method and CPU times for the various optimization

methods.

this case, we consider SoC-B with one bus, and we apply the SBS, the TDM-GRD and

the TDM-SA-RP methods. The test time in each case is equal to 33401, 17600 and 9694

time units respectively. Therefore, even in this case, the bene�ts of TDM remain high.

In order to show the scalability of the SA-RP and GRD approaches, we conducted

an experiment with a hypothetical large many-core SoC that consists of many identical

copies of SoC-A and SoC-B. In total, the large SoC consists of 7 islands and the number of

voltage settings was set equal to 6. The number of buses was set equal to 10 in all cases.

Table 5.8 presents the results. The �rst column presents the number of the cores and the

next two pairs of columns present the test time and the running time for the TDM-SA-RP

and the TDM-GRD approaches (the ILP approach is not scalable to SoCs of that size due

to computational complexity and thus it is excluded from this experiment). TDM-SA-RP

o�ers much better results than TDM-GRD, but requires considerably more CPU time.

Some non-monotonicity in the CPU time comparison can be attributed to the heuristic

nature of both approaches. However, it is obvious that the CPU times for both methods

are realistic, even for the large SoCs with 500 cores.

In the next experiment, we examine the e�ect of power constraints on the test time of

TDM. Table 5.9 shows for SoC-A the power consumption for every core at every voltage

setting when the highest shift frequency supported by this voltage setting is used (the

maximum shift frequencies are reported in table 5.1. Correspondingly, tables 5.10 and

5.11 shows in similar way the power consumption of SoC-B. The power consumption for

lower frequencies can be calculated for each core using equation (3.3). The power limit for

each island was set equal to 120 units for IA4 , 400 units for I
A
1 ; I

A
2 , 750 units for I

B
3 ; I

B
4 , 800

units for IA3 , 1000 units for I
B
2 ; I

B
5 ; I

B
6 , 2000 units for I

B
1 and 300 units for IB7 . Table 5.12

presents the power-aware results. As expected, the power consumption limits a�ect the

test times generated by the proposed methods. However, TDM adjusts the shift frequency
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SoC-B

(B,C)
ILP SA-RP GRD

Rel. Int. Bin. CPU Time (s). CPU Time (s) CPU Time (s)

(3,1) 89199 4101 38570 336240 71.57 0.07

(3,2) 123042 4101 55111 421920 73.96 0.15

(3,3) 102673 4101 45169 227880 145.462 0.24

(4,1) 46572 4101 17795 436320 220.71 0.1

(4,2) 32129 4101 10756 479160 67.1 0.14

(4,3) 29937 4101 9677 258840 139.56 0.19

(5,1) 24473 4101 7036 297360 216.03 0.1

(5,2) 20683 4101 5183 266400 65.89 0.17

(5,3) 22511 4101 6059 245520 132.572 0.23

Table 5.7: Model complexity for ILP method and CPU times for the various optimization

methods.

Cores
Test Time Run Time

SA-RP GRD SA-RP GRD

100 21195 31681 5h 2 sec

200 28601 44127 60h 11 sec

300 33846 47289 55h 37 sec

400 40308 95989 71h 316 sec

500 50066 74728 79h 1024 sec

Table 5.8: Test time and CPU time for many-core SoCs.

(and thus the power consumption) as necessary, and exploits parallelism to minimize the

overall test time. This is shown in Table 5.12, where in many cases, the proposed TDM

methods manage to compensate e�ectively the power constraint and derive test schedules

that are close or equal to e�ciency to test schedules that are derived without taking into

account power limitations. Note that in many cases, TDM has no other option than to

apply the test using shift frequencies that are lower than the maximum ones, because the

maximum shift frequencies violate the power constraints of the respective islands.

In order to show how the power limits a�ect test time, we gradually increased the

power limits reported above for each island in steps of 10%. Using each new set of power

limits, we run the TDM-SA-RP algorithm for SoC-B, using the con�guration (B;C) =

(3; 1). The increase of the test time at each step is shown in Fig. 5.4. The x-axis

shows the percentage increase of the power limit for each step, and the y-axis shows

the corresponding test-time increase. As shown by the curve's slope, the TDM-SA-RP

method can reschedule e�ectively the tests for SoC-B even if we reduce by half the initial

power limits per island. Any further decrease of these limits causes a higher increase to
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Vdd CA
1 CA

2 CA
3 CA

4 CA
5 CA

6 CA
7 CA

8 CA
9

V1 798 120 256 524 N/A N/A 170 800 110

V2 486 49 104 212 475 375 104 583 N/A

V3 197 20 42 86 192 152 42 425 N/A

V4 80 N/A N/A N/A 78 62 17 310 N/A

Table 5.9: SoC-A Power Consumption (in Normalized Time Units) [231].

Vdd CB
1 CB

2 CB
3 CB

4 CB
5 CB

6 CB
7 CB

8

V1 3600 1200 1400 200 1100 N/A 188 600

V2 2437 812 632 94 496 950 128 407

V3 1950 650 285 41 224 429 58 184

V4 1323 441 N/A N/A N/A 193 26 83

V5 597 N/A N/A N/A N/A N/A N/A N/A

V6 269 N/A N/A N/A N/A N/A N/A N/A

Table 5.10: SoC-B Power Consumption (in Normalized Time Units) [231].

the test schedule time, as it is expected.

5.2 Evaluation of the STDM-based test methods

In this section, we present an evaluation of the proposed STDM-test-scheduling methods

based upon experimental results that come from the industrial SoC SoC-B, described in

section 5.1. We assume that the tester provides a clock signal with frequency equal to the

highest shift frequency reported in tables 5.2 and 5.3, i.e., 400 MHz. The TDM scheme

supports frequencies 25, 50, 100, 200 and 400 MHz. For every core-voltage pair, every

frequency in this set that is lower or equal to the corresponding Fm reported in tables

5.2 and 5.3 can be used. For example, for C1 at V3 with Fm = 266 MHz only 200 MHz,

100 MHz, 50 MHz and 25 MHz are supported and the respective test times are equal to

1795, 3591, 7182 and 14364.

Throughout this section, we consider WPP widths that are up to 4x smaller than the

size of the bus. Since STDM reduces the frequency on the bus to compensate for wrappers

that are narrower than the bus, the set of frequencies supported by STDM is extended

to include also the values of 12.5 MHz and 6.25 MHz, which are 2x and 4x smaller than

the lowest frequency supported by TDM. Finally, based on the observations in section

3.4.2, we used the single bus con�guration, and we varied the size of the bus in the range

{L=4; L=2; L}.
In the �rst experiment, we compare STDM against the TDM and non-TDM ap-

proaches. We consider �rst the case that wrappers are exible and thus their parallel
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Figure 5.4: E�ect of power consumption limit on test time.

56358	  

112716	   225432	  

20784	  

39654	  

85724	  

34506	  

65115	  

18000	  
28000	  
38000	  
48000	  
58000	  
68000	  
78000	  
88000	  
98000	  
108000	  

A	  Lines	   A/2	  Lines	   A/4	  Lines	  

Te
st
	  S
ch
ed

ul
e	  
Le
ng
th
	  

Non-‐TDM	  
TDM	  
STDM	  

Figure 5.5: STDM vs TDM.

145



Vdd CB
9 CB

10 CB
11 CB

12 CB
13 CB

14 CB
15

V1 1400 N/A N/A 495 1000 250 2600

V2 948 297 900 297 N/A N/A N/A

V3 758 238 N/A 202 N/A N/A N/A

V4 515 161 N/A 91 N/A N/A N/A

V5 232 N/A N/A 42 N/A N/A N/A

V6 104 N/A N/A N/A N/A N/A N/A

Table 5.11: SoC-B Power Consumption (in Normalized Time Units) [231].

(B,C)
SoC-A

(B,C)
SoC-B

ILP SA-RP GRD ILP SA-RP GRD

(2,1) 7023 7193 7698 (3,1) 38377 19295 24993

(2,2) 7023 7023 8198 (3,2) 37936 18995 19645

(2,3) 7023 7226 7981 (3,3) 25707 18495 20180

(3,1) 6548 8098 8093 (4,1) 17995 18995 26344

(3,2) 6548 8828 7568 (4,2) 17694 18370 19115

(3,3) 7023 9018 8838 (4,3) 19795 18295 20395

(4,1) 6548 9698 9638 (5,1) 19270 18495 19200

(4,2) 6548 9942 8415 (5,2) 17095 18995 19600

(4,3) 6548 9518 8260 (5,3) 17395 18295 20387

Table 5.12: Test time per proposed method with power constraints.

ports can be set to the same bitwidth with the bus. Since all wrappers were initially

designed to be L bits wide, in order to consider buses of bitwidth smaller than L, the

wrapper con�guration of every core had to be adjusted in TDM and non-TDM schemes.

In STDM, all wrappers retain their original width L. The reshaping of the wrapper has

a proportional e�ect on the length of the tests loaded into the wrapper; they are propor-

tionally increased (every 2x reduction of the WPP bitwidth corresponds to a 2x increase

of test time for shifting test data into the core).

The results for bus sizes equal to L;L=2; L=4 are shown in Fig. 5.5. STDM outperforms

both TDM and non-TDM methods by a considerable margin. Note that the test time for

the non-TDM scheme extends above the chart in the case of L=4 bits. When the size of

the bus is equal to L bits, SDM is not required, since the bus and the wrappers have the

same bitwidth, and STDM degenerates to TDM. As the bus bitwidth decreases to L=2

and L=4, TDM cannot further exploit the released TAM lines and the test time doubles

in both cases. In contrast, SDM exploits the released TAM lines and test time does not

scale proportionally, thereby o�ering higher multi-site e�ciency.

Adjustments in the WPP size require adjustments of the scan chains and thus they are

not always possible, like for example in the case of hard IP - cores or when decompressor
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Figure 5.6: Percentage test-time reduction o�ered by STDM for multi-site testing.

constraints prevent them. At the same time, TDM and non-TDM cannot be applied

when the bus is smaller than the WPP width. To show the advantages of STDM in this

case, we compare the overall test time needed for testing one million devices using STDM

with bus bitwidth equal to L=2 and L=4 against the overall test time needed for the same

number of devices using TDM and non-TDM with bus and WPP bitwidth equal to L.

Hence, only the e�ect of ATE-channel count is considered to evaluate multi-site e�ciency.

Fig. 5.6 shows the improvement o�ered by STDM over TDM for various ATE channel

counts in the range [2 · L; 8 · L]. Note that this count includes ATE channels reserved for

control signals. The improvement of STDM over non-TDM (not shown in Fig. 5.6) is in

the range of [65%; 80%]. It is obvious that STDM o�ers considerable test time savings,

especially when the number of available ATE channels is small, because it achieves higher

parallelism than the other methods. In practical scenarios, ATE channels constitute an

expensive resource and only a small number of channels is available per chip in multi-site

testing. Hence, we conclude that STDM is a very e�cient approach.

Finally, we examine the case that the di�erent cores have di�erent WPP bitwidths,

and they cannot all perfectly match the size of the shared bus. Speci�cally, we examine

the case that the WPPs of cores C2; C3; C5; C8; C12; C15 are L=2 bits wide, the WPPs of

cores C1; C9 are L=4 bits wide and the rest of the WPPs are A bits wide. In TDM, the

bus is equal in bitwidth to the widest among the WPPs (i.e., L bits), and the smaller

wrappers use only part of the bus. In the case of STDM, three di�erent bus bitwidths

were considered: L, L=2, L=4. The overall time improvements of STDM over TDM for

testing 1 million devices were equal to 1.1x, 2.7x and 3.6x, respectively. STDM is better

suited for buses of small bitwidth and outperforms TDM in this case. It is also important

to note that when the bus width reduces by the factor of 2 from L to L=2 bits, STDM
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Figure 5.7: Test-scheduling times for TAM con�gurations of SoC-B.

tests more than double the number of sites. Therefore, there are cases in which STDM

not only increases the multi-site factor, but it also o�ers shorter test time per device than

TDM.

5.3 Evaluation of the B-&-B optimization approach

For evaluating the B-&-B optimization approach, initially, we used again the two industrial

SoCs, SoC-A and SoC-B, described in section 5.1. Tables 5.1, 5.2 and 5.3 present the test

times and the highest rated shift frequencies Fmax
ij for every pair Ci, Vj assuming that all

wrapper parallel ports are La-bits wide (SoC-A) and Lb-bits wide (SoC-B). Remember

that in order to conceal con�dential data, test times for the industrial SoCs are presented

in normalized units. We assume that the tester provides a clock signal with frequency

close to the highest shift frequency reported in Tables 5.1, 5.2 and 5.3, i.e., 200 MHz for

SoC-A and 400 MHz for SoC-B. The TDM scheme supports frequencies 25, 50, 100, 200

and 400 MHz.

First we study the evaluation accuracy of GRP on di�erent TAM con�gurations. This

is very critical because GRP is used to guide the B-&-B towards the best TAM con-

�guration. To this end we applied the B-&-B method on SoC-B and we selected 40

representative TAM con�gurations with the same number of ATE channels (the rest of

the con�gurations exhibit similar behaviour too). For each one of them we generated the
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test schedules using both the SA-RP and the GRP methods, and we calculated their lower

bounds using Eq. (3.22). The test times of the TAM con�gurations sorted in decreasing

order of their LB values are depicted in the graph of Fig. 5.7. Note that the higher the

index, the better is the TAM con�guration depicted in Fig. 5.7. Even though SA-RP

method provides lower test times than the GRP method, they both yield the same results

when they are used to compare di�erent TAM con�gurations. Speci�cally, as we move

from con�guration 1 to 40, the test application time of both methods decreases in the

same way in the vast majority of the cases. The correlation between GRP and SA-RP

using the Kendall's Tau-b coe�cient [233] is equal to 0.9, therefore it is obvious that they

both drive the B-&-B algorithm towards the same con�gurations. For SoC-B, the CPU

time of GRP is 0.2 seconds for each TAM con�guration, while the running time of the

SA-RP method is 86 seconds. Therefore, GRP is suitable for the time intensive process

of evaluating the nodes of the tree, while SA-RP is suitable for generating the �nal test

schedule for the selected con�guration.

SoC − A

NATE Ngen Prej Run Time Test Time CNF

� 57.3K 99.6% 7.4sec 4,310 �

�− 1 52.2K 99.5% 8.9sec 4,664 1, �− 1

�− 2 36.5K 99.7% 5.3sec 4,925 �− 2

�− 3 59.3K 99.0% 9.9sec 5,803 1, �-4

�− 4 32.8K 99.5% 4.8sec 5,746 �-4

�− 5 43.4K 99.2% 6.9sec 6,740 1, �-6

�− 6 20.8K 99.7% 2.9sec 6,896 �-6

�− 7 17.0K 99.6% 2.6sec 7,662 �-7

�− 8 15.8K 99.6% 2.3sec 8,620 �-8

�− 9 18.7K 99.0% 3.3sec 10,388 �-9

�− 10 5.6K 99.7% 0.9sec 11,493 �-10

�− 11 7.6K 99.6% 1.1sec 13,792 �-11

�− 12 4.3K 99.3% 0.7sec 17,240 �-12

� : : : �− 12 212.8K 99.7% 27sec 4310− 7489 -

Table 5.13: Branch-&-Bound Results.

Tables 5.13 and 5.14 show the results of the B-&-B approach on SoC-A and SoC-B

respectively. For single-site test applications we run the B-&-B algorithm for all values

of NATE in the range [�; � − 12] for SoC-A and [�; � − 12] for SoC-B (we note that

� = 2La and � = 2Lb). For multi-site test applications we run a single experiment

for all values of NATE in the above ranges (the value of NATE and the test times are

reported as normalized units to conceal con�dential information). For the given SoCs,

we generated TAM con�gurations with up to three buses, because more than three buses

increase the area overhead without any signi�cant bene�t in test time. The columns
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SoC −B

NATE Ngen Prej Run Time Test Time CNF

� 20.6M 99.9% 2.0h 10,689 1, � − 1

� − 1 49.0M 99.9% 5.0h 11,991 1, � − 2

� − 2 58.6M 99.9% 6.4h 12,913 1, � − 3

� − 3 30.0M 99.9% 3.0h 13,943 2, � − 5

� − 4 25.4M 99.9% 2.8h 15,334 1, � − 5

� − 5 27.3M 99.8% 3.2h 16,316 1, � − 6

� − 6 14.4M 99.8% 3.7h 18,170 2, � − 8

� − 7 16.3M 99.8% 2.1h 20,491 1, � − 8

� − 8 17.0M 99.8% 2.3h 23,063 2, � − 10

� − 9 18.2M 99.8% 2.1h 27,627 1, � − 10

� − 10 3.2M 99.7% 0.5h 30,675 1, � − 11

� − 11 6.4M 99.8% 0.7h 36,340 1, � − 12

� − 12 4.3M 99.9% 0.4h 46,127 1, � − 13

� : : : � − 12 81.1M 99.9% 7.6h 10; 689− 46; 127 -

Table 5.14: Branch-&-Bound Results.

labelled Ngen present the total number of TAM con�gurations that were generated by

the B-&-B algorithm, and the columns labelled Prej present the percentage of the Ngen

nodes that were rejected by the bounding criterion (we report only the number of nodes

which are visited by the B-&-B algorithm and not the nodes in the sub-trees eliminated

by the bounding criterion). It is obvious that only a very small percentage of the TAM

con�gurations were actually evaluated by the GRP method. In practical applications

additional nodes will be rejected due to violation of area constraints. The columns with

the labels 'Run Time' and 'Test Time' present the run time of the algorithm and the test

time of the best TAM con�guration found in each case. The columns with labels 'CNF'

present the size of the buses of the best con�gurations separated with commas. As the

value of NATE decreases, the run time decreases because the number of possible TAM

con�gurations decreases (Ngen decreases too). As a result, the size of the tree becomes

smaller and the B-&-B algorithm �nishes in a smaller amount of time. At the same time,

test time increases due to the use of a smaller number of ATE channels. We note that

the run time can be further reduced by using multi-threading programming, which can

be easily applied in the B-&-B algorithm.

In the last row of table 5.13 and 5.14, we present the results of the multi-site ex-

periment. The number of nodes generated in the multi-site experiment and the run

time of both SoCs is much lower than the aggregate number of the generated nodes and

the aggregate run time in the standalone experiments respectively. Note that the best

multi-site TAM con�gurations belong in the intervals NATE ∈ [� − 6; �] for SoC-A and

NATE ∈ [� − 6; �] for SoC-B, as the rest of the NATE values did not o�er any bene�ts.
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Figure 5.8: Best test times for various values of NATE.

Fig. 5.8 presents the test times of the three best TAM con�gurations of SoC-B found

for NATE ∈ [� − 6; �]. For each triplet we report the test time provided by GRP and

SA-RP, as well as their lower bounds. The x-axis shows the various con�gurations, and

the y-axis shows the test times. The pair of values in each parenthesis denotes the number

of ATE channels followed by the number of the test buses used (it is the same for each

triplet). As the value of NATE increases (from the right to the left) the test time drops

and it approaches the value of LB. This was expected as the increased number of ATE

channels increases also the parallelization e�ciency of the TDM scheme (we remind that

the lower bound calculation was based on the in�nite parallelism assumption for the

buses). There are cases that the reduction of ATE channels is very bene�cial, like the

7th TAM con�guration with NATE = � − 2 that o�ers almost the same test time with

the NATE = � case. Such cases provide bene�ts in multi-site test environments and the

B-&-B approach is a very e�ective way to identify them.

In the next experiment we compare the proposed method against other TAM opti-

mization methods. One intuitive method is to partition the set of available TAM lines

into a number Nq of equally sized buses B1; B2; : : : ; BNq , and connect the cores to the

buses in a balanced way as far as the time required for testing the cores of every bus is

concerned. Speci�cally, the set of the cores is partitioned into Nq subsets S1; S2; : : : SNq ,

such that the aggregate time for testing all the cores of any subset at every voltage level is

similar for all subsets. Then, the cores of each subset S1; S2; : : : SNq are connected to bus

B1; B2; : : : ; BNq respectively. We applied this method on SoC-A and SoC-B for Nq = 2; 3

using � and � ATE channels respectively. For Nq = 2 the test time for SoC-A (SoC-B)
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using this approach was found to be equal to 7510 (17095) time units, which is 1.7x (1.6x)

times higher than the test time of the con�guration reported in table 5.13 (table 5.14)

for � (�) TAM lines. For Nq = 3 the test time for SoC-A (SoC-B) was found to be 2.5x

(2.4x) higher than the test time reported in table 5.13 (table 5.14) for � (�) TAM lines.

SoC − A SoC −B

NATE [236] Prop. Impr. NATE [236] Prop. Impr.

� 9.5K 4.3K 2.2x � 29.0K 10.7K 2.7x

�− 1 10.3K 4.7K 2.2x � − 1 32.8K 12.0K 2.7x

�− 2 11.5K 4.9K 2.3x � − 2 35.0K 12.9K 2.7x

�− 3 12.1K 5.8K 2.1x � − 3 35.5K 13.9K 2.5x

�− 4 12.4K 5.7K 2.2x � − 4 38.2K 15.3K 2.5x

�− 5 13.8K 6.7K 2.1x � − 5 42.5K 16.3K 2.6x

Table 5.15: Test time comparisons against [236].

Another very e�cient optimization technique for single-Vdd SoCs that targets both the

TAM structure and the test schedule was proposed in [236]. We modi�ed this method to

be applied on multi-Vdd SoCs as follows: it begins scheduling tests for the �rst voltage

level of every island, and when all tests of an island have been scheduled, it proceed to

the next set of tests for this island at the next voltage level. The tests of every island

are scheduled independently of the tests for the rest of the islands. For every test the

highest possible frequency at its voltage level was used. The test time comparisons with

this method are presented in Table 5.15. The proposed method o�ers 2.1 times to 2.7

times shorter test schedules than [236]. Therefore, it is obvious that the proposed method

is much more e�ective than traditional TAM optimization methods tailored to single-Vdd
SoCs.

In the following experiment, we optimize the TAM for a large arti�cial SoC consisting

of 33 islands and 105 cores (we distributed multiple copies of the cores of SoC-A and

SoC-B at the voltage islands). This SoC was partitioned into 11 areas A0; A1; : : : ; A10,

and the proposed method was applied for each area Ai and every value of NAi
ATE in the

range � : : : �− 6 separately. The proposed method took from 2 seconds up to 6 hours to

calculate the best TAM con�guration per area Ai and value of N
Ai
ATE. Table 5.16 shows the

con�gurations that provide the minimum test time for this SoC, which is equal to 11669.

This time is determined by area A7, which allocates the highest number � of TAM lines.

For the other areas the minimum number of TAM lines that did not increase the test time

of the SoC were allocated. The test time given by the method proposed in [236] for this

large SoC and the same number of ATE lines was equal to 32500, which is 2.8 times higher

than the test time of the proposed method. We note that the test schedule provided by

[236] does not consider area restrictions, which are expected to further increase the test

schedule length. Nevertheless, the proposed method outperforms this single-Vdd-based

approach for large SoCs too.
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Area CNF
Test

Area CNF
Test

Time Time

A0 1, �− 7 9.18K A6 1, �− 7 6.45K

A1 2, �− 3 9.96K A7 1, �− 1 11.67K

A2 2, 2, �− 7 9.09K A8 1, 1, �− 3 11.07K

A3 �− 6 2.92K A9 �− 6 9.41K

A4 �− 6 3.38K A10 �− 11, �− 11 7.76K

A5 �− 6 6.35K

Table 5.16: Results for large SoC.

5.4 Evaluation of the TAM distribution approach

In order to show the e�ectiveness and the scalability of the proposed global TAM dis-

tribution approach for very large SoCs (section refsec:3.5.5), we used an arti�cial SoC

consisting of 79 islands and 218 benchmark cores. The benchmark cores and the arti�cial

SoC were designed using the design ow for benchmark cores and arti�cial SoCs respec-

tively, that are described in section 4.2. The cores were wrapped using IEEE 1500 Std.

wrappers with 8 wrapper chains and 8 scan chains. For each core, test vectors targeting

transition faults were generated using the Launch-on-Capture scheme. The test vectors

were rated using timing simulation for increasing shift frequencies at three di�erent volt-

age levels, 0.95V, 1.10V and 1.25V. Tables 5.17, 5.18 and 5.19 present the test times

of the cores per voltage setting and the highest rated shift frequencies Fmax
i;j . The SoC

was partitioned into 22 areas A1; A2; : : : ; A22. Each area includes 8 - 13 cores, and 2 - 5

islands. The number of TAM lines used for testing the arti�cial SoC were set equal to

NATE = 200; 100 and 50.

Vdd ISCAS

level s38417 s38584

V1 238 202

V2 228 200

V3 236 213

Fmax
i;j 190 190

Table 5.17: Test Times (in �s) At Maximum Scan Frequencies Fmax
i;j (in MHz) for ISCAS

cores.

The TAM lines were distributed to the 22 areas using the following two approaches:

1. Baseline Distribution: each area was assigned a number of TAM lines proportional

to the total test data volume of the cores in this area. This is an intuitive design

decision driven by test cost related constraints.
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Vdd IWLS

level ac 97 aes core ethernet mem ctrl tv80s vga lcd

V1 151 160 6621 386 82 15025

V2 161 165 6706 389 83 14401

V3 151 163 6791 382 81 14401

Fmax
i;j 200 200 200 200 200 200

Table 5.18: Test Times (in �s) At Maximum Scan Frequencies Fmax
i;j (in MHz) for IWLS

cores.

Vdd IWLS

level des perf wb conmax pci bridge32 usb func

V1 188 160 16 95

V2 185 153 17 95

V3 186 148 15 95

Fmax
i;j 400 400 400 400

Table 5.19: Test Times (in �s) At Maximum Scan Frequencies Fmax
i;j (in MHz) for IWLS

cores.

2. Proposed Distribution. The global TAM distribution approach proposed in Section

3.5.5 was applied in this case. Speci�cally, the distribution table was developed,

and the best con�guration was selected for each area in order to minimize the test

time for the SoC.

In both of these cases, the TDM approach was used to schedule the test data on the

selected con�guration.

Table 5.20 shows the detailed distribution of the 200 TAM lines among the 22 areas,

as well as the overall SoC test times for 200, 100 and 50 TAM lines. The �rst column

presents the 22 areas of the SoC. Columns 2, 3 present the baseline distribution of the

200 TAM lines to the 22 areas, and the test time (in msec) for each area Ai. Columns

4, 5 present the proposed distribution of TAM lines and the test time for each area Ai.

The total test time of the baseline method for NATE = 200 was equal to 6.37 msec, while

the test time provided by the proposed method was equal to 5.09 msec (note that areas

A1 : : : A22 are tested in parallel). The test times for NATE = 100; 50 are shown in the last

two rows of table 5.20. It is obvious that in all cases the proposed distribution method

outperforms the baseline approach.

Columns 6, 7 of table 5.16 present the range of TAM lines examined by the global

TAM distribution method for each area, and the total run time for the respective area.

According to the distribution algorithm presented in Section 3.5.5, in the worst case the

range [1; 179] of TAM lines has to be evaluated for each area Ai, in order to optimize

the test time for the whole SoC. However, as it is shown in table 5.20, the initial range
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Baseline Distribution Proposed Distribution

Area
TAM Test Time TAM Test Time Range Run Time

Lines (msec) Lines (msec) 1-179 (mins)

A1 8 3.54 6 4.85 5-9 50.53

A2 7 4.01 6 4.62 4-8 60.53

A3 7 4.13 6 4.62 4-8 39.21

A4 7 3.86 6 4.44 4-8 29.68

A5 8 3.72 7 4.15 5-9 25.17

A6 4 3.72 4 3.72 2-6 4.49

A7 7 4.03 5 4.94 3-7 16.74

A8 6 4.03 5 4.62 3-7 0.85

A9 6 3.62 5 4.35 3-7 0.63

A10 5 3.87 4 4.82 2-6 0.96

A11 6 3.91 5 4.64 3-7 2.99

A12 6 4.01 5 4.50 3-7 1.49

A13 5 4.83 5 4.83 3-7 21.62

A14 5 3.95 4 4.97 2-6 4.00

A15 6 4.04 5 4.68 3-7 2.81

A16 6 4.04 5 4.46 3-7 3.75

A17 6 3.54 5 4.18 3-7 1.62

A18 5 4.14 4 4.98 2-6 0.10

A19 4 3.91 4 3.91 2-6 0.06

A20 4 3.87 3 4.79 1-5 0.79

A21 27 6.03 32 5.09 30-34 0.50

A22 55 6.37 69 5.08 66-70 1.00

SoC 200 6.37 200 5.09 - 269.52

SoC 100 12.99 100 10.8 - 78.32

SoC 50 25.04 50 23.37 - 42.48

Table 5.20: Results for large SoC with benchmark cores.

[1 : : : 179] of TAM lines was considerably reduced in all areas, and no more that 5 di�erent

values of the number of TAM lines were evaluated for each area (the value of Z was set

equal to 2 and the optimal distribution was found in the �rst repetition of the distribution

algorithm).

The last three rows present the total run times of the proposed method for NATE =

200; 100; 50. The total run time reported in each case includes also the calculation of the

initial distribution table using the GRP approach. As the number of TAM lines increases

from 50 to 200, the size of the search tree increases exponentially. However, the high

rejection rate o�ered by the low bound criterion prevents the exponential increase of the

run time of the B-&-B algorithm.
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In order to show the e�ect of LB(1) and LB(2) on the rejection rate of the B-&-B

approach, we applied this approach on each one of the 22 areas of the large SoC, to

�nd the best con�guration for 16 TAM lines and 1-3 buses. The total number of TAM

con�gurations with 1-3 buses for each area was equal to 1.76x108. The total number

of con�gurations that were not rejected by LB(1) was equal to 2.12x107 (rejection rate

87.9%), while the total number of con�gurations that were not rejected by both LB(1)

and LB(2) was equal to 5.50x105 (rejection rate 99.7%). It is obvious that the use of both

LB(1) and LB(2) reduces considerably the computational e�ort and thus the run time of

the B-&-B algorithm. Further reduction of the run time can be achieved by exploiting

the parallel nature of the TAM optimization method.

In the last experiment we study the e�ect of power constraints on the optimization of

the TAM structure. The most common design practice is to consider power constraints

during the generation of the �nal test schedule. The proposed TDM method can ensure

that the �nal test schedule complies with the power constraints of the SoC, as shown in

section 5.1. However, power constraints can be also considered during the optimization

of the TAM structure to boost the e�ectiveness of TDM in reducing the test time. To

show this potential we optimized the TAM structure of the arti�cial SoC for NATE = 100

using the following three approaches:

1. No Power Constraints. In this case the proposed method was applied without any

power constraints.

2. Power Constraints on Final Test Schedule. In this case the TAM structure was

optimized without considering any power constraints, but the �nal test schedule was

derived by setting speci�c power constraints to the TDM process. These constraints

were set in such a way as to reduce the peak power of every area by a percentage

between 5%-15%.

3. Power Constraints on both TAM Optimization and Final Test Schedule. The same

power constraints with case (2) were set a) during the evaluation of every di�erent

con�guration in the B-&-B approach, and b) during the generation of the �nal test

schedule. As a result, both the generated TAM structure and the �nal test schedule

were optimized taking into account these constraints too.

The results are shown in Fig. 5.9. As it was expected, power constraints increase the test

time of the SoC. However, when power constraints are consider during both the TAM

optimization process and the �nal test schedule generation process the test time drops.

Therefore, we conclude that if power constraints are considered early during the TAM

optimization process, the test time can be further reduced when the �nal test schedule is

generated.
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Figure 5.9: Test time under power constraints.

5.5 Evaluation of the critical path-oriented and thermal aware X-

�ll method for high un-modelled coverage

Benchmark
IN OUT FFs

Scan Number of

Cores Chains Test Vectors

ethernet 161 179 10544 64 1395

des3 267 96 8808 32 130

aes cipher 268 137 530 8 524

wb conmax 1139 1424 770 8 122

tv80s 23 40 359 8 404

usbf 137 129 1746 8 184

s38417 47 122 1564 16 254

s38584 31 294 1166 16 60

Table 5.21: Benchmark cores and experimental data.

In order to evaluate the proposed methodology, we run experiments on the largest

ISCAS and IWLS benchmark cores shown in Table 5.21. The cores were designed using

the design ow for benchmark cores presented in section 4.2. However, due to the require-

ments of the proposed method, the oor-plan of each core was partitioned into a number

of blocks, which was determined based on the area of the core and the number of scan cells

inside each block. In addition, the critical paths were identi�ed using post-layout timing

analysis based upon standard operating condition (i.e., process variation P = 1, power

supply voltage V = 1:1V and temperature T = 25oC). Speci�cally, all paths with delays

within a margin of 90% of the worst path delay were classi�ed as critical paths. Every
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Figure 5.10: Power consumption of Ethernet core.

block that includes at least a part of a critical path is considered as critical block of zone

Z0. A nearest-neighbourhood search was applied to determine the blocks of thermal-safe

zones Z0 and Z1. The weights wZ0 , wZ1 and wZ2 were set equal to 3, 1.5 and 1 respectively.

The Random-Fill method (RF), the FA method proposed in [205] and Modi�ed-Fill-

Adjacent (MFA) method proposed in [219] were also implemented for comparison pur-

poses. All these methods were applied on compacted test sets generated for complete

coverage of stuck−at faults. Similar to [219], [229], [230] these test sets were evaluated for
un-modeled defect coverage by using the transition-fault model as surrogate fault model

(i.e., a fault model that is not targeted by the generated test sets). In the proposed

method and the MFA, the same output-deviation based metric proposed in [209] was

used, and 30 test vector candidates were generated for each test cube.

The power pro�le and the oorplan of every core and every test set were given as input

to the Hotspot tool [204], in order to produce the static and dynamic temperature pro�le

for each block of the core. Then, in order to measure the impact of the evaluated methods

on the delay of critical paths, especially under harsh operating conditions and large process

variations, we followed a worst-case approach. Therefore, we used the steady pro�le

generated by Hotspot for each core - test set pair, to determine the operating condition

of each block and every scan cell in the block. This operation condition was provided to

Cadence Encounter, in order to perform timing analysis using on-chip variations and the

two slow-corner libraries of the 45nm Nangate technology, namely the worst-low library

and the slow library. Both libraries use low power supply voltage equal to 0.95V, and

temperatures set at −40 and 125 grades in Celsius scale respectively. Then, the exact

path delays at the given operating condition of every block were generated by using the

Encounter static analyzer, which interpolated the library−based timing information to

calculate the delays of the standard cells.

Fig. 5.10 presents the power consumption of the Ethernet core of the IWLS suite.
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Figure 5.11: Temperature at critical areas of Ethernet core.

This core was partitioned into 100 blocks and the value of R was set equal to 0.85.

The horizontal axis presents the test time (nsec) and the vertical axis presents the power

consumption of the core. The average power consumption of the proposed method is equal

to 9.54mW, and it is slightly higher than the 9.20mW of average power consumption of

the most power-oriented method, the FA method. The power consumption of the MFA

method is equal to 12.73mW and it is clearly higher than both the proposed and the

FA methods, while the RF method consumes almost three times higher average power

consumption, that is 27.65mW.

In the next experiment we compare the four methods in respect with the temperature

developed at the critical blocks of the Ethernet core. Speci�cally, with the post-layout

timing analysis on the Ethernet core we identi�ed 3 critical blocks , 7 blocks at the Z0

zone, 11 blocks at the Z1 zone and the rest 79 blocks were left un-constrained. The 'steady'

temperature at each one of the critical blocks is depicted in Fig. 5.11 for FA, MFA, RF

and the proposed method. It is obvious that the temperature at the critical blocks for

both the proposed method and FA is the lowest one, and it is equal to 29:5oC. MFA

increases the temperature by 2 degrees, i.e., at 31:2oC. Finally RF develops signi�cant

higher temperature at 38:4oC, which is almost 10 grades higher than that of the proposed

method.

Remember that the temperature that is developed upon each cell in a pathway a�ects

the overall delay in this path. Speci�cally, when they are kept in low temperature, the path

delay is limited, while high temperature leads to excessive path delay. Then, according to

the above given temperature pro�les of each method, it is expected that the Fill Adjacent

and the proposed method will present smaller path delays when compared to the MFA

and the Random Fill method. Indeed, the timing analysis showed that the worst path

delay of the former methods is 1.61ns, while the worst path delays of the later methods

are 1.64ns and 1.72ns correspondingly. Therefore, the proposed method reduces the delay

in critical paths limiting that way the possibility to have yield losses due to excessive path
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Figure 5.12: Transition-fault coverage ramp-up for Ethernet core.

delays.

In order to compare the four X-�ll methods with respect to the un-modeled defect

coverage, we present in Fig. 5.12 the transition-fault coverage provided by each one of

them. The x-axis presents the number of vectors applied, and the y-axis the transition-

fault coverage for each number of vectors applied. It is obvious that both FA and MFA

provide lower transition-fault coverage than the RF and the Proposed methods. The

highest transition-fault coverage is provided by the RF method, which however is not much

higher than the transition-fault coverage o�ered by the proposed method. In addition,

both of them o�er very high ramp-up, which o�ers further test time savings at abort-at-

�rst-fail environments. We remind that, as shown in Fig. 5.10 and Fig. 5.11, the power

consumption and the temperature of the RF method are both very high. Therefore, the

proposed method clearly outperforms all the other methods when all three parameters of

power, temperature and un-modeled defect coverage are evaluated.

Benchmark
RF

Proposed Method
MFA FA

Cores P = 0 P = 0:85 P = 1

ethernet 27.65 26.71 9.54 25.07 12.73 9.20

des3 19.60 14.34 11.47 12.65 13.32 12.74

aes cipher 10.73 10.23 8.98 9.51 10.25 8.69

wb conmax 6.67 6.09 4.77 5.35 6.37 4.41

tv80s 1.62 1.13 0.71 0.66 1.03 0.62

usbf 5.79 4.22 2.56 2.33 2.91 2.18

s38417 2.33 1.76 1.25 1.16 1.54 1.15

s38584 2.56 2.36 1.91 2.08 2.09 1.82

Table 5.22: Average Power Consumption (mWatt).
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Benchmark
RF

Proposed Method
MFA FA

Cores P = 0 P = 0:85 P = 1

ethernet 38.43 37.98 29.73 37.19 31.26 29.57

des3 35.38 32.63 31.13 31.75 32.10 31.8

aes cipher 41.57 40.79 38.88 39.68 40.82 38.44

wb conmax 32.09 31.49 30.11 30.72 31.78 29.75

tv80s 30.57 28.93 27.54 27.35 28.6 27.24

usbf 33.53 31.25 28.86 28.52 29.37 28.31

s38417 29.12 28.14 27.29 27.13 27.78 27.11

s38584 30.3 29.88 28.29 29.32 29.36 28.8

Table 5.23: Temperature (Celsius Degrees).

Benchmark
RF

Proposed Method
MFA FA

Cores P = 0 P = 0:85 P = 1

ethernet 77.89 77.28 75.48 76.46 71.48 72.14

des3 90.61 88.80 84.01 80.67 80.55 80.21

aes cipher 84.76 84.54 83.47 83.02 84.41 82.47

wb conmax 93.8 93.37 92.13 92.25 93.68 91.35

tv80s 42.01 41.91 39.98 38.24 39.82 38.22

usbf 23.95 23.88 22.60 21.86 22.60 21.83

s38417 93.23 91.96 86.77 79.29 84.59 79.25

s38584 86.87 84.89 79.74 80.02 79.63 77.51

Table 5.24: Transition Fault Coverage (%).

Tables 5.22 5.23, 5.24 present the average power consumption, the steady temperature

and the transition fault coverage of the RF, FA, MFA and the proposed method for all

benchmark circuits. In particular, for the proposed method we present results for P = 0,

P = 0:85 and P = 1. In the �rst case (P = 0) only a small number of scan cells is power

constrained and thus this case provides results which are closer to the RF method than the

other methods. On the contrary, in the P = 1 case all scan cells are power constrained,

and this case is similar to the FA method. It is obvious that in all cases the proposed

method o�ers power consumption and temperature that is very close to the most power-

e�cient FA method, while at the same time it o�ers un-modelled defect coverage that is

very close to the RF method. Therefore, we conclude that the proposed method combines

the advantages of both FA and RF method, and it o�ers high un-modelled defect coverage

without any adverse impact on power dissipation and temperature during testing.
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Chapter 6

Conclusions

This research has focused in the development of an e�cient, integrated and computational

friendly methodology able to minimize the test cost of moderate, large and very large

multi-core, DVFS-based SoCs with voltage islands while power constraints are met. We

have introduced Time Division Multiplexing (TDM), a novel method for testing DVFS-

based SoCs with multiple voltage islands. We have presented three power-aware test

scheduling approaches that e�ectively exploit the advantages o�ered by the TDM method

at maximum level. Speci�cally, we proposed an integer-linear programming approach

able to produce optimal test schedules for SoCs of small and moderate size. For large

and very large SoCs, where the complexity of the ILP model is cost prohibitive, we

proposed a scalable rectangle-packing/simulated-annealing approach able to provide with

near-optimal, cost-e�ective solutions. For early design-phase decisions as well as for cases

with strict CPU-time limits, a greedy approach was proposed that delivers fairly good

results. In addition, we showed that the proposed TDM methods manage to compensate

e�ectively the given power constraints and derive test schedules that are close or equal to

e�ciency to test schedules that are derived without taking into account power limitations.

Experimental results on two industrial SoCs show the superiority of the TDM-based

approach against conventional approaches.

We have extended the TDM method with Space Division Multiplexing (SDM) creating

a new Space and Time Division Multiplexing (STDM) methodology that o�ers a highly

e�cient solution for multi-site test applications. In particular, we have shown that space

multiplexing permits the use of test access mechanisms (TAMs) that are narrower than

the wrappers of the embedded cores in an SoC while time multiplexing can exploit the

available frequency bandwidth to parallelize test application, thereby minimizing the ad-

ditional time overhead. Experimental results prove that STDM outperforms both TDM

and non-TDM methods in multi-site test applications. The gain margin in test time is

even greater in practical scenarios where ATE channels constitute an expensive resource

and only a small number of channels is available per chip. There are cases in which STDM

not only increases the multi-site factor, but it also o�ers shorter test time per device than
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TDM.

Furthermore, we proposed a branch-&-bound (B-&-B) technique to optimize the test

access mechanism for minimizing test-time when Time Division Multiplexing is used to

schedule tests. Initially, we proved that in order to maximize the bene�ts o�ered by TDM,

the underlying TAM should be tailored to TDM. Then, we mathematically derived a strict,

computationally simple and accurate bounding criterion that enables the proposed B-&-

B algorithm to rapidly prune more than 99% of the ine�ective TAM con�gurations. We

evaluated the remaining TAM con�gurations using a fast greedy test-scheduling approach,

the use of which is justi�ed by its high correlation (in evaluating TAM designs) with the

very e�ective (but much slower) simulated annealing approach. Experimental results show

that we manage to identify the most e�ective TAM con�gurations. For very large SoCs, a

global TAM distribution approach is proposed, which optimally distributes the TAM lines

into multiple SoC areas, in limited computational time. To the best of our knowledge, this

is the �rst TAM optimization approach that takes into account the unique characteristics

of multi-Vdd SoCs and the bene�ts of the highly e�ective TDM approach, and o�ers a

complete solution to the test-scheduling problem for multi-Vdd SoCs. Experiments on two

industrial SoCs, as well as on two very large arti�cial SoCs have shown the bene�ts of the

proposed method in both single-site and multi-site test applications.

Finally, we have introduced a critical path−oriented thermal aware `X'−�lling for high
un−modelled defect coverage. Experimental results show that interconnection delays in

the area of a critical path can be fairly reduced creating a thermal safe neighbourhood

around it. Such a caution protects from failures which are caused by increased tempera-

tures during testing, and thus decreases yield loss. The proposed method succeeds this by

applying power-oriented �lling to the unspeci�ed bits of the test vectors that are more crit-

ical for delay failures. In addition, it has been shown that the proposed method succeeds

better un−modelled defect coverage in benchmark circuits than the existing X−�lling low
power techniques in bibliography. The traditional power-oriented X-�ll methods do not

correlate the thermal activity with delay failures, and they consume all the unspeci�ed

bits to reduce the power dissipation at every region of the core. Therefore, they adversely

a�ect the un-modelled defect coverage of the generated test vectors. In contrast, the

proposed method �lls the non-critical unspeci�ed bits using a probabilistic model based

on output deviations that increase the un-modelled defect coverage of the test vectors.

Overall, the proposed method o�ers a fair trade−o� between critical paths delay and

un−modelled defect coverage. Due to its nature, it may complement the formulation of

the problem to be solved in many existing thermal and power aware techniques.

Concluding this research work, we would like to mention that the proposed method-

ology can be e�ectively extended and form the basis for testing e�ectively newcomers in

the SoC design industry such as the 3D SoCs. Early results have been presented in [237].
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Appendix A

SoC configuration files in the

simulation framework

A.1 Example of industrial SoC test con�guration �le

Fig. A.1 shows the con�guration �le of the industrial SoC, SoC-A. Such �les are used as

input to the SoCTDMScheduler tool to de�ne the SoC under test. The extension of the

�le is :soc.

A.2 Example of TAM con�guration �le

Fig. A.2 shows an example TAM con�guration �le that corresponds to the SoC-A. Such

�les are used as input to the SoCTDMScheduler tool to de�ne the TAM of the SoC

under test. The extension of the �le is :tam.

A.3 Example of benchmark core con�guration �le

Fig. A.3 shows the con�guration �le of the Ethernet core, that belongs to the IWLS suite.

The con�gurations of cores from the IWLS and the ISCAS suite have been derived using

the design ow for benchmark cores, described in section 4.2. These �les are incorporated

in the SoCTDMScheduler and can be used directly for the creation of arti�cial multi-core

SoCs.
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Figure A.1: SoC con�guration �le.

Figure A.2: TAM con�guration �le.

A.4 Example of con�guration �le for the creation of an arti�cial

SoC

Fig. A.4 shows an example of a con�guration �le for the creation of an arti�cial SoC.

It is used by the SoCTDMScheduler to produce the oor-plan, the SoC and the TAM

con�guration �les of the arti�cial SoC. The extension of the �le is :init2D.
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Figure A.3: Benchmark core con�guration �le (Ethernet).

Figure A.4: Arti�cial's SoC con�guration �le.
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Appendix B

SoCTDMScheduler

B.1 Introduction

The SoCTDMScheduler aims to provide small, medium, large and very large multi-core

SoCs with e�cient test schedules that are derived using TDM methods. It is addressed to

two user groups. First, to researchers that are activated in the SoC testing area and need an

experimental and evaluation framework for SoC test scheduling methods. Second, to test

designers that seek new, cost-e�ective ways to test SoCs. A description of its functionality

is given below. The tool is available on-line (http://sonetto.teiep.gr/soctdmscheduler/).

B.2 SoCTDMScheduler's functionality

B.2.1 TDM-based test scheduling functionality

Fig. B.1 shows that users, via a graphical user interface (GUI), can:

• Select an SoC con�guration �le. As shown in section A.1, this �le describes the SoC

design and the data required to perform test scheduling.

• Select a TAM con�guration �le. As shown in section A.2, this �le describes the TAM

con�guration of the selected SoC.

• Recalculate test times in an SoC con�guration �le, due to changes in a TAM bus

width,

• Create an arti�cial SoC design and test data using random data,

• Create an arti�cial SoC design using data that are extracted from one or more SoC

con�guration �les,

• Create an arti�cial SoC design using benchmark cores,
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Figure B.1: Selection / creation of SoC designs in the SoCTDMScheduler.

• Create a large partitioned arti�cial SoC design for evaluating the corresponding

TAM optimization technique.

In addition, the users, via GUI, can select / con�gure the algorithm that will be

used for the test scheduling process, as shown in Fig. B.2. The SA-RP and the Greedy

algorithms are supported.

The test scheduling process can be con�gured according to the user's needs, as it is

illustrated in Fig. B.3. Speci�cally, users are able to:

• Select among two implementations of the Greedy technique, the normal and the

enhanced implementation. Shortly, we refer that in the enhanced implementation,

the rectangle packing algorithm gives higher priority to the placement of the large

rectangles in the bin.

• De�ne the parameters CR, Tinit and r of the SA algorithm. In addition, user can

select to run the SA-RP algorithm a number of times, using as �rst solution in every

next run, the output of the previous one.

• De�ne the maximum height of the bin (for computational reasons) and select among

a variety of rectangle packing implementations, such as best− area− fit, bottom−
left− rule, best− long − side− fit, best− short− side− fit. Details about each

method can be easily found in bibliography.

• Decide if the power consumption of an SoC during test should be estimated and

how. Speci�cally, the SoCTDMScheduler uses the derived test schedule of an SoC
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Figure B.2: Test scheduling algorithms in the SoCTDMScheduler.

in order to capture in user-de�ned time intervals the power consumption. The cal-

culated values are written in a �le called ptrace. The ptrace �le along with the

oor-plan �le of the SoC are used as input in the hotspot tool [204], to derive the

thermal pro�le of the SoC during test. Note that the samplingintvl parameter of

the hotspot tool should be equal to the above mentioned user-de�ned time interval

in order to acquire correct results. Moreover, the calculation of SoC's power con-

sumption during test can be implemented using either the average power of the

embedded cores in a speci�ed frequency or using a specialized �le that describes

the test power consumption of the embedded cores in speci�c time intervals, that

normally corresponds to some hundreds clock cycles. Naturally, in the second case

the results are more reliable. Such specialized power consumption �les have been

created for the benchmark cores.

• Decide if at the beginning or the end of a speci�c test, an additional time is needed

for SoC and test con�guration purposes. The required time data are fully described

in the SoC con�guration �le (section A.1) and the user should decide if they are

going to be used in the calculations or not.
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• Decide if intermediate results of the SA-RP process, namely sub-optimal test sched-

ules, should be derived for evaluation purposes or not.

• Produce the values of the TDM registers through out the test schedule. These data

are useful in real implementations of the TDM test method.

• Decide upon the core wrapper impact. Speci�cally, when the user activates this

choice, the SoCTDMScheduler reads in the SoC con�guration �le the user-de�ned

WPP widths of the wrapped embedded cores. Normally, the test time of each core

in the SoC con�guration �le is given based on a prede�ned WPP width (the default

WPP width is 8) that might be di�erent from the one that user de�nes. In this

case the test times of the embedded cores are recalculated automatically by the

SoCTDMScheduler.

• Decide if the derived test schedule will be power-aware or not. If user selects a

power-aware test schedule, then it can select between a power constraint for the

whole SoC or a power constraint per voltage island. The power constraint can be

de�ned via the GUI or in the TAM con�guration �le. Note that the static power of

the inactive cores during a test period is taken into account.

Fig. B.4 shows how users, via GUI, can execute the test scheduling process. The SA-RP

algorithm has been implemented in an asynchronous mode, so that it can be interrupted

at an time. In addition, when the test schedule process ends, the user can proceed directly

to the execution of the hotspot tool, as shown in Fig. B.5, and select the number of the

hotspot repetitive executions.

A variety of graphs can be produced for a test scheduling process. Fig. B.5 shows that

users, via GUI, are able to create the graph of:

• A test schedule,

• SoC power consumption vs test time,

• SoC temperature vs test time,

• Selected embedded core's power consumption vs test time,

• Selected embedded core's temperature vs test time,

• SoC oor-plan. In this case, users can select to load the thermal and the power pro�le

of the SoC too. Then, SoCTDMScheduler is able to create a video-like output that

shows the development of the temperature in the embedded cores during test. The

transitions in the temperature of each core are depicted as colour transitions.

Example SoC-related graphs are shown in Fig. 4.7. Fig. B.7 shows a graph-properties

window that allows users to fully customize the graph presentation.
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Figure B.3: Test scheduling con�guration in the SoCTDMScheduler.

Figure B.4: Execution of the test scheduling process in the SoCTDMScheduler.

B.2.2 Functionality for TAM optimization

The SoCTDMScheduler provides with a complete set of tools for TAM optimization.

These tools are accessible via the menu item TAM , as shown in Fig. B.8. As it is illus-
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Figure B.5: Execution of the hotspot tool in the SoCTDMScheduler.

Figure B.6: Test scheduling process presentation in the SoCTDMScheduler.
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Figure B.7: The graph-properties window in the SoCTDMScheduler.

trated, the user can:

• Enter in the TAM optimization environment,

• Calculate the optimal distribution of a set of test channels in the partitions of a

large SoC using a prede�ned set of TAM con�gurations per partition,

• Calculate the test load in each partition of a large SoC,

• Calculate the distribution of a set of test channels in the partitions of a large SoC

in proportion to the test load of each partition.

In the TAM optimization environment, the user is able to select the SoC of interest

and customize the TAM optimization process according to the needs. Thus, as shown in

Fig. B.9, the user can con�gure the following parameters:

• The parameter flexibility concerns an heuristic method for TDM-based TAM op-

timization, not presented in this thesis. It is still in an experimental stage.
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Figure B.8: The TAM optimization environment in the SoCTDMScheduler.

• The parameter InitWrapperSize refers to the default WPP width of each core's

wrapper in the SoC, according to which the test time of this core has been calculated.

• The parameter Min Lines refers to the minimum number of the test channels

that can be assigned in a TAM bus.

• The parameter Max Lines refers to the maximum number of the test channels

that can be assigned in a TAM bus.

• The parameter method refers to the TDM algorithm that will be used to evaluate

each TAM con�guration. The values '0' and '1' corresponds to the GRD and the

SA-RP methods.

• The parameter Max Buses refers to the maximum number of the test buses that

can be used in a TAM.

• The parameter Console iterations is related to console presentation issues.

• The parameter Number of solutions refers to the number of the derived so-

lutions that should be stored, when the TAM optimization process �nishes. For

example, if we use the value �ve, then the �ve best TAM con�gurations will be

stored. An example of a solution is given in Fig. B.10. The extension of a TAM

con�guration �le is :c2d.

• The parameter Use extended LB refers to the calculation of the LB used in the

B-&-B algorithm. If it is not selected, then only the ideal LB is calculated (see

section 3.5.3).

When the TAM optimization parameters have been set, the user can proceed in the

execution of a variety of processes that are related to the TAM optimization. Speci�cally,

the user is able to:

• Execute the TAM optimization process in small and medium SoCs for single-site

and multi-site test,
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• Execute the TAM optimization process in the partitions of large and very large SoCs

for single-site and multi-site test,

• Derive random TAM con�gurations for evaluation purposes,

• Derive every possible TAM con�guration, without rejecting any of them due to LB

criterion,

• Execute the TAM optimization process using the heuristic method,

• Execute the global TAM distribution process, to assign the optimal number of test

channels in each partition of a large / very large SoC,

• Produce an SoC and a TAM con�guration �le from the derived solutions, for eval-

uation purposes,

• Create and / or rede�ne partitions in a large and very large SoC using either a

manual or an automated way,

• Create statistical information that is related to the TAM optimization process.

Figure B.9: Con�guration and execution of processes in the TAM optimization environ-

ment.
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Figure B.10: TAM con�guration �le.

B.2.3 Functionality for STDM-based multi-site testing

The SoCTDMScheduler provides with the needed tool-set for STDM-based multi-site

testing. These tools are accessible via the menu itemMulti−site Test, as it is illustrated

in Fig. B.11. The following actions are supported:

• The user, based on a prede�ned SoC and TAM con�guration, can alternate the

WPP width of the core wrappers in the SoC and create a new valid SoC and TAM

con�guration �le.

• The user can produce multi-site-oriented test schedules based on the TDM methods.

• The user can produce multi-site-oriented test schedules based on the STDMmethod.

Figure B.11: STDM-based multi-site testing in the SoCTDMScheduler.
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