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I'empyrog Zenkag Tov lodvvn kot g Bactikng

PhD, Tufuo Mnyavikév H/Y kot ITAnpogopikng

[Havemomuo loavviveov

Oxtdpprog 2015

Tithoc Awrpiric: Movtéha Zoaipdrov, AlyopiBuotr kor Evoopatopéveg Teyvikeg
EXéyyxov Opbng Asttovpyiog Kukiopdtov Mvnuov DRAM

Emprénov: I'edpyroc Toratovyog

Tig televtaieg Oekaetieg Ol NAEKTPOVIKEG GLOKEVEG £XOLV YiVEL OVATOCTOGTO
KOUUATL TG koBnuepwvotntog. Avtd oeesiletonr kupimg otn poydaics Tpdodo g
teyvoroyiag kKataokevng Olokinpouévav Kukiopdatov (0.K.), n onoia enttpénet
oUikpLVON TOV OOGTACE®V TOV NAEKTPOVIKOV KUKAMUOTIKOV GTOWEI®V Kol TNV
OAOKAN PO OAO KOl TEPIOCOTEP®V NAEKTPOVIKMV SATAEEMV GE L0 LUKPY| ETLPAVELD
nmopttiov. Q¢ GUECO AMOTELECUO QTG TNG TPOOOOV, T GUYYPOVO MNAEKTPOVIKE
ocvotnuote  cvvovdlovv  eEopPeTIKEG  EMOOCES O VLWOAOYIOTIKY  1oY0 Kol
AmoONKELTIKO YDPO, POPNTOTNTO KOl IKOVOTOUTIKY] GUTOVOUIN, EVE TOVTOYPOVO TO
YOUNAO KOGTOG TO KAVEL TPOGLTA G OAO GYESOV TO OYOPACTIKO KOWO.

H &&éMén g tevoroyiog KATOOKELNG OAOKANPOUEVOV KUKA®UATOV LIPEE
oxed0V otabepn Yoo apkeTEG dekaeties. Tavtdypova OUMS d1POPOL TAPAYOVTES TOV
dvoyepaivouy Vv mEPETAiP® TPOOOO OVTNG NG TEYVOAOYIOG KAVOLV OAO Kol
mePLocdTEPO oo Vv mapovsio tovg. 'Evag and toug PacikdTePOVS TapdyovVTES
elvar M poydaic avénon g ovokoAiag EAéyyov OpBng Asgutovpyiog tov
ohoKANpouéveoy  kuklopdtov. ‘Eieyyog OpOng Aswtovpyiag (E.O.A.) eivor 1
SldKaGioL  TOL  TPAYUATOTOLEITOL  OTO  OAOKANPOUEVO KUKADUOTO UETA TNV
KOTOGKELT TOLG TPOKELUEVOD VO SLOMIGTMOEL 0V AEITOVPYOVV GMOTA KOl GOUPOVOL LLE
T1G TPOLOLYPAPES.

Ot Avvapkés Mvhueg Tuyaiog Ilpooméracng (Dynamic Random Access
Memories — DRAMSkivat avdpeoa ota o Kpiotuo HéEPT Tmv GOYYPOVOV YNOLUKOV

ocvotnuatev yoti tailovv kabopiotikd poAo TOG0 amd TAELPAS EMOOcE®Y OGO Kol



Xiv

and mAevpdg aflomotiag €vOG CLOTNUOTOS. X& OTL aeopd TV oalomotion evog
YNEKOH GUGTNUATOG, 1) aoToYio TG KOPaG Uvnung, n omoia eivon oyeddv mavto
tomov DRAM, egivor po amd 11 ovyvotepeg autieg aoToyiog TOL GULGTHLOTOG.
Enopévog n a&lomotia tov pvnuov DRAM eivar kpioyn. Emmpdobeta, Omwg
ovpPaivel Kot Pe TOLG AAAOVG TOTTOVG OAOKANPOUEVOV KUKA®UAT®V, TO TPOoPALoT
a&lomotiog TV OAOKANPOUEVEOY KUKAOUATOV pynuov DRAM avédvovtal pe puBuo
ToYVTEPO aKoOUa kKol amd To puOud mov axkoiovbel mn eEEMEN ™ TEYVOLOYiNg
KOTAGKELNG 0OAOKANpOUEVOV KukA®pdtov. Katd cuvénela, n avdykn v avamtuoén
VEOV OTOTEAECUATIKOTEPOV Kal o aStomiotev aryopifuwv E.O.A. pvnuov DRAM
glvoll EMITOKTIKY).

Ta mpoPpAquota otov EOA kot omv oa&lomotic TV  0OAOKANPOUEVODV
KUKAOUATOV 0QeiAovTal Kupimg oTn CUIKPLUVOTN TOV JUGTACEDY TV GTOEIWOOV
KUKAOUOTIKOV ototyeiov. Z1ig DRAMS 1 opikpuvon t@v 0106TAGEDV TOV KVTTAPOV
UVAUNG, Kol ToV HETAED TOLG OMOOTACE®MV EMPEPEL AVETIOOUNTEG EMOPACELS OTN
Aertovpyion ™G pvaung. Mia omd T onuoavtikotepeg  eivor 1 awénuévn
aAANAenidpaon HeTAED YEITOVIKOV KLTTAP®V LVUNG. AVt 1 aAAnAenidpacn pmopel
VO TPOKAAEGEL TEPITAOKES ECQPUAUEVEG CUUTEPLPOPES Ol OTTOIEG GLYVA Eivarl SVGKOAO
va VTOmoTovV Katd T odpkela tov E.O.A. kabdc moAd cuyvd ekdnidvovior pHovo
KAT® amd GLYKEKPUEVEG GLVONKEG Agttovpyiog (m.y. OTOV TO YELTOVIKA KOTTOPO,
LvMung Ppickovtal 6€ GLYKEKPUUEVT AOYIKT KATAGTAG).

H oAnAenidopaon peta&d tov yerrovikdv kuttdpov o DRAMS kot to
nmpoPAruata wov onovpyet otov E.O.A. wpoceyyilovtor e avt ™ datpiPr| pe dvo
dwpopetikég peBodoroyiec. Xtnv mpdTn okoAovBodue Eva VTAPYOV  HOVTELOD
CQOAUATOV TOV TEPLYPAPEL TIC OAANAETMOPACELS HETOEL YETOVIKOV KVLTTAP®V
pviung, 1o NPSF.Baci{opevol e avtd T0 ovtélo avamticoove Eva vEo adyoplOpo
E.O.A. o omoilog emtvyydver peiwon xoctovg E.O.A. oe ypdvo epappoyng kotd
57.7% ot oyéon pe vrapyovteg adyopifuovg mov KoAdmTOLV T 10100 GEAANATO.
Tavtdypova mpoteivovpe akyopiBuovg mov KaAdTTOLY TIC TEPMTM®SELS Omov To. NPSF
opdiuata ocvvdvalovior pe v emidpaon ™ I'pouung Asdopévev (Bit-Line
influence)xkat g yopntikng ovlevéng petaé&d tov I'pappmdv Evepyomoinong (Word-
Line capacitive couplinglxtn debtepn pebodoroyia avantdGGOVUE £Va VEO LOVTELO
ocQoApatov, 10 Moviého Zeoipdtov Awppowdv kot Metapdosov Tsrtovidg

(Neighborhood Leakage and Transition Fawt NLTF), to omoio otoyevet
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OLYKEKPIUUEVOVS YVOGTOVS UNYOVIGHOVS aAlnAeniopaons. O akydpiBuoc E.O.A. mov
TPOKVTITEL OO TO VEO LOVTEAO ULELMVEL TO KOGTOG GE YpOVO epappoyng kotd 87% oe
oyxéon pe vapyovteg adyopibpovg E.O.A. mov kaAdmTovv ta idio ceaApata.

Al o duokoria otov E.O.A. tov DRAM pvnuav givar 1o yeyovog 0Tt axopo
KOl TO TO OMAO KOTOOKELOOTIKO EANTTOUO UTOPEl VO TPOKAAECEL TEPIMAOKN
ECQUALEVT] GLUTTEPLPOPA, M omoia cvyva Ba eivon dvokolo va aviyvevBel kotd ™)
dupkela tov depyasiov E.O.A. O koprog Adyog mov cupPaivel avtd eivor OTL ot
DRAM pvfueg eivor oty mpdén ovoroywkd (Kot Oyt ynelokd) nAeKTpoviKa
kukhopoto. Ilpocopoiwoelg g Asttovpyiag pog DRAM pe cpdipa ovtiototikon
avorytokvklmpotog (resistive open defecth onoieg mapovsidlovtar oty mapovoa
JwTpifr]  KOTAOEWKVOOLYV QLT TNV TEepimAokn  ocvumepipopd. Emmpdobeta
TopaTNPNONKE Kol avaAVvOnKe Yo TpdOTN QOpA £va VEO QUIVOUEVO, 1| GDOTMPEVTT
poptiov (Ccharge accumulationro omoio emnppealer onuavtikd m dwdikacio E.O.A.
Booiopévor ota gpevvnTikd pog omoteAéopota TPOoTEiVOLUE €va VEO YOUNAOD
k6otoug adyopBpo E.O.A. o omoiog mapéyet PeAtiopévn KAALYN TOV GROALATOV
VO TOKOKAMONG.

Mg amd tic mo ehkvotikég Avoelg otov E.O.A. elvar 0 eveoUOTOUEVOG
avtoéAeyyoc (Built In Self Test — BIST)p omoiog £xetl kepdicel ueydro evolapépov
T1g 000 TElevtaieg dekaetiec. e avth TV KatehBvvon ovartHope Eva KOKA®UO
EVOOUATOUEVOL OVTOEAEYYOV TO omoio ypnoilponotel tov aiyopipo E.O.A. 1tov
NLTF povtéhov cooipdtov. H Aettovpyikdétnta tov KukAopotog emPeformdnke
Hécm mpocsouoldoe®v. Avti 1 vAomoinorn tov NLTF alyopiBuov kotadvkveiel mmg
elvar  duvvotd vo  evoopoT®BoOlV o KOKA®OUO EVOOUOTOUEVOL  OVTOEAEYYOV
OTOTEAECUATIKG Kol [LE YOUNAO KOOTOG OE EMPAVELN TVPLTIOV AKOWO Kot TEPITAOKOL
alyopifpot E.O.A.

Téhog, pid amd T1g Mo eAkvotikég Avoelg otov E.O.A. glval 0 eveOUOTOUEVOG
avtoéAeyyos (Built In Self Test — BIST),0 omoioc €yet mpocehkvoel peydlo
evolaPEPOV TIG dV0 TeElevTaieg dekaeTiec. e avth Vv katehBvvon avartvéoape Eva
KOKAOUO eveopotopévov avtoedéyyov DRAM to omoio viomoiel tov aiydpiBuo
E.O.A. yio 10 NLTF povtélo cooipdtov. H Asrtovpywodmnra tov KUKAM®UATOG
emPefordbnke péow mpocopolidoewv. Avtiy 1 vAomoinon tov NLTF aiyopiBuov

KOTEOEEE TG €lvol €QPIKTO VO EVOOUAT®OOUV G€ KOKAOUO EVOOUATOUEVOD
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OLTOEAEYYOV, OMOTEAECUOTIKA Kol HE YOUNAO KOOTOG OE EMPAVELD TLPLTIOV,

nepimhokotl adyopiOuotl E.O.A. yio kokAodpato pvnuov DRAM.
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ABSTRACT

Yiorgos I. Sfikas.

PhD, Computer Science & Engineering Department.

University of loannina, Greece.

October 2015.

Title of Dissertation: Fault Models, Test Algoritsrand Embedded Test Techniques
for DRAM Circuits.

Thesis Supervisor: Yiorgos Tsiatouhas

Due to the revolutionary progress in the manufacguiprocess of Integrated
Circuits (ICs) the last decades, electronic systbmge become a part of everyday
life. The direct results of this progress are thereased computing and storage
capability of electronic systems, at an affordaiMeeven low cost, and the mobility.
However, although this progress rate has been aaihgthigh for almost five
decades, there are various threats to the furtivelution of semiconductor
technologies. One of the greatest threats is thiellyaincreasing difficulty in testing
ICs.

Dynamic Random Access Memories (DRAMs) are onehef host important
parts in digital systems, both from a performanceacsystem failure perspective.
Thus, their reliability is critical. Moreover, likim all IC technologies, the reliability
issues grow more rapidly than the evolution of timanufacturing processes.
Consequently, even if the manufacturing evolutienmportant, the development of
new, more efficient and more reliable testing sohg turns out to be of equal
importance.

The problems in testing and reliability of ICs mgistem from the dimension
shrinking of electronic devices aiming to scalethi@ir integration in a small silicon
area. In DRAMSs, the shrinking of memory cells’ dms@ns and their in-between
distances arise various undesired side effects.nntiee most important side effects
is the increased interaction between neighbourils.cThis interaction can cause

complex faulty behaviors that are frequently hardbé detected since they appear
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only under the presence of specific conditions.(thg neighbouring cells are at a
certain state).

The neighbouring cell interaction issue is addréssethis dissertation with two
different approaches. In the first approach, wanesén existing fault model that deals
with neighbouring cell interactions, the NPSF modebrder to provide test solutions
with an acceptable cost in test application timiee Test application time reduction
achieved by our new test algorithm is 57.7% witkpext to well known test
algorithms that cover these faults. At the same time provide test solutions for the
cases where the NPSF faults are combined with ithkifg influence and Word-Line
capacitive coupling related faults. In the secopgraach, we propose a new fault
model, theNeighborhood Leakage and Transition FauNLTF model which targets
specific well known interaction mechanisms. The sedution that derived from this
new fault model further reduces the test applicatime up to 87% with respect to
well known test algorithms that are also capableotcer these faults.

Another difficulty in DRAM memory testing is the dathat even the simplest
defect can produce a quite complex faulty behavidre main reason is that in
practice a DRAM is an analogue circuit. Our eleakisimulations on a DRAM
circuit with a resistive open defect manifesteds tiiomplex faulty behavior.
Moreover, we observed an important unknown phenomenthe charge
accumulation that significantly influences the testing proceduBased on our
observations we developed an efficient test algoritthat provides enhanced
coverage of resistive open faults with respeciistig solutions.

Finally, one of the most attractive testing solnsiois the Built-In Self-Test
(BIST) circuits, which have gained great attentiduring the last two decades.
Towards this direction, we have developed a BIStud that implements the NLTF
test algorithm for DRAM testing. The outcome ofsthiask manifested the ability to
efficiently embed complex test algorithms in a meynat a low silicon area and
design cost. The functionality of the BIST circwids verified through simulations.
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1.1 Prologue

Testing of electronic circuits is a very importgmiocedure aiming to detect
possible malfunctioning circuits before they aracgeld on an electronic system or
they are channeled to the open market. An eledroiiuit is characterized as
malfunctioning either when it does not operatellabawhen its operation does not
comply with the specifications set by the manufestuThe malfunction is caused by
one or more failures in the fabrication processictvlare calleddefects The terms
fault modelsor simplyfaults refer to the modeling of the behavior of the dircunder
the presence of defects [1].

The rapid evolution of Integrated CircuitkCé) technologies the last 50 years
resulted in the development of very powerful digi@s which nowadays are present
in almost any electronic device used in everydtey The first ICs in the early 60’s
consisted of only a few tenths of transistors isirggle chip. Today, digital IC’s
integrate several billions of transistors in a Enchip, enabling the manufacturers to
build digital systems with huge computation andage capabilities.

However, this evolution raised new challenges; gomane is related to the
difficulty and complexity of the testing procedurfes the digital ICs that have been
dramatically increased [1] - [4]. The increasedidewensity and design complexity

achieved by modern technologies has turned testittg a first priority problem,



which requires reliable and efficient solutions.h@tvise, further evolution of
semiconductor technology may turn to be almost nnegess.

Testing difficulties are mainly due to two reasoti® increased complexity of the
ICs and the increased complexity of the faulty wedra. Firstly, nowadays digital
ICs implement complex functions, with too many esaénd input combinations that it
is almost impossible to be exhaustively testedoBely, the faulty behaviors appear
in various forms and conditions. In the first dezmdve could safely say that an IC
either worked or not. Modern ICs may seem to ogecatrectly in most of the cases
but may manifest a faulty behavior under very dpeaonditions or operation
sequences. As a consequence, the testing proceeeds to be carefully designed in
order to be able to reveal such faulty behavioi) an acceptable cost in test time
and sources.

Memories are a very important part of the digitgstems [5]. Due to the
evolution of the corresponding technologies, tloeagfe capacity of the memories has
significantly increased the last decades. Until ¢aely 90s the number of bits that
could be stored at a single chip would quadrupteoat every 3.1 years. Although
that increase ratio is no longer maintained nowsddlge storage capability of
memories is still increasing rapidly. Thus, presgsys memories can store up to 4-
16Gbits per IC. This is mainly achieved by the iskiig of the dimensions of the
elementary storage units, which are calleemory cellsand the distances between
them.

As a drawback, like in all other IC types, moderemories suffer from increased
difficulty in testing [5],[6]. The increased densibf the memory cells and the
shrinking of their in-between distances make tlogieration susceptible to various
failure mechanisms like process variations, defants interferences. The interaction
among adjacent memory cells and their suscepyibild several sources of
interference plays a significant role in the bebawf the memory. Thus, despite the
fact that the memory is a relatively simple circdite to its repetitive structure, the
testing procedure remains a complex and time comgurask because it is not
adequate to test each memory cell individuallyriaheo to determine if the memory is
defective or not. On the contrary, it is mandatorgee each memory cell as a part of

the total structure and in mutual interaction wtike other cells in the memory array.



Moreover, several faulty behaviors appear only wbentain operation sequences are

applied, making the detection of the pertinenttiaalven more difficult.

1.2 Dissertation Scopes

The overall target of this dissertation is to depeliable solutions in the field of
DRAM memory testing.

Initially, our goal is to develop new realistic famodels that accurately describe
faulty behaviors observed in modern DRAM memorigext, based on these fault
models, new and effective test algorithms will beveloped aiming to provide
increased fault coverage at a reduced cost irafgdication time. Finally, our target
is to provide a feasibility study on the abilityeémbed the proposed test algorithms in
a DRAM with the use of Built-In Self-Test circuits.

1.3 Dissertation Structure

The Dissertation consists of 8 Chapters. Chapteralbrief introduction. Chapter
2 presents the fundamentals on DRAM memories. @haptdiscusses the most
popular memory fault models while Chapter 4 introgkl some of the most well-
known memory testing algorithms. In Chapter 5 a @@proach in NPSF testing of
Folded DRAM arrays is presented. A new fault motle®, NLTF, which deals with
neighborhood leakage current and cell transitidaited faults, is proposed in Chapter
6. In Chapter 7, the resistive open defects aloith Bit-Line imbalance issues are
studied through electrical simulations and a newpartant phenomenon that
influences the faulty behavior, theharge accumulatignis introduced for the first
time. In Chapter 8, a Built-In Self Test (BIST) auit for DRAM memory testing,
exploiting the NLTF test algorithm, is developedindfly, in Chapter 9 the

conclusions are drawn.
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2.1 Abstract

In this Chapter we discuss basics issues on DRAMhones. Initially, the MOS
transistor is presented since it is the fundamem@tice in semiconductor
technologies. Next, we briefly present the mostytampmemory types. Finally, the

DRAM memory structure and operation are analyzed.

2.2 The MOS Transistor

2.2.1 MOS Transistor Basics

The Metal Oxide Semiconductor (MOS) transistorhis fundamental device in
semiconductor technologies. There are two typeMOIS transistors: the NMOS,
which uses a n-type channel, and the PMOS, whiek ag-type channel [7], [8].

As we can see in Figure 2.1a, the NMOS transistmisists of two hregions
formed in a p-type substrate. The region betweentwo ri regions forms the-
channe] and the distance between these regions is ctilkength of the channgl

which is indicated with the symbol L. Above the chal is thetransistor gate



Figure 2.1.: Structure of the NMOS transistor

denoted as G in the Figure 2.1, which is a condecrea formed by Poly-Silicone
and is electrically isolated from the channel ane " regions by a thin layer of an
oxide insulator. In the same figure another impdrtdharacteristic of the transistor is
shown, thewidth of the channekhich is denoted as W.

The gate, the two'rregions and the substrate are the terminals ofrémsistor.
When the transistor is connected to a specificuitirthe i region with the lowest
voltage level is calledource denoted as S, while the other one is callexdn and is
denoted as D. Note that the twbregions are identical; only the voltage levels whe
the transistor is connected to a circuit determimesh n" region plays the role of the
source and which plays the role of the drain. Thhe, drain to source voltage is
always positive (¥s>0). Moreover, in NMOS transistors the substrateussally
connected to the ground (0V)

Similarly, the PMOS transistor is formed by twbngegions in a n-type substrate
and the transistor gate (see Figure 2.1b). In MO transistor, the ‘pregion with
the highest voltage level is the source, whiledtieer one is the drain. Consequently,
for PMOS transistors p5<0. The substrate in this case is usually connectédp,
where \bp is the operation voltage of the circuit.

In Figure 2.2 we can see the schematic symbolsM®BN and PMOS transistors.

The substrate terminal is usually omitted.
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Figure 2.2.: Symbols of NMOS (a) and PMOS (b) tistoss

The MOS transistor operation is as follows; theirdt@ source currentp Is
determined by controlling the gate to source v@iag;s Both transistors have three
operating regions: theutoff region thetriode region(or linear or non — saturation
region) and thesaturation region In each of these areas thg; Is given by the

following equations:

lps=0 cutoff region
i . .
los =Bl (Vas = Vi) Vs — EVDS triode region Eq. 2.1
lps = %(Ves -V ) saturation region

where \ is thethreshold voltageof the transistor and it practically represents th
lowest, in absolute value, @¢ for which the transistor is conductive. For NMOS
transistors the Yis positive, while for PMOS transistors it is ngge.

A MOS transistor can be on one of the three reginastioned above depending
on the \bs, Vgs and 4 values. The conditions needed to be satisfied&oh region

are given in Table 2.1.

TABLE 2.1.: MOS transistor regions of operation

NMOS PMOS
cutoff region \6s < V7 Vee> V1
triode region 0< ¥s <Vge -V 0> Vps > Vee -Vr
saturation region  0< Vge -Vt < Vps 0 > Vie -V1 > Vps




The factorf} is thechannel conductancand it is given by the following equation:

W g1t W
_Wegh 5 W Eq. 2.2
B=T7 =PoT

0X

In equation 2.2g,« and tyx is the permittivity and the thickness of the gaxéde
respectivelyu is the average surface mobility for the carrievkich is different for
the two types of transistorg,(for NMOS, i, for PMOS), L is the channel length (the
physical distance between source and drain) and We channel width. Moreover,
the factors,y , p and tx (and consequently treonduction factop, ) are specified by
the given MOS technology and, thus, are not cirdegign variables. However, the
designer usually can chose between a few pre-akfigevalues. A given MOS
technology also specifies the minimum allowed valter the two design variables,
the minimum channel lengthyls and width Wn.

As we can see from equation 2.1 the transistor wctadce increases with the
channel width and decreases with the channel leiggtice the area that the transistor
occupies is determined by L and W, in most casgsit used and the W is chosen
depending on the desired transistor conductance.

2.2.2 MOS Transistors In Digital Circuits

Digital circuits operate ideally in two discreteltage values: one low voltage
value, which is usually 0V, and one high voltagéugawhich is denoted aspy.
Although the bs current of both NMOS and PMOS transistor is désctiby the
same equations (equation 2.1), they have a fundamdiiference as previously
mentioned: the source in NMOS is the terminal wiike lowest voltage, while in
PMOS is the terminal with the highest voltage. Thhe Vs voltage in equation 2.1
is calculated differently in the two cases.

If we connect one of the'rterminals of the NMOS transistor to OV, then this
terminal automatically becomes the source. Thergnwlie apply ¥p voltage to the
gate, the s is constant and equal tgyregardless of the drain voltage. In this case,
according to Equations 2.1 and Table 2.1, thechn be 0 only when p&=0. This
means that a NMOS transistor is capable of disahgrg terminal connected to its
drain to OV.



On the other hand, if we connect aterminal of the NMOS transistor topy this
terminal becomes the drain. If we try to chargeratnal connected to the source by
applying a \4p voltage to the gate, theg¥voltage will be initially \bp, provided that
the initial voltage of the source terminal is OVowkver, as the voltage of the source
raises the ¥sdecreases. Finally, when the terminal reaches gae-Wr voltage, the
transistor will enter the cutoff region and the rgjiag will stop. Consequently, the
NMOS transistor cannot charge a terminal to a wgelthigher than M — V.
Moreover, the charging procedure will be much slotlan the discharging described
in the previous paragraph since in this cage/Vpp.

Following the same reasoning we can easily see dhBMOS transistor can
charge its source terminal up tgy/but cannot discharge its drain terminal to a
voltage level lower than |-}/ while the discharging procedure is much slotlvan
the charging one. For this reason the digital discare constructed using the
Complementary MOSCMOS technology. According to this design approach the
logic elements (e.g. logic gates) are constructéd/o nets: one net which consists of
PMOS transistors and is connected i V&nd one net of NMOS transistors which is
connected to OV. This provides the ability to tbgit element to charge its output at
both Vpbp and OV. However this approach is not always fdagibbe used, especially
in memories, as we will see in the paragraphsftitw. Moreover, we should keep
in mind that the conduction fact@p is larger, double or more, in NMOS transistors
than in PMOS transistors. Thus, in general, ainim@chieve the same charge and
discharge times the PMOS net should consist ofefatgansistors (larger W) with
respect to the NMOS net, given that the channgjtlenare the same.

2.3 Memory Types
A Computing System is mainly divided into three sygiems: i) the Central
Processing Unit (CPU), ii) the input-output (I/Gdvices and iii) the memory [6]. The
memory subsystem usually consists of two memorygoates [6], [9]:
e The mass storage devices (secondary memory), sudtara disk drives,
compact disks etc. Their main characteristic i tlaege storage capacity with
low cost/capacity ratio and low access speed. Tdreyused for permanent

data storage purposes.



The main memory, the cache memory and the redi¢ewhich store data
and programs during processing. They are charaeteby high access speed
and high cost/capacity ratio. The number of memGsy/in a computer system
is significantly high compared to the total numlmdrICs of the system.
Therefore a failure in the memory subsystem is ainthe main causes of a

computing system failure.

Various memory types of the second category arel,udepending on the

requirements of each subsystem [6], [9]. The nmagbirtant of them are as follows:

Static Random Access Memory — SRAM. This memoretiips the highest
access and data transfer speed, due to its veryldtemcy and very high
bandwidth. Its great disadvantage is the low dateage density per silicon
area which highly increases the cost/capacity réttis mainly used as cache
memory, where the main demand is the high perfocmalts lifetime is not
significantly influenced by the number of I/O opwras and it is a volatile
type of memory.

Dynamic Random Access Memory —DRAM. This memory etys
characterized by high data storage density perosilarea and relatively high
access and data transfer speed. In other worislaitge and cheap compared
to cache and it is fast compared to a hard diskiebler, as in SRAMs its
lifetime is practically not influenced by the numbef 1/O operations
performed on it. For these reasons it is mainlyduse the main memory of a
system. Its main disadvantage is that a periodiefdlesh procedure is
necessary in order to retain the data. It is ativeleype of memory, since the
data stored are lost when the power supply is disected.

Read-Only Memory — ROM. These memories are nontii®land the data
stored at them are pre-stored by the manufacturdr cannot be altered,
expanded or deleted by the user. Usually they diasgc information that is
needed by the microprocessors in order to perfoasicboperations such as
interaction with keyboards, display, disks etc.

Programmable Read-Only Memory — PROM. This is aatian of a ROM

memory which is not pre-programmed by the manufactlbut it is
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programmed by the user. After it is programmed,d#i@ stored can no longer
be altered.

e Erasable Programmable Read-Only Memory — EPROMs T&ha variation
of the Programmable Read-Only Memory which can tmgm@ammed by the
user more than once. In order to be reprogramnstlyfit has to be removed
from the system and its data must be erased udiregvinlet radiation. Its
main disadvantages are that the programming proeedequires special
equipment, it is sensitive to light, it has lowarfermance than ROM and its
packaging is expensive.

e Electrically Erasable, Programmable, Read-Only Meme EEPROM.
Nowadays, they are widely used and are known utidername “Flash
Memories”. They are read-write memories with notatite capability and are
used as a permanent storage. Compared to hard, dieks /0O speed is
significantly lower and their cost per bit is sificantly higher. However, their
extremely small dimensions and weight make theralifte the storage unit of
cameras, video cameras and other portable devidete that the write
operations cause gradual wear out to the memoity aed, thus, they can
sustain a limited number of write operations beféhey start to fail.

Moreover, their data retention time has limitations

2.4 DRAM Memory Structure

In general memories consist of the memory cells revitbe data are stored
(memory array) and a number of assisting circiis-[[13]. In the latter case, the
most important assisting circuits are teense amplifiers (S.A.Xhe precharge
circuits, thel/O circuits and theaddress decodeiThe functionality of these circuits

will be analyzed in the paragraphs that follow.

2.4.1 The Memory Array

Memory cells are the elementary storage units #eth store one bit of
information and they are arranged in matrix likeustures callednemory arrays
Each memory cell is connected to one data tratisiewhich is calledata-Lineor
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Bit-Line. Additionally, every cell is activated (for a read write operation) by an
activation line calledWord-Line

In Figure 2.3 we see the structure of a DRAM memuel. It consists of one
capacitor, which stores the data in the form ottele charge, and a pass transistor
(usually NMOS) which connects the capacitor wité Bit-Line. The pass transistor is
activated by the Word-Line. When the cell storetadéhe capacitor’s voltage is
ideally close to OV or Wp, where \bp is the operating voltage of the memory. As we
will see next, the voltage value of the capacitotranslated into logic 0O or logic 1
during the read operation. In order to achieveldimeest possible cost in silicon area
per cell, the minimum allowable values are usedtlier L and W parameters of the
transistor (knin, Winin)-

There are two types of capacitors as we can segure 2.4 [7] - [13]; in the first
type the capacitor is buried deep in the silicodarrthe transistor and is callgench
capacitor, while in the second type the capacitor is locatkedve the transistor level
and is calledstack capacitar

Considering the memory array as a matrix, the mgroells located on the same
row are activated by the same activation line (Wdre), while those located on the
same column are connected to the same Bit-Lin®RAMs the Bit-Lines appear in
pairs, since the Bit-Lines of a pair are connectedthe same sense amplifier,
precharge circuit and write buffer circuit, whics we will see in the paragraphs that

follow, are necessary for the operation of the DRAMere are two architectures for
I I

(BL) ‘\
\ = o\p  capacitor

nMOS
Transistor

Word-Line (WL)

Figure 2.3. The DRAM memory cell
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Figure 2.4.: Memory cell with trench (a) and staekacitor (b)

the memory array, depending on how the two Bit-kitieat form a pair are placed:
the Open Bit-Linearchitecture and thieolded Bit-Linearchitecture. As it is illustrated
in Figure 2.5a, in the Open Bit-Line architectueele pair consists of Bit-Lines that
are placed in different array blocks. On the othand, in the Folded Bit-Line
architecture (see Figure 2.5b), the Bit-Lines fbat a pair are adjacent in the same
array.

In both architectures the memory cells are plaogohirs as we can see in Figure
2.6, back to back, having a common Bit-Line contdttus, the layout of the two
architectures is according to Figure 2.7 (a) andrébpectively. In those figures we
can also see silicon area occupied from the cabih architecture, which is 2Fx3F =
6F for the open Bit-Line architecture and 2Fx4F = &% the folded, where F is the

minimum lithographic feature size of the technol$i@].
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Figure 2.6.: Layout of the DRAM memory cells
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Figure 2.7.: Layout of the Open Bit-Line Architexy(a) and the Folded Bit-Line
Architecture (b)
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2.4.2 The Precharge Circuit

The precharge circuit consists of three NMOS tstoss, as shown in Figure 2.8.
One of them, which is called tregjualization transistqrconnects the two Bit-Lines
with each other while the other two transistorsnemt each Bit-Line with a pb/2
voltage source. When the circuit is activated thadistor gates are raised tgpvand
voltage of the two Bit-Lines starts to move towardsp/2. Usually all these

transistors have the same L and W.

VD% T

Precharge

1

BLT BLC

Figure 2.8.:The precharge circuit

It is easy to see that this precharging procedurn®i symmetrical for the two Bit-
Lines, if we take into account the equations of |[&aB.1 (Subsection 2.2.1).
Obviously the equalization transistor contributgsaly to the charging of both Bit-
Lines. However, the contribution of the two othemsistors is not equal, as shown in
the analysis that follows.

At the beginning of the precharging, one of thelBites is initially at OV and the
other at \4p. Consequently, we observe that for both transstoe \bs voltage starts
from Vpp/2 and progressively decreases to OV as the pettBie-Line’s voltage is
getting closer to ¥p/2. The \&s however is not the same for both transistors. The
Vs for the transistor which is attached to the Bitd.that is discharging frompy to
Vpp/2 is constantly equal togg/2. On the other hand, thegy¥ for the transistor
attached to the other Bit-Line, which is chargingn OV to \bp/2 is initially equal to

Vpp and progressively reduces tg/2 as the Bit-Line voltage raises t@p3/2. Thus,
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it is expected that the discharging of the Bit-Limving \bp voltage will be slower
than the charging of the Bit-Line having OV. Alsot@ the significant contribution to
the precharging process of the equalization trémsisince its s varies from \4p to
Vpp/2 and its \bs varies from \bp to OV. Thus, its mean contribution is higher than

any of the other two transistors.

2.4.3 The Sense Amplifier

As previously stated, the sense amplifier is theudi that senses the voltage
difference between BLT and BLC after the Word-Ligeactivated, enhances and
finally maximizes this voltage difference, settitige one Bit-Line to ¥p and the
other to OV. In its simplest implementation, it smts of two cross-coupled inverters
as we see in Figure 2.9. The p-net and n-net ofénge amplifier are not constantly
connected to Mo and OV respectively; instead they are connectedugh two
activation transistors. The sense amplifier isvatéid by setting the signal SA_EN_P
to OV and the SA_EN_N topé; in the complementary situation the sense amplifie
is inactive.

Vbp

|o__°sA_EN_p
T L

BLT BLC

— <

L

Figure 2.9.:The sense amplifier
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Ideally, both NMOS transistors of the cross-coupiaerters are matched and the
same stands for the two PMOS transistors so thatsdnse amplifier can sense
correctly any voltage difference between BLT andCBlalmost no matter how small
it is. However, in reality due to process variatidhe transistors cannot be identical;
small differences in ¥ the channel conductivity or other parameters maysedhe
sense amplifier to be biased in sensing 0 or hAlgh in the DRAM design process
such bias should be taken into account, in testidpes not pose a big problem
because it has a constant direction. In other wafdee sense amplifier constantly
favors 1 over 0O, independently of the previousestd#tthe memory, then the faulty
behavior will manifest itself when we are tryingread a 0. On the other hand, bias
that do not have a constant direction but depenthemprevious operations and states

of the memory are a significant concern in testing.

2.4.4 The Word Line Driver

The word line driver is the circuit responsible mtivating and deactivating the
Word-Line. Ideally it raises the Word-Line tosdbst and drops it to OV within the
appropriate time interval. However, deviations frima ideal behavior may result to a
delay or even to a failure to set the approprialéage on the Word-Line, influencing
the operations performed on the cells attachetd to i

2.4.5 The Address Decoder

The address decoder is responsible for accessengpipropriate cell according to
the given address and is divided in two sub-cisculte row decoder and the column
decoder. The row decoder selects the appropriated\Moe to be activated,
according to the incoming address, while the colueocoder selects the appropriate

Bit-Line in order to obtain the data read or pr@vttle data to be written.

2.4.6 The Hierarchical Structure Of The Memory

As previously stated memories consist of memorysc&thich are arranged in
memory arrays, and a number of assisting circuitsFigure 2.10 we can see a
DRAM memory array along with the basic assistirrguts [9].
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Figure 2.10. A DRAM array along with the (peripHera assisting circuits?)

Also in Figure 2.11 we can see how the memory arragd the assisting
(peripheral) circuits are placed in a memory ciNpte that this structure generally
applies to both Open and Folded Bit-Line architex{aO].

Memory arrays are organized anks(also calletblocky. A bank is generally a
set of arrays that operates independently of offamks. Each DRAM IC may be
organized in one or more banks. Having more thanlmank is usually exploited for
increasing the bandwidth of the memory data busintgrleaving between multiple
data banks. In this way the data bus of the men@@has a higher bandwidth than the
one that can be achieved by a single bank.

Moreover, if the DRAM has an 1/O bus of more thare dit wide, this is usually
achieved by using multiple arrays, while each apeyvides one bit. Thus, although
the DRAM IC is usually word-oriented (i.e. it readsmd writes a set of bits
simultaneously), the actual read and write opemation each array may be bit-

oriented [9].
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ROW DECODER

Figure 2.11. DRAM memory array organization

2.5 DRAM Operation

As previously stated, the Bit-Lines are arrangeg@ais. In each pair, one of the
Bit-Lines will be calledTrue Bit-Line (BLT)and the otheComplementary Bit-Line
(BLC). Both the BLT and the BLC are connected to the es&@ense Amplifier,
precharge circuit and write buffer circuit. Alsotedhat every Word-Line activates
only one memory cell that is either attached toBhd or the BLC. Consequently,
the set of Word-Lines that activate the cells offBk different than the set of Word-

Lines that activate the cells of BLC.
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Before a read or write operation both BLT and BL@smbe precharged to
(ideally) the same voltage level, theecharge voltagewhich is close to Wp/2. This
is achieved through the activation of the precharguit.

After the precharging is complete and the prechaigriit is de-activated, the
cell to be read is activated by raising the penin&ord-Line to a voltage higher than
Vpp Which is calledVgoost The importance of raising the Word-Line tgdoésrand
not to Vop will be explained later. The pass transistor & tiell is activated and
charge sharing between the capacitor and the dstI'ne takes place. Due to this
charge sharing, the voltage of the cell’s Bit-Liadl be shifted slightly towards OV or
Vop, depending on the initial voltage of the cell’pasitor.

Assume for example that the cell we want to readnys to BLT. After the
Word-Line activation, the BLT voltage will be shatt to a higher voltage, if the
capacitor voltage was g, or to a lower voltage, if the capacitor voltagaswOV.
Meanwhile the BLC remains at the precharge voltayece none of its cells was
activated. Thus, a voltage difference betweeneBit-Lines is created. The sense
amplifier, which is activated next, senses, enhsuarel finally maximizes this voltage
difference, forcing the one Bit-Line to OV and thimer to \bp. If, for example, the
cell’'s capacitor has initially a voltage ofply (or 0V) the sense amplifier will force
BLT to Vpp (or OV) and BLC to OV (or ¥p). Similarly, in case the cell belongs to
BLC, BLC will be forced to the same value as théiah voltage value of the
corresponding cell's capacitor while BLT will beréed to the complementary
voltage value. In Figure 2.12 we can see the wanefdfor a write 0 and read 0
operation in a DRAM.

Note that in DRAMSs it is crucial that the Bit-Linese forced to the valuespy
and OV because this is how the capacitor’s voltagestored to its initial value. This
is true due to the fact that the charge sharingidat the capacitor and the Bit-Line,
which takes place when the Word-Line is activattirs the voltage of the capacitor
and brings it close to p4/2 (this means information loss). Thus, when thelLBie
reaches its final voltage value, which is the samanitial voltage of the capacitor
prior to the read operation, the capacitor voltagestored.

The write operation is similar to the read operatiath the difference that as the
Word-Line is activated thevrite bufferof the I/O circuit is activated too. Since the

strength of the write buffer is larger than thel'sedtrength, the voltage difference
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sensed by the sense amplifier is the one dictayetthd write buffer. Thus, the new

value is stored to the cell.

Write O Read 0
A A
Ve ~N Ve ~N
VDD'j
VDD/2'
0-l-ad

58
time (ns)

capacitor BLC BLT WL prech S.A.

Figure 2.12: DRAM write O and read O operation wax@s

At this point it is important to note that in thead and write operations described
above all the cells attached on the activated Wamd-are involved. When the Word-
line voltage is raised to pbost all the cells attached to it are activated andrthe
capacitors will exchange charge with the pertirigitiLines, altering the voltage level
of the capacitors. Thus, in a read operation, ajnnavoid information loss, all the
cells of the activated Word-Line must perform adraad re-write operation, but only
the data obtained by the cell we actually wantetetml are transferred to the output
buffer. A similar situation occurs in the write @pgon: except from the cell we want
to write, all the other cells that belong to théwated Word-Line will perform a read

and re-write operation in order to maintain theatad Consequently, before a
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read/write operation all the Bit-Lines of the arnaijl be precharged to p5/2 and
during the operation all the sense amplifiers dlactivated.

From the discussion above, we can easily see thrah@ operation on a cell
belonging to BLT turns the BLT to the same valudhas of the cell and the BLC to
the complementary value. On the other hand, a opadation on a cell belonging to
BLC turns the BLT to have the complementary valui wespect to the value stored
at the cell, while BLC will take the same valuetlas one stored at the cell. The same
situation stands for the write operations. Thusemvifior example we write or read
logic 0O to a cell, the cell’s capacitor is chargedV if the cell belongs to BLT, or it is
charged at 1V if the cell belongs to BLC. Due tis tstatus the names BLT (Bit-Line
True) and BLC (Bit-Line Complementary) are derived.

The importance of raising the activated Word-Lioe/goosrtinstead of Vo can
be easily understood if we consider the NMOS tsdosi operation. From the
discussion in subsection 2.2.2 we conclude th#iafWord-Line was raised topy
during the read and write operations then the aagaeould be unable to reachy
due to the way the NMOS transistor operates; idstéavould only charge up topé
— V1. Similarly, if instead we used a PMOS transistorthe construction of the cell,
the capacitor voltage would not be lower thant|-\f both transistors, connected in
parallel, are used the area occupied by the cealldvoe increased significantly. Thus,
the adopted solution was to exploit only the NMQ@&nsistor and use a voltage
Vsoost, Which is at least equal topl + Vr, as the Word-Line activation voltage. We
prefer the NMOS transistor over the PMOS due taigsificantly higher conduction
factor Bo. The drawback of this approach is that the chargh the capacitor is
significantly slower than its discharging.
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CHAPTER 3. MEMORY FAULT MODELS

3.1 Abstract

3.2 General Fault Models
3.3 Memory Faults

3.4 Address Decoder Faults
3.5 Memory Array Faults
3.6 Static Faults

3.7 Dynamic Faults

3.8 New Trends In Memory Testing

3.1 Abstract

In this chapter we will discuss fundamentals issuesnemory fault models. The
chapter mainly focuses on memory array faults amdgnts the most popular fault

models.

3.2 General Fault Models

Testing procedures for integrated circuits can &sed on various methods. The
most common testing approach is the applicatioa eéries of combinations at the
inputs of the IC and the comparison of the respaighe outputs of the IC with the
expected values. The input combinations are cafledt patternsor test patternsAn
erroneous response of the IC, which is called emanifests the presence of a defect.
Obviously the application of all possible inputteats is usually an impossible task,

due to the extremely large number of input pattelMmreover, the ICs which include
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memory elements should combine all input pattents iaput sequences with every
possible state of the memory elements, which isossjple to be done at an
acceptable time cost.

A more practical approach is to apply to the IQuaable subset of selected test
patterns which guarantee that in the presenceofaaut in it the IC will provide an
erroneous response which will allow the detectibthe fault.

Some of the most general fault models for digi@d bre the following:

Stack-at faulta node of the circuit presents always the sarhesva

Transistor Stuck-Omr Stuck-Open faulta transistor of the IC is constantly

in conductive or non conductive state respectively.

Bridging fault two nodes of the circuit are short-circuited aswhstantly

present the same value

Open Circuit faulta conductive line of the circuit is cut.

Delay fault the signal delay in one or more paths of theuttris higher than

the nominal.

3.3 Memory Faults

According to Chapter 2, memories consist of memwells and a number of
assisting subcircuits. The most difficult part iremmory testing is the detection of
defects in the memory array. This difficulty comas a result of the following
reasons:

e Every memory cell is directly involved only in theading or writing
operations performed on itself. This makes tes#irigne consuming process
since in every read or write operation only oné @la small number of cells,
in a word oriented memory) participate.

e The memory cells interact with each other, mainig do the small distance
between them [19], [23]. This interaction dependstioe logic state of the
cells and on the operations performed on them.

e Some of the defects that may appear on a cell @awwesak that can force
them to manifest a faulty behavior only under derteonditions. In other

words, the ability to detect a defect depends mdy on the operations we
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perform on it but also on the combination of operat and states of other
cells as well.

e Defects on a sense amplifier, a Word-Line drivea@recharge circuit can
manifest themselves by causing faulty behavior wheerations are
performed on the cells attached on the pertinetdLiBes or Word-Lines.
Obviously, if the defect is severe all the cellssoword-Line or a pair of Bit-
Lines will present a faulty behavior and the defetdt be easily detected.
However, weak defects or even small and acceptimtions from the ideal
behavior of these circuits can influence the outearh a testing procedure,
either revealing or masking weak defects at this.cel

For the above reasons, in this dissertation we fadus on the fault models that

describe the faulty behavior of the cells, keepmgind that in many cases a defect
or a deviation from the mean performance of a Wong- driver, a sense amplifier or
a precharge circuit can be also responsible footisrved faulty behavior. We will
only make a brief description on the address decfadgts since they are completely

different than cell related faults.

3.4 Address Decoder Faults

From the assisting circuits we have mentioned sodialy the address decoder
can produce a faulty behavior different than thdescribed by cell-related fault
models. For this reason, we will now briefly deberthe address decoder faults.

As mentioned earlier, the address decoder is redperfor accessing the specific
memory cell on which we want to perform a read oitevoperation. If the address
decoder operates correctly then every memory asidr@sesponds to one and only
one cell (or a word, if the memory is word-orientehd every cell (or word) is
accessed by only one address. Thus, the relatph&tiveen the address space and
the set of memory cells is a bijective functioneTdddress decoder faults violate this
relationship. There are four cases of address @edadlts [5], [6]:

e A specific address does not give access to any cell

e A specific address gives access to more than dhe ce

e A specific cell cannot be accessed by any address

e A specific cell can be accessed by more than odeeas.
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Note that many of the simplest test algorithms ocamietect the address decoder
faults. Thus, various test algorithms that targetse specific faults have been
developed. Moreover, it is a common practice thattest algorithm can cover these
types of faults, then this fact is explicitly memted; otherwise it can be assumed that
these faults are not covered.

3.5 Memory Array Faults
This dissertation focuses on memory array faultstfie@ reasons described in
Section 3.3. Thus, unless otherwise specified, frlow on when we talk about
memory faults we mean memory array faults.
Memory faults can be categorized according to:
a) the number of actions (i.e. read or write opena) that must be performed in
order to sensitize the fault and alter the dateestat a cell. There are two types [14]:
e Static Faults These are the faults which need at most oneraati@rder to
be sensitized.
e Dynamic Faults These are the faults that need more than twaeractin
order to be sensitized.
b) the number of cells involved for a fault actieat that is the number of
influencing cells, either due to the value theyetor by the operations performed on
them.

Next we will analytically discuss the various fatylpes.

3.6 Static Faults
Static faults are divided into the following cateigs [5], [6]:
e Faults in which a single cell is involvddingle cell faults) These are the
stuck-at faultsand theransition faults
e Faults in which two cells are involved; these &@CGoupling Faults (CFs)
e Faults in which k cells are involved. These ared#d in two sub-categories:
a) if the cells involved can be located anywherehiea memory array, then we

distinguish the k-Coupling Faults, the bridging lfauand the state coupling
faults.
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b) if the cells involved are selected based orr tlheation on the memory array
and form a cell neighborhood then we have Mwighborhood Pattern
Sensitive Faults (NPSFs).

The two-cell and the k-cell fault models make tbkofving assumptions:

e Aread operation cannot cause a fault.

e A non transition write cannot cause a fault. Namnsition write is a write
operation where the value we write on the celhis $ame as the one that is
already stored at it.

e A transition write can cause a fault. A transitirnte is a write operation
where the value we write on the cell is complemgmnidth respect to the one
that is already stored at it.

Next we will study these fault models in more detai

3.6.1 Single Cell Faults

Single cell faults are the stuck-at faults andtthasition faults

e Stuck at faults (SAFs): a cell stores permanenspexific logic value which
cannot be changed. A testing algorithm in ordedétect these faults must
read both logic values 0 and 1 from every cell.

e Transition faults (TFs): a cell is unable to mak#&ammsition from one logic
state to the other. In order to detect these faatry cell must make both
transitions 8-> 1 and & 0 and must be read after each transition to ensure

that the operation was successful.

3.6.2 Coupling Faults - CFs

When we are talking about faults in which two orrengells are involved, we
frequently use the termdctim cell and aggressor cell Victim cell is the cell that
presents a faulty behavior, while aggressor celiescell which is considered to cause
the faulty behavior of the victim cell, either kg state (i.e. the value stored at it) or
its transition from one logic state to the other.

The coupling faults can be divided into the follagisub-categories:

a) Bridging Faults — BFs
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In this category two cells are connected (due adaefn the IC) with a conductive
line and as a result both present the same lodievahis logic value may be the
logic ‘AND’ of the cell states if there was no bgidg fault, a case in which we have
the so-calledAND Bridging Fault — ABFor may be the logic ‘OR’ of these states, a
case in which we have tl@R Bridging Fault — OBF

b) State Coupling Faults — SCFs

The state coupling fault is defined as follows: thetim cell is forced to a
specific value x only when the aggressor cell stohe value y.

c) Inversion Coupling Faults — CFs

According to the inversion coupling fault modelQato 1 () or a 1 to 0 ()
transition of the aggressor cell inverts the d&teesl at the victim cell.

d) Idempotent Coupling Faults — CFids

The idempotent coupling fault model is defined @ltofvs: at or | transition of

the aggressor cell forces the victim cell to a gpelogic value, 0 or 1.

3.6.3 k-Coupling Faults

As previously stated, the static fault models inickhmore than two cells are
involved are the k-Coupling Faults and the Neighbod Pattern Sensitive Faults
(NPSF). We should mention here that the most géndt model for the
corresponding defects is tRattern Sensitive Fault (PSH)odel, which is considered
as the most general case of cell interaction fawhgre all memory cells (N the
number) are involved [5], [6].

The k-Coupling Faults can also be seen as an eqman$ the coupling faults

above. More specifically:

e The bridging faults and the state coupling faulisenthe same definitions in
the case of the k-Coupling Faults with the diffeethat more than two cells
or even the cells of a whole Bit-Line are involved

e The inversion and the idempotent coupling faultstie k-coupling fault
model include the same definitions concerning glsiaggressor and a single
victim cell, with the extra restriction that theufty behavior occurs only when
the rest k-2 cells are in a specific state (theaites form a specific pattern)
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All the above types of faults have an extremelyhhigst complexity. The PSFs
present a complexity of O(NX¥ operations and k-coupling faults, if we don’t set
any restrictions regarding the location of theszlks, where N is the number of cells
in the memory array [6]. Even if k is set to 3 ttest complexity is at least
O(N-log2(N)) operations. Note that any complexity highearttO(N) is considered
as not realistic for testing in today high capaaitgmories. A restriction regarding the

location of the k cells is set at the NPSF moddtctvhvill be analyzed next.

3.6.4 The Neighborhood Pattern Sensitive Faults - NPSFs
The Neighborhood Pattern Sensitive Fault (NPS#&ddel considers the way a

memory cell is influenced by the contents of itaghboring (adjacent) cells in
combination with state transitions in a single «élthis neighborhood [5], [6], [15].
According to it, the value of a cell (callédse cell or the ability to apply a desired
value at that cell is affected by the values amdtthnsitions of k-1 neighboring cells
(calleddeleted neighborhogdAt this point we should emphasize that when we a
referring to ‘changes’ or ‘transitions’ in the dielé neighborhood we always mean
only one transition of a single cell every time.aTh why NPSFs belong to the
category of static faults where by definition alfaneeds at most one action to be
sensitized.

The combination of the base cell and the deleteghberhood is called
neighborhoodand consists of k cellsThe NPSF model is distinguished in three
categories:

e Active NPSF (ANPSF) or Dynamic NPSkhere the base cell changes its

contents due to a change in the deleted neighbdrpatiern. In order to test
for ANPSFs every cell in the neighborhood shouldréed in both states (O
and 1) after every possible change, caused bydgesaell transition, in the
deleted neighborhood. Practically this means thaerye cell in the
neighborhood must be read in both states afteryavansition ¢ and|) of
every cell in the deleted neighborhood and under ghesence of every
possible pattern formed by the other k-2 cells.

e Passive NPSF (PNPSR)here the contents of a cell cannot be changed du

to a certain neighborhood pattern. PNPSFs aredtdstenaking at and a|
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transition (and confirming that each transition vgascessful by reading the
cell) on every cell in the neighborhood for eveogsgible pattern in the deleted
neighborhood.

e Static NPSF (SNPSFWwhere the contents of a base cell are forced to a
certain state due to certain deleted neighborhatigm. SNPSFs are tested by
reading every cell in both states for every possiphttern in the deleted
neighborhood.

By covering the combination of Active and PassiieI®¥s (APNPSFs) we also
cover Static NPSFs because the operations need&NfSFs coverage are included
in the set of the operations needed in order t@IcAOPNPSFs.

In order to cover the Active NPSFs we need for puease cell (k-1)*2 test
patterns. This comes as a result of the followialgwations: for every value stored at
the base cell (0 or 1) each one of the other kH$ osust make both transitionsand
|, for every possible pattern formed by the othé éells (22 patterns). Thus, the
total number of patterns is 2*2*( k — 1)¥ 22 = (k-1)*2%. In other words, every cell in
the neighborhood except from the base cell musengadat and a| transition for
every possible pattern formed by the other k-1sceflthe neighborhood. After every
transition the base cell must be read.

Similarly, in order to cover Passive NPSFs we nfeecevery base cell“2test
patterns, which is calculated as follows: for eveagtern in the deleted neighborhood
(2“! patterns) the base cell must perform the two itians, 1 and |, a total of p4
patterns.

From the above description we can easily see thatder to cover both Active
and Passive NPSFs we need (k-19*2 2¢ = k*2¥ patterns. In other words, this
means that all the cells of the neighborhood (theekcell included) must make both
transitionst and| for every possible pattern formed by the other ¢ells, and after
each transition we must read the base cell. Byglthins we also cover the Static
NPSFs since we read the base cell in both O anatdssfor every possible pattern in
the deleted neighborhood. In the next chapteriefftcmethods in the literature for
NPSF testing will be presented.

We should mention that when it is stated that welyag*2¥ patterns, this does
not mean that these patterns are all differentaith eother (this is obvious since a

pattern consists of k bits and consequently thezepaly Z different patterns). What
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we actually mean is that with thosk Ratterns we construct a pattern sequence of
length k*2*.

Despite the fact that the NPSF model is quite ibld, still an important research
field since it is the most suitable for describitige faults caused by interactions
between cells [16] - [24]. Moreover, faults thapapr under the presence of specific
data patterns are considered to be among the masoms for test escapes [25]. Thus,
pattern sensitivity is of great importance in medaremories. The most important
drawback of the NPSF model is that the pertinestt aggorithms are quite expensive
in application time cost. Consequently, an impdrfaeid of research is reducing this
cost without compromising the test quality.

Finally, we should mention that various fault madsimilar to NPSF have been
proposed. One of them is ti&sturb Neighborhood Pattern Sensitive Faul2],
which takes into account not only the transitiontevoperations but also the non-
transition write and the read operations. Accordmghis model the data of the base
cell are altered due to a read or write operatimt Only a write) of another cell in the
neighborhood combined with a specific pattern fairbg the rest of the cells in the
deleted neighborhood. Another model is B@w / Column Pattern Sensitive Faults
[26] which considers the cell's sensitivity to tHata and the transitions of the cells

that belong to the same Word-Line and/or the saitakiBe with it.

3.6.5 Static Faults Hierarchy

In Table 3.1 the static faults hierarchy is presdni6], starting from the most
complex and general model (PSF) and moving towd#rdssimplest model (SAF).
This hierarchy is important because a test algoritihat covers the highest in
hierarchy faults also covers the lowest. For exampltest algorithm that covers CFs
or NPSFs includes the actions necessary to coserthe TFs and the SAFs. From
this point of view, we can say that the TFs and SAfe a subset of CFs and NPSFs

Note that the CFs and the NPSFs are independehictdagories, since they are
both derived from the more general category, thiesPBut in a different way. CFs
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TABLE 3.1.: Static Faults Hierarchy

1 PSF Pattern Sensitive Fault

2-a NPSF NeighborhoodPattern Sensitive Fault
2-b CF Coupling Fault

3 TF Transition Fault

4 SAF Stuck — At Fault

allow the aggressor and victim cells to be locaeygwhere in the memory, while in
NPSF the neighborhood of a cell is specific.

3.6.6 Combinations Of Static Faults
In general, it is possible that more than one feattcurrently occur in a memory,
which may belong to one or more fault types frorasth mentioned earlier. Thus,
there are two cases [6]:
e The single fault case: there is only one faulhi@ nemory
e The multiple fault case: there are two or moretfaul the memory. These
faults can be of the same type or may belong ferdifit types. Moreover, they
can bdinked or unlinked
A fault is linked when it influences the behavidr another fault, while it is
unlinked when it does not influence the behavioawy other faults. Unlinked faults
can be detected independently by simply applyingsa algorithm that covers the
corresponding fault types. On the other hand, #tealion of linked faults is more
complex due to their interaction. This interactimay have the following undesired
effect: the activation of one fault may alter a’saedata and the subsequent activation
of another fault may restore the correct data ¢ocll. If the cell is not read between
the two fault activations, the data loss causedhleyfirst fault activation will not be
detected. In this case we have a situation cédleld maskingLinked faults can either
be of the same type or of different types. Thushaee thdinked faults of the same
typeandlinked faults of different typeategories.
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By definition the single cell faults (SAFs and Tkske unlinked. On the other
hand, the coupling faults are linked and fault nmagknay occur. The NPSF faults are
considered to be unlinked, since the base cell gllread after every change in its
neighborhood and it cannot be influenced by chamgether neighborhoods.

Regarding the linked faults of different types, tiwembinations of stack at faults
with other types of faults do not present any diffiy in testing. On the other hand,
the combination of transition faults with couplifeglts or NPSFs is quite difficult in
testing and many times it requires a combinatioditférent test algorithms in order
to be detected.

Few publications present test algorithms that coverNPSFs that are combined
with other faults. In [16], [17] the combination dPSFs with theBit-Line
Neighborhood Pattern Sensitive Faults — NBLSH#ich are Bit-Line coupling
related faults, is discussed. In [27], [28], the S¥B are combined with the
Neighborhood Word-Line Sensitive Faults — NWS#Hsch are Word-Line coupling
related faults. Also in [28] the influence of th&-Bine transitions on the celBt-
Line influencgis explored in combination with the NPSF. The-Bite influence and
the NWSF combined with NPSF will be analyticallgalissed in Chapter 5.

3.7 Dynamic Faults

Dynamic faults is a fault category which is interedy studied the last 15 years
[14], [29], [30]. This category deals with faultsat need more than one consecutive
actions (i.e. read or write operations) in ordebbecactivated.

The dynamic faults can be classified in the follogvcategories, depending on:

e the number of cells involved, we have single cellnwulti cell dynamic
faults. Until now the research is limited to singlell andtwo cell dynamic
faults

e the number of read or write operations needed deroto activate the fault.
Until now onlytwo actions dynamic faultsave been studied.

Like static faults, dynamic faults can be singlenmultiple and, and in case of

multiple faults, these can be further classifiedimeed or unlinked. Next we will see
some basic types of dynamic faults that have bgwmsively studied:

a) Single cell dynamic faults.
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Five types of single cell dynamic faults have bebserved:

Dynamic Read Destructive Fault (dRDFn this type a read or write
operation that is immediately followed by a reacmpion change the data
stored at a cell and the outcome of the read apere an incorrect value.

Dynamic Deceptive Read Destructive Fault (dDRDR) read or write
operation that is immediately followed by a reacmpion change the data
stored at the cell and the outcome of the readabiperis the correct value. It
is the same with dRDF with the difference that é&d operations returns the
correct (the expected, in the fault free case)evakia result.

Dynamic Incorrect Read Fault (dIRFRa read or write operation that is
immediately followed by a read operation which retuthe wrong value at the
data output while the data stored at the cell rararrect.

Dynamic Transition Fault (dTF)a read or write operation that is
immediately followed by a transition write operatiohich fails to write the
new data to the cell.

Dynamic Write Destructive Fault (dAWDFa read or write operation that is
immediately followed by a non-transition write ogteon alter the data stored

at the cell.

b) Two cell dynamic faults.

The two cell dynamic faults describe the faultst thee activated when two

consecutive actions are performed on two cellse liikthe coupling faults model, the

cell which presents a faulty behavior is callediwiccell while the other one is called

aggressor cell. Depending on the way that the meteve applied at the two cells, we

have the following four cases:

The two actions are applied on the aggressor cell.

The two actions are applied on the victim cell

The first action is applied on the aggressor aedl the second on the victim
cell.

The first action is applied on the victim cell athe second on the aggressor

cell.

Since in order to cover all the above cases tooynoperations are required, the

research is so far restricted to the first two sasleich will be briefly discussed next.
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a) Both actions are applied on the aggressor Th#:fault model that covers this
fault category is calle@ynamic Disturb Coupling Fault — dCFdnd is defined as
follows: two consecutive actions on the aggressdircause data loss on the victim
cell.

b) Both actions are applied on the victim cell:this case the aggressor cell
contributes to the activation of the fault onlyibs/logic state. These faults are similar
with those discussed in the single cell fault cdsd, with the difference that the
aggressor cell influences the activation of thdtfaith the value stored at it. Thus,
the definitions of these types of faults are qaitailar with the pertinent ones of the
single cell fault definitions. All the faults degmed next are considered to be activated
only when the aggressor cell stores a specificevalthe definitions are as follows:

e Dynamic Read Destructive Coupling Fault (dCFrd):this type a read or
write operation that is immediately followed by ead operation change the
data stored at the cell and the outcome of the epadation is incorrect value.

e Dynamic Deceptive Read Destructive Coupling Fad@HKdrd)} a read or
write operation that is immediately followed by ead operation change the
data stored at the cell and the outcome of the ogemtation is the correct
value.

e Dynamic Incorrect Read Coupling Fault (dCFEi read or write operation
that is immediately followed by a read operationiclhreturns the wrong
value in the data output while the data storethetcell remain correct.

e Dynamic Transition Coupling Fault (dCFtra read or write operation that is
immediately followed by a transition write operatiohich fails to write the

new data to the cell.

Dynamic Write Destructive Coupling Fault (dCFwdyad or write operation
that is immediately followed by a non-transitioniteroperation alter the data
stored at the cell.

Despite all those restrictions considered in thétyabehavior, the test algorithms
developed so far for dynamic faults are quite espenin test application time cost
compared to the classic test algorithms used innthastry. Moreover, not all of the
physical mechanisms that produce this faulty beiraaie known. Thus, the area of

dynamic faults is an important research field.
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3.8 New Trends In Memory Testing

In the previous paragraphs we presented the badigeneral information related
to fundamental memory fault models. The last 15yem so the need to adapt the
fault models and testing procedures to each speaiemory type has become
imperative. In the first decades the test algor#lwere developed with the intention
to use them in both SRAM and DRAM memories. Thiscpption tends to be
abandoned, since not only SRAMs and DRAMs are nonsidered as rather
different digital devices, but also the two typdsD&RAM memories, the embedded
DRAM (eDRAM) and the commodity DRAM are treated fdiently by test
researchers. In various publications such as ihdB{33] we can clearly observe that
in order to develop advanced testing techniqguesneed to take into account the
special characteristics and the behavior of eaclmong device. Towards this
direction, we have developed in [27], [28] a newghborhood type and various test
algorithms aiming to effectively test NPSFs in DRA&Mith the folded Bit-Line array
architecture, as we will see in details in Chapter

Another tendency is that specific known physicathamisms that can produce or
influence a faulty behavior are studied, sometinmesombination with traditional
fault models. In these studies either the analyt{tteeoretical) approach or the
electrical simulations are used. An example of aalyical study is given in [16],
[17] where NPSF’s are tested along with Bit-Lineugling effects. Towards this
direction we have developed in [27], [28] test aidons to deal with NPSFs along
with the Bit-Line transition influence and the Wdrohe coupling effects in DRAMSs.
This study is analytically presented in Chaptebreover, in [34] we propose a new
fault model, the Neighborhood Leakage and Transifault (NLTF) model, which
deals with leakage current and cell transition tegla interactions between
neighbouring cells. This fault model, along withe tipertinent test algorithm, is
presented in Chapter 6.

Finally, electrical simulations in order to obserared confirm the faulty behavior
are widely used during the last decade. In this@ggh an electrical model of the
memory is designed and simulated using a circustgtheand simulation tool. In the
designed electrical circuit of the memory varioe$edts can be injected, like resistive
opens or resistive shorts, and the faulty behasiosbserved through simulations.

Towards this direction we have studied in [35] fiaelty behavior of a DRAM
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memory cell having an internal resistive open untltes presence of Bit-Line

imbalance phenomena. This work is presented in €hap
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CHAPTER 4. FUNCTIONAL MEMORY TESTING
ALGORITHMS

4.1 Abstract

4.2 Traditional Test Algorithms
4.3 March Algorithms

4.4 NPSF Testing Algorithms

4.1 Abstract

In this chapter we present various well known memesting algorithms. We
discuss the operation, the fault coverage and fh@ication time cost of each
algorithm. The latter is expressed by the numbeegfiired read and write operations
as a function of N, where N is the total numbeceifs in the memory array. It is a
common assumption in the open literature that ¢lggiired time for either a read or a
write operation is the same; and also that the mgragay is bit-oriented, which

means that every read or write operation readsibesva single cell.

4.2 Traditional Test Algorithms

In this section we briefly present a few test alyons developed before the early
80s which are usually called ‘traditional algoritsinfb], [6]. They are not based in a
particular fault model but they are very simple aswime of them provide quite
satisfactory fault coverage if we also consideirttoav cost in application time. For

this reason some of them are still in use today fast pass in a testing procedure.
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a) The Zero — One algorithm.

This very simple test algorithm consists of fouagss: i) writes all the memory
cells with value 0, ii) reads all cells (expectedue 0), iii) writes to all the cells the
value 1, iv) reads all cells (expected value 1)viQlsly, this algorithm cannot detect
address decoder faults (AFs). It can only detecEsSAprovided that the address
decoder operates properly. It cannot provide fallltf cover for any other type of
faults. The time application cost is 4N.

b) The Checkerboard algorithm

In this algorithm the memory cells are divided wot groups using the
checkerboard pattern (which explains the nameettforithm). Initially all the cells
of the first group are written with the value O albthe cells of the second group are
written with the value 1 and, afterwards, the whokemory is read. Then the cells of
the first group are written with 1 and those of sieeond group with 0 and the whole
memory is read again.

The test application time cost and the fault cogerébased on the previously
mentioned fault models, is exactly the same wittbZeOne. However, this algorithm
also covers the bridging faults between adjacefis,cprovided that the address
decoder operates correctly. Moreover, the checlkedogattern used from the
algorithm maximizes the leakage currents betwegarcadt cells. Thus, it can be used
for data retention related testing, and this isrd@son why it was originally proposed.

In order to apply the algorithm correctly, thddress scrambling tableust be
known. Address scrambling is the relationship betwthelogical addressof a cell
(i.e. the address provided to the address decoderder to access the cell) and the
topological address of the cell, which is the pbgkilocation of the cell in the

memory array.

4.3 March Algorithms
Themarch algorithmsare the most widely used test algorithm categaithough
they are mostly used for coupling faults, theirgeshas been expanded to other fault

categories like NPSF and dynamic faults. Their nchiaracteristic is their simplicity.
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4.3.1 Definition Of March Tests

A march test algorithm is a finite sequencent@rch element§s], [6]. A march
element consists of a finite sequence of operatagpmdied on a memory cell. These
operations are as follows: write the logic valueMich is denoted as w0), write the
logic value 1 (wl), read with expected logic valug0) and read with expected logic
value 1 (rl). During the application of a marchttetement two fundamental
principles are followed: i) all the operations ofraarch element are applied to the
current cell before we go to the next and do theesaperations, and, ii) the current
march element is applied to all the cells of themory before we start applying the
next march element.

When applying a march element to the cells of a orgmwe can use an
increasing cell address sequence, which is denwited 1, or a decreasing address
sequence, which is denoted with If the address order is not important (i.e. ihat
considered to play any role to the fault coverafjéghe specific march element) we
can use any of the two address sequences mentaosd, a fact that is denoted with

the symbof{] .

4.3.2 Typical March Tests

In this subsection we will see some well known rhdest algorithms.

a) March C-

This is probably the simplest march algorithm whidvers all the unlinked AFs,
SAFs, TFs and CFs. Its application time cost is.1Nonsists of 6 march elements
(M;) which are as follows:

{ ¢ (w0); T (ro, wl); 71 (r1, w0); U (r0, wi); U (r1, wo); { (r0); }
Mo M, M M M %3

b) March A

March A is a very popular test algorithm. It desedtFs, SAFs, TFs and CFs. It
also covers linked CFids, which is the main reasamas developed. Its application
time cost is 15N.
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It consists of the following 5 march elements:
{ ¢ (wo); 1" (ro, wl, wo, wi);1l (r1, wo, wi); | (r1, wo, wi, wo);l (r0, wl, w0) }

Mo M M I 0

c) March B

The March B algorithm is an extension of March Aoirder to gain additional
fault coverage. Due to the expansion of the malement M it provides coverage
for TFs linked with CFins or CFids. As a resulttbis expansion the application time

cost becomes 17N.
{ ¢ wO0); N (ro,w1,r1,w0,ro,w1): (r1,wo,wl); U (r1, wo, wl, wo);U (ro,w1,w0) }

Mo M M M M

Obviously we can build an infinite number of telgfagithms using the march test
notation. In the early 90’s the most expensive maigorithms in test application
time cost were March A and March B. However, theoletwon of memory
technologies raised up the fault coverage demandsansequently, resulted in the
construction of more complex and expensive margordhms. An example is the
march algorithms which target dynamic faults, vattest application cost that reaches
up to 70N [36]. Moreover, multi-background marchalthms for NPSF testing have
been developed which present a cost of 92N or more.

4.3.3 March Tests For Dynamic Faults

In this subsection we will briefly mention few mhrtype algorithms that target
dynamic faults. Among the march algorithms we haeen so far only March B
partially covers some dynamic faults. The algorghthat follow target only the
dynamic fault types we discussed in details in i8ac3.8, where the two consecutive
actions that activate the fault are performed @ndghme cell; either on the aggressor
cell or on the victim cell.

a) March RAW1

This algorithm covers the single cell dynamic fawlith the restriction that from

the two consecutive actions that activate the fendtfirst action is a write operation
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and the second a read operation [30]. The strdtegind the algorithm is simple; it
performs a read operation on the cell right attés written. The cost of the algorithm
is 13N operations.

The algorithm consists of 9 march elements whiehaarfollows:

{ § (w0); § (WO, r0); § (r0); § (w1, r1); § (r1); § (wd, r1); § (r); § (WO, r0); § (r0); }
Mo M M [\ (Y1 Ms Vs M \%3

b) March RAW

The March RAW algorithm covers the two cell dynarfiasialts with the restriction
that from the two consecutive actions that activheefault the first action is a write
operation and the second a read operation [30fhétsame time it also detects the
same single cell dynamic faults covered by theiptessMarch RAW1 algorithm. The
cost of the algorithm is 26N operations.

The algorithm consists of 6 march elements whiehaarfollows:

{ §(wo); 1 (r0, wO, r0, r0, wi, r1); i (r1, wi, r1, r1, wO, rO);

Mo Y M
U (r0, wo, r0, r0, wi, r1):l (r1, wi, r1, r1, wO, r0){ (r0); }
M M M

c) March MD2

The March MD2 algorithm covers all single cell am cell dynamic faults. In
the pertinent work [36] it is proven that the cokthe algorithm, which is 70N, is the
minimum required for these types of faults.

The algorithm consists of 6 march elements whiehaarfollows:
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{ ¢ (wo); N1 (r0, wl, wil, r1, wil, wi, r1, w0, w0, rO, w0, w0, 10, wl, w0, wl);
Mo Ml
T (r1, wo, w0, r0, w0, w0, r0, wl, wi, r1, wi, wl, wl, w0, wo, wl);
M2

U (o, w1, r1, wi, r1, r1, r1, wo, r0, w0, r0, r0, ¥0, wl, w0, wi);
M3

U(r1, wo, r0, wo, r0, r0, r0, wi, r1, wi, r1, r1, etl, w0, wl, wO); { (r0); }
M \

4.4 NPSF Testing Algorithms

In this section we will present the most importafgorithms for NPSF testing.
We will only discuss the algorithms that detect dodate all the NPSF sub-
categories, Static, Passive and Active (Dynamiegalose algorithms that deal only
with some of these categories and those which delgct and do not locate the fault
(i.e. they cannot find which cell is defective) dot provide significant improvement
in test application time cost and, therefore, arteaf great interest.

4.4.1 Optimum Pattern Sequence

As previously mentioned in sub-section 3.5.4, ideorto detect and locate all
NPSF faults we need a sequence of (k-1)422% = k*2* patterns, where k is the
number of cells that form a neighborhood. This eésduse it is required that all the
cells of a neighborhood undergo both transitignand |, for all the possible patterns
formed by the contents of the other k-1 cells. Opimum way to apply these
patterns is to follow akulerian sequencef patterns [5], [6]. An Eulerian sequence is
a sequence through &ulerian graphwhich visits each arc exactly once. An Eulerian
graph of k-bit patterns is defined as follows:

e There is one node for each unique k-bit patternichvigives a total of ¥

nodes. Thus, each node represents one (uniquéplattern.
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e Two nodes are connected by two arcs, one for emebtidn, if and only if
the corresponding patterns differ by exactly orte The total number of arcs
is k*2X,

In Figure 4.1 we see a 3-bit Eulerian graph. Tegstan all NPSFs is achieved by
crossing the Eulerian graph, visiting each arc #yxamce. This crossing requires
k*2X + 1 write operations and equal number of read atfms: one for initialization
and the others to visit the arcs. Usually theahitiode is the all zero node (0, O, .... 0).

The choice of the Eulerian sequence serves anotipartant NPSF requirement
as well, which is that between two read operatmmy one cell in the neighborhood
must make a transition. For this reason, therenigra only between the nodes that
differ by exactly one bit. Of course a faulty beioavmay occur as a result of two or
more actions, but these faults are not coverechbyNPSF, since it is a static fault
model as previously stated.

/><

—— (w0 (10D*——=(1D)

\><

Figure 4.1: A 3-bit Eulerian Graph

4.4.2 NPSF Testing Neighborhoods And Algorithms

All the characteristics discussed so far are comiootine classic NPSF testing
algorithms. Their main differences concern therdedin of the neighborhood and the
method used in order to accelerate the testingegs@.e. minimize the number of
write operations). These characteristics will kecdssed in this subsection.

The most common neighborhoods are the F{pend Type2 neighborhoods [5],

[6]. The Type-1 neighborhood consists of the four adjacent d¢ells base cell, these
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on the same row and the same column, which forndéheted neighborhood. Thus,
this is a five cells neighborhood, as it is showrkigure 4.2 (a). Consequently, 5-bit
patterns are considered and the pertinent pategnesce consists of 5*2= 160
patterns.

The Type-2 neighborhood consists of cells within, @olumns to the west, /m
rows to the north, mcolumns to the east and,mows to the south of a base cell.
Commonly m=my,=mz=my=1 and the neighborhood contains nine cells asshown
in Figure 4.2 (b). Consequently, the test patt@mssist of 9 bits, while the pattern
sequence consists of 92 4608 patterns, a number much larger than thempat
sequence of Type-1 neighborhood.

In Figure 4.2 we also see tAding Methodapplied in the Type-1 and Type-2
neighborhoods. According to this method, the wmodanory is covered by a group of
neighborhoods which do not overlap. Moreover, thenbers from 0 to k-1 are
assigned to the cells of each neighborhood in sualay that for every cell number
that is considered to correspond to the base teégjeleted neighborhood of this cell
consists of cells where all the rest of the numlhenge been assigned. For example,
we can clearly see in Figure 4.2(a) that the déleteighborhood of each cell-0

consists of cells numbered 1, 2, 3 and 4, but weatso easily see that if for example

s[1 o 2]af3]t o 2] [a]2[3]2]2]3]1]2]3
0o 2[4f31 o 2]af3| [4][0]|5]4 5(4|0]|5
4] 3L 0 2 3l o |6]|7]|8]6 gll6|7]8
1 0 2[4f3]1 o 2]a] [1]2]|3]1]2]|8]1[2]3
2] af3]x o 2] 4fs[L [4]ofsfafofs]4]o]s
3] 1 1 0 2| |6|7]|s8]6|7|8]6]7]s
o 2] afsx o 2]4f3] [x]2]s]r[2]3]2]2]3
|43 o 2] 4af3]z o [4]o]|5]4af[of5]4]0]5
1 0 2]4f3|1 o 2]4] |e|7[8]6|[7|8]6]7]|8
() (b)

Figure 4.2: The Type-1 (a) and Type-2 (b) Neighbods
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we consider any cell-1 as the base cell, thenelsted neighborhood consists of cells
numbered 0, 2, 3, and 4 and so on. The same standlse Type-2 neighborhood,
with cell numbers from 0O to 8.

By using this method we exploit a fundamental pglec every cell is influenced
by its neighbouring cells but it is also influengithem. Thus, when for example we
make a transition write on all cells numbered 0,test them for Passive NPSFs but
we also test all the other cells for Active NPSKsfact, every cell belongs to k
neighborhoods: one in which it plays the role oé thase cell and k-1 other
neighborhoods in which it is a member of the deleteighborhood.

Based on the above discussion, the applicatiohetdst patterns is achieved by
assigning each cell number to a bit of the k-bttgza. Thus, when we visit an arc of
the Eulerian graph moving from one node to anotbely one cell number makes a
transition, since only nodes that differ by exaaihe bit are connected with an arc.
With this method each pattern application requoely N/k write operations, except
from the initialization pattern which writes the @la memory and needs N write
operations, where N is the number of cells of tremory. After each new pattern
application all the memory is read, which requixesead operations.

The total number of write operations is calculagsdollows: N write operations
for initialization plus N/k for each pattern, whichakes a total of N + k*2*N/k =
N*(1+2%) write operations. Similarly, we need N read ofiers for every one of the
k*2% +1 (including the initial) patterns, which makego#al of N*( k*2“ +1) read
operations. Thus, the total application cost afst algorithm using the tiling method
with a neighborhood consisting of k cells is N*(K%2X+2).

The test algorithm that uses the Type-1 neighbathaad the tiling method is
calledTLAPNPSF1Twhich stands for Test and Locate Active Passivigihmrhood
Sensitive Faults with the Type-1 Neighborhood dreTiling method [6]. According
to the previous discussion the test applicatiore taost of this algorithm is 194N. For
the Type-2 neighborhood the pertinent algorithroalled TLAPNPSF2Tand presents
a cost of 5122N operations, which of course is detefy prohibitive for use in
testing. We should note that even the cost of 18&lMonsidered prohibitive for
testing the modern high capacity memories.

The algorithmic description of the above algoritheigather simple as it is shown

in Figure 4.3. It is the same for both algorithiie only difference is the value of k.
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write O in all cells;
read O from all cells;
for j=1tok* 2*do
{

apply_patern(j);

read_all_cells;

}

Figure 4.3: The TLAPNPSF1T and TLAPNPSF2T test idllgms

Except from the tiling method, there is another hodtfor the reduction of the
number of write operations which is calléte two group methodAccording to this
method, we divide the memory in two groups, Growpid Group2 using the
checkerboard pattern. In Figure 4.4 we can seéwbegroup method applied for the
Type-1 neighborhood. In each group the base celémoted with ‘b’ while the cells
of the deleted neighborhood are A, B, C and D. B&ethat every cell which is a base
cell in Groupl, it is a deleted neighborhood celGroup2 and vice versa. Obviously
every deleted neighborhood cell influences fourebeslls. Every group consists of
N/2 base cells and N/2 deleted neighborhood diléslatter are divided into four sub-
groups. Every sub-group consists of N/8 cells anatlides either all cells denoted as
‘A’ in Figure 4.4 or all cells denoted as ‘B’, o€*, or ‘D’. A test pattern can be
applied to all N/2 cells of a group writing all tiNg8 cells of a sub-group, and thus
reducing the number of write operations by a faofot.

The two group method is slightly less effectiveteénms of test application time
than the tiling method, which reduces the numbewrite operations by a factor of 5.
Additionally, it is not a general method sincedtrot feasible to be applied in all
neighborhoods. For instance, it cannot be appiethé Type-2 neighborhood [6].
The pertinent test algorithm for the Type-1 neighiood is calledTLAPNPSF1G
(Test and Locate Active Passive Neighborhood Seaskaults with the Type-1
Neighborhood and the two Group method) and presetdst application time cost of
195.5 N.
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Alb|B1b [Alb [B] b b [Alb [B| b[A]| b|B
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b[B] b|c[p[Blb | C [€lb D] b[]b[D]b
Group 1 Group 2

Figure 4.4: The two group method for Type-1 neighbod..

Finally, except the above early times neighborhpadfew other neighborhood
types have been proposed in the literature. Ortharh is theT-Typewhich consists
of four cells [16][17]. The pertinent test algonihtargets NPSFs combined with the
faults described by thideighborhood Bit — Line Sensitive Faults — NBL®Rich are
Bit-Line capacitive coupling related faults. Althghu it is not clearly stated in that
work, the cost of the test algorithm for bit-oriedtmemories is 82N. Recently, we
have proposed in [27], [28] another four cell ndigihood, the Delta-Type\(Type)
Neighborhood which is dedicated to DRAMs with tloédéd Bit-Line architecture.
This neighborhood is analytically presented in Geap.

4.4.3 Multi-Background March Algorithms For NPSF Testing

Except from the classic NPSF testing algorithms esonulti-background march
based algorithms have been proposed for NPSF dgeslihey are called multi-
background because as we will see next they createus data patterns (which are
also calleddata backgroundsin the memory. The use of multiple data backgdsun
serves the purpose of creating all the necessaghimarhood patterns. We will use
the March-12N [20] as an example to illustrate tiperation of these algorithms.

March-12N is an 8 data background algorithm whishsua march test that requires
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12N operations for its application, and which iplsgd 8 times, one for each data
background. Thus, the total cost of March-12N ikl @perations.
The March-12N algorithm consists of the followingn@rch elements:

{ g (wa); NN (ra, wb, wa);ll (ra, wb); "1 (rb, wa, wb);1l (rb, wa); { (ra) }
Mo M M M M M

Note that the wO/wl operations are replaced withawd rO/r1 with ra. The ‘a’
represents the value of the each cell, dependintgsdacation in the memory, for the
specific data background. ‘b’ represents the complgary value with respect to ‘a’.
Obviously the application of the algorithm for eadhta background requires the
knowledge of ‘a’ for each cell in the specific ddiackground, which is anyway
required for the read operations in every test rédlym in order to compare the
expected value with the value actually read fromaheeell. Thus, the I march
element performs the initialization of the memarythie actual data background.
Next, we will present the 8 data backgrounds and they are created by calculating
the value ‘a’. The value ‘a’ can be calculated king the two least significant bits of
the row address, denoted by[B] and Ag[1], and the two least significant bits of the
column address, 40] and Ac[1]. In Figure 4.5 we can see these 8 data backgi®u
and the function that calculates the ‘a’. The hamial pairs (00, 01, 10 and 11)
represent the two least significant bits of theuomh address of each cell while the
pertinent vertical pairs (00, 01, 10 and 11) repnéshe two least significant bits of
the row address. The symb@l is the logic XOR operation.

The advantage of these algorithms is that they rcoteer types of faults in
addition to NPSFs. For example, by adding 4N ewrparations to the March-12N
only for the first data background 1, the new, edd test algorithm covers all
address decoder faults (AFs) and all CFs at acfd€d0N operations.
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Figure 4.5: The 8 data backgrounds of March-12 Allgm

However, the impressive cost reduction they presentest application cost
compared with the classic TLAPNPSF1T (which ha®st of 194N) comes with a
compromise in the quality of NPSFs’ testing. Duéhi® definition of a march test, all
march elements are applied to all cells in a rosingi either increasing or decreasing
address order. For every cell in the memory thabrssidered as a base cell (unless it
belongs to the first or last Word-Line or Bit-Linethe array), there are two cells that
have a lower address and two cells that have higtidress and belong in the same
neighborhood with it. If for example the cell isi]§], having a row address i and a
column address j, cells CJ[i-1][j] and Ci][j-1] he\a lower address, cells C[i][j+1] and
C[i+1][j] have a higher address and all of themobel in the same neighborhood.
Thus, if the march element includes at least ongewsperation, like M in the
algorithm March-12Nwhen it reads the CJi][j] cell both CJ[i-1][j] and[{]j-1] will
have already make a transition. If more than onigevaperations are included in the
march element, like in M more than two changes in the deleted neighborhalhd

take place before the cell is read. The same mituatvould occur if we used a
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decreasing address order, where the march elenwerid Wwe applied to cells CJi][j+1]
and CJi+1][j] before accessing the base cell, @[i][

The transition of two cells in the same neighborhbefore the base cell is read
may lead to fault masking in case that both traorsstactivate an Active NPSF. This
is because the second activation may restore tlieatalata to the cell, masking the
data loss caused by the first ANPSF activation.ddwer, we should emphasize that
the transition of more than one cell in a neighborh does not comply with the
typical definition of the NPSF model. As it is dabastated in [6], NPSFs are
considered to be unlinked by definition becausg ardingle cell transition is allowed
to take place in the neighborhood before the sekad.

Regardless of the masking probability, this diffexe between multi-background
march algorithms and the classic algorithms, liIkéAPNPSF1T, for NPSF must be
indicated. Note that if in the TLAPNPSF1T algorithee read the whole memory
after the applications of two consecutive patterasd not after each pattern
application, this would reduce the cost of readraj@ens almost to half, from 161N
operations to 81N operations, and the total cosh@falgorithm would be reduced to
114N.
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CHAPTER 5. NPSF TESTING IN FOLDED DRAM
ARRAYS

5.1 Abstract

5.2 Motivation

5.3 DRAM Memory Array Physical Design

5.4 Neighborhoods For NPSFs Testing

5.5A-Type Neighborhood And Bit-Line Influence

5.6 Neighborhood Word-Line Sensitive Faults (NWSFs)

5.7 Conclusions

5.1 Abstract

As DRAMs are becoming denser and the technologyiruees scaling down,
more complex fault behaviors emerge; leakage, aogi@ffects, cell neighborhoods
interaction, speed related faults are couple ofrgtes. The Neighborhood Pattern
Sensitive Fault (NPSF) model is very suitable tdrads such faulty behaviors and
identify them during the characterization and/at & new DRAM chips. However,
NPSF based test algorithms are extremely time-coimgu and therefore
economically not affordable for use. In this chapteve will show how
layout/physical-design information can significgngimplify the NPSF fault model
and reduce the time complexity of the test algarghAs a case study, we will use the
layout of a folded DRAM array. The NPSF model wié refined and tha—Type
neighborhood will be introduced. An efficient amavl cost test algorithm will be

developed; it is more than x2 cheaper than thdtiwadl NPSF based algorithms.
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Even when incorporating the coupling effects oflioiés and word line in the refined
model, along with NPSFs, the time complexity of thehanced version of the
proposed test algorithm still remains more than 58éaper than the traditional
NPSF based algorithms. Therefore, layout driven RNR8sting can become
economically affordable and hence suitable for tharacterization/test of dense

DRAMS in the nano-era.

5.2 Motivation

The continuous technology scaling enables the designore and more dense
DRAMs. This leads to many failure mechanisms; eXampre: a) static and dynamic
leakage currents [37] like the field-inversion @mt between adjacent storage cells
[5], [31], [32], [38], [39], b) increasing capacsié coupling effect since the spacing
between Word-Lines / Bit-Lines decreases [31], [3[0], [41], c) increasing
interaction between adjacent memory cells as tdeirsity increase and their size
decrease [39][42], etc.

One of the most suitable fault models to deal whil above faults is the well-
known Pattern Sensitive Fault (PSH)odel; it is considered as the most general case
of coupling faults where all memory cells are inved [5], [6], [15]. According to this
model, the activation of a fault due to a read dtenoperation in a cell (say a victim-
cell) depends on the values stored in all other orgroells (say aggressor-cells) [15].
However, testing DRAMs for PSFs has never becomeality due to the exponential
time complexity of the associated test algorithrh6].] Many researchers tried to
develop subcategories of the PSF model in ordeerttam testable in practice; such
subcategories can be classified as follows: a)Neghborhood Pattern Sensitive
Fault (NPSF)model [6] which restricts the aggressor cells tty anlimited number of
victim-cell neighbors, b) th®Row/Column Pattern Sensitive Fauaibdel [26], which
restricts the aggressor cells to the cells of glsinow/column. NPSF seems to be
more popular and has been attracted more attef@lpfl5] - [24], [43] - [45]; the
most important versions of NPSF are based on theely and Type2
neighborhoods [6], [15] that have been discusséchiapter 3. In addition various test
algorithms for NPSF in the literature have beers@néed in Chapter 4.
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The study on the state-of-the art in memory tessimgws clearly that taking real
layout information for NPSF memory test optimizatidid not get a lot of attention.
The reason behind this could be the lack of thedaynformation by the memory IP
developers. This information is considered confidgén However, due to the
complexity of the faulty behavior of the DRAMSs ihet nano-era and the increasing
interactions between physically adjacent memorisd8b], [42], it is expected that
NPSF may play an important role at least for tharatterization (if not also for
testing) of the new DRAM chips. Therefore refinitige NPSF and developing
economically affordable test patters is of gregiontance.

In this chapter we show how the NPSF can be refaretl simplified using the
layout information in order to significantly reduttee test time; for our case-study, we
use a folded DRAM array layout (which is widely dsespecially in eDRAMSs [31]).
A realistic neighborhood, th&-Type neighborhood, is introduced. Efficient testl an
diagnosis algorithms are proposed. These algorittansbe also exploited during the
characterization phase of a DRAM generation / pchdihe characterization of
DRAMs require efficient and sophisticated procedusmad measurements to predict,
analyze and identify all expected performance atarstics (e.g. retention time) of
an end product. A comparison with the state-ofdhaeveals that the test time can be
reduced at least with a factor of 2, even wheniriqgact of Bit-Line and Word-Line
coupling is incorporated in the fault model. Bitemted memories are considered in
this study. Preliminary publications of this worler& in [27] and [28].

5.3 DRAM Memory Array Physical Design
The main advantage of DRAMs is the low area cost uthe simplicity of its

one transistor — one capacitor memory cell. Figutepresents the general layout of a
folded DRAM memory array [7], [10], [46], [47]. Thmemory cell (mcell) size is 4F
long (2 lines + 2 spaces) and 2F wide (a line asg@ace) resulting in a cell area of
8F, where F is the minimum lithographic feature sigehe technology defined as
one-half of the Word-Line or the Bit-Line pitch. &leells are arranged in pairs back-
to-back and share a common Bit-Line contact. Tretadce between back-to-back

storage capacitors is equal to 5F. In our work ssumption is made regarding the
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Figure 5.1. Folded memory array DRAM layout

capacitor type; either trench capacitor or staaaghcitor DRAMs can be considered

since the capacitor type does not alter the reseasuilts.

Due to its folded Bit-Line structure, the B&ell layout provides superior signal-

to-noise performance (Bit-Line noise rejection)casnpared to 6H1], [23]. An 8F

architecture uses adjacent data and referenceifgtslin read operations providing

excellent matching and noise rejection that malkentlan attractive choice especially

in embedded DRAMs [31], [32], [40]. 8Fell layouts also exist that require two
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levels of Bit-Line wiring [1] to achieve equivalembatching and noise rejection.
Moreover, in 8E layouts with folded Bit-Line architecture each semmplifier serves
a total of four Bit-Lines, in contrast to the opBit-Line architectures used in 6F
layouts where each sense amplifier serves onlyBubkines. In the latter memory
architecture, the number of sense amplifiers ididafed and the required silicon area
is increased resulting in a significant drawbaaikcsisense amplifiers occupy about
10% of the total chip area in modern DRAMSs [37].

5.4 Neighborhoods For NPSFs Testing

5.4.1 The Adapted Typd Neighborhood
According to the Typel neighborhood in Figure 4.2 (a), the deleted

neighborhood of a base cell contains two cellsispahe same Word-Line and lie to
adjacent Bit-Lines with respect to the base cefl amo cells sharing the same Bit-
Line and lie to adjacent Word-Lines with respecthe base cell. In Figure 5.1 and
considering cell-0 as the base cell, cell-S shddidng in the deleted neighborhood
since it lies to an adjacent Word-Line and bothlscehare the same Bit-Line.
However, it is not clear which will be the restdhrcells of the deleted neighborhood.
Cells W and E share the same Word-Line with celit@ their Bit-Lines are not
adjacent. Moreover, cells 2 and 3 belong to ancadjgWord-Line but do not lie on
the same Bit-Line with cell-0. Finally, cell-1 slearthe same Bit-Line with cell-O but
their Word-Lines are not adjacent.

A proper deleted neighborhood is formed by the idliate adjacent cells with
physical proximity to the base cell, as it is thaimidea behind the NPSF model. The
classic Typel neighborhood fails to fulfill the above requiremasince the physical
layout of the memory array is not taken into ac¢odecording to this, cell-1 is the
best candidate since its storage node has theeshdlstance of 1F from the storage
node of the base cell-0. Afterwards, the storaggesmf cells 2 and 3 have the next

smallest distance from the storage node of celé@ual to \/E F. The other
neighboring cells around cell-0 have distancestgraban or equal to 2F, so it seems

reasonable not to include any of them in the ddleteighborhood. However, since
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cell-S shares the same Bit-Line contact with cedlrd lies to an adjacent Word-Line,
we initially decided to include it in the deletedighborhood although the distance of

its storage node is 5F away from the storage ndd=lb0. This way a cross-type

neighborhood (called adapted Tydeneighborhood) is formed.

In Figure 5.2 the tiling method for the adapted &y neighborhood is

in the open

a comnazsumption

illustrated. As we mentioned in Chapter 4

literature is that the memory read and write openatare of equal time cost. Thus,

applying

the TLAPNPSF1T (Test and Locate APNPS ftFaul Type-1

, Wwe catedeand locate all active, passive

neighborhoods) algorithm analyzed in [6]

and static NPSFs related to this neighborhood witlost of 194N operations, where
N is the number of cells in the memory array. Téust is equal to the cost of the

traditional Type-1 neighborhood.

Figure 5.2. The tiling method for the adapted Rpaeighborhood
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5.4.2 The4-Type Neighborhood
In the adapted Typd neighborhood we have included cell-S in the nedghood

of cell-0. However, the distance of the storageenoficell-S from the corresponding
storage node of cell-0 is equal to 5F (see Figulg. 5This does not sustain the
assumption of physical proximity between the twiiscéMoreover, the common Bit-
Line contact comes in between the two storage natlaglistance of 2F. Therefore, a
possible susceptibility of cell-0 to nearby elemtiloads towards the direction of cell-
S will be related to the common Bit-Line contactlaot to cell-S. Consequently, it is
not expected that cell-S will have any realistiaiteibbution in case that it will be
included into the deleted neighborhood of the luaie0.

The above observation motivated us to considerva meghborhood for NPSF
testing consisting of four-cells. This neighborhosdbounded by the triangle in
Figure 5.3, where cell-0 is the base cell whilelscdl, 2 and 3 form the deleted
neighborhood [27], [28], [48], [49]. We call thike Triangle-Type or Delta-Type
(4-Type) neighborhood. Consequently, as the Ripeeighborhood was adopted

instead of Type2 aiming the reduction of the test application castthe same
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reasoning and based on the earlier discussion aope theA-Type neighborhood
instead of Typel for NPSF testing. The layout based definitiontloé A—Type
neighborhood and the reduced number of deletechbergood cells implies realistic
fault coverage at reduced test complexity and apglication time with respect to
neighborhood types (like Typé& and Type2) proposed earlier in the open literature.

It is easy to realize that the tiling method is laggble to the A-Type
neighborhood. In Figure 5.4 the tiling method isstrated. According to this, the
memory is tiled by non-overlapping triangle neightmmds. There are two kinds of
triangle neighborhoodsip oriented trianglesvhere the “top” cell-1 lies at the top of
the neighborhood, andown oriented trianglesvhere the “top” cell-1 lies at the
bottom of the neighborhood.

5.4.3 Test Algorithm For Thd-Type Neighborhood

According to the previous discussion, theType neighborhood is formed by

nted

'}11}4//
//4’}6’/

N R
Down — Ori
‘"‘ 1
DR

W Triangle

Figure 5.4. Tiling method for the—Type neighborhood
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four cells (k=4). Thus, the Eulerian sequence &stihg Active Passive and Static
NPSF in it consists of K21=65 test patterns and is presented in TABLE 5.1.

The tiling method illustrated in Figure 5.4 is exiptd in order to reduce the
complexity of the write operation, during the apption of the Eulerian test sequence
for NPSF testing. Applying an algorithm similar toe TLAPNPSF1T [6], it is
feasible to detect and locate all active, passivesdatic NPSFs related to theType
neighborhood. This algorithm is shown in Figure @bd we will call it the
TLAPNPSFAT algorithm (Test and Locate Active and Passive NPBFA-Type
neighborhoods). In the notation of Figure 5.5 \lge(j) (1<j< k2") procedure, writes
the j-th pattern of the 4-bit Eulerian sequencehi® neighborhoods of the memory
array.

Note that for each pattern only half of the Wordids are involved in the write

operations and in each of these Word-Lines hathefcells are written. This is due to

TABLE 5.1. A 4-bit Eulerian Sequence farType NPSF Testing

I n n n

BiB;BBy | BsB;BB, | BsB:B:B; | B:B:BB,
0000 1001 0101 0011
0001 0001 0001 0001
0011 0000 1001 0101
0010 1000 1101 0111
0110 1010 1100 1111
0111 0010 1000 1101
0101 0011 0000 1001
0100 1011 0100 1011
1100 1111 0110 1010
1101 0111 0010 1000
1111 0110 1010 1100
1110 1110 1110 1110
1010 1100 1111 0110
1011 0100 1011 0100
1001 0101 0011 0000
1000 1101 0111 0010

\% - 0000

|
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(1) Initialize all cells with 0; read 0 from all cells;
(2) For j:=1to 64 do
begin
write());
read all cells
end;

Figure 5.5. The TLAPNPSH algorithm

the fact that each Word-Line contains only conjagatlls and only one bit changes
between subsequent patterns in the Eulerian segu&he Eulerian sequence ensures
that the required patterns are generated optimsithge the requirement for single bit
transition between subsequent patterns without atepe previously generated
subsequences is fulfilled [6]. Moreover, a readrapen on all cells follows each
write(j) operation. The algorithm detects and locates @iSKs because each
execution ofwrite(j) applies a new pattern in each neighborhood foivAair Passive
NPSF testing, while finally all possible 4-bit patts are written in it for Static NPSF
testing.

The algorithm cost is analysed as follows: a) apdfl) there are N write and N
read operations, where N is the number of memadig,@nd b) in step (2) there are
Nk2"/k=N2* write operations to apply the patterns of the Eafesequence and Nk2
read operations, where k is the number of celthénneighbourhood. Thus, there is a
total of N[2+(k+1)2] operations and since k=4 for te-Type neighbourhood, the
cost turns to be 82N operations. This is a sigaifictest application time reduction
with respect to the TLAPNPSFL1T algorithm for thasdic and the adapted Tyde
neighbourhoods discussed in Section Ill.A, wheee dbrresponding cost is equal to
194N operations [6]. The test cost reduction iF%.

Obviously, the application of the new NPSF testprgcedures requires the
knowledge of layout information. This informatioe hot always available to IP
integrators and system developers. However, huikelf test (BIST) techniques,
commonly used in embedded memories, can be exgploitddRAM design houses to

address this issue and provide a suitable testiGolu
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5.4.4 Matrix-Like Representation And Useful Definitions

In order to make the discussion that follows easmext we will make some
observations and provide some definitions regardiregA—Type neighborhood. In
Figure 5.6, two types of triangle neighborhoods @wservedup oriented triangles
where the “top” cell-1 lies at the top of the nddghhood, andlown oriented triangles
where the “top” cell-1 lies at the bottom of thegidorhood. Moreover, every Word-
Line or Bit-Line contains cells assigned with omlyo numbers; either O and 1 or 2
and 3. A Word-Line (or Bit-Line) that contains aetlumbered 0 and 1 will be called
a 0-1 Word-Line (Bit-Line)while a Word-Line (Bit-Line) that contains cellsadd 3
will be called2-3 Word-Line (Bit-Line)In the same figure we observe that on every
Sense Amplifier one 0-1 and one 2-3 Bit-Line areraxted.

Additionally, cells 0 and 1 are defined esnjugateso each other and the same
stands for cells 2 and 3. The previous definitiam de expanded to Word-Lines.
Thus,conjugate Word-Lineare the Word-Lines which activate conjugate céllso,
note that the conjugate Word-Lines appear in naghf pairs.

A pair of neighboring and conjugate Word-Lines via# calledadjoining Word-
Lines For each pair of adjoining 0-1 Word-Lines, the #ord-Line will be called
upper 0-1 Word-Lineand the bottom will be calleldwer 0-1 Word-LineThe same
definition stands for the 2-3 Word-Lines (Figuré)s.n addition, the cells that share
a common bit-line contact will be calledljoining cellssince they are activated by
adjoining Word-LinesWe will also define a¥Vord-Line coupled cellthe cells that
have their Bit-Lines connected to the same SA &ed tWord-Lines are neighboring
and non-adjoining.

Moreover, we will transform the memory array in dig 5.6 into an array that
looks more like a matrix as it is shown in Figur&.5According to Figure 5.6, in the
folded memory array architecture, for each WordeLonly half of its intersections
with the Bit-Lines correspond to a memory cell. $hin Figure 5.7 the dark non-
enumerated squares of the matrix do not corresfmneemory cells.

In Figure 5.7 we can observe our previous statenteat each Word-Line
activates cells that belong either to 0-1 Bit-Liresto the 2-3 Bit-Lines. Moreover,
we indicate two types oA-Type neighborhoods (considering cell-0 as base cell

which are not triangles anymore but cross-like sBdpp-oriented / down oriented).
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in the previous

In the same figure we can also see how the defimstigiven

paragraph apply in the matrix-like representation.
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5.5 A-Type Neighborhood And Bit-Line Influence

In the previous subsection we have excluded cdbBe® Figure 5.3) from the
deleted neighborhood that affects the base cdlirf@e it is not expected to have any
realistic contribution as member of this neighbarho Instead, in case of an
interaction of cell-0O towards the direction of e8ll this will be with the in-between
Bit-Line (through the common Bit-Line contact) amdt with cell-S. Excessive
leakage currents through the access transistoglbd can be responsible for such an
interaction.

Various transistor leakage current mechanisms g8}, [50]. The leakage
current of a cell through its access transistopedes exponentially on the voltage
difference between the cell’'s capacitor and thd’'scéit-Line (weak inversion
leakage current) according to the following expi@s$50]:

Ves—Vio+tnVps +7Ves _Vops
— . n'UT . _ UT

where § is a parameter that depends on the used technalodythe size of the
transistor,Vgs Vps and Vgs denote the transistor's gate, drain and bulk torc®
voltages respectivelWino is the zero bias threshold voltagas the DIBL coefficient
y is the linearized body effect coefficiemtjs the subthreshold swing coefficient and
ot is the thermal voltage. This leakage current e zéhen \bs = 0 and is maximized
when \ps has its maximum value, p¢. In other words, the leakage current is
maximized when the Bit-Line makes a transition tolagic value that is
complementary to the logic value stored at the loaleIn case of excessive source-
drain leakage current phenomena, due to manufagtutefects or local parameter
variations, cell-O will present a malfunctioning hla@ior and, therefore, signal
transitions on the Bit-Line will influence the cents of cell-0. Consequently, it is
essential for a test procedure to cover possiliéesfrelated to the Bit-Line activity.
Note that for the adapted Tygk neighbourhood, the standard TLAPNPSF1T
algorithm is inherently capable to cover the Bitdiinfluence on cell-0, since it
includes cell-S in the deleted neighbourhood. Thead/write operations on cell-S

during the application of this algorithm provideethecessary Bit-Line transitions to
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detect the Bit-Line influence. However, as we halveady mentioned, the cost of the
TLAPNPSFLT algorithm in test application time isdesirably high. In the following
subsection we will see that it is possible to mpdiie proposed TLAPNP3HA
algorithm, with a negligible cost increase, and endkcapable of covering these

faults.

5.5.1 Bit-Line Influence Coverage

As we previously stated, the leakage current isimized when the Bit-Line
makes a transition to a logic value that is comgletary to the logic value stored at
the base cell. Therefore, the Bit-Line influenca ggnerate an error only when the
involved cell has a different value than the fimalue of the Bit-Line. Consequently,
we accept the reasonable assumption that a Bitdraresition can force a cell to a
value which is the same as the value of the Bielan the end of the transition. For
example, a Bit-Line making a transition from thegirarge voltage (aboutpl/2) to
Vpp can only force a cell attached to it to the logatue “1”.

Next, we will make some observations about thelLBie transitions. According
to the discussion in section 2.4 on the way a DRé&kEmMory operates, whenever a
Word-Line is activated for a read operation all tedls attached to it have to make a
read — rewrite operation in order to maintain trdgta. Thus, if we perform a read
operation on any 0-1 Word-Line, all 0-1 Bit-Linedluwnake a transition to the values
of the pertinent cells attached to them. Meanwlgégh one of the 2-3 Bit-Lines will
make a transition to the complementary value wegbkpect to the value of the
pertinent 0-1 bit line that is connected in the e&ense Amplifier (SA).

Similar transitions occur during the write operapwith the difference that the
Bit-Line of the cell we are writing will make a trsition to the new value (the one we
are writing to that cell) while the 2-3 Bit-Lineahis connected to the same Sense
Amplifier with the cell’s Bit-Line will make a trasition to the complementary value.
The same observations apply when we perform a weidel/operation on a cell
belonging to a 2-3 Word-Line, with the differendaat the 1-2 and 2-3 Bit-Lines
mutually exchange roles.

In order to cover the Bit-Line influence on a cele must make sure that the last
transition (or series of transitions) its Bit-Liperforms before that cell is read is to
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the complementary value with respect to the valoeed at the cell (the expected
value, in the fault free case). Obviously the absiegation must be ensured for both
possible values stored at the cell (0 and 1). W maw show that the proposed
algorithm in Figure 5.5 fulfils the above requiretheand covers the Bit-Line

influence related faults, provided that it incorgteis the following additional features
regarding the read operations:

i) Perform the read operations on all cells of e@&atrd-Line before start reading
cells of the next Word-Line, and

i) Access the Word-Lines successively (in ordefher from top to bottom or
from bottom to top.

The above features are fulfilled by simply using iaoreasing or decreasing
address order for the read operations, which i®ranton practice for most test
algorithms.

The effect of feature (i) is analysed as followssAme that we read all the cells
of Word-Line k-1 and, thus, all the Bit-Lines makansitions to the pertinent values,
depending on the values stored at the cells ofMtosd-Line as previously described.
Next, we perform, the first read operation on Whnde k, which forces all the cells
of this Word-Line to be read for the first time.sksne now that the Word-Line k is a
0-1 Word-Line. From Figure 5.6, and according t@ tivay the Bit-Lines are
connected to the sense amplifiers, we can distaigthie following cases:

a) The k-1 Word-Line is also a 0-1 Word-Line. Insticase, for every cell of k
Word-Line the previous transition of its Bit-Lineaw to the value of its conjugate
cell. Thus, for every cell numbered 0 the previtrassition of its Bit-Line was to the
value of cell-1 and vice versa.

b) The k-1 Word-Line is a 2-3 Word-Line. In thisseafor every cell numbered 0O
the previous transition of its Bit-Line is to thensplementary value with respect to
the value stored at cell 2. Similarly, for everyl ceimbered 1 the previous transition
of its Bit-Line is to the complementary value wittspect to the value stored at cell 3.

Similar situations occur if the k Word-Line is a32Word-Line. Thus, the
requirements in order to cover the Bit-Line inflaenfaults are as follows: a)
conjugate cells must have complementary values wpect to each other, and b)
cells numbered 0 and 2 must store the same valdielan cells numbered 1 and 3

must have the same value. Obviously these requitenage met in those patterns that
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cells numbered 0 to 3 have respectively the follmwalues: 0, 1, 0, 1 and 1, O, 1, O.
Note that for every cell number, both possible gal® and 1 are included in these
two patterns.

Of course from this first read operation on Wordd_k we will obtain data from
only one cell; the cell we are actually readingwdwer, if any other cell of the same
Word-Line loses its data due to Bit-Line influende,s easy to realize that the
erroneous value will be preserved until the cekatually read. This is true because
due to the faulty read operation of the cell it$-IBne will make a transition to the
erroneous value, which of course is complementaitih wespect to the expected
value. As long as we continue performing operatiomghe same Word-Line, all the
transitions of the faulty cell’s Bit-Line will beotthe erroneous value. On the other
hand, if we perform a read operation on anothemd@an) Word-Line in-between,
before the cell is actually read, that read openatnay force the Bit-Line of the faulty
cell to make a transition towards the correct valeich may lead to fault masking
through a possible second activation of the BiteLinfluence mechanism. For this
reason it is important to continue the read openaton the same Word-Line until the
cell is actually read.

To summarise, the algorithm of Figure 5.5 covess Biit-Line influence related
faults since the above requirements are fulfilled two of the Eulerian sequence
patterns.

5.5.2 Bit-Line Influence And Neighborhood Pattern Interac

The analysis of the previous subsection does ri@ Bato account a possible
assistance of the neighborhood pattern on a wetkiie influence mechanism for
an error generation. In order to achieve highelt faaverage, we may wish to test the
influence of the Bit-Line transitions for every pdde combination in the deleted
neighborhood of the base cell. In other words,ainr is to ensure that before the first
read operation on a specific Word-Line, all peminBit-Lines will make a transition
to the complementary value with respect to the evadtored on the corresponding
cells, for every possible test pattern. Next, wik nvake the appropriate modifications

to the TLAPNPSRAT algorithm to enhance its fault coverage.
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As stated in the previous subsection, only twogpa# fulfill the requirements for
Bit-Line influence coverage. These are the pattémnahich cells numbered 0 to 3
have respectively the following values: 0, 1, @ntl 1, O, 1, 0. However, by making a
slight modification to the algorithm in Figure 5¥e can ensure that these
requirements are fulfilled for more patterns. Thedification of the algorithm is as
follows: read the 0-1 Word-Lines and the 2-3 Woidds separately. In other words,
chose one pair of conjugate Word-Lines (0-1 or ,2-83d these Word-Lines first and
then read the others. In all these read operatto§Vord-Lines must be accessed in
order, from top to bottom or vice versa.

Due to the above modification the fulfilment of thequirements for Bit-Line
influence coverage depends only on the values wjugate cells. This is true due to
the fact that when for example we are reading @xly Word-Lines, then for every
cell we are reading the previously read cell ondhme Bit-Line was its conjugate
according to Figure 5.7 (which dictates the Bitd.intransition direction).
Consequently, the Bit-Line influence mechanism banactivated for cells 0 and 1
whenever those cells have complementary valueayatss of the values carried by
the cells numbered 2 and 3. Thus, the mechanisnbeactivated for every possible
pattern formed by cells 2 and 3. The same situatamurs when we are reading the 2-
3 Bit-Lines.

This first modification of the algorithm ensures-Bine influence coverage for
the patterns in which the conjugate cells have ¢éementary values. In other words,
for every memory cell the Bit-Line influence willkebcovered for every pattern in
which its conjugate cell carries the complementatye. On the other hand, for every
pattern in which the conjugate cells have the seahee, the Bit-Line will only make
transitions from the precharge state to that vdluing the read operations. For these
particular patterns, the Bit-Line influence coverag inadequate when we wish to
also take into account the neighborhood pattern.

In order to achieve the desired fault coveragdliose patterns where any pair of
conjugate cells (0 and 1 or 2 and 3) takes the saue X, we must add some extra
operations to the test algorithm. Next we will ddse these extra operations.

Let us define as T-cells the cells that make asitiom during the application of
the new pattern and C-cells their conjugates. \We défine as T-C-Word-Line every
Word-Line that contains T and C cells and the satards for a T-C-Bit-Line. Due to
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the fact that in every pattern application all Th€-Word-Lines are either 0-1 or 2-3
Word-Lines, the first modification of the algorithoan be equivalently described as
follows: read first the T-C-Word-Lines and then then T-C-Word-Lines (or the
opposite).

Now consider a new pattern to be written in the menarray where T and C
cells will have the same value X. As we mentionadier this is the type of patterns
for which the Bit-Line influence mechanism is notigated during the testing process
(we call themnert pattern3. Obviously, from the previous pattern applicaticeells
have the valuex and C-cells the value X, as it is illustrated iigufe 5.8 (a). In
Figure 5.8, A and B are don't care values for theosd pair of conjugate cells, since
for these cells every combination is feasible.

The operations that will be added to the TLAPNRSRlgorithm aim to force all
T-C-Bit-Lines to make a transition to tRealue during the read process and before
reading the first cell of each T-C-Word-Line, foadch inert pattern, in order to
activate the Bit-Line influence mechanism. This:sidion can be achieved by making
a dummy read operation to a predetermined T-C-Wand-(e.g. the first or the last
Word-Line) whose cells have intentionally been tentwith thex value. Consider
for example that the memory array consist of M Whirtes numbered from 1 (the
top Word-Line) to M (the bottom Word-Line) In theew algorithm the reading
operations are performed in two phases; a) injtiale read the haltipper Word-
Lines (Word-Lines numbered from 1 to M/2) using thst T-C-Word-Line for these
dummy read operations and b) we read the loaer Word-Lines (numbered from
M/2+1 to M) using the first T-C-Word-Line for theuchmy read operations. These
extra operations are performed only for the ineattggns indicated above. The
algorithm is presented in Figure 5.9 under the n@im®PNPSFBLAT and discussed
next in more details.

Step 1: Apply the new pattern to the whole memoxgept the last two T-C-
Word-Lines (Figure 5.8 b). The last T-C Word-Lireeaxcluded because it
will be used for the dummy read operations.

Step 2: Write the C-cells cells in the last T-C-\dkine with thex value (the

T-cells have already that value — Figure 5.8 c).
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A B A B A A B A B A
X X X X X X X X X X X X
X X X X X X X X X X X X
B A B A B B A B A B
A B A B A A B A B A
X X X X X X X X X X X X
X X X X X X X X X X X X
B A B A B B A B A B
A B A B A A B A B A
X X X X X X X X X X X X
X X X X X X X X X X X X
B A B A B B A B A B
(a) (b)
A B A B A A B A B A
X X X X X X X X X X X X
X X X X X X X X X X X X
B A B A B B A B A B
A B A B A A B A B A
X X X X X X X X X X X X
X X X X X X X X X X X
B A B A B B A B A B
A B A B A A B A B A
X X X X X X X X X X X X
X X X X X X X X X X X X
B A B A B B A B A B
©) (d)
A B A B A A B A B A
X X X X X X X X X X X X
X X X X X X X X
B A B A B B A B A B
A B A B A A B A B A

>
>
>
>
>
>
>
>
>
>
>
>

(e) (f)

Figure 5.8. Algorithm steps a) initial state, Bpstl, c) step 2, d) step 5, e) step 6, f) step 8
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Step 3: Read the half upper Word-Lines (numberechft to M/2). During this
reading process, before the first read operatioa T6C-Word-Line make a
single read operation to any cell of the last TWird-Line. Thus, we
ensure that all T-C-Bit-Lines make a transitionxt before the first read
operation on any cell of the T-C-Word-Lines.

Step 4: Write the C-cells of the last T-C Word-Lietheir initial value X. (the
pertinent neighborhoods return to the state of l@gu8 b).

Step 5: Apply the new pattern to the last two T-GrivLines (Figure 5.8 d).

Step 6: Write the first T-C Word-Line to the valne(Figure 5.8 e).

Step 7: Read the half lower Word-Lines of the megm@drom M/2+1 to M).
During this reading process, before the first repdration on a T-C-Word-
Line, make a single read operation on a cell offitlse T-C- Word-Line.

Step 8: Write back the cells of the first T-C-Waduriake to their initial value X
(in order to proceed with the next pattern — Figuef ).

The cost of the additional operations is calculatedollows, considering that the
memory array consists of M Word-Lines and L Bitipairs (thus, a Word-Line
contains L cells and a Bit-Line pair contains Mi€elFor every pattern in which the
conjugate cells have the same valmerg patterr) we need L/2 (step2) + M/2 (step3)
+ L/2 (stepd4) + L (step6) + M/2 (step7) + L (step8)3L + M operations. The
operations of step 1 and step 5 are not additimnthlese of the earlier TLAPNPS3TF
algorithm. The number of inert patterns is{k2) + 1 = 33 (for k=4) and, therefore,
the number of additional operations is<B3. + M). Assuming that L = M ¥N, the
number of additional operations is 132 and, therefore, the total cost of the
algorithm is 82N+132N operations.

The extra cost of 132N operations to cover the Bit-Line influence meckanis
obviously very small. For example, for a N=256x250l memory array, theJ/N
factor is equal to 0.004N). Therefore, tfie factor turns to be negligible and the cost
of testing remains almost equal to 82N operatidhg new algorithm achieves a cost
reduction of 57.7% with respect to the TLAPNPSF1goathm, while it retains the

same capability of covering the NPSF’s and thelBie influence faults.
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(1) Initialize all cells to O; read O from all cells;
(2) For j:=1 to 64 do
Begin
if (in the new pattern T and C cells have thesaalue X) then
begin
write(j) except the last two T-C wirees;

write to cells C of the last T-C wdiite the X value;
for (the upper half word-lines) do
begin
read the non T-C word-lines;
read the T-C-word-lines;
{ before the first reading operation on a
T-C word-line, read one cell of the last wadirtk }
end;

write to cells C of the last worddithe X value;
write to cells T of the last 2 wordds the X value;

write to cells of the first T-C wolide the X value;

for (the lower half word-lines) do
begin
read the non T-C word-lines;
read the T-C-word-lines;
{ before the first reading operation on a
T-C word-line, read one cell of firet word-line }
end;

write to cells of the first T-C wolide the X value;
end;
else
begin
write());
read the non T-C word-lines;
read the T-C word-lines;
end;
end if;
end;

Figure 5.9. The TLAPNPSFBAIT algorithm

Finally we should not that the new TLAPNPSFRBII algorithm is capable to
cover the occurrence of multiple faults, where lhisaffected by both the NPSF and
the Bit-Line influence fault mechanism. Initiall§his is true due to the fact that if a
pattern in a neighbourhood can force a cell toramneous data value (this is a Static

NPSF), this pattern will be still present after tB&-Line influence activation
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mechanism (that may correct the data) to re-afteetvictim cell before it is read.
Therefore, the Bit-Line influence cannot mask thati& NPSF faults. Moreover, the
Bit-Line influence faults cannot be masked by Aetand Passive NPSF’s, since no
transition write operations are performed durirgpst3 and 7 of the algorithm, at the
half memory segment under consideration. Following above observations, we
conclude that: i) if a cell can lose its data doeatStatic NPSF, this fault will be
detected and located independently of the presenc®t of any Bit-Line influence
fault, ii) in case that no Static NPSF faults arespnt, any Bit-Line influence related
faults will be detected and located and iii) if 8tatic NPSF or Bit-Line influence
faults are present, all Active and Passive NPSHIi§ ve detected and located.
Therefore, the TLAPNPSFBAIT algorithm covers the case in which a cell is e

by multiple faults of the above categories.

5.6 Neighborhood Word-Line Sensitive Faults (NWSFs)

In the previous section, we have discussed thé.iBé-transition influence to the
base cell during read and write operations. We mollv focus on a special case of
Bit-Line influence in which the activated Word-Likliring a read or write operation
is one of the two Word-Lines that are adjacenh®word line of the base cell. This
condition is capable to boost a weak (and thus eaily detectable) Bit-Line
influence mechanism and produce errors only ungercic circumstances, as

analyzed next.

5.6.1 NWSF Coverage

It is known that the capacitive coupling betweero tadjacent Word-Lines is
expected to be significantly high, since they dose& to each other, they are located
on the same conducting layer and are routed sidsid®y for a long distance. The
activation of a Word-Line may raise the voltageeleuf its adjacent Word-Lines,
temporarily increasing the leakage current of tleéiscattached to these adjacent
Word-Lines [32], [40], [41], [51], [52]. This lealga current increment depends
exponentially both on the induced voltage levethe cell's Word-Line and on the
voltage difference between the cell’s capacitor #uedcell’s Bit-Line (weak inversion



75

leakage current) according to expression (5.1qther words, the Bit-Line influence
is expected to be more effective when an adjacemtd¥ll/ine is activated. We will
call this type of fault®Neighborhood Word-Line Sensitive Faults (NWSFSs)

Let us consider cell 0 as the base cell; it cannfi@enced by two possible
NWSFs: a) an operation on the adjoining Word-Lgjieen that the adjoining cell and
the base cell carry complementary values, and mpanation on the neighbouring 2-
3 Word-Line, given that the base cell carries tame value with the cell-2 that
belongs to the same neighborhood (assuming, witlogstof generality, that the 0-1
and 2-3 Bit-Lines are connected to the SAs as shoviagure 5.7). Cells 0 and 2 are
called Word-Line coupled cellsGenerally, Word-Line coupled cells have their-Bit
Lines connected to the same SA and their Word-Lieres neighbouring and non-
adjoining. The other pair of Word-Line coupled sah a neighborhood is the cells 1
and 3.

It is easy to see that the TLAPNRSF algorithm covers the NWSF faults,
provided that both the read and the write operatmmthe memory are performed as
described in Section 5.5.1.: finishing all openasian the current Word-Line before
accessing the next and accessing all Word-Linesrder. Next, we will show in
details why this is true.

Initially, note that in the patterns where the Tdad cells have complementary
values the NWSF due to the adjoining Word-Line viaé activated. Also, in the
patterns where the Word-Line Coupled cells cargygsame value the NWSF will be
activated due to the non-adjoining Word-Line adiva

However, it is also essential to ensure that tivefebe an NWSF activation
before the Word-Line under consideration is reaggabnse any NWSF activated
afterwards will not be detected. In order to be engpecific, assume that in the read
and write operations the Word-Lines are accessad fop to bottom. If the Word-
Line under consideration is an upper (0-1 or 2-3riLine, it will be accessed
before its adjoining Word-Line and after its nonoaiting neighbouring Word-Line in
both the read and write operations. Thus, in thsecduring the read operations the
NWSF (due to the adjoining Word-Line activation)llvaccur after the Word-Line
under consideration is already read. However, pluises no problem because the
NWSF mechanism is also activated during the wrjterations that are performed

prior to the read operations.
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To summarize, under the presence of the appropattern for an upper (0-1 or
2-3) Word-Line, the read operations can detectha) N\WSF due to the adjoining
Word-Line activation which occurred during the wribperations and b) the NWSF
due to the non-adjoining Word-Line activation whidecurred during the read
operations while reading the previous Word-Line.e Ttomplementary situation
occurs in the case of a lower (0-1 or 2-3) Wordeliithus, the NWSF is covered by
the TLAPNPSRT and the cost of testing remains 82N operationgrder to detect
both NPSFs and NWSFs.

5.6.2 NWSF And Neighborhood Pattern Interaction
According to the above discussion, the TLAPNRSFalgorithm effectively

covers the NWSF faults. However, in order to casdreme conditions, we may wish
to test NWSFs for every possible combination indeketed neighborhood of the base
cell. In this section we will provide solutions fiasting these types of faults.

For the non-adjoining neighbouring Word-Line the S®/will be activated for
every possible pattern, since all related cellsamsgned with different numbers. Of
course, as stated in the previous section, inchse the NWSF can only cause a fault
only when the Word-Line coupled cells have the samee (e.g. cells 0 and 2 in
Figure 5.7). Thus, no NWSF can occur due to theadaining neighbouring Word-
Line activation when Word-Line coupled cells haeenplementary values, regardless
of the sequence of operations applied by a testigthgn.

On the other hand, the NWSF caused by the adjoiWiegd-Line activation is
related to the adjoining cell, which has the samenler as the top cell in the
neighborhood. Thus, the NWSF cannot be activatethfo patterns where these cells
have the same values. The adapted Type-1 neightmbrdoes not present this
problem since it assigns to these cells differembibers.

In order to face this situation we will modify tid APNPSFAT algorithm and
enhance it with a small number of proper additiary@drations (whenever is needed)
to ensure the detection of NWSFs (along with NP $éts¢very possible pattern. This
way we can achieve the same fault coverage a®iadhpted Typel neighbourhood

but at a considerably lower cost.
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Initially, we should note that the only case whive cells with the same number
will have a different value is during the write ogigons that change the value of the
cells with that particular number. Thus, in the esasvhere in the new pattern
application the top and the adjoining cell haveniake a transition (they play the role
of T-cell), they will temporarily have different ks since they cannot be written
simultaneously. For this reason we focus on thecadere the top and the adjoining
cell are T-cells.

Next, the new testing approach is presented. liyitizvith A|BT> we denote a
down-oriented triangle along with its adjoininglcéh this notation, a read or write
operation is performed on the adjoining cell, withlue A, while the base cell is
carrying the logic value B and the top cell is garg the logic value T {A, B, E[O,
1]}. Similarly with <TB|A we refer to an up-orierddriangle along with its adjoining
cell. Note that the values A, B and T are the etgubralues, in a fault-free memory.
When the write operations follow the top-down dii@e, then in up-oriented triangles
the top cell is written first with respect to théj@ning cell, while in down oriented
triangles the adjoining cell is written first. Tlo@posite situations occur if we chose
the down-top direction.

Let us now assume that in the previously applidtepathe adjoining and the top
cell carry the valueXx and in the new pattern their value is X while thete
operations are performed in the top-down directlarthis case, the only conditions
during the write operations are X{¥> and <XY|X. Choosing the opposite direction
the complementary situations X|YX> an& ¥|X appear. Thus, by performing the
write operations on the T-C-Word-Lines in two plegsa) writing the upper T-C-
Word-Lines using the top-down direction and b) imgtthe lower T-C-Word-Lines
using the down-top direction, the XR¥ and <X Y|X conditions are covered.

Moreover, the rest two conditions X|YX> and <XY|¥peear during the read
operations. However, if, for example, we chosettpdown direction for the read
operations, a possible NWSF mechanism activatiom feell in an upper T-C-Word-
Line (due to a read operation to the pertinent lbWerd-Line) will take place after
the read operations on its cells. An earlier attivaof the NWSF mechanism, by
introducing a single dummy read operation to orkeateevery lower T-C-Word-Line
before the read operations on the memory, can soisg@roblem.
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The discussion of the previous paragraphs can benswized in the following
points:

e The testing for NWSFs at the C-cell (due to theomilpg neighbouring
Word-Line activation) takes place only in the patsewhich T and C cells
have complementary values. However, by exploiting fact that the T cells
are not written simultaneously, the NWSF mechanismactivated for both
values of the top cell (which is also a T-cell)tie neighbourhood of the C-
cell. These NWSF activations take place once dutimg write and once
during the read operations. During the test algoriapplication all cells will
play the role of C-cell; therefore, all NWSFs foeey possible pattern and for
every cell in the neighbourhood will occur.

e The NWSF activation caused by the non adjoiningmsburing Word-Line
activation will occur during the read operationstbae non T-C Word-Lines.
For this reason during the read operations we featl the non T-C Word-
Lines to activate the mechanism and then the T-Cdviimes.

The extra operations described above ensure theatah of both NWSFs that
can affect the C-cell (due to both the adjoiningl @he non-adjoining Word-Line
activation) for every possible neighbourhood patter

Based on the previous observations we constructea algorithm that
incorporates the modifications described above. Whiee and read operations for
each pattern of the new algorithm (with the exaapbf the initial pattern application
and the corresponding memory reading operation)daseribed in the following
steps:

Step 1: apply the new pattern to the upper T-C \Wanés starting from the top
T-C Word-Line and moving towards the bottom T-C \dthine in order.

Step 2: apply the new pattern to the lower T-C Wdreks starting from the
bottom T-C Word-Line and moving towards the top Word-Line in order.

Step 3: (only) if in the new pattern the group etdlls and the group of C-cells
have complementary values, read one cell of eveved T-C Word-Line.

Step 4: read all the cells of the non T-C Word-kine

Step 5: read all the cells of the T-C Word-Lines.

Next, in Figure 5.10, the above algorithm is préseénunder the name
TLAPNPWSFAT. The cost of the extra operations of the new rétlgm, considering
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again that M is the number of Word-Lines, is catedl as follows; the number of the
lower 0-1 Word-Lines is M/4. From the total numhmrpatterns k2 +1 = 65, the

group of T and C cells have complementary valudg ion32 patterns. Therefore, the

total additional cost is 3@/4=8M. Assuming that M </N, the total cost of the

algorithm is 82N + &N = 82N operations for realistic N values. Thus, tlstc
remains the same as this of the initial TLAPNR$Falgorithm for the NPSF testing
in the A-Type neighborhood. The test application time reduactvith respect to the
pertinent algorithm presented in [27], where thet @eas 114N, is 28.1%.

(1)Initialize all cells with O; read 0 from all cells;
(2)For j:=1to 64 do
begin
write(j) to the upper T-C word-lines;  (talown direction)
write(j) to the lower T-C word-lines;  (davtop direction)
if (in the new pattern T and C cells have plmentary values) then
read one cell of every lower T-C woirek|

end if;

read the non T-C word-lines; (top-down dtrew)

read the T-C word-lines; (top-downediion)
end;

Figure 5.10. The TLAPNPWS¥ algorithm

5.6.3 Multiple Fault Assumption

In the above discussion, we treated NPSFs and NWASFsdependent fault
models and this seems to be a realistic approamhségjuently, a possible worst case
scenario is the simultaneous occurrence of both RVE8d NPSF faults in a
neighborhood which may lead to fault masking. Fas teason in this subsection we
will construct a new algorithm (which is actuallyreodified version of the algorithm
in Figure 5.10) that can avoid the fault maskirigagions.

Initially it is easy to see that the static NPS#&ltcannot be masked by NWSFs,
since if a certain pattern forces a cell to anrezous data value, the same pattern will
be present (and therefore force the cell to thiteyauntil the cell is read. Also, it can
be shown that passive NPSF faults cannot be mdsk&WSFs. Let us be reminded
that a Passive NPSF will not permit the base oathéike a transition write to a value
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under a certain deleted neighborhood pattern.ignddise, fault masking will occur in
case of an NWSF activation that will force the besk to the correct value, which is
the value it would have if the write operation wsgccessful. However, it is
reasonable to assume that if the write operatids fa set the cell to the correct
value, the NWSF mechanism will also be unable toddhe base cell to that value
under the same neighborhood pattern. This is timee she capacitive Word-Line
coupling can only make the base cell’'s Word-Lingise to a value slightly higher
than OV, while in the write operation the cell's Wd.ine rises to ¥oost as
explained in Section 2.4.

Since static and passive NPSFs cannot be maskBdMSF (it is guaranteed that
if they are present they will be detected) theraasneed to deal with the case that
NWSF is masked by static or passive NPSFs. Thisigsto the fact that when a static
or a passive NPSF is present, it will be detectetithe cell will be characterized as
faulty independently of any NWSF presence or notcdse that no static or passive
NPSF is present, this means that any NWSF willbeomasked. Thus, the cell will be
correctly characterized as faulty or fault free.

With the same reasoning, it is adequate to endqaedither the active NPSFs
(ANPSFs) or the NWSFs (for every possible patteme) properly detected and that
no masking will invalidate the test. As we will seext, it is more convenient to
ensure that the NWSF is not masked by the ANPSKFeMe@r, we must also ensure
that a NWSF activation is not masked by a secondSR\&ctivation.

As stated in the previous section, the full NWSKerage for every cell is
achieved in the test algorithm of Figure 5.10 bysidering only the cases in which
that cell plays the role of the C-cell. Thus, iagequate to ensure that for the cell that
each time plays the role of the C-cell, no NWSHniasked by either an ANPSF
activation or a second NWSF activation.

During the write operations the only NWSF that caaur is the one due to the
adjoining cell (which in this case is the T-ceB)nce only the T-C Word-Lines are
accessed. Without loss of generality we assumethieat-cell is the cell numbered 1
and thus the C-cell (which in that case is the lcadi¢ is the cell-0.

We should initially emphasize on the fact that tu¢he sequence that the write
operations are performed, the NWSF activation isagé prior to the ANPSF

activation for every C-cell in the memory array.ushthe following extra operations
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of the algorithm aim to avoid the cases where tiINPSF activation can mask the
error caused by a prior NWSF activation.

In more details, as we are writing the upper Womtkk from top to bottom the
base cell of each down oriented triangle is subpedd two influence mechanisms
(see Figure 5.7). The first activated mechanisthesNWSF due to the activation of
the adjoining cell’s Word-Line, provided that inetmew pattern the T and C cells
have complementary values. The second activatedhanesn is the ANPSF due to
the transition write on the top cell. Since thedattakes place afterwards, it can
possibly mask an activation of the NWSF mechanisncdrrecting the erroneous
data. As we can see in the figure the Word-Linthefbase cell is the lower T-C (0-1
in our example) Word-Line between the Word-Linesha adjoining cell and the top
cell. Thus, the solution to this masking problenuldobe as follows: after writing an
upper T-C Word-Line, read the C cells of the neairy lower T-C Word-Line. A
similar solution applies when writing the lower T\Word-Lines; after writing each
lower T-C Word-Line, read the C-cell of the neighbhg upper T-C Word-Line.
These extra read operations are performed onlpanptatterns where T and C cells
have complementary values.

Obviously during the read operations no ANPSFs owyr. Thus, the only fault
masking situation that may occur is due to a seddWEF which is caused by the
activation of either the adjoining or the non adjog neighboring Word-Line and
may correct the erroneous data due to an earlieBNWttivation. Moreover, since in
the patterns under consideration T and C cells bawglementary values, the NWSF
due to the adjoining Word-Line activation can ofdyce the C-cell to the erroneous
data value and not to the correct one. Thus, wg pakd to consider the NWSFs
caused by the non adjoining neighboring Word-Lickvation.

The NWSF influence to the C-cell by the non-adjagnneighboring Word-Line
activation can be easily avoided when it can cdask masking. If during the read
operations we read first the T-C and afterwardsnitie T-C Word-Lines (the latter
group includes the non-adjoining Word-Line) thea&t NWSF influence caused by
the non-adjoining neighboring Word-Line activatianll occur after the C-cell is
already read. This approach will be used in thesaghere this NWSF influence can
force the C-cell to the correct data value; thathis case where the C-cell and its

Word-Line coupled cell have complementary values.tike other hand, when the C-



82

cell and its Word-Line coupled cell have the sarakie, the NWSF influence caused
by the non-adjoining neighboring Word-Line actieatican only force the C-cell to
the erroneous data value. In this case, we willl te@ non T-C Word-Lines before
the T-C Word-Lines.

There is also another fault masking situation thast be considered. In order to
test the C-cell for NWSFs by the non-adjoining héigring Word-Line and for every
possible pattern (that includes all patterns inclwhihe C-cell and its Word-Line
coupled cell carry the same value) we also negéstiofor the patterns in which T and
C cells carry the same value. In this case the NW&Ised by the adjoining Word-
Line has the tendency to force the C-cell to theembd data value. Thus, a fault
masking situation that may occur is as follows: @weell loses its data due to an
NWSF caused by the non-adjoining neighboring WarteL(and thus carries the
complementary value with respect to the T-cell)imtyithe read operations on the non
T-C Word-Lines and, afterwards, during the readrafens on the T-C Word-Lines
an NWSF related to the adjoining Word-Line correhtg data.

However, since our new algorithm has the capahititiest the NWSF related to
the adjoining Word-Line for every possible patteno, further action is needed to
avoid this fault masking situation. This is trueedo the fact that if the NWSF related
to the adjoining Word-Line has the ability to catréhe erroneous data, which means
to change the C-cell's value from the complementati respect to the T-cell value
to the same value, then it will also have the gbib produce a faulty behavior in the
pattern where the T-cell and C-cell have compleargntalues, forcing the C-cell to
make exactly the same transition. Thus, in evegeaane faulty behavior will be
detected.

The write and read operations for each patterrhefrtew algorithm (with the
exception of the initial pattern application andresponding memory reading) can be
described in the following steps:

Step 1: apply the new pattern to the upper T-C \Wlanes starting from the top
T-C Word-Line and moving towards the bottom T-C \dthine in order. If
in the new pattern the groups of T and C cells hamaplementary values
with respect to each other, then after the applinabf the new pattern to
each upper T-C Word-Line, read the C cells of tb@mboring lower T-C
Word-Line.
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Step 2: apply the new pattern to the lower T-C Wdreks starting from the
bottom T-C Word-Line and moving towards the top WMWord-Line in order.
If in the new pattern the group T and C cells hasmplementary values,
then after the application of the new pattern tochelawer T-C Word-Line,
read the C cells of the neighboring upper T-C Warte.

Step 3: if in the new pattern the T-cells group @hd C-cells group have
complementary values, read one cell of every |loiv€r Word-Line.

Step 4: if the C-cells group and its Word-Line dedpcells have the same
value, read first the non T-C Word-Lines and them T-C Word-Lines; else,
read first the T-C Word-Lines and then the non Werd-Lines.

The new algorithm, under the name TLAPNPWSMHTest and Locate Active
and Passive Neighborhood Pattern and Word-lineit8enMultiple Faults using the
A — neighborhood and the Tiling method) is presemdeigure 5.11. The cost of the
extra read operations is calculated as followsnFtoe total number of patterns*k2
+1 = 65 (k=4), the pair of T-cells and C-cells has@nmplementary values in 32
patterns. In each one of these 32 patterns we twavead all the C-cells, which
represent the 1/4 of the total number of memorlg @id thus they are N/4. Thus, the
number of extra operations with respect to the TNRWSFAT algorithm is
32xN/4=8N and the total cost of the new algorithm @9+ 8/N =~ 90N. The test
application time reduction of the new algorithm twitespect to the pertinent
algorithm presented in [27], where the cost wasNL38 30.8%. Moreover, its test
application time reduction with respect to the TIMPSF1T algorithm, for the classic
and the adapted Typg neighborhoods, remains significantly high and aégio
53.6%.

5.7 Conclusions

New neighborhood types for NPSF based charactenezand/or testing of
folded DRAMs are presented in this chapter, whére physical design of the
memory array is taken into account. Initially, weroduce a new topology for the
well known Type—1 neighborhood, which is adapteth®layout of a folded memory

array. Next, a new neighborhood, tiheType neighborhood, consisting of four
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memory cells in a triangle fashion, is proposed. this neighborhood, the coverage
of the NPSF faults along with faults related to itftuence of the bit—line transitions
on the contents of a memory cell are considereddtition, the neighborhood Word-
Line sensitive fault model (NWSF) is introduced goalssible strategies to cover
NWSFs along with NPSFs are discussed. Four newgeatgorithms are presented
for NPSF, Bit-Line influence and NWSF faults deictand location, with test

application time cost equal to 82N, 82N+132, 82N+8/N and 90N+&/N
respectively. The cost reduction, with respect e twell known TLAPNPSF1T
testing algorithm that is used for NPSF testingype-1 neighborhoods, is 57.7% for
the first algorithm, almost 57.7% for the next talgorithms and 53.6% for the last

one.

(1) Initialize all cells with O; read O from all cells;
(2) For j:=1 to 64 do
write(j) to the upper T-C word-lines in eachipa
(tdpwn direction)
{if in the new pattern the T and C celizvé
complementary values, then during write(f)er the
write operations on a word-line, read the&ls which
belong to the neighboring lower T-C wondeli}

write(j) to the lower word-lines in each pair;
(dowap direction)
{if in the new pattern the T and C cellvda
complementary values, then during write(fler the
write operations on a word-line, read the€lls which
belong to the neighboring upper T-C worckli}

if (in the new pattern the T and C cells have
compleraey values) then
read one cell of the lower word-lineslch pair;
end if;

if (in the new pattern the C cells their Widvide Coupled have
compleraey values) then
read the T-C Word-Lines;
read the non T-C Word-Lines;

else
read the non T-C Word-Lines;
read the T-C Word-Lines;
end if;
end;

Figure 5.11. The TLAPNPWSM# algorithm
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CHAPTER 6. THE NEIGHBORHOOD LEAKAGE AND
TRANSITION FAULT MODEL (NLTF)

6.1 Abstract

6.2 Motivation

6.3 NPSF And Coupling Faults

6.4 Neighborhood Leakage And Transition Faults
6.5 Neighborhood Max Leakage Patterns

6.6 NLTF Test And Locate Algorithm

6.7 Word Oriented Memories

6.8 Conclusions

6.1 Abstract
Due to their high density, modern DRAMs are vergcaptible to the interactions

between adjacent cells, which in turn increases difieculty and complexity of
memory testing. In this chapter we study the imoa mechanisms among
neighboring DRAM cells in order to provide an effict testing solution. According
to the open literature, there are two mechanismsporesible for this interaction:
leakage currents and cell state transitions. Téguintly used Coupling Fault (CF)
model is inadequate to model the combined effethese mechanisms, while testing
procedures using the Neighborhood Pattern Sendtawdt (NPSF) model are not
time efficient solutions. Towards this directione wropose a new fault model, the
Neighborhood Leakage and Transition Fault (NLTF)delofor DRAMSs, which
effectively models the faulty behavior related teighboring cell interference. In

addition, we developed a new test algorithm whghbased on the NLTF model, and
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provides test application time reductions rangnagnf 68% to 87% with respect to the
existing testing algorithms in the literature tlak capable to cover the NLTFs.

Finally, the proposed algorithm is extended to cdNeTFs in word-oriented DRAMs

6.2 Motivation

Modern nanometer technology DRAMSs offer extremaghicapacity at elevated
performance but also present increased difficuityesting due to the complexity of
the related failure mechanisms. A crucial failurechranism that makes testing hard is
the severe susceptibility of a memory cell to thentents (pattern) and state
transitions of the other cells in the memory arfBlyis susceptibility is due to various
failure generation mechanisms that are presenim deensity memory arrays and are
related to static and dynamic leakage currents (Bk& the field-inversion current
between two adjacent storage cells [5], [38], [3®3]), as well as cell-to-cell
couplings due to cell state transitions [5], [6hefefore, it is essential to develop test
algorithms which efficiently cover the combined iadividual effect of the above
failure mechanisms. Note that in nanometer DRAMdufes related to cell-to-cell
couplings that are activated only in the contextvefy specific data patterns are
among the main reasons for test escapes [25]. fdsothat, although the importance
of these fault generation mechanisms is well knd@amover thirty years, no cost-
effective solution for testing the related faulesibeen developed until now.

The general fault model for these defects is Pladtern Sensitive Fault (PSF)
model, which is considered as the most general@fasell interaction faults where all
memory cells (N the number) are involved [5], [6lowever, testing DRAMs for
PSFs is impractical due to the prohibitive testli@ppon time that is required [16].

Alternatively, a more practical and well establdhmemory fault model is the
Neighborhood Pattern Sensitive Fault (NP®#RQdel [5], [6], [15]. The NPSF model
considers the influence of a memory cell from tlentents of its neighboring
(adjacent) cells in combination with state trawosis in a single cell of this
neighborhood. The test application time cost of #igorithms proposed in the
literature for NPSF testing makes them almost fnitike for the high capacity
modern DRAMSs.
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An attractive (from the test application time podaitview) and commonly used
fault model is theCoupling Fault (CF)model. It models interactions between any pair
of cells in the memory array; however it is inadeguto cover the combined
interactions among all cells in a neighborhood.

In our work we propose a new fault model, tReighborhood Leakage and
Transition Fault (NLTF) model. This model considers the nature of realisti
interactions among neighboring cells in a DRAM meynarray that are related to
leakage currents and cell state transitions as agetheir combination. Since the CF
model is not adequate for neighborhood-relatedgaarid NPSF is not applicable, the
NLTF is an attractive solution for efficiently tesg faults induced by the neighboring
cell interaction. Due to the targeted descriptiérkiown interactions by the NLTF
model, high quality and reduced complexity DRAM titeg procedures can be
developed. Towards this direction, a suitable legt application time NLTF testing
algorithm is presented. Test application time rédas ranging from 68% up to 87%,
with respect to test algorithms in the literaturattare also capable to detect NLTFs,
are reported.

6.3 NPSF And Coupling Faults

The interaction between neighboring cells is a tgoeacern in memory testing
since 80’s. As technology scales down the sizetl@dlistances between the memory
cells, this interaction turns out to be a significaource of influence for the faulty
behavior of a memory. Consequently, one of the measons that memory testing
becomes harder is the existence of failures reladeckll-to-cell couplings that are
activated only in the context of very specific dattterns. These pattern—depended
failures are among the main reasons for test esq@pg In other words, a cell can be
influenced by the combination of the data storedtla¢r cells (data pattern) and other
cell transitions. Despite the fact that the exisgenf such a faulty behavior is well
known and that the technology scaling makes itsdegerage imperative, no viable
solution is provided so far by the existing faulbaels and testing algorithms, as we
will see next.

The cell interaction is considered by two well-kmofault models: the Coupling
Fault (CF) model and the Neighborhood Pattern Seadtrault (NPSF) model. The 2
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— cell Coupling Fault model [5], [6] is a very pdaufault model which deals with the
interactions between two cells that each one calodaded anywhere in the memory
array. The pertinent faults, called 2-cell Couplirgults, are divided into four sub-
categories [5], [6]: aBridging Faults — BFsb) State Coupling Faults — SCIE)
Inversion Coupling Faults- CFin d)ldempotent Coupling Faults — CFEid he first
two sub-categories, Bridging and State Couplingit$éadeal with the interaction
caused by the cells’ states (i.e. the values statethe cells), while the other two,
Inversion and Idempotent coupling faults, deal wvitie interaction caused by cell’'s
transitions.

The other fault model, the NPSF, covers the infteean a memory cell (called
base cell) from the contents of the neighborin¢gsqeleighborhood pattern) combined
or not with a single transition write operation one of these neighboring cells [5],
[6]. The cells which are considered to be neightpto the base cell form the deleted
neighborhood while the combination of the base @etl the deleted neighborhood is
simply called neighborhood. The NPSF model is dididnto three sub-categories:
Static NPSF (SNPSHpassive NPSF (PNPSRnd ActiveNPSF (ANPSFE)The first
two sub-categories cover the neighborhood pattétaeince on the base (victim) cell
while the third (ANPSF) covers the influence ofreacge in the neighborhood pattern
(that is caused by a single-cell transition). Thenes the ANPSF covers the base
cell’'s susceptibility to a transition write on aigi@oring cell combined with the
pattern that is formed by the contents of the otteéghboring cells.

As we mentioned in Chapter 4, the most common meidioods are the Typé
and Type2 neighborhoods [5], [6]. The Typ#& neighborhood consists of the four
adjacent cells to a base cell, these on the samamd the same column, which form
the deleted neighborhood. Thus, this is a fivescelighborhood, as it is depicted in
Figure 6.1 (a). The Typ& neighborhood consists of nine cells as it is shom
Figure 6.1 (b). Aiming to detect in common and mtoatimum test application time,
active, passive and static NPSFs, every possibighinerhood with base cell every
cell of the memory array should be written with pegterns of arfculerian sequence
[6]. Moreover, in order to accelerate the test @gibn time, the tiling and the two-

group methods have been adopted [5], [6].
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Figure 6.1: The Type-1 (a) and Type-2 (b) Neighbods

By its definition, the 2-Cell Coupling fault moddbes not cover the combined
influence of all neighboring cells. In other wordlsis model cannot take into account
the data pattern formed by the contents of allsc#iht are likely to influence the
victim cell. On the other hand, NPSF based tesdiggrithms that take into account
the influence of all neighboring cells are charazesl by excessive test application
times which make them unattractive for high capadcitemory testing. Even
considering the Typel neighborhood, which requires only 161 test pasiethe
classic TLAPNPSF1T and TLAPNPSF1G algorithms hatestaapplication time cost
of 194N and 195.5N operations respectively, wheris the number of cells in the
memory array [5], [6].

Various efforts to reduce the NPSF test applicatime cost are presented in the
open literature. In Chapter 5 and in [27], [28]oalf cells layout-based neighborhood
(the A-Type neighborhood) is proposed. In [16], [17] aeotfour cell neighborhood
(the T=Type neighborhood) is discussed. In both cases egbthe pertinent test
algorithms present a test application time cosabtyu82N operations.

Moreover, various March-like multi-background testave been proposed to
detect NPSFs. In [44] a 96N (12N x 8 data backgisyrMarch test is proposed,
while in [45] a 92N (23N x 4 data backgrounds) ailtyon is presented. An alternative
96N March algorithm is discussed in [20], [21].the application cost of the above
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algorithms we should also consider an extra costolider to write the data
backgrounds.

However, the typical March algorithms are inhengnibt compliant with the
NPSF test procedures According to its classic defim which can be found in [5],
[6] and in Chapter 4, a March test algorithm caissef a finite sequence of march
elements. Each march element is formed by a sefie=ad and write operations and
is applied to all memory cells following an incremiag or a decrementing address
direction, without skipping any cells. As a conseage, multiple write operations are
performed in a neighborhood before the base cedlad. Let us consider the Tyde
Neighborhood in Figure 6.1 (a). If a march elemisnapplied following the up to
down direction, it will access both cells numbef@nd 1 before accessing cell-0
(which in our example is considered as the badg Gdlerefore, if the march element
includes a transition write operation, both cellargl 1 will make a transition before
cell O is read. Such a testing procedure is inc@nplvith the ANPSF testing, which
requires the base cell to be read after each sogjldransition in the neighborhood.
The possible consequence of this incompliancefailh masking occurrence due to
multiple ANPSF activation. Consequently, all typicMarch test algorithms,
including the multi-background ones for NPSF cogeraare not compliant with the
NPSF testing procedures.

The analysis of the previous paragraphs leads ughdoconclusion that the
existing test algorithms are either inadequatetertype of faults discussed here (the
CF-oriented test algorithms) or too expensive st téme application (the NPSF-
oriented algorithms). In the sections that follow will present a viable solution for

testing this type of faults.

6.4 Neighborhood Leakage And Transition Faults

The susceptibility of a memory cell to the actiuitiyits neighboring cells can be
divided to two sub-categories: a) the susceptybibtthe contents of the neighboring
cells and b) the susceptibility to the neighboried transitions. Next we will analyze
separately these sub-categories in order to findable solution for the testing of

faults related to interactions between adjacerts.cel
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It is well known that a large portion of memorylfmes can be attributed to
excessive leakage currents, resistive open cireuits improperly set voltages, [6],
[37]. The DRAM failures examined in [54] are clde into five defect categories: i)
interconnected cells, ii) Word-Line to Word-Lineosts, iii) Word-Line to Bit-Line
shorts, iv) Bit-Line to Bit-Line shorts, Vv) intepted Bit-Lines. Obviously, among
these defect types, the defect mechanism thatlatedeto the interaction between
adjacent cells is their resistive interconnectidocording to this mechanism, the state
of a cell is influenced by the contents of the heying cells (i.e. th&leighborhood
Pattern) due to leakage currents. In [49] the interacti@iween adjacent cells was
modeled using resistive interconnections among stioeage nodes of these cells,
which result in leakage currents generation betwieem. This interaction is modeled
in [37] using two parasitic transistors, an NPNdbgp and a JFET, which connect the
storage nodes of two cells and is called “stat@kdge mechanism”. Moreover,
leakage current mechanisms between adjacent tkésthe field inversion current,
are discussed in [5], [6], [38], [39], [53]. Alst) [42] the leakage paths that may
occur in a memory are described in details andethleage path that can cause a direct
cell-to-cell interaction is the one that can belekthed between the storage nodes of
the two cells. Note that leakage currents betwahgacant cells are always present
even in a defect-free memory (due to the high dgmsicells) and that their strength
depends on the neighborhood pattern [31], [55].

To the best of our knowledge, no interaction medmnrelated to the
neighborhood pattern other than the leakage cwrentmentioned in the open
literature. From the physics point of view, it als®mems reasonable that this is the only
interaction mechanism, since the DRAM memory celinerely a capacitor charged
to a certain voltage. Thus, when a memory cellllis {i.e. no read or write operations
are performed on it), the only way to influence theo cell is by exchanging charge.

However, the susceptibility of a cell's contentsthie transitions of neighboring
cells, is much more complicated, due to the varelastromagnetic disturbances that
can be induced. As previously stated, the pertifi@alty behavior is modeled by
many popular fault models (e.g. CFs, NPSFs) [3], Hdwever, the exact interaction
mechanism is not known so far. According to the &f the NPSF models, all
possible combinations between the transition doacof the aggressor cell and the

value stored at the victim cell should be considdoe testing [5], [6]. In other words,
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the cell that is considered as the aggressor makera low to high1() and a high to
low (|) transition for every possible value of the chhttis considered as the victim.
This is due to the fact that there is not enougidence that some of these
combinations cannot cause faulty behavior andetbes, can be excluded from the
testing procedure. The NPSF model introduces ama egtjuirement for the coverage
of these faults, as the transitions of the aggresstb must take place not only for
every value of the victim cell (base cell) but alsbevery possible pattern formed by
values stored at the cells in the deleted neigldmutt{adjacent cells). By taking into
account all possible combinations we ensure comideilit coverage for the transition
faults, despite the fact that the exact naturéefimteraction is not known.

Considering the above discussion on the suscdptibil a cell to the transitions
of its neighboring cells and to the leakage cusenmith its neighboring cells, we
introduce a unified fault model that covers fatitigt can occur by each one as well as
by the combination of these two mechanisms. Therlatase turns to be of great
importance in nanometer DRAMs [25]. The new fautidal is called\eighborhood
Leakage and Transition Fault (NLTHFhodel. According to this model, faults in a
memory cell are generated either by the leakagewcis with the neighboring cells or
a neighboring cell transition or the combinationtloése two mechanisms. Note that
the combination of these two mechanisms is crugfen each one of them is quite
weak to be independently detectable [25]. Such rabamation cannot be ignored
since weak leakage currents always exist evenuh faee memory arrays and turn
out to be of great importance in high density DRAMs

As it is well known, in testing two fundamental apaches exist: i) a known
faulty behavior is described by using a reducedttional fault model [6] and ii) a
specific physical mechanism (defect) that is kndanause faulty behavior is studied
through simulations (defect oriented testing likg56]). Actually, the NLTF adopts
both approaches, since it combines a physical nmémina which is the leakage
currents between neighboring cells, and a faultyabm®r that is caused by
neighboring cells’ transitions (as it is also désad by the reduced functional models
CF and NPSF).

It is reasonable to assume, like in the NPSF aadf models, that also in the
NLTF model the read operations and the non-tramsitvrite operations cannot
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produce a faulty behavior. In addition, only sirgtdl transition faults are considered,
as it is the case for the NPSF and the CF models.

For the detailed definition of the NLTF model itdsnvenient to follow a similar
approach and terminology as in the case of the N@B&8& Chapter 4 and [5], [6]),
since it is the only model that takes into accotii@g combined influence of all
neighboring cells. Thus, the following definitiofts the NLTFs are introduced:

e Static NLTF (SNLTFE)where the contents of the base cell are forced to
certain value due to the combination of the leakageents caused by the
pattern that is formed by the contents of all cellhe deleted neighborhood.

e Passive NLTF (PNLTE)where the base cell fails to make a transitioma to
value due to the combination of the leakage cusreatised by the pattern that
is formed by the contents of all cells in the datiebeighborhood.

e Active NLTF (ANLTE)where the base cell changes its contents dukeeto t
combined influence of a transition write on a éelthe deleted neighborhood
and the leakage currents caused by the patteristf@imed by the contents of
the other cells in the deleted neighborhood.

The above definitions will enable us in the sedidat follow to construct an

efficient and low cost test algorithm.

6.5 Neighborhood Max Leakage Patterns

In the previous section we introduced the NLTF nhoblased on the neighboring
cell leakage and cell state transition failure gatien mechanisms. Moreover,
according to the references presented in that sgcthe leakage paths between
adjacent cells in a DRAM memory array are locatetiveen their storage nodes.
Obviously, leakage current between two nodes cdy exist if there is a voltage
difference between these two nodes (adjacent icebisir case), as it is clearly stated
in [37], [42], [53]. Consequently, considering tiERAM leakage mechanisms,
leakage current between two neighboring cells mdgt enly if these cells carry
complementary data values.

The observations above lead to the reasonable uwsianl that the leakage
currents affecting a specific cell are maximized ewhthe data stored at all

neighboring cells have complementary values wigpeet to the data stored at the



94

victim cell [38], [39]. This observation is alsormidered in the well known and still
widely used Checkerboard test algorithm. The Chdbdaad algorithm maximizes the
leakage currents by assigning complementary vatudse neighborhood of a cell [5],
[6], [31], [39], [53], [65]. The neighborhood in éhCheckerboard algorithm is
identical to the Typel neighborhood. However, the Checkerboard algoriihmot
capable to detect all possible cell state transitielated faults and the combined
influence of cell state transitions and leakageenis [6].

From now and on, the pertinent neighborhood pattdrat maximize the leakage
currents from/towards the base cell will be calldighborhood MAX Leakage
Patterns (NMLPs).Obviously for a given neighborhood there are twasgible
NMLPs:

a) the base cell carries the logic value 0 anditheted neighborhood cells carry
the logic value 1 and

b) the base cell carries the logic value 1 andd@ieted neighborhood cells carry
the logic value 0.

Assume now that in the Type-1 neighborhood the balecarries the logic value
0. In that case there aré 2 16 possible patterns for the four cells thanfahe
deleted neighborhood. Under the presence of tis¢ RMLP (a), which is one of
these 16 patterns, the leakage currents betweerbdke cell and the deleted
neighborhood are greater or at least equal toghkabe currents under the presence
of any of the 15 other (non-NMLP) patterns. In otherds, the influence of the
deleted neighborhood on the base cell under theepoe of the NMLP will be greater
or at least equal to the influence caused by ahgrqtattern. Therefore, if any of the
15 non-NMLP patterns is capable to activate a yabkhavior, the same faulty
behavior will also be activated by the first NMLP & greater or at least equal
strength. A similar observation applies to the selcBIMLP (b), with respect to the
other 15 possible patterns, where the base celesahe logic value 1.

From the observations discussed in the previousgpaph, we conclude that the
non-NMLP patterns can be excluded from an NLTFingsprocedure, since any
pattern related faulty behavior that can be aaidiy a non-NMLP pattern will be
also activated by the pertinent NMLP pattern. Cqnsetly, an appropriate sequence
of NMLP patterns always sensitizes an NLTF faultase that this fault is sensitized

by the standard Eulerian sequence of the pattesad for NPSF testing. In practice,
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this is a basic difference on the testing requiredetween the NPSF and NLTF
models; NPSF demands the use of all possible pattehile NLTF requires only the
use of NMLP patterns for testing. The reduced nunatbeNMLP patterns will allow
us to develop a test algorithm that requires a ifsogmtly smaller number of
operations, compared to existing NPSF algorithmsyrder to effectively cover the
NLTFs.

It is easy to realize that NPSF testing algorithtaa cover the NLTFs, since
NPSF uses all possible neighborhood patterns inmdudhe NMLPs, but at a
prohibitive test application time. However, notattthe multi-background March test
algorithms [20], [21], [44], [45] which are not cehetely compliant with the NPSF
testing procedures as stated in the previous secire not suitable for NLTF testing.
This is true due to the fact that the new NLTF fanbdel considers only a single-cell
transition in the neighborhood before the base isetbad. This requirement is not
fulfilled by the multi-background March test algbms. Moreover, as earlier stated,
the standard March algorithms used for the 2—cellging Faults are not appropriate
for NLTF testing.

An efficient testing algorithm for NLTFs, which sased on NMLP patterns, is

presented in the section that follows.

6.6 NLTF Test And Locate Algorithm
In order to simplify and make clear and easy thes@ntation of the proposed
algorithm, we introduce the following notations wihidescribe the operations that
take place in the memory and the values carriethbybase cell and the cells of the
deleted neighborhood:
e [B, DJ: the base cell carries the logic value B lahall cells of its deleted
neighborhood carry the logic value D, where Be{D, 1} and B=D.
e [1,D](or[], D]): the base cell makes a low-to-high transitfp) (or a high-
to-low transition ()) while all cells of the deleted neighborhood gatine
logic value D.
e [B,D,1](or[B,D,]]): one of the cells in the deleted neighborhoakes a

1 transition (or a| transition) while the rest of the cells of the atet
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neighborhood carry the logic value D and the basdkthe value B, where
B=D.

According to the definition of the static, passiamd active NLTFs and
considering that the NMLP patterns of interestthmse where the base cell and the
deleted neighborhood carry complementary values cthrresponding test procedure
should include the following cases:

- for Static NLTFs: [0, 1] and [1, O],

- for Passive NLTFs:f O] and [, 1] and

- for Active NLTFs: [0, 11], [0, 1,]], [1, O,71], [1, O, ]

Note that in the case of ANLTFs and in order toezoall pertinent faults, every
cell in the deleted neighborhood must make thenddfiransitions.

The neighborhood under consideration in this werthe commonly used Type-1
neighborhood. Also, the common assumption thatrieenory layout is a 2-D matrix
is used here. This assumption is true for the dgiehine architecture, while for the
folded Bit-Line architecture an adaptation of thgp@&-1 neighborhood to the actual
layout, like in Chapter 5 and in [27], [28], is de€. Aiming the development of the
new test algorithm we will utilize a variation dig well known two-group method
that is applicable to the Type—1 neighborhood. Adicwy to the two-group method,
the memory cells are divided in two groups, groupaAd group B, using a
checkerboard structure, as it is shown in Figur2 6onsequently, the deleted
neighborhood of a cell in group A consists of faeils that belong to group B and
vice versa. Additionally, the cells of group A (B)e numbered from 0 to 3 in such a
way that for every cell that belongs to group B,(#9 deleted neighborhood consists
of cells AO, Al, A2 and A3 (BO, B1, B2 and B3), aofeeach number.

Following the common notation from [6], the new ttedgorithm is called
TLNLTF1G (Test and Locate Neighborhood Leakage arahsition Faults with the
use of the Type—1 neighborhood and the two-groughod® and consists of two
phases. In Table 6.1 we present the test pattbatsate applied in each phase. The
first column of each phase indicates the pattembyar (p/n). Thus, each phase of the
algorithm consists of 17 patterns. The patternsagmgied in order according to the
pattern sequence in this table. The next four cakiof each phase show the values of
group A cells (A0, Al, A2 and A3) for every pattemuhile the last four columns
show the pertinent values of group B cells (BO, B2 ,and B3).
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BO A3 B2 Al BO A3 B2 Al BO
AO B1 A2 B3 A0 Bl1|A2|(B3 AO
B2 A1{BO|A3 B2|Al BO A3|B2
A2 B3 A0 Bl1|A2 B3|AO|Bl A2
BO A3|B2|Al BO A3 B2 Al BO
A0 Bl A2 B3 A0 Bl A2 B3 A0
B2 A1 BO A3 B2 Al BO A3 B2
A2 B3 A0 Bl A2 B3 A0 Bl A2

Figure 6.2. The two-group method

In the first phase (Phase-1) the cells of groupdimitialized with the logic value
0 and the cells of group B with the logic valuebliring Phase-1 the cells of group A
will make successively a pair of up)(and down {) transitions in two subsequent
patterns, while the cells of group B will make segsively a pair of down|{ and up
(1) transitions in two subsequent patterns. In themisé phase (Phase-2) the cells in
group A and in group B exchange mutually their sol€he cells of group A are
initialized to the logic value 1 while the cells gfoup B are initialized to the logic
value 0 and the pertinent transition write operaidollow. In addition, after the
application of a pattern proper read operationthénmemory array follow in order to
detect and locate any activated faults. The twesehaf the proposed algorithm are
analyzed in more details next.

In Phase-1, after the initialization (applicatioh tbhe first pattern) the whole
memory is read. By doing this, the [0, 1] SNLTFe aovered for the group A cells
while the [1, 0] SNLTFs are covered for the groupdlis. During the second and the
third pattern application, cells BO will make|and at transition respectively. After
each pattern application, the cells in group A r@&d. Additionally, after the third
pattern application we read the cells BO as wedl.aresult, a quarter of the [0, [,

and [0, 1,1] ANLTFs are covered for group A cells, since oBly cells make d and



98

a1 transition. Moreover, the PNLTF$,[0] are covered for cells BO due to the third
pattern application.

During the application of the test patterns frorto®, all the rest group B cells
(B1, B2 and B3) will make @ and at transition, while the group A cells carry the
logic value 0. After each pattern application all€ in group A are read. Thus, the
rest [0, 1,|]] and [0, 1,1] ANLTFs for the cells in group A are covered. Atiloinally,
after each odd pattern application (patterns ®)%ye read the cells in group B that
made a transition (B1, B2 and B3 respectively)¢asianly in these patterns the D]
PNLTFs are covered for the pertinent cells. Theeefby applying the patterns 1 to 9,
the SNLTFs [0, 1] and [1, O] are covered for théscen group A and in group B
respectively, the PNLTFg [ O] are covered for the cells in group B and tiLAFs

TABLE 6.1.: Test Patterns for Each Phase of thgoAthm

PHASE 1 PHASE 2

[y
[y
[y
[y
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[0, 1,1] and [0, 1,|] are covered for the cells in group A.

Finally, during the application of the test patgefrom 10 to 17, all cells in group
A will make a1 and a| transition while the cells in group B carry thgiovalue 1.
After each pattern application we read all thescellgroup B and in the odd patterns
(11, 13, 15, 17) the cells in group A that madeaadition. The faults covered during
the application of this pattern sequence are th& ™ [1, 0,1] and [1, 0,]] for the
cells in group B and the PNLTF$, [1] for the cells in group A.

The test operations in Phase-2 are exactly the sathethose in Phase-1, with
the difference that the cells in group A and inugrdB exchange roles mutually.
Group A cells are initialized to the logic valueadd group B cells to the logic value
0. The whole memory is read afterwards, so that3N&TFs [1, O] and [0, 1] are
covered for the group A and the group B cells repely. During the application of
the test patterns from 2 to 9, the cells in groupd&ke a and a| transition, while the
cells in group A carry the logic value 1.

After each pattern application all cells in groupafe read. Additionally, after
each odd pattern application (patterns 5, 7, 9)eae the cells in group B that made a
transition. The faults covered by the sequenchedd patterns are the ANLTFs [1, O,
1] and [1, 0,]] for the cells in group A and the PNLTFs [L] for the cells in group B.

During the application of the test patterns fromtd@7 the cells in group A will
make a| and a? transition while the cells in group B carry thgilovalue 0. After
each pattern application we read all the cellsroug B and in the odd patterns (11,
13, 15, 17) the cells in group A that made a ttaosi Consequently, the ANLTFs [O,
1, 1] and [0, 1,]] are covered for the cells in group B and the PR&T}, O] are
covered for the cells in group A. The complete NLEBt algorithm is synopsized in
Figure 6.3. The analysis of the fault coverage ey by the sequence of patterns in
both phases is presented in Table 6.2. Considéh@gommon assumption that the
read and write operations in DRAMs require mordess equal time [6], the test
application time cost of the proposed test algarith calculated as follows:

i) Write operations: Phase-1 requires N write opens for the initialization
(first pattern application) and N/8 write operagdior the application of each one of

the rest 16 patterns since in each pattern apigicanly one of the 8 cell types (A0,
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write O to group A cells
write 1 to group B cells
read all the memory

{ operations for patterns 2 to 9}
fori:=0to 3 do

begin

write O to cells Bi

read group A cells

write 1 to cells Bi

read group A cells

read cells Bi

end;

{ operations for patterns 10 to 1
fori:=0to 3 do

begin

write 1 to cells Ai

read group B cells

write O to cells Ai

read group B cells

read cells Ai

end;

PATTERN FAULT COVERAGE
NUMBER GROUP A GROUP B
1 static [0, 1] static [1, O]
PHASE1 | 2-9 active [0, 1,11, [0, 1, |] passive {, 0]
10 - 17 passive [, 1] active [1, O], [1, O, |]
1 static [1, O] static [0, 1]
PHASE2 | 2-9 active [1, O0,1], [1, O, |] passive [, 1]
10 - 17 passive f, 0] active [0, 11], [0, 1, ]
{Phase-1} {Phase-2}

write 1 to group A cells
write O to group B cells
read all the memory

{ operations for patterns 2 to 9}
for i:=0 to 3 do

begin

write 1 to cells Bi

read group A cells

write O to cells Bi

read group A cells

read cells Bi

end;

[} { operations for patterns 10 to 17}
for i:=0 to 3 do

begin

write O to cells Ai

read group B cells

write 1 to cells Ai

read group B cells

read cells Ai

end;

Figure 6.3. The proposed NLTF testing algorithm
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Al, A2, A3, BO, B1, B2 or B3) is written. This maka total of N + Nx(16/8) = 3N
write operations.

i) Read operations: After the initialization weatkethe whole memory, which
requires N read operations. Then, after the appiceof each one of the rest 16
patterns we must read all the cells of the grogh thd not participate in the write
operations (N/2 operations) and in the odd pattatnihe cells that made a transition
(N/8 operations for each pattern, for 8 patteriifjs makes a total of N + 16x(N/2)
+8x%(N/8) = 10N operations. Therefore, the totaltafsread and write operations in
Phase-1 is 13N.

According to the previous analysis, Phase-2 hastlgxthe same number of
read/write operations (13N). Consequently, thel tigtst application time cost of the
proposed NLTF testing algorithm is 26N operations.

The new algorithm provides a significant reductiorthe NLTF test application
time cost, compared to existing NPSF related aligans in the literature which can be
also exploited for the same purpose. The cost temucs 86.6%, with respect to the
classic TLAPNPSF1T algorithm for the Type-1 neighiood, where the
corresponding cost is equal to 194N operations N&jreover, the cost reduction is
71.7% with regard to the 92N operations of the Mdike multi-background
algorithm presented in [45]. Finally, the test apgion time cost is reduced by 68.3%
compared to the 82N operation algorithms proposdd6],[27] and [28]. The above
comparisons are synopsized in Table 6.3. Geneffatlyy this table it is obvious that
existing algorithms which cover NLTFs, present ahibitive test time cost that
makes them not applicable for high capacity DRANDn the other hand, the
proposed algorithm provides a test time cost wéhiw the range of commonly used
test algorithms for DRAM testing.
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TABLE 6.3: Test Application Cost Comparisons

Test Algorithm
Proposed [6] [45] [27][28]16]
Required
Operations 26N 194N | 92N 82N 82N
Reduction - 86.6% | 71.7%| 68.3%| 68.3%

6.7 Word Oriented Memories

Next we deal with the case of word-oriented mensorAccording to the usual
structure of word-oriented memories, both the nunalbeells in a Word-Line and the
number of cells that form a word are even and p#yfelivided between each other,
while the cells of every word are distributed iruabdistances throughout the whole
Word-Line [9]. Consequently, in the discussion tf@lows we consider the above
memory cell array architecture, where the Word-LUeegth is W and the length of
each word in a Word-Line is L.

The new algorithm in Figure 6.3 can be easily medito cover the NLTFs in
word oriented memories. The application of the atgm in a word-oriented
memory, must follow three guidelines: a) the pateand cell transitions will be
exactly the same as in the bit-oriented case, whrgures that the fault coverage of
the algorithm is not affected, b) read and writerations of each step are performed
only on the words that contain the cells that ningstead or written each time, and c)
during a new pattern application, if a word corgalboth, cells that need to make a
transition write and cells that must not make aditgon, the latter cells must be re-
written with the corresponding values accordinghe used pattern (non transition
write in the fault free case).

Due to the requirement of guideline (c), we havedosider the scenario where
the re-write operation may lead to fault maskingesiit actually re-writes the correct
data to the pertinent cells. If one of these dadis been affected by the activation of a
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fault prior to this re-writing, then this fault wihot be detected. Next we will show
that in our algorithm no such fault masking canuscc

It is easy to observe that whergW/2, no fault masking can occur, since each
word consists of either cells in group A or celtsgroup B. As a result, a transition
write operation on a group B cell will not re-wrigmy cell in its neighborhood since
the latter are group A cells.

The above observation applies to all cases except the special case where the
word consists of all cells in a Word-Line (L=W). tinat case, the word contains both
group A and B cells and, therefore, cells that bglom the same neighborhood have
to be written simultaneously. For example, in Fegg@.2 if a transition write is
performed on cells BO during the current patterpliaption, then cells A1 and A3
must make a non transition write and, thereford, me rewritten with the correct
data. Next, assume that the transition write onOacBll causes an Active NLTF
(ANLTF) on its neighboring Al (or A3) cell. If th&NLTF is stronger than the non-
transition write, then the Al cell will be writtemth erroneous data and the fault will
be detected during the read operations. If theevaiteration is stronger, then the cell
will always appear to have the correct data ansl fdwlt will never manifest itself,
either during testing or the normal operation & themory. Thus, no fault masking
can occur. In addition, considering the previouanegle, note that the A0 and A2
cells that can be also influenced by the transitiwite on BO cell, do not belong in
the same Word-Line (nor the same word) with BO tndlefore will not be re-written
with the correct data during the write operatiombus, also in that case no fault
masking can occur. Note that for the SNLTFs and PR fault masking is not
feasible.

Next, in order to calculate the cost of the aldontwe will examine how the
length of the word modifies the number of the reeglioperations. Initially, we
assume that<¥W/4. In that case, it is easy to realize (see xangple Figure 6.2) that
all the cells that form a word have the same nunabsignment, Ai or Bi (where i=0,
1, 2 or 3). Therefore, during the application o elgorithm described in Figure 6.3
and for every word in the memory, either all théiscef the word participate to the
read or write operations of each step, or the winvaded does not participate at all.
Consequently, no redundant operations appear dietfact that we have to read or

write a whole word instead of a single cell. Thilg cost of the algorithm is reduced
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by a factor of L and is equal to 26N/L. The abovscdssion for kW/4 does not
cover the two cases where L=W/2 or L=W.

When L=W/2 we observe (see also Figure 6.2) thel @eord consists of either
group A or group B cells. In that case some redonhdaite operations are detected in
the steps described as “write 0/1 to cells Ai/Brida“read cells Ai/Bi” in the
algorithm of Figure 6.3. This is true due to thetfthat in each pattern application
half of the cells that belong to a word must nokena transition write; the exception
is for the first pattern (initialization of the meny) in each phase. This means that the
number of operations required to apply a patterredsiced by a factor of L for the
first pattern and by a factor of L/2 for all thehet patterns. Consequently, the cost of
the write operations in each phase of the algorithM/L for the initialization pattern,
plus 2N/(L/2) = 4AN/L for the rest of the 16 pattermhich totals to 5N/L. The number
of read operations in each phase is N/L for th& faattern, (N/2)/L for each one of
the rest 16 patterns and (N/8)/(L/2) for each ohthe 8 odd patterns. Thus, the cost
of reading operations is N/L + 16x(N/2)/L + 2x8x8NL = 11N/L. The total number
of operations for each phase is 16N/L. Therefdre total cost of the algorithm when
L=W/2 is 32N/L = 64N/W.

Finally, we calculate the test time cost when L=Wér the application of the
patterns of Phase 1 we need N/L operations fofitstepattern plus 16x(N/8)/(L/4) =
8N/L operations for the rest of the 16 patterndptal of 9N/L write operations.
Similarly, the number of read operations is N/L fdwe first pattern, plus
16x(N/2)/(L/2) = 16N/L for the rest of the 16 patts. No extra reading operations for
the odd patterns are required in that case sireedhs in both groups A and B are
read anyway after every pattern application. Thius,total number of operations for
each phase is 9N/L + 17N/L = 26N/L and the totadtaaf the algorithm is 52N/L =
52N/W.

Considering the two cases, where L=W/2 or L=W, ¢bst of the algorithm can
be expressed with respect@ . Towards this direction we assume for simplichtstt
the number of Word-Lines in the memory array ioBlsat N=BxW (this is a realistic
assumption); thus when B=W it results that N/Wy®. Considering the above
observations, the test application cost in wor@red memories is summarized in
Table 6.4.
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To the best of our knowledge no word oriented warsiof the algorithms that

cover NPSF faults exist in the open literaturedomparisons.

TABLE 6.4: Test Application Cost For Word-Orienttemories

Lvs W APPLICATION COST
L<W/4 26N/L
L=W/2 32N/L = 64N/W = 64/N *
L=W 52N/L = 52N/W = 52/N *

L = length of the word, W = length of the word-line
* provided that the number of word-lines is also W

6.8 Conclusions

Adjacent memory cell interactions are a reliabilityreat in high density
nanometer DRAMs. The mechanisms underneath theseradtions are the
neighborhood leakage currents and the cell statssitions. Traditional fault models,
like the Coupling Faults or the Neighborhood Patt&ensitive Faults, are either
inadequate or require test time hungry algorithespectively to cover cases where
the combined influence of these mechanisms resuétdailure generation.

In this chapter, a new fault model tineighborhood Leakage and Transition
Fault (NLTF) model, is introduced to deal with the individwal combined effect of
the above failure mechanisms on the DRAMs operationaddition, a low test
application time algorithm is proposed, which regsionly 26N operations for the
detection and location of all NLTF faults in a biiented DRAM memory array (N is
the number of cells in the memory array). The acdkdetest application time
reduction, with respect to well known algorithmghe literature that are also capable
to detect NLTFs, ranges from 68% to 87%.

The proposed algorithm is easily extended to cowand-oriented memories and
in that case the test application time cost rarfge®s 52/N to 26N/L operations

(where L is the word length).
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The above test application time costs are simdahé test time cost of the well
known, but ineffective for NLTFs, March algorithmbat are massively used in
DRAM testing. Consequently, the proposed testingr@gch provides a viable
solution for nanometer technology, high density agxiremely high capacity
DRAMSs.
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CHAPTER 7. RESISTIVE OPEN DEFECTS IN DRAMS:
THE CHARGE ACCUMULATION EFFECT

7.1 Abstract

7.2 Motivation

7.3 Resistive Opens

7.4 Bit-Line Imbalance

7.5 Charge Accumulation

7.6 Impact Of Bit-Line Imbalance On Resistive Ojstection
7.7 The Proposed Test Algorithm

7.8 Conclusions

7.1 Abstract
The test complexity of high density DRAMs increas&th technology evolution,

due to the larger impact of process variationsvaedk defects. In particular, resistive
open defects turn to be a major concern in DRAMsr @nalysis and simulation
results show that an important phenomenon exiséscall it charge accumulatign
which currently is not considered in DRAM testiri¢harge accumulation occurs in
DRAM cells that suffer from internal resistive ogera weak value stored at such
cells is strengthened when a sequence of readtaperas applied to them. Typical
DRAM testing procedures (like March tests) fail goovide enhanced coverage of
resistive open defects, since they do not congildarge accumulation. In this chapter
we provide an effective test algorithm that targedsistive open defects, while

considering the Bit-Line imbalance and the chagmimulation mechanisms.
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7.2 Motivation

Resistive opens are among the most common defeattegrated circuits (digital
or analogue). These defects increase the resist#nocenductive lines beyond their
expected value, and have been intensively stugigdemory circuits, especially in
SRAMS [57]. In DRAM memory arrays resistive opengynoccur either inside a cell,
on a Bit-Line or on a Word-Line. A typical case af internal resistive open is the
STRAP problem, which is a resistive open that ogdnrthe connection between the
trench capacitor and the pass transistor of thie(ited strap connection) [31], [56].
Resistive opens inside a cell are a major probléat is getting harder with
technology scaling (e.g. due to thinner bit-lin@tamts). The problem is even worse
in stacked capacitor cells where the Bit-Line contepect ratio is higher.

The presence of an internal resistive open in aongecell affects both write and
read operations. A write operation on a faulty DRAMI will fail to charge the cell
capacitor to the desired voltage, leaving the wath a weak or erroneous value.
Moreover, the charge transfer between the cell@spaand the Bit-Line slows down
during read operations, and inevitably, causesnmmiete charge sharing. Similar
behavior occurs when Bit-Lines contain resistivergy with the difference that these
defects affect more than one cell.

The combined impact of a weak value and an incotmpiharge sharing during
read operations makes the result of such read tipesasensitive to various influence
mechanisms. These mechanisms include Bit-Line iamza (i.e. an imperfect voltage
equalization of the Bit-Lines during the prechamygeration), the cell’'s capacitor
voltage and the Bit-Line coupling [31], [55], [5Gh8]. These factors must be taken
into account when enhanced testing algorithms lier detection of resistive open
defects are developed.

Various publications addressed the impact of nesisbpen defects in the
presence of the above influence mechanisms. Inrgd$tive open and short circuit
defects are examined along with imperfect prechgrgirhe STRAP problem along
with Bit-Line coupling and process variations isidsed in [56], whereas [29], [33]
deal with resistive opens, shorts and prechardésfau

However, these works overlooked an important pheman. According to our
study, the initial weak logic value stored at d eeth an internal resistive open will

be significantly enhanced after a successful rgalation on this cell. In other words,
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after a successful read operation the capacitaimge (which was initially close to
Vpp/2 after a write operation — this is a weak logatue) will be significantly moved
towards the direction of the correct voltage lefwghich corresponds to the fault free
logic value). Consequently, given that the firshdeoperation is successful, even
marginally, the next read operation has a highebalility to succeed because the
capacitor’s voltage is much closer to the appraoprieltage. After a relatively small
number of read operations, the voltage on the d&paconverges to a maximum
value for read-1, or to a minimum value for readOd, as a result the cell obtains a
logic value much stronger than the initially writtgalue. Due to this phenomenon,
the increasing or decreasing address order ofweidel/sequences in commonly used
test algorithms tend to mask the faulty behaviomdrmal mode operation however,
where the operations are performed in a randomeaddrequence, the faulty behavior
will eventually manifest itself.
The main contributions of our work in this chaptee as follows.
e Impact analysis of the charge accumulation in DRAMIs with resistive
open defects.
e Analysis of defect coverage loss of commonly useatdd elements when
the charge accumulation and Bit-Line imbalancecaresidered.
e Development of an enhanced low cost test algorithrdetect such defects.
This algorithm also detects the defects covered thg widely used
Checkerboard test algorithm, and due to its lowt #gplication time can

effectively replace it.

7.3 Resistive Opens

Resistive open defects in a memory array may oeither inside a cell, on a Bit-
Line or on a Word-Line. Within a cell, resistive es3 may occur between the
transistor and the Bit-Line contact, between thendistor and the capacitor or
between the capacitor and the ground [55], as showsgure 7.1. A similar effect
may occur if the transistor itself is defectiveibit cannot be properly turned ‘ON’
due to a resistive open between its gate and thel\Moe. It is proven that all opens

inside a cell cause the same faulty behavior [29].



110

A resistive open inside a cell decreases the cufrem/towards the capacitor
during read/write operations. Due to this reductiom write operation fails to set the
capacitor’s voltage at the appropriate level witthie available time period. In other
words, a write-1 operation will fail to set the eapor’'s voltage to the p level
(supply voltage) and a write-0 operation will fail set the voltage to OV. Instead, the
capacitor’s voltage after the write operation \iadlve a value between OV angg/
depending on its initial voltage level (before thigte operation) and on the resistance
of the resistive open [29].

Moreover, during the read operations, a resistpencslows down charge transfer
between the capacitor and the Bit-Line. As a resiodt Bit-Line’s voltage shift caused
by the charge transfer within the available timeiqueis reduced. Additionally, the
Bit-Line’s voltage shift becomes even smaller dadhe weak voltage value in the
capacitor. All the effects discussed above canlé® @aused by a Bit-Line resistive
open, with the difference that the latter woulduahce the behavior of more than one

cell.

| Word Line (WL)

-
m

]
=
-
z
[+4]

Figure 7.1.: DRAM cell structure and possible lomas$ of resistive opens

7.4 Bit-Line Imbalance

As described in Chapter 2, before reading or wgitom a DRAM cell, the Bit-
Line attached to it (the cell Bit-Line or in shdslL.c) and the Bit-Line used for
reference (BLr) are (ideally) precharged to the esaroltage level, the precharge
voltage, which is close tod4/2. If the precharge procedure is not perfect,tihe
Bit-Lines will present a voltage differena®/ (Bit-Line imbalancgwhich depends on

the previous state of the Bit-Lines.
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Consider for example the pair of a cell’s Bit-Lin&t_c and BLr, with a Bit-Line
imbalance after the precharging phase. If we perfaread-1 or write-1 operation on
this cell, BLc will be forced to ¥p and BLr will be forced to OV. At the beginning of
the next operation, the precharge circuits will Beth Bit-Lines to the precharge
voltage. If the precharging procedure (which inelsidoltage equalization of the two
Bit-Lines) is not perfect, the two Bit-Lines wilkr@sent a voltage difference/ with
the BLc having a higher voltage than the BLr. Doehis voltage difference, the next
read operation on any cell that is connected to Bilichave a tendency to sense ‘1.
In general, under Bit-Line imbalance a read openatends to sense the same value
that was previously read or written to a cell o $ame Bit-Line.

The above tendency can prevent testing algorithhos fdetecting faults. For
example, if a cell is written and immediately redterwards, the correct value may be
read even if the cell's capacitor stored an errasealue after the write operation;
the read operation is predisposed to sense thectoralue due to the previous write
operation. In order to ensure the detection offalndt, the solution proposed in [49] is
to perform (after writing and before reading thdl cexder consideration) a write
operation to another cell in the same Bit-Line wiite complementary value. Thus,
the memory is biased to sense the wrong value weenveak cell is read, ensuring
the activation and detection of the fault. Thisraxtrite operation is referred in [49]
as acompleting action

Although [49] suggests only write operations as plating actions, our
simulations show that read operations can be usedrapleting actions as well. This
makes sense because whether we read or write a t@la cell, the involved Bit-
Lines make the same transition. This observatidh lvei exploited next in order to

reduce the test time of the test algorithms théthei proposed in this chapter.

7.5 Charge Accumulation

The defects described in the previous sectionsstrdied through simulation
experiments. Without loss of generality, our DRAIvhglation model consists of six
bit-lines and eight word-lines. Each word-line aates cells attached to three bit-
lines. In addition, the capacitance of each bi-lis set to the equivalent of 512 cells,
the cell capacitor is set to 30fF and the resisbipen is placed between the transistor
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and the capacitor (see Figure 7.1). The 90nm tdogpoof UMC is used with
Vpp=1V.

The main target of our work in this chapter isntroduce and study the charge
accumulation phenomenon, which is the strengtheoirag initially weak logic value
stored in a cell with a resistive open by applyiagseries of successful read
operations. Note that the Bit-Lines are perfectijahced in the experiments that are
presented in this section. The charge accumul&idlustrated in Figure 7.2a (Figure
7.2b), which shows the cell capacitor voltage adterrite-0 (write-1) and three read-0
(read-1) operations using a cell with a Q0kesistive open. In both figures the
numbered arrows 1-5 show five states of the capégivoltage: before the write
operation (#1), after the write operation (#2), aitkr each read operation (#3-5).
The figures also show the voltage level of the’sdit-Line (BLc) and the reference
Bit-Line (BLr), and the activation deactivation isations of the Word-Line signal
(WL act-deact). Note that the Word-Line swing iS\..

As we can see from Figure 7.2, the capacitor'sagdtafter the write operation is
very close to ¥p/2. In case of read-0 (Figure 7.2a), the capasitoditage moves
towards O after each read operation convergingrongmum voltage value (close to
0.15V in this figure). Similarly, in case of readRigure 7.2b), the capacitor’s voltage
moves towards M after each read operation converging to a maximoitage value
(close to 0.8V in this figure).
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The impact of the charge accumulation phenomengperdis on the value of the
resistive open. Figure 7.4a presents simulatiomlteedor various resistive open
values up to 70®R. The line ‘weak 1’ (weak 0) shows the cell capatit voltage
right after a write-1 (write-0) operation, perforchen a cell that is initialized with a
robust O (robust 1). The line robust 1 (0) shovesdapacitor’s voltage when a write-1
(O) operation is performed to a cell initializedthvia robust 0 (1) and subsequently
this write operation is followed by 10 read-1 (@eoations.

Note that read-0 operations always fail for regesbpen values of approximately 50
kQ and higher, while read-1 operations never faigrewhen the capacitor’s voltage
is below \bp/2; note that the Bit-Lines are perfectly balancEis is due to the fact
that the capacitive coupling between the cell's @vbine and Bit-Line through the
access transistor increases the Bit-Line voltagguaBmV when the word- line is
activated. The same trend is observed in [56].tRisrreason we cannot set the cell to
a robust O state for resistive open values abov&(h0This is the reason why in
Figure 7.4a no measurements exist for the robess® above 50k Nevertheless, a
read-0 operation for resistive opens over 80rkay succeed under the presence of a
small Bit-Line imbalance, as we will see in thetgets that follow.

The importance of the charge accumulation phenomé&egcomes more obvious
if instead of the capacitor’s voltage, the voltagéerence between the cell’s Bit-Line
and the reference Bit-Line is considered (see Eigu4b). We observe that a cell with
a robust value is always able to produce a sigmticvoltage shift on the Bit-Line, in

contrast to a cell with a weak value.
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Large numbers of read operations between writeabip@s are very common in
DRAMs. Each time a Word-Line is accessed for a madrite operation, all the cells
attached to this Word-Line must perform a “dummwpd®e operation in order to
maintain their data. This read operation is dummegaose no data are obtained.
However, from the cell’'s point of view, a dummy deaperation is identical to a
normal read operation and it is equally influend®d the charge accumulation
phenomenon. Therefore, charge accumulation israthramon during the operation
of a defective DRAM. Depending on the address secpief the operations, the
combination of charge accumulation and Bit-Line @&almce, presented in section 7.6,
can either mask or reveal the fault.

According to the simulations, under the presence w#sistive open, a write (or
read) operation fails to set the appropriate veltdgvel to the cell capacitor.
Consequently, when we attempt to perform a writerajon to a faulty cell, we do
not know the initial voltage of the capacitor be&fdhe write operation, even if we
know the logic value stored at that cell. As a lesuwrite-1/0 operation on a faulty
cell storing a weak 0/1 has a higher success piiitlyakith respect to the case where
the cell stores a robust 0/1. Equivalently, a wiite operation on a faulty cell, which
initially stores a robust 0/1 has a higher probgbib fail with respect to the case
where the cell stores a weak 0/1. To enhance thiedaverage of a testing algorithm,
write operations must be performed over robustesbhat are stored at the pertinent
cell. The charge accumulation phenomenon can béoieegh by performing read
operations (dummy or not) in order to set a rolvasie at a cell before writing new

data to it.

7.6 Impact Of Bit-Line Imbalance On Resistive Open Detetion

In the previous section we mentioned that the €elbility to create a voltage
difference between its Bit-Line and the referencelBie diminishes during a read
operation when a resistive open is present. Comselyy the outcome of a read
operation will be very sensitive to various infleenrmechanisms, such as the Bit-Line
imbalance. Note that Bit-Line imbalance is presewén in fault-free memories.
Process variations, device mismatches, transigiagand clock disturbances, which
impact the precharge time, are the main reason8ifeine imbalance. However,
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according to the simulation results in Figure 7.#i® charge sharing between the
capacitor and the Bit-Line can cause a shift ofertbean 60mV in the fault free case.
Therefore, a Bit-Line imbalance up to a few tensmd will eventually not cause a
faulty behavior in the absence of a resistive optowever, under the presence of a
resistive open, a bit-line imbalance of even a few can influence the fault
activation and therefore the ability to detect it.

Most test algorithms, especially the March-basegspperform successive write
and read operations on the memory cells using regheincreasing or a decreasing
address order. By doing this, almost every readadios is predisposed to sense the
correct value due to the tendency induced by tlwipus operation. Consider for
example a March element like (... wO rO ...) that isf@ened on a cell with a
resistive open defect. In this case, after theea@i{w0) operation, the Bit-Lines’ state
predispose the read-0 (r0) operationsticceed (sense a 0 value). Consequently, in
case the Bit-Line imbalance is large enough, therr® operation will succeed even if
the cell capacitor has a voltage higher thap/¥ after the write operation.

As mentioned earlier, completing actions are pené before a read operation in
order to predispose it to sense the wrong valueth€obest of our knowledge, the
concept of the completing actions is not incorpestain any test algorithm so far.
However, we have proven through simulations thagnevhe application of a
completing action may not provide sufficient fautbverage if the charge
accumulation is not taken into account. For examgbasider two successive march
elements (... w0) and (r0 ...). After the applicatidrthee element wO to the defective
cell, the algorithm will start applying it to theext cell, which most likely is on the
same Word-Line as the defective cell. Therefoneymber of dummy read operations
are applied to the defective cell. The probabiliyt the the first dummy read
operation successfully reads a 0 increases as ¢heony is predisposed to sense a 0
due to the w0 operation on the defective cell. imnahe rest of the dummy read
operations that follow will turn the initial weakd the defective cell into a robust O.
When the rO operation of the second element wilhjyglied to the defective cell, the
fault may not be activated as the cell’s capaditas a voltage level much closer to 0
than it had right after the wO operation, evemd themory is predisposed to sense the
faulty value (1 in our case) due to the applicatba proper completing action.
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The importance of the above observations is iladstt in Figure 7.5. The figure
shows the success or failure areas of a read-Qr@-ig.5a) and a read-1 operation
(Figure 7.5b) performed after a write-0 and a wiit®peration respectively, for
various values of the resistive defect and Bit-Limdalance. In both cases the write
operation is performed over a robust complementaiye. The graph shows the
resistive open detection areas (failure areasad-Beand read-1 operations) in three
cases:

i) without a completing action (area (a) in Figrg),

i) with a completing action just before the regmeration; given that earlier the
data stored at the cell is enhanced through thegehaccumulation
mechanism (areas (a) and (b) in Figure 7.5), and

iii) with a completing action but the read operatis performed immediately
after the write operation in order to avoid thergesaccumulation caused by
the dummy read operations, (areas (a), (b) anith €lgure 7.5).

The rest of the area in the graphs (area (d)) spomds to successful read
operations.

The majority of the well-known test algorithms hretliterature can only detect a
faulty behavior in area (a) of Figure 7.5; they eg#her an increasing or a decreasing
address order, without completing actions and withoonsidering the charge
accumulation phenomenon. Also note that the grajhSigure 7.5 come out as a
result of a write operation over a robust completagnvalue (i.e. w0 over a robust 1
and w1 over a robust 0). In case the test algoribes not follow this guideline, it is
expected that it will provide a much smaller fazdverage. For example, consider a
typical March element (w0 rO wl rl ...). After the w@ly a single read O operation
(r0) is performed, which is not adequate to achiavebust 0. Therefore, the wl
operation that follows is not performed over a tb@ and has a higher chance to

succeed.
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7.7 The Proposed Test Algorithm

In order to achieve adequate fault coverage imatkas (a), (b) and (c) of Figure
7.5, a DRAM test algorithm must satisfy the follogirequirements:

i) a write operation of a logic value to a celldf1) must be performed while the
cell stores a robust complementary value and

i) after the write operation, initially a compleg action must take place and
thereafter the cell must be immediately read. Akérely, if a number of dummy
read operations are performed between the writettandead operation, they should
all have a negative predisposition (i.e., a prezbgpn to sense the wrong value).

Next, we will construct the required test algorithinitially, we divide the
memory cells into two groups, A and B, using a &leelgoard pattern as depicted in
Figure 7.6. Furthermore, we consider that neighbguMWord-Lines (rows) are
grouped in pairs. In each pair of neighbouring Whirtes, the cells of the A and B
groups are numbered from 1 to k, where k is thebmimof Bit-Lines of the memory
array.

The algorithm uses two different address ordemacteess the cells of group A or

Al B2 A3 B4 A5 B6 A7 B8 .. Bk X

WL pair
BL A2 B3 A4 B5 A6 B7 A8 .. Ak ¥
Al B2 A3 B4 A5 B6 A7 B8 .. Bk N
WL pair
BL A2 B3 A4 B5 A6 B7 A8 .. Ak
Al B2 A3 B4 A5 B6 A7 B8 .. Bk ™\ _
WL pair
BL A2 B3 A4 B5 A6 B7 A8 .. Ak«
Al B2 A3 B4 A5 B6 A7 B8 .. Bk "\ _
WL pair
BL A2 B3 A4 B5 A6 B7 A8 . Ak¥

Figure 7.6: Group formation and cells’ number assignt in a memory array
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B in a pair of Word-Lines, which are:

i) an increasing address order in which all cefisthe first Word-Line are
accessed before we move to the second one, i.e. B31A3 B4, ... BK) denoted as
address order (i), or

i) an increasing address order in which the opamatfollow a zigzag course
between the cells of a Word-Line pair, i.e. (Al, BR, A2, A3, B3, B4, A4 ... BK,
Ak,) denoted as address order (ii).

Address order (i) initializes the memory to a knostate; during these write
operations, the dummy read operations have a wpesipredisposition (a
predisposition to sense the correct value), optigian this way the conditions for
applying the pattern correctly. During address o dg the dummy read operations
have a negative predisposition (a predispositiosettse the wrong value), setting the

proper conditions to activate the fault. The aldon is presented in Figure 7.7
The algorithm writes the checkerboard pattegra@d its complementaﬁp. The

five steps of the algorithm can be summarized bhavis:
where U is the (unknown) initial data of the memand R symbolizes reading

the whole memory array.

U step 1> Cp step 2> C_ step 3>Rstep 4> Cpstep 5 R
p

Step linitializes the memory to a known state, @eNote that in Step 1 the

address order (i) is used to access the cellsevitiilthe remaining steps we only use

the address order (ii). Step 2 writes lﬁg while Step 3 reads the cells, covering the

write-O/read-0 case for group A cells and writeedi-1 for group B cells. Step 4
writes the G pattern and Step 5 reads the cells, covering tite W/read 1 for group
A cells and write-O/read-0 for group B cells. Afétepl it is not necessary to read the
memory, since the pertinent patterp, S read at step 5.

The test application cost of the algorithm is N rapiens for each step, a total of
5N operations, where N is the number of memoryscdlhis cost is very close to the
well-known and widely used Checkerboard test atgorj which has a cost of 4N
operations but without the ability to provide saiéint levels of resistive open defect
coverage. On the other hand the proposed algorishnapable to cover the faults
covered by the Checkerboard algorithm, since thd mperations of steps 3 and 5 are
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performed under the presence of both checkerboattérps in the memory array.
Consequently, the proposed test algorithm can bploked instead of the

Checkerboard one.

1. Write 1 to group A cells and O to group B
cells using increasing address order.

2. For each pair of neighbouring word-lines
{fori=1to k step=2
{ write 0 to A(i) cell
write 1 to B(i) cell
write 1 to B(i+1) cell
write 0 to A(i+1) cell } }
3. For each pair of neighbouring word-lines
{fori=1to k step=2
{read O from A(i) cell
read 1 from B(i) cell
read 1 from B(i+1) cell
read O from A(i+1) cell } }
4. For each pair of neighbouring word-lines
{fori=1to k step=2
{ write 1 to A(i) cell
write 0 to B(i) cell
write O to B(i+1) cell
write 1 to A(i+1) cell } }
5. For each pair of neighbouring word-lines
{fori=1to k step=2
{read 1 from A() cell
read O from B(i) cell
read O from B(i+1) cell
read 1 from A(i+1) cell } }

Figure 7.7: The proposed test algorithm for regestipen defect detection

7.8 Conclusions

Resistive open defects are of great importance RAMs. In this paper, we
introduce the charge accumulation phenomenon, whftdcts the operation of a
DRAM when resistive opens are present. The chaogenaulation is extensively
studied through simulations. The simulation ressiiisw that the understanding of the
charge accumulation phenomenon is crucial to e¥felgt detect resistive opens in
DRAMs. Existing and widely used test algorithmkéliMarch algorithms) fail to
provide high defect coverage of resistive openscesithey do not consider charge
accumulation. Based on the outcome of our expeiisnennew, fast test algorithm is
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proposed that enhances the coverage of resistige defects under the presence of

Bit-Line imbalance by taking into account the cleaagcumulation effect.
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CHAPTER 8. ABIST CIRCUIT FOR NLTF TESTING

8.1 Abstract

8.2 The Memory Built-in Self Test Concept

8.3 The Proposed BIST Circuit For NLTF DRAM Testing
8.4 BIST Circuit Validation

8.5 Conclusions

8.1 Abstract

In this chapter a brief introduction to memory Bl Self-Test (BIST) circuits is
presented and then, as a feasibility case studyilugtrate the design of a DRAM
BIST circuit that implements the NLTF test algonitiproposed in Chapter 6.

8.2 The Memory Built-in Self Test Concept

A popular method to accelerate and simplify memi@sting procedures is to
embedded them in the IC, with the use of a propeuit (either aBuilt-In Self Test —
BIST circuit or an existing processing unit / microcafigr in the chip). The
advantages of using BIST circuits are very impdrtand they are synopsized as
follows: a) the acceleration of the read-write @pens, since we no longer need to
transfer test data and addresses between the I@wedle testing units, since the
whole testing procedure is executed inside theblCthe ability to perform many
operations in parallel, since we are no longerraestd by the interface of the

memory and c) the testing is performed without leed of an expensive external
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tester, thus the testing cost is reduced or thentethroughput is increased with the
use of more, simple and low cost testers.

The built in self test procedure can be implememed/o basic ways:

i) In standalone DRAM circuits, usually calléddommodity DRAMsa BIST
circuit can be incorporated inside the IC of themoey [16], [17], [26], [43]. This
circuit can perform the testing using one or mesting algorithms.

i) In embedded memori¢a3], [24], [37], [46], like eDRAMS, where the memy
is either in the same IC or in the same packagle avpprocessor, except from the use
of a BIST circuit it is feasible to execute thetiteg procedure for the memory on this
processor.

Another significant advantage of built-in self testhat the testing procedure can
be performed outside the factory environment, i field of operation, where the
memory is incorporated in a computing system. Tifivery important because a
faulty behavior may occur also in the field of ogg@n. Since a system consists of
many ICs (and many memory ICs as well), in casa @ystem failure it is very
difficult to detect the defective IC that caused tfailure, unless these ICs support
built in self test options.

Main drawbacks of a BIST solution are the silicoeaarequirements and the need

of extra I/O pins, which increase the cost of {Ge |

8.3 The Proposed BIST Circuit For NLTF DRAM Testing

In this chapter we present the implementation oBI&T circuit that is
implementing the NLTF test algorithm presented hma@ter 6. The bit-oriented case
is considered. Also a simplified DRAM interfaceassumed; however, this can be

easily adapted to any existing DRAM interface.

8.3.1 Overview

The proposed BIST circuit consists of two basidding blocks (see Figure 8.1):
the Controller and the Address Generator, eachnefad them consisting of several
sub-blocks as we will see next. Both devices haw@ ¢common input signals: the

clock (clk) and the reseRese) signals (the latter is active at low).
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The Controller controls the test flow, generatest tdata and sends the appropriate
signals that control the Address Generator andrtémory depending on the current
step of the algorithm each time. The test procedtags when th&dEST_ENABLE
signal of the Controller is set to high. The signal the Controller that directly feed
the memory areREAD _ENABLEWRITE_ENABLEandBIT. The latter corresponds
to the bit value to be written in the memory atridevoperation; it also corresponds to
the expected value during a read operation. ThesBtT signal along with the
BIT_OUTsignal of the memory, which corresponds to thewiubf a read operation,
feed a XOR gate for comparison. If tB&T andBIT_OUT signals are not the same,
the XOR gate’s output (which is call&@RROR is set to 1, indicating that the value
read from the memory was not the expected onehdtsame time the current Row
and Column addresses (signals ROW_ADDRESS[0-K-1] d an
COLUMN_ADDRESS|0-L-1]) are available to indicateethddress in which the error
was detected (fault location option).

The Address Generator is controlled by the sigagtee Controller and generates
the row address (poR_AJ[0..K] ) and the column address ( pQ@tA[0..L] ) of the
cell to be accessed each time. As long as the @natile signala@ddr_count_ehis
high, the Address Generator provides an addrefiseafequired address sequence on
every positive clock edge.

Next, the functionality of the signals controllithe Address Generator are
presented. The signatsode cell_gr andcell_nodetermine which memory cells will
be accessed at the current step of the executedr Migorithm. Let us be reminded
that in the NLTF test algorithm the memory cells divided into two groups, A and
B and in each group cells are numbered from O (ge8 Figure 6.2). In each step of
the algorithm either all the cells of a particuggoup are accessed (A or B) or the
cells of a group having a particular number assigmmA or B , i=0 — 3) are
accessed. When the sigmabdeis set to 0, the addresses generated correspond to
either the group A or group B cells, depending les talue of the signalell_gr (the
name stands for “cell group”); i€ell_gr=0 then group A cells will be accessed,

otherwise group B cells will be accessed.
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The proposed BIST for NLTF testing
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When the cells to be accessed are the ones wigea@fis number assignment,
either A or B , (i=0 —3), thermodeis set to 1. In that case the accessed cellhaset
determined by the pertinent valuescefl_gr andcell_na Thecell_nosignal is a two
bit signal and, thus, the values it takes corredgorthe decimal numbers 0, 1, 2 and
3 which are the cell numbers that appear in Figu& The above description is
synopsized in Table 8.1, in which the X values“dmn’t care” values.

The Address Generator on the other hand providetheoController a signal
callednext_stepwhich turns to high when the current addressaddkt address of the
current step and, therefore, the Controller mustged to the next step.

Next, the Address Generator and the Controller lvélpresented in details.

TABLE 8.1: Address Generator control inputs

mode cell_gr cell_no cells accessed
(i=0-3)
0 0 X group A
0 1 X group B
1 0 i Ai
1 1 [ Bi

8.3.2 The Address Generator.

The Address Generator is a simple circuit singe & modification of the classic
counter that is based on JK flip-flops. This coumie@vides addresses that follow the
increasing address order sequence. The generalegsadctonsists of L+K bits, where
L and K are the lengths (in number of bits) of dedumn address and row address
respectively, while the L bits are the least sigaift bits of the counter. The state
table of a JK flip flop is shown in Table 8.2 (whek” is the complementary of A)
[59]. In Figure 8.2, we present as an example plgim-bit counter, where the output
bits CO and C1 correspond to the column addresstentbits RO, R1 correspond to
the row address. Each flip flop provides one bithef address (L=K=2).



TABLE 8.2: The JK flip flop state table

Q(t)| J K | Q(t+1)
A |0 O A
A | 0|1 0
A 110 1
A 111 A’
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_________________________________

TRIGGER_OUT

Co

Figure 8.2 A simple JK flip-flop counter

AND2

insti4

row_trigger

In order to access the cells according to theaigstrithm under consideration, we

must modify the way that the last two bits (i.ee thast significant bits) of the column

address and the row address are generated. Thususteinitially identify how the

last two digits of the row and column address afated to the cell group and the cell

number assignments. In Figure 8.3, the relatiah@fcell group and number
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C1CO

00 01 10 11 00 01 10 11 00
00 A0 BO Al Bl A0 BO Al Bl A0
01 B2 A2|B3|A3 B2 A2 B3 A3 B2
10 A1|Bl A0 BO|Al Bl A0 BO Al
11 B3 A3|B2|A2 B3|A3|B2 A2 B3
00 A0 BO Al B1|A0 BO Al|B1 A0
01 B2 A2 B3 A3 B2|A2|B3 A3 B2
10 Al Bl A0 BO Al Bl A0 BO Al
11 B3 A3 B2 A2 B3 A3 B2 A2 B3

Figure 8.3: Last two digits of row and column addréor each memory cell

TABLE 8.3: Boolean expressions for the last two bits of eowd column addre:
of each cell group and cell number assignment

mode=0 mode=1

group A AO Al A2 A3

cell_gr=0 cell_no=00 cell_no=01 cell_no=10 cell_no=11
CO'-RO" + CO-RO|CO’-RO"+(C1'-R1'+ C1-R1)|CO’-RO"-(C1-R1'+ C1'-R1)| CO-RO-(C1'-R1'+C1-R1) | CO-RO-(C1-R1'+C1-R1)

group B BO Bl B2 B3

cell_gr=1 cell_no=00 cell_no=01 cell_no=10 cell_no=11

CO-RO"+CO'-RO

CO-RO’-(C1'-R1'+C1-R1)

CO-RO"-(C1-R1'+C1"-R1)

CO'-RO-(C1"-R1'+ C1-R1)

CO'-RO-(C1-R1'+ C1"-R1)
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assignment with the last two digits of the pertineow and column address are
illustrated. The two least significant digits oétbolumn address are denoted as CO
and C1 while RO and R1 are the two least significigits of the row address.

We observe that group A cells have addresses wi€=0 and R0=0) or (C0=1
and R0O=1). Using the boolean formalism, this candroted as (CR0) + (CORO0),
where CO0 is the complementary of CO. Similarly, for groug@ls the corresponding
expression is (CRR0)+(C0O-R0). The expressions for all possible cases asepted
in Table 8.3. On the same table we can also seeotinesponding values of the input
signalsmode cell_grandcell_na

From the Figure 8.3 and the Table 8.3 the follgrobservations arise:

a) Whenmode=0, where all cells of group A or group B are aseels the CO does
not change as we move from cell to cell on the samgl-line. Moreover, when
mode=1, CO has a constant value which depends on thggnd the number of the
cell. Thus, in both modes the values of CO doedaitmw the counter sequence and
the JK flip-flop for CO can be replaced with a canational circuit.

b) When mode=0, the values of C1 and R1 follow the counter segs.
However, whemmode=1, C1 does not change as we are moving on the santkeline
while RO has a constant value that depends on tbepgand the cell number.
Therefore, whemode=1, R1 and C1 do not follow the counter sequence.

Aiming to simplify the design of the address getmrave exploit the JK flip-flop
in order to construct th€ount — Set flip flogCS-flip flop. The CS-flip flop has two
operation modes set and count, which are selegtéaebsignamode Whenmode=0
the output Q toggles on every positive edge of dloek, provided that the signal
count_enis high, regardless on the value of the inputaiget Whenmode-1, the
inputsetpasses to the output on every positive edge ofltuk (like a D-flip flop).

Based on the CS flip-flop and the previous obséaat we constructed the

Address Generator of Figure 8.5.
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mode NAND2
“Set Vool
instis____ & T
mode NG NAND2
i INPUT :
| mode [ GND : Q
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OUTPUT 7 Y H
: Ir\|k
: olk C——amw —x
.Reset

i Reset

Figure 8.4: The Count-Set (CS) flip flop

As we can see in Figure 8.5 the CS flip flop isdu® bits C1 and RO, while bit
CO is generated by a single XOR gate.

Note that as soon as the input sigmalsde cell_gr andcell_no are set to the

desired value, the first address of the pertinelor@ss sequence is available on the

next clock edge, regardless of theédr_count_ersignal’'s state. Thaddr_count_en

signal is only responsible to control whether thaddAess Generator will move to the

next address on the next positive edge of the clock
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8.3.3 The Controller

As previously stated, the Controller controls tlesttflow and provides the
appropriate signals to control the Address Generatd the memory according to the
current step of the executed algorithm each timeomsists of two basic sub-blocks:
the Program Counter (PC) and the Signal Generasat,is illustrated in Figure 8.6.

The Program Counter (PC) is a state machine witkt2@&s, which correspond to
the number of steps of the test algorithm in bdthges. The states of these five flip
flops are presented as a 5-bit siggalhich has a unique value depending on the state
of the PC. The signal is used by the Signal Generator to produce theined
control signals, as will be explained latéhe PC also generates the control signals
cell_noandaddr_count_en

The Signal Generator is a combinational circuitt thanerates the appropriate
control signalsmode R/W, cell_gr and BIT. The signalR/W indicates the type of
memory operation, which is ‘write’ R/W=0 and ‘read’ ifR/W=1. From this signal
theREAD_ENandWRITE_ENsignals are generated.

In Table 8.4, for each step of the test algorithenpresent the pertinent PC state
signalC and the output signals of the Signal Generator.

Before we get into more details about the consooodf the PC and the Signal
Generator, we will make some observations regardimgy functionality of the
Controller. As explained in paragraph 8.3.1, thent@sler receives the signal
next_stepfrom the Address Generator which indicates that turrent address
sequence is completed and we must proceed to tktestep. Thus, th@ext_step
signal feeds the Program Counter in order to in@ustate change. In addition,



136

TEST_ENABLE

Vee

DFF (Y

PRN

addr_count_en QTR ———~""ADDR_COUNT_EN

next_step clk W e
LRN
m inst1 O
3
8
o
Program Counter Signal Generator
next_step _ mode iy
next_step C[0..4] o nol0T] > clo..4 mode - f [ > mode
Focat Reset cell_no_[0..1] RIW
o clk cell_gr
OQ__\Q—‘ — “3__.2”:_._. HV CELL_GR
inpt3 BIT _ BIT {QUTPUT —> BIT
> cell_no[0..1] JGITBLIT "Gl nofo. 1]

e TEST_ENABLE
SV

addr _count_en

WRITE_EN

READ_EN

: The Controller

Figure 8.6



137

TABLE 8.4: The Controller’s states and control silgnat each step of the test

Repeat for
r cell_no=0
to3

Repeat for
r cell_no=0
to3

Repeat for
> cell_no=0
to3

Repeat for
> cell_no=0
to3

algorithm
PHASE 1
PC state Control Signals
s/n|Algorithm Step 413[2|1]|0|mode| R/W [cell_gr| BIT
1 |writeOtogroupAcells 0] 0] 0] 0| O 0 0 0 0
2 |writeltogroupBcels | 0] 0| 0|0] 1 0 0 1 1
3 |read group A cells 0]0]JO0]J1]|O 0 1 0 0
4 |read group B cells 0j]0]J0f1]1 0 1 1 1
5 |write Oto cells Bi 0j]o0j1]0]f0 1 0 1 0
6 |read group A cells 01]0]1]0]1 0 1 0 0
7 |write 1to cells Bi 0Ojoj1]1fo0 1 0 1 1
8 |[read group A cells 0J]0]1]1]1 0 1 0 0
9 |[read cells Bi 0j1]j]0]0]O0 1 1 1 1
10 |write 1 to cells Ai 0Oj1j0]1f0O 1 0 0 1
11 |read group B cells 0l]1]0]1]1 0 1 1 1
12 |write Oto cells Ai 0Oj1j1]0]f0O 1 0 0 0
13 |read group B cells oOj1]1|(0]1 0 1 1 1
14 |read cells Ai oOf1f1]1]0 1 1 0 0
PHASE 2
PC state Control Signals
s/n|Algorithm Step 4|13(2|1|0|mode| R/W |cell_gr| BIT
1 |writeltogroupAcells | 1[0 0] 0|0 0 0 0 1
2 |writeOtogroupBcels | 1| 0[(0| 0] 1 0 0 1 0
3 |read group A cells 1({0j0|1|0 0 1 0 1
4 |read group B cells 1{0j0]1]|1 0 1 1 0
5 |write 1to cells Bi 11]0(1]0]|O0 1 0 1 1
6 |read group A cells 1/0[(1(0]1 0 1 0 1
7 |write Oto cells Bi 11]0]1]1]0 1 0 1 0
8 |read group A cells 1({0j1]1]|1 0 1 0 1
9 [read cells Bi 111(0]0|O0 1 1 1 0
10 [write Oto cells Ai 1]1({0]|1]|0 1 0 0 0
11 |read group B cells 1]11(0|1]1 0 1 1 0
12 |write 1 to cells Ai 1111|000 1 0 0 1
13 |read group B cells 1({1]1]0|1 0 1 1 0
14 |read cells Ai 1]1]1]1]0 1 1 0 1
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whennext_steps set to 1 the signalddr_count_ens set to 0 (within the next clock
cycle). This is essential because the Address @tremust receive the new signals
(corresponding to the new step under executiomp flee Controller before it starts
generating the new address sequence. For the sasmnt wheaddr_count_ens set
to 0 theREAD_ENandWRITE_ENsignals are also set to 0, prohibiting any openati
in the memory, because there is not a valid addessslable by the Address

Generator yet.

8.3.4 The Program Counter And The Signal Generator

The Program Counter mainly consists of seven Jgflitips as we can see in
Figure 8.7; five of them are related to the stditdhe PC while the other two form a 2-
bit counter which determines the current cell numisegnal cell_ng. The latter is
necessary to be included in the PC circuit becategs 5 to 9 and 10 to 14 of the
NLTF algorithm are repeated for every value ofslgmalcell_ng as it is presented in
Table 8.4.

Next, some observations will be made in order tdewstand more easily the PC
circuit. The five flip-flops that determine the 28&tes of the PC behave differently
than a normal 5-bit counter for the following tweasons:

Note that the PC does not behave like a typicait &dunter, for the following
two reasons:

a) A 5bit counter has 32 possible states, whichnséaat four of this states must
be skipped in order to take the required 28 statbs is achieved by the internal
signal jump, which is set to high when the next state (conmsidethe states as
numbers in increasing order) must be skipped. $kig operation occurs when the
PC state is moving from step 9 to 10 and from 1%.to

b) Steps 5 to 9 and 10 to 14 are repeated for exane of the signatell_na
Thus, the internal sign&®EPEATIs set to high when the PC state must return(ib 5
it is currently at state 9) or to 10 (if it is cently at state 14).

The Signal Generator, as we can see in Figurei8.8, simple combinational
circuit. It receives the 5-bit signal C from the RE€ input and generates the signals
mode R/W, cell_grandBIT.



139

mﬂ
2 vA_nmbl_ NAND: JKFF
2
next_step AND2 PR i PRN

clk clk

no_jump

inst10.

REPEAT

REPEAT

NO_REPEAT

Ci_ILAC2|

REPEAT

no_jump

Ci_ILAC2 |

UKFF

NANDZ

|QI c_end_|
inst18 NANDS

next_step HDV NO_REPEAT
inst25!

Jump

clk

trigg_in

[
Reset mYe Ve
ese 3 cc
©
<

The Program Counter

8.7

igure

F



140

C[0..4]

co

[¢7]

c3

NOR2

Cc1.0.C2.|

C2_0_C3_l

Ci1_A_C2_|

C1

C2. 0.cal

C1_A C2_|

NAND2

co
_l NAND2
C2.0.c3l @\
-
Inst48
co
NAND3
>
C1.0.C2 [ 7

c3

iNANDZ

c3_l

| Generator

igna

The S

Figure 8.8



141

8.4 BIST Circuit Validation

Aiming to validate its functionality, the proposBdST circuit was designed and
simulated in the Altera Quartus Il environment. Nexndicative simulation
waveforms are presented in order to demonstratepbeation of the proposed BIST
circuit. The waveforms are depicted in Figures @@ 8.10. In order to provide as
much information as possible, we present four pasu(two in each figure) at
different zoom levels. The main signals of the BISiTuit discussed in the previous
sections are presented. Note that for this vabdatask a simple 16x16 memory array

is considered.

8.5 Conclusions

In this Chapter we presented the design of a Buifelf Test (BIST) circuit that
implements the NLTF test algorithm presented in g##a6. At a first sense, the
algorithm appears to be rather complex, espectally to the fact that it divides the
memory cells in groups and each time requests sandy to the cells of one group.
However, according to the discussion above, thaahdmplementation of such a

BIST circuit is feasible and quite simple while t#ikcon area cost is very low.
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CHAPTER 9. CONCLUSIONS

The rapid evolution of semiconductor nanotechn@sdhe last 50 years resulted
in the development of very powerful digital intetg@ circuits (ICs) which nowadays
are present in almost any electronic device usexv@mnyday life. DRAMs are among
the most important components of the digital systeBue to the evolution of the
corresponding technologies, the storage capaciytlaa performance of DRAMs has
significantly increased the last decades.

However, like in all other IC types, modern DRAMsffser from increased
difficulty in testing. Due to the continuous incseain density and the memory cell’s
size shrinking, existing defect mechanisms arefossed and combined with new
ones, affecting modern DRAMs reliability. Thus, n@sting solutions are essential in
order to keep the testing procedure reliable armhatffordable time cost.

The contributions of this dissertation in the acd@DRAM memory testing are
summarized as follows:

1) The development of a new neighborhood type fuaracterization and/or
testing of folded DRAMs with the NPSF fault modbl taking into account the
physical design of the memory array. Due to th@psed neighborhood, that is called
A-Type neighborhood, a new test algorithm is congddidhat achieves a cost
reduction of 57.7% in test application time withspect to the well known
TLAPNPSFLT test algorithm that uses the classicefypNeighborhood. Moreover,
enhanced versions of the new algorithm, with pcatif the same cost in test
application time, can cover the NPSF faults comibimgh faults caused by the Bit-
Line influence and by the Word-Line capacitive dougp the latter are called NWSF
faults. Finally, a slightly more expensive versiofthe proposed test algorithm,
which is still cheaper by 53.6% compared to the PNPSF1T test algorithm, is able
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to cover NPSFs combined with NWSFs even in the wdwze both fault types appear
simultaneously.

2) The introduction of a new fault model, the NLM#ich targets the adjacent
memory cell interactions that are a reliability et in high density nanometer
DRAMs. The new fault model is established by coesity the two well-known
mechanisms underneath these interactions: the mmilghod leakage currents and the
cell state transitions. Regarding the traditioaailf models, the detection of faults due
to the combined influence of these fault generat@thanisms is either beyond their
capabilities (like in the case of the Coupling Eauhodel), or turns out to be an
excessively time consuming task (like in the cadsh@® NPSF model and the pertinent
test algorithms). On the other hand, the proposk@RNfault model enabled us to
develop a new test algorithm which covers thesésfamith a test application time
reduction that ranges from 68% to 87% with respeaetell known algorithms in the
literature that are also capable to detect them.

3) The study of the resistive open defects insiierhemory cells that are quite
frequent in DRAM memories. Our research on thisedetype, through electrical
simulations, revealed the existence of an importpghenomenon, the charge
accumulation, which significantly affects the fauttehavior of a cell with a resistive
open and, thus, plays an important role in tesprmacedures. Existing and widely
used test algorithms (like March algorithms) falgrovide high defect coverage of
resistive opens, since they do not consider chagmmulation. Based on the
outcome of our experiments, a new, fast test dlyoris proposed that enhances the
coverage of resistive open defects, under the pceseof Bit-Line imbalance
phenomena, by taking into account the charge aclatiow effect.

4) The development of a Built-In Self-Test (BISTijcait that implements the
NLTF test algorithm. BIST circuits are a very attige solution in memory testing.
The circuit has been designed and simulated inrdodealidate its functionality and
prove the ability to embed a quite complex tesbalgm in a BIST solution at a low
silicon area cost.

Our future plans are mainly focused towards twecedtions: i) expand our
research on resistive opens in order to take ictmount the Bit-Line capacitive
coupling effect as well, which significantly affedhe faulty behavior of the memory

cells, and ii) examine the ability to apply the n&awmlt models, test algorithms and
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methodologies on new memory types, like Magnetstesi RAMs (MRAMS) or
Resistive RAMs (RRAMSs) that have gained attentigntl®e next step in memory
technologies.
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