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Abstract

Katerina Ch. Pandremmenou

PhD, Department of Computer Science and Engineering, University of Ioannina, Greece.

June 2015.

Thesis Title: Resource Allocation and Visual Quality Estimation for Wireless Video Trans­

mission.

Thesis Supervisor: Lisimachos P. Kondi.

Providing the desired Quality of Service (QoS) as well as the maximum Quality of Expe-

rience (QoE) or improving the efficiency of H.264/AVC video transmissions over wireless

networks presents several challenges due to the characteristics of wireless networks,

such as limited bandwidth, time-varying channel conditions, heterogeneous users, etc.

In such networks, data are transmitted via the wireless radio medium, which is a shared

medium over which many users compete for resources. Due to the existence of many

users, it is important to allocate resources in a fair manner among them. Resource

allocation is applied under various network infrastructures such as cellular networks,

relay channels, ultrawideband networks etc.

In the present thesis, we restrict our attention to the problem of resource allocation

over wireless Visual Sensor Networks (VSNs), which consist of spatially distributed

video cameras that are capable of compressing and transmitting the video sequences

they acquire. Our goal is to ameliorate the video quality that reaches the end-user

through efficient resource management. Specifically, we consider a Direct-Sequence

Code Division Multiple Access (DS-CDMA) VSN, which employs a cross-layer design,

where each node has its individual requirements in compression bitrate and energy

consumption, depending on the characteristics of the monitored scenes.

The constraint that holds for each node of the network is that it has an available

bitrate that can be shared between source and channel coding and an available power

that can be used for video sensing, processing, and transmission. Hence, the source

coding rates, channel coding rates and power levels are the parameters that should

be optimally determined for each node, in an effort to tradeoff the video quality of

the received videos and system’s efficacy. The source and channel coding rates can

take discrete values, while for the power levels we assume both the cases of taking

continuous and discrete values.

In order to optimally and jointly allocate system resources to all nodes, we consider
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four optimization criteria. Two of them aim at video distortion minimization, while the

rest seek for a distribution rule that offers fair utility allocations. The first one, called

the Minimized Average Distortion (MAD), minimizes the overall average video distortion

of the network, neglecting fairness among the nodes. The second criterion, called the

Minimized Maximum Distortion (MMD), minimizes the maximum distortion among all

nodes of the network, promoting a rather unbiased treatment of the nodes. Since the

simultaneous maximization of the video qualities of all nodes is not possible, we also

apply cooperative game theory. Specifically, we use the Nash Bargaining Solution (NBS)

in order to pinpoint one of the infinite Pareto-optimal solutions, based on the stipulation

that the solution should satisfy four fairness axioms. An additional solution extracted

from the area of game theory that we utilize to the same problem of resource allocation

is the Kalai-Smorodinsky Bargaining Solution (KSBS), which has also to comply with

four fairness axioms, and is applied to non-convex utility spaces. For comparison

purposes, we also employ a criterion that Maximizes the Total system Utility (MTU)

achieved by all nodes of the network.

Special attention is also given to the solution methodology followed by all explored

optimization criteria. For the case where the power levels assume continuous values,

we propose the use of the Particle Swarm Optimization (PSO) algorithm, which is a com-

putational intelligence algorithm that draws inspiration from social dynamics. Also, we

introduce a hybrid algorithm, denoted as Hybrid Particle Swarm Optimization Active

Set (HPSOAS), which combines PSO with Active Set (AS) and aims at exploiting the

benefits of the two aforementioned methods, thereby increasing efficiency. For com-

parison reasons, the performance of the Interior Point (IP) and Trust Region Reflective

(TRR) methods is also evaluated to the same optimization problem, when all of the op-

timization criteria are used, except for the KSBS. The KSBS is found directly from the

graphical representations of the utility sets, by following a geometric approach. In an

effort to evaluate the results offered by each optimization criterion, we invoke four dif-

ferent fairness metrics: the first one considers both fairness and performance issues,

and the second one measures the ‘‘equality’’ of a resource allocation (equal utilities

for the nodes). The third metric computes the total system utility, while the last one

computes the total power consumption of the nodes.

Another piece of the current study is focused on the joint problem of Group Of Pic-

tures (GOP) length determination during the encoding process along with the allocation

of the nodes’ transmission parameters, where the objective function is indicated by the

MAD, NBS and MTU optimization criteria. In this case, we have to tackle a purely

discrete optimization problem as it results from the discrete source and channel coding

rates and the discrete power levels for each node of the network. In this vein, we use

the SARSA algorithm from the area of reinforcement learning.

Since in video transmissions over lossy networks quality degradation is inevitable,

a common practice is to ensure higher reliability of the crucial pieces of information

through the application of Unequal Error Protection (UEP). Such a scenario is also con-
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sidered in our research, where based on the Cumulative Mean Squared Error (CMSE)

we are able to prioritize the slices of the video sequences. In order to estimate the

CMSE, we propose the use of the Least Absolute Shrinkage and Selection Operator

(LASSO) regression method. A number of quality-relevant features are extracted from

the H.264/AVC video sequences and are given as input to LASSO. Based on the esti-

mated CMSE values, we group the video slices into four priority classes, we assign a

different channel coding rate to each of them, and simulate a video transmission sce-

nario over a noisy environment so as to investigate the performance of our proposed

approach.

In the last part of this thesis, we deal with the problem of perceptual video qual-

ity assessment. Particularly, we propose Reduced-Reference (RR) and No-Reference

(NR) models so as estimate the quality of H.264/AVC video sequences, in terms of the

Mean Opinion Score (MOS). A variety of perceptually-motivated features are examined

to account for the impact of coding artifacts, packet losses, and video content char-

acteristics. These features are employed for estimating video quality using the LASSO

regression technique, which utilizes a subset of the input features, by selecting only

those that have relatively higher impact on the process of video quality estimation.

For comparison purposes, the Ordinary Least Squares (OLS) and the Ridge regression

method combined with sequential Forward Feature Selection (FFS) are also applied.

In addition, performance measures as recommended by Video Quality Experts Group

(VQEG) are used in order to gauge the effectiveness of our proposed models.

In order to estimate subjective video quality, we usually deal with a large number

of features and a small sample set. Applying regression on complex datasets may lead

to imprecise solutions due to possibly irrelevant or noisy features as well as the effect

of overfitting. For this purpose, our research is extended to include a robust NR model

that has a good generalization capability to unseen data, for videos that are impaired

by both compression artifacts and packet losses. This model is able to improve the

per-sequence MOS estimation accuracy, by following a frame-level MOS estimation

approach, where the MOS estimate of a sequence is obtained by averaging the per-

frame MOS estimates, instead of performing regression directly at the sequence level.

Since it is impractical to obtain the per-frame MOS ground truth through subjective

experiments, we propose an objective metric able to do this task, which provides a

reliable indicator for the quality of each frame of a video, offering an intuition about its

individual contribution to the overall video quality score.
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Η παροχή της επιθυµητής ποιότητας των υπηρεσιών και της καλύτερης δυνατής ποιότητας

της εµπειρίας του χρήστη ή ακόµη η ϐελτίωση της αποδοτικότητας των µεταδόσεων σε

ασύρµατα δίκτυα, ϐιντεοακολουθιών που έχουν κωδικοποιηθεί µε το πρότυπο H.264/AVC,

παρουσιάζουν αρκετές προκλήσεις εξαιτίας των χαρακτηριστικών αυτών των δικτύων, όπως

για παράδειγµα το περιορισµένο εύρος Ϲώνης, οι χρονικά µεταβαλλόµενες συνθήκες του

καναλιού, οι ετερογενείς χρήστες κτλ. Σε τέτοια δίκτυα, τα δεδοµένα µεταφέρονται µέσω

ενός ασύρµατου, κοινόχρηστου µέσου, στο οποίο έχουν πρόσβαση πολλοί χρήστες. Οι

χρήστες αυτοί προσπαθούν να επωφεληθούν όσο το δυνατόν περισσότερο από τους διαθέσι-

µους πόρους του δικτύου και εποµένως είναι απαραίτητο να κατανείµουµε δίκαια τους

πόρους ανάµεσά τους. Η κατανοµή πόρων είναι ένα πρόβληµα που συναντάται σε διάφορες

υποδοµές δικτύων όπως κυψελωτά δίκτυα, κανάλια µε ενδιάµεσους, ϐοηθητικούς κόµβους,

δίκτυα υπερευρείας Ϲώνης κ.α.

Στην παρούσα διατριβή, εστιάζουµε στο πρόβληµα της κατανοµής πόρων σε ασύρµατα

δίκτυα οπτικών αισθητήρων, τα οποία απαρτίζονται από κάµερες που ϐρίσκονται τοπο-

ϑετηµένες σε διάφορα σηµεία και οι οποίες συµπιέζουν και µεταδίδουν τα ϐίντεο που

καταγράφουν. Ο στόχος µας είναι να ϐελτιώσουµε την ποιότητα του ϐίντεο που ϐλέπει

ο χρήστης, µέσω αποδοτικής διαχείρισης των πόρων του συστήµατος. Συγκεκριµένα,

ϑεωρούµε ένα δίκτυο οπτικών αισθητήρων πολλαπλής πρόσβασης µε διαίρεση κωδίκων και

χρήση άµεσης ακολουθίας, το οποίο χρησιµοποιεί ένα διαστρωµατικό σχεδιασµό, όπου ο

κάθε κόµβος του δικτύου έχει τις δικές του απαιτήσεις σε ϱυθµό bit για τη συµπίεση και

σε ενέργεια (ισχύ), ανάλογα µε τα χαρακτηριστικά των σκηνών που καταγράφει.

Ο ϱυθµός bit σε κάθε κόµβο του δικτύου ϑα πρέπει να µοιραστεί για την κωδικοποίηση

της πηγής και του καναλιού, ενώ η διαθέσιµη ισχύς ϑα χρησιµοποιηθεί για την κατα-

γραφή, επεξεργασία και µετάδοση των ϐιντεοακολουθιών. Εποµένως, ο ϱυθµός κωδικοποί-

ησης της πηγής, ο ϱυθµός κωδικοποίησης του καναλιού και η ισχύς αποτελούν τις

παραµέτρους οι οποίες ϑα πρέπει να εκτιµηθούν ϐέλτιστα για κάθε κόµβο του δικτύου, έτσι

ώστε να πετύχουµε το καλύτερο δυνατό ισοζύγιο µεταξύ της ποιότητας των λαµβανόµενων
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ϐιντεοακολουθιών και της απόδοσης του συστήµατος. Οι ϱυθµοί κωδικοποίησης πηγής

και καναλιού παίρνουν διακριτές τιµές, ενώ για τις ισχύς ϑεωρούµε δύο περιπτώσεις, ότι

δηλαδή µπορούνε να πάρουνε και συνεχείς και διακριτές τιµές.

Προκειµένου να κατανείµουµε ϐέλτιστα και από κοινού τους πόρους του συστήµατος

σε όλους τους κόµβους, ϑεωρούµε τέσσερα κριτήρια ϐελτιστοποίησης. Τα δύο από αυτά

αποσκοπούν στην ελαχιστοποίηση της παραµόρφωσης του ϐίντεο, ενώ τα υπόλοιπα δύο

αναζητούν έναν κανόνα που προσφέρει δίκαιες κατανοµές πόρων για κάθε κόµβο. Πιο συγ-

κεκριµένα, το πρώτο κριτήριο ελαχιστοποιεί τη µέση συνολική παραµόρφωση του δικτύου

(MAD), αγνοώντας ϑέµατα δικαιοσύνης ανάµεσα στους κόµβους. Το δεύτερο κριτήριο

ελαχιστοποιεί τη µέγιστη παραµόρφωση ανάµεσα σε όλους τους κόµβους του δικτύου

(MMD) και µεταχειρίζεται αµερόληπτα τους κόµβους. Επιπλέον, καθώς η ταυτόχρονη

µεγιστοποίηση της ποιότητας των ϐίντεο όλων των κόµβων δεν είναι δυνατή, εφαρµόζουµε

συνεργατική ϑεωρία διαπραγµάτευσης, χρησιµοποιώντας τη λύση διαπραγµάτευσης του

Nash (NBS) προκειµένου να επιλέξουµε µία από τις άπειρες ϐέλτιστες κατά Pareto λύσεις,

µε την προϋπόθεση ότι ϑα πρέπει να ικανοποιούνται τέσσερα αξιώµατα δικαιοσύνης.

Ακόµη, στο ίδιο πρόβληµα χρησιµοποιούµε άλλη µία λύση από τη ϑεωρία παιγνίων, τη

λύση διαπραγµάτευσης των Kalai-Smorodinsky (KSBS), η οποία ϑα πρέπει επίσης να

ικανοποιεί τέσσερα αξιώµατα δικαιοσύνης, και η οποία στην περίπτωσή µας εφαρµόζεται

σε µη-κυρτούς χώρους ωφέλειας. Για λόγους σύγκρισης, χρησιµοποιούµε ακόµη ένα

κριτήριο που µεγιστοποιεί τη συνολική ωφέλεια του συστήµατος (MTU) που επιτυγχάνεται

από όλους τους κόµβους του δικτύου.

Ιδιαίτερη προσοχή δίνουµε επίσης στη µεθοδολογία που ακολουθείται για την εξεύρεση

λύσης, χρησιµοποιώντας κάθε ένα από τα προαναφερθέντα κριτήρια. Στην περίπτωση που

οι ισχύς παίρνουν συνεχείς τιµές, προτείνουµε τη χρήση του αλγορίθµου ϐελτιστοποίησης

σµήνους σωµατιδίων (PSO), ο οποίος είναι ένας αλγόριθµος υπολογιστικής νοηµοσύνης

εµπνευσµένος από τη ϕύση. Επίσης, εισάγουµε έναν υβριδικό αλγόριθµο, τον υβριδικό

αλγόριθµο ϐελτιστοποίησης σµήνους σωµατιδίων ενεργού συνόλου (HPSOAS), ο οποίος

συνδυάζει τον αλγόριθµο PSO µε τον αλγόριθµο ενεργού συνόλου (AS). Ο αλγόριθµος

HPSOAS εκµεταλλεύεται τα πλεονεκτήµατα και των δύο προαναφερθέντων αλγορίθµων

κι εποµένως πετυχαίνει καλύτερη απόδοση. Για λόγους σύγκρισης, αξιολογούµε την

απόδοση των µεθόδων interior point (IP) και trust region reflective (TRR) στο ίδιο πρόβληµα

ϐελτιστοποίησης, χρησιµοποιώντας καθένα από τα κριτήρια ϐελτιστοποίησης, εκτός από

το KSBS, το οποίο υπολογίζεται απευθείας από τις γραφικές αναπαραστάσεις των συνόλων

ωφέλειας, ακολουθώντας µία γεωµετρική προσέγγιση. Σε µια προσπάθεια να αξιολογήσουµε

τα αποτελέσµατα που προκύπτουν χρησιµοποιώντας κάθε κριτήριο ϐελτιστοποίησης, χρησι-

µοποιούµε τέσσερις διαφορετικές µετρικές δικαιοσύνης. Η πρώτη από αυτές συνυπολογίζει

ϑέµατα δικαιοσύνης και απόδοσης, ενώ η δεύτερη µετράει την ‘ισότητα’ της κατανοµής των

πόρων (ίσες ωφέλειες για τους κόµβους). Η τρίτη µετρική υπολογίζει τη συνολική ωφέλεια

του συστήµατος και η τέταρτη τη συνολική κατανάλωση ενέργειας από τους κόµβους.

΄Ενα άλλο κοµµάτι της τρέχουσας µελέτης εστιάζει στο πρόβληµα του καθορισµού του

ϐέλτιστου µήκους της οµάδας των εικόνων (GOP) σε συνδυασµό µε το πρόβληµα της
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κατανοµής των πόρων στους κόµβους του δικτύου. Στην περίπτωση αυτή, η συνάρτηση

ϐελτιστοποίησης υποδεικνύεται από τα κριτήρια MAD, NBS και MTU, όπου έχουµε να

επιλύσουµε ένα διακριτό πρόβληµα που προκύπτει από τις διακριτές τιµές των ϱυθµών

κωδικοποίησης πηγής και καναλιού καθώς επίσης και τις διακριτές τιµές των ισχύων.

Για την επίλυση αυτού του προβλήµατος χρησιµοποιούµε τον αλγόριθµο SARSA από την

περιοχή της ενισχυτικής µάθησης.

Καθώς κατά τις µεταδόσεις ϐίντεο σε απωλεστικά δίκτυα η υποβάθµιση της ποιότητας

είναι αναπόφευκτη, µία κοινή πρακτική είναι να εξασφαλίζουµε υψηλότερη αξιοπιστία

στα σηµαντικά κοµµάτια πληροφορίας εφαρµόζοντας άνιση προστασία από λάθη (UEP).

Στην παρούσα διατριβή ϑεωρούµε ένα τέτοιο σενάριο, όπου µε ϐάση το αθροιστικό µέσο

τετραγωνικό σφάλµα (CMSE) δίνουµε προτεραιότητα στα επιµέρους κοµµάτια των ϐιν-

τεοακολουθιών. Προκειµένου να εκτιµήσουµε το CMSE, προτείνουµε τη χρήση της least

absolute shrinkage and selection operator (LASSO) µεθόδου παλινδρόµησης. Πιο συγ-

κεκριµένα, εξάγουµε ορισµένα χαρακτηριστικά από τις ϐιντεοακολουθίες που έχουν κωδικο-

ποιηθεί µε το πρότυπο H.264/AVC και τα οποία σχετίζονται µε την ποιότητα του ϐίντεο.

Στη συνέχεια, τα χαρακτηριστικά αυτά τροφοδοτούν το LASSO προκειµένου να εκτιµήσουµε

το CMSE, όπως αυτό προκύπτει από κάθε πιθανή απώλεια ενός τµήµατος της ϐιντεοακολου-

ϑίας. Με ϐάση τις εκτιµώµενες τιµές για το CMSE, οµαδοποιούµε τα επιµέρους κοµµάτια

του ϐίντεο σε τέσσερις οµάδες προτεραιότητας και αναλόγως, αναθέτουµε διαφορετικούς

ϱυθµούς κωδικοποίησης του καναλιού σε κάθε µία από αυτές. Τέλος, προσοµοιώνουµε

ένα σενάριο µετάδοσης ϐιντεοακολουθιών σε ένα ενθόρυβο περιβάλλον προκειµένου να

µελετήσουµε την αποτελεσµατικότητα της προτεινόµενης προσέγγισης.

Στο τελευταίο τµήµα της διατριβής ασχολούµαστε µε το πρόβληµα της εκτίµησης της

ποιότητας του ϐίντεο όπως την αντιλαµβάνεται ο χρήστης. Συγκεκριµένα, προτείνουµε

µοντέλα που έχουν µειωµένη ή και καθόλου πρόσβαση στην αρχική ϐιντεοακολουθία

προκειµένου να εκτιµήσουµε την ποιότητα των ϐιντεοακολουθιών που ϕτάνουν στο χρήστη,

µέσω του mean opinion score (MOS). Μελετάµε µία µεγάλη ποικιλία χαρακτηριστικών που

σχετίζονται µε την ποιότητα του ϐίντεο όπως την αντιλαµβάνεται ο χρήστης και τα οποία

αντικατοπτρίζουν τις παραµορφώσεις λόγω της συµπίεσης και των απωλειών πακέτων

καθώς επίσης και τις ιδιαιτερότητες του ϐίντεο. Κατόπιν, τα χαρακτηριστικά αυτά χρησι-

µοποιούνται από το LASSO για να εκτιµήσουµε την ποιότητα του ϐίντεο. Το LASSO έχει

την ικανότητα να χρησιµοποιεί ένα υποσύνολο από τα αρχικά χαρακτηριστικά, και συγ-

κεκριµένα εκείνα τα οποία έχουν συγκριτικά µεγαλύτερο αντίκτυπο στη διαδικασία της

εκτίµησης της ποιότητας των ϐιντεοακολουθιών. Για λόγους σύγκρισης, εφαρµόζουµε τις

µεθόδους παλινδρόµησης των ελαχίστων τετραγώνων (OLS) και τη Ridge σε συνδυασµό µε

µία τεχνική ακολουθιακής εµπρόσθιας επιλογής χαρακτηριστικών (FFS). Ακόµη, για να

µετρήσουµε την αποδοτικότητα των µοντέλων που προτείνουµε χρησιµοποιούµε κάποιες

µετρικές απόδοσης, όπως προτάθηκαν από το video quality experts group (VQEG).

Συχνά, σε προβλήµατα εκτίµησης της υποκειµενικής ποιότητας του ϐίντεο ερχόµαστε

αντιµέτωποι µε ένα µεγάλο αριθµό χαρακτηριστικών και µε ένα µικρό µέγεθος παρατηρήσε-

ων. Εάν εφαρµόσουµε παλινδρόµηση σε σύνθετα σύνολα δεδοµένων ενδέχεται να οδηγηθού-
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µε σε µη ακριβείς λύσεις εξαιτίας της ύπαρξης κάποιων άσχετων χαρακτηριστικών ή

χαρακτηριστικών που αποτελούν ουσιαστικά ϑόρυβο για το πρόβληµά µας ή ακόµη εξ-

αιτίας του προβλήµατος της υπερπροσαρµογής. Γι΄ αυτό το λόγο επεκτείνουµε την έρε-

υνα µας και εισάγουµε ένα εύρωστο µοντέλο χωρίς αναφορά, το οποίο παρουσιάζει καλή

γενικευτική ικανότητα σε άγνωστα δεδοµένα, για ϐιντεοακολουθίες που πλήττονται από

παραµορφώσεις εξαιτίας της συµπίεσης και των απωλειών πακέτων. Το µοντέλο που

προτείνουµε ϐελτιώνει την ακρίβεια εκτίµησης του MOS ολόκληρης της ακολουθίας, κάνο-

ντας εκτιµήσεις για το MOS κάθε καρέ. Αξίζει να σηµειωθεί ότι το MOS ολόκληρης της

ακολουθίας προκύπτει ως ο µέσος όρος των εκτιµήσεων των MOS όλων των καρέ, κι όχι

εφαρµόζοντας παλινδρόµηση απευθείας σε επίπεδο ακολουθίας. Καθώς δεν είναι πρακ-

τικό να λάβουµε το πραγµατικό MOS όλων των καρέ κάνοντας πειράµατα µε χρήστες, αντ΄

αυτού προτείνουµε µία αντικειµενική µετρική η οποία παρέχει µια αξιόπιστη ένδειξη για

την ποιότητα κάθε καρέ του ϐίντεο δίνοντας συγχρόνως µια εικόνα για τη συνεισφορά του

στο συνολικό σκορ της ποιότητας του ϐίντεο.
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Chapter 1

Introduction

1.1 Overview

1.2 Thesis Contribution

1.3 Thesis Layout

1.1 Overview

N
owadays, multimedia video streaming has become increasingly popular and

more and more users join the end-system over a wireless environment. How-

ever, due to the characteristics of wireless networks such as heterogeneous

wireless users, high error rate, limited bandwidth, multiple transmission rates, time-

varying channel conditions and dynamic network users, providing the desired Quality

of Service (QoS) as well as the maximum Quality of Experience (QoE) or even improving

the efficiency for H.264/Advanced Video Coding (AVC) video transmissions over wireless

networks presents several new challenges.

In a wireless network, data are transmitted via the wireless radio medium. Node

mobility causes bandwidth fluctuations due to differences in channel quality. Even if

the wireless station is stationary, its wireless bandwidth may fluctuate due to multi-

path fading, co-channel interference, and noise disturbances. Bandwidth fluctuations

represent the main challenges of real-time video streaming over wireless networks. For

this reason, a cross-layer design is needed for video streaming in wireless networks [69].

Most wireless networking solutions are designed around the layered protocol archi-

tecture that forms the foundation of networking design, and thus, they are not always

able to provide adequate support for multimedia applications. In a layered architec-

ture, like the seven-layer Open Systems Interconnection (OSI) model, each protocol

layer completes a specific task with only the information from the layer below it and
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then provides the processed information only to the next layer above. This sort of

layered architecture is beneficial in that it grants flexibility to the designers to modify

one layer without disrupting the rest of the overall system, and it has been proved to

be successful with wired networks. However, with the rapid growth of wireless net-

works, the question arises as to whether this architecture is still optimal for this kind

of networks as well [159], due to their time-varying nature that leads to errors due to

multipath fading and co-channel interference.

A wireless sensor network is a wireless network consisting of spatially distributed

autonomous devices using sensors to monitor physical or environmental conditions.

Initially, such networks were mainly concerned with the transmission of unidimen-

sional signals (e.g., temperature, sound, etc). Nowadays, their applications have been

expanded to the transmission of visual data, such as images or videos. This type of

wireless sensor networks that conveys visual data is the well-known Visual Sensor

Network (VSN), on which we spend a large portion of our research.

In VSNs, each node is equipped with a camera for imaging different fields of view

and detecting events of interest. VSNs support a plethora of applications, ranging

from security and teleconference systems to environmental monitoring [181]. Security

monitoring includes the surveillance of large areas such as motorways, airports, banks,

and other public or private places, mainly for the prevention of unpleasant events

or illegal activities. Environmental monitoring is concerned with the monitoring of

natural environment in remote locations where human presence is often impossible.

These monitoring systems deter illegal construction, logging, hunting, etc. Concerning

teleconference systems, they enable users to participate remotely in events of interest,

such as attending a meeting or a lecture that is taking place in a different location, or

even virtually visit an exhibition or a museum.

Therefore, it is evident that the nodes of the VSN monitor scenes with different

motion activity. For example, some nodes may be imaging scenes with high levels of

motion, while some other nodes may record low-motion scenes. Since VSN applications

are related with video delivery, the demands for resources are particularly increased.

On the contrary, wireless video communications suffer from a number of network re-

source constraints, including bandwidth, energy and computational complexity limita-

tions. Data imaging, processing and transmission are recognized as power-consuming

operations that can affect the performance of VSNs. Also, the available bitrate for video

transmission can be limited in a wireless channel due to limited bandwidth and adverse

channel conditions. Therefore, the main challenge in wireless VSNs is the coordinated

behavior of each node constituting the network, such that it maximizes the overall

system performance within the various resource constraints.

In the context of our research, we consider a Direct-Sequence Code Division Multiple

Access (DS-CDMA) VSN, where the sensor nodes communicate directly with a central

processing server, called the Centralized Control Unit (CCU), and they exchange infor-

mation in order to achieve the ideal tradeoff between the transmitted video quality and
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Figure 1.1: A wireless VSN environment.

energy consumption. Figure 1.1 depicts a wireless VSN environment.

Each node of the considered VSN has an available power that can be used for video

sensing, processing, and transmission. Transmission powers have to be high enough

to guarantee video reception with an acceptable visual quality. On the other hand,

they have to be low enough to prevent increased interference and to prolong the battery

lifetime of the battery-operated nodes, increasing the energy efficiency and maximizing

the lifetime of the network. In light of this, an efficient allocation of the transmission

parameters among all nodes of the VSN becomes crucial in order to achieve the dual

goal of energy saving and visual quality assurance.

However, the question that arises is how video quality is defined for a specific ap-

plication? A thorough understanding of visual quality as it is perceived by the human

eye is necessary in order to meet the QoE requirements of many modern multimedia

communication systems. In any processing or transmission of visual information, the

ultimate judge is the human observer, and due to this, subjective assessment is con-

sidered the most reliable source of evaluation, providing the ground truth. However,

this approach is not practical for applications that involve automatic control and ad-

justment of machine parameters as well as it entails a lot of extra limitations, resulting

mainly in financial cost. Due to this, over the last decades a large effort is devoted to de-

veloping objective metrics able to evaluate video quality automatically, targeting at the

reliable and accurate modeling of subjective Video Quality Assessment (VQA). Never-

theless, in spite of the great number of objective metrics developed for this purpose, the

majority of them attempt to modify the Mean Squared Error (MSE) measure, which is a

mathematical error measure that does not consider the Human Visual System (HVS),

and is therefore not an accurate measure of perceptual quality. Consequently, it is

highly desirable to derive efficient objective metrics that are consistent with subjective

ratings.
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A classification of the objective metrics can be made on the basis of the reference

information they use for quality estimation. Some of them have access to both of the

original and impaired versions of a video, some others have access to the impaired video

sequence and key features of the original video, while there are also some metrics that

are allowed to access only the impaired video sequence. Evidently, the more limited

the available input information, the more challenging the video quality estimation can

be [172].

Quality of visual media can get degraded during capture, storage, transmission,

reproduction and display due to distortions that might occur at any of these stages.

Nonetheless, most objective metrics model impairments related exclusively to video

compression, while there are also some other metrics that are concerned with the vi-

sual effects of packet losses during wireless transmissions. Even fewer are those met-

rics that take into account both compression artifacts and transmission impairments,

simulating a more realistic scenario of video transmission over wireless networks.

1.2 Thesis Contribution

In this thesis, we mainly elaborate on two different axes: i) resource allocation over

wireless visual sensor networks and ii) objective metrics for video quality assessment.

The specific contributions in each direction are described below.

First of all, we develop a flexible cross-layer design in order to overcome possible

network latency problems and improve the real-time response of the considered DS-

CDMA VSN. The proposed scheme operates over the whole range of layers, allowing

them to exchange information, regardless of their position in the considered layered

hierarchy. More specifically, the particular design operates across the physical, data

link, network and application layers. The layer collaboration is controlled by the CCU,

which communicates with all nodes, receiving their data and requesting changes in

their transmission parameters according to their unique, content-aware needs for re-

sources.

Each node of the network has a fixed bitrate that can be shared between source

and channel coding. Source coding aims at video representation with the smallest

number of bits, removing redundant information from the video bitstreams. On the

contrary, channel coding attempts to increase the reliability of video transmissions,

and for this purpose, redundant bits are added to the video bitstreams. Additionally,

each node has also an available power in order to be used for video sensing, processing

and transmission. Hence, the source coding rates, channel coding rates and power

levels are the parameters that should be optimally determined, under certain modeling

conditions, in an effort to tradeoff the video quality of the received videos and system

efficacy.

In order to optimally and jointly allocate system resources to all nodes, we consider

two quality-based optimization criteria aiming at video distortion minimization. The
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first one, called the Minimized Average Distortion (MAD), minimizes the overall average

video distortion of the network, neglecting fairness among the nodes. The second

criterion, called the Minimized Maximum Distortion (MMD), minimizes the maximum

distortion among all nodes of the network, promoting a rather unbiased treatment

of the nodes. Moreover, we consider an alternative scheme that maximizes the total

system utility achieved by all nodes of the network and is called the Maximized Total

Utility (MTU). As it is declared by its name, the specific optimization criterion leads

to the maximum sum of the wireless stations qualities, while the quality differences

among the wireless stations are significant.

In addition, game theorists have proposed several bargaining solutions so as to

resolve similar resource allocation problems. The Nash Bargaining Solution (NBS)

was the first among many bargaining solutions. This solution, based on its set of

fairness axioms, provides a fair and efficient way for distributing resources. In light

of this, except for the above quality-based optimization criteria, we apply cooperative

game theory to deal with the problem of resource allocation, by using the NBS. Since

the simultaneous maximization of the video qualities of all nodes is not possible, we

employ the NBS so as to pinpoint one of the infinite Pareto-optimal solutions (i.e.,

solutions that are jointly preferred by all nodes, meaning that it is impossible for a

node to increase its utility, without another node to decrease its own), based on the

stipulation that the solution should satisfy four fairness axioms. Specifically, this

solution promises fairness for all nodes, taking into account the amounts of motion

in the videos they capture. Besides NBS, we also employ another solution extracted

from game theory. The Kalai-Smorodinsky Bargaining Solution (KSBS) is applied to

non-convex utility spaces, in order to find a fair utility allocation resulting from the

optimal determination of the nodes’ transmission parameters, considering a number of

assumptions and constraints.

All of the schemes we examine in this study optimize a function of the video qualities

of the nodes, while the methodology applied to each of these schemes in order to provide

an optimal (or near optimal) solution that complies with the considered constraints is

a significant issue that has attracted our interest. In our considered problem formula-

tion, we assume that for each node, the power level is continuous and bounded, while

source coding rate retains discrete values, since channel coding rate can take values

only within a finite discrete set [61]. Hence, for the purpose of solving the optimiza-

tion problems, we suggest the use of the Particle Swarm Optimization (PSO) algorithm,

which is a computational intelligence approach that draws inspiration from social dy-

namics. This methodology is applied to all of the aforementioned criteria, except for

the KSBS, which is derived by following a novel geometric approach, directly from the

graphical representations of the nodes’ utility sets.

The performance of PSO is compared to the performance of three deterministic

optimization methods, which are used as benchmarks, such as Active Set (AS), Inte-

rior Point (IP) and Trust Region Reflective (TRR). The conducted statistical tests show
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that PSO greatly outperforms these classical deterministic algorithms, offering strong

motivation for its use as the main optimizer in our research. In addition, motivated

by the promising performance of hybrid algorithms that combine population-based

approaches with deterministic schemes, we also consider a hybrid algorithm that com-

bines PSO with AS. The new algorithm, denoted as Hybrid Particle Swarm Optimization

Active Set (HPSOAS), is designed to exploit the benefits of both PSO and AS, thereby

increasing efficiency.

However, there is no single scheme that maximizes the video quality of each node

simultaneously. In fact, all presented schemes are able to provide Pareto-optimal so-

lutions. Thus, it is not clear which scheme results in the best resource allocation for

the whole network. Although the general feeling tends to associate fairness with equal-

ity, researchers disagree as to what should be equalized. Sometimes, it is desirable

to achieve similar utilities for all nodes of the network, while some other times the

goal is an equal utility penalty for all nodes relative to the maximum achievable utility.

Additionally, there are cases where the challenge is a high total utility allocation, cumu-

latively for all nodes, considering the available network resources, channel conditions,

participating nodes and video content characteristics.

To handle the resulting tradeoffs, in the current research we examine four metrics

that investigate fairness and efficiency under different perspectives. Specifically, we

apply a metric that considers both fairness and performance issues, and another metric

that measures the ‘‘equality’’ of a resource allocation (equal utilities for the nodes). The

third metric computes the total system utility, while the last metric computes the total

power consumption of the nodes. Ideally, a desirable scheme would achieve high total

utility while being equally fair to all nodes and requiring low amounts of power, at the

same time.

Since the errors that occur during wireless multimedia transmissions in conjunction

with the lossy source coding techniques deteriorate the quality of the video sequences

at the decoder, careful treatment is required during video encoding in order to acquire

high coding performance and robustness to transmission errors, so as to ensure high

end-to-end video quality. In this context, another aspect of our research concerns the

cross-layer resource allocation problem among the nodes of a wireless VSN, dealing

with the optimal Instantaneous Decoding Refresh (IDR) frame placement during the

encoding process, based on the motion level included in each video sequence, at the

same time. In this case, we have to tackle a discrete optimization problem, since all

nodes’ transmission parameters, i.e., source coding rates, channel coding rates, power

levels and Group Of Pictures (GOP) lengths can all take discrete values.

The increased problem’s dimensionality that comes from some assumptions regard-

ing the possible choices for the values of the power levels and GOP lengths as well as

the various motion levels included in the scenes captured by the nodes, motivate us

to adopt a Reinforcement Learning (RL) scheme, which allows the controller (CCU) to

make optimal decisions in unknown environments with very large or continuous state
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spaces. Specifically, we use the tabular SARSA algorithm, which constructs a map

that allows us to explore the best parameters with the minimum effort, starting by any

randomly selected parameters’ combination. Therefore, once the optimal parameters

are selected video quality enhancement is observed.

In the same context of assuring high end-to-end video quality in wireless video trans-

missions, we consider a scenario where H.264/AVC video sequences are transmitted

over an Additive White Gaussian Noise (AWGN) channel. Evidently, slice losses occur

and they negatively affect perceptual video quality. Since the contents of some parts

of a video are considered to be more important than others, better protection should

be provided to ensure higher reliability of the crucial pieces of information. For this

purpose, Unequal Error Protection (UEP) is applied to accommodate for receivers with

poor link quality and assure a more graceful video degradation. In our consideration,

we apply a Quartile-Based Prioritization (QBP) scheme, classifying slices into four pri-

orities, based on the Cumulative MSE (CMSE) index. This index is employed in order to

account for the impact of individual slice losses on video quality, by accurately describ-

ing the error propagation within a GOP. It is computed by systematically discarding one

video slice at each time and summing the MSE of the current and subsequent frames

in the same GOP.

Having collected the actual CMSE values for each slice, we propose the use of the

Least Absolute Shrinkage and Selection Operator (LASSO) regression method in order to

estimate CMSE. A number of quality-relevant features extracted from the H.264/AVC

video sequences are given as input to LASSO, which is able to keep a subset of the

features that have the strongest effects towards video quality, producing accurate CMSE

estimations, at the same. Therefore, based on the measured and estimated CMSE

values, we classify the slices into four priorities, aiming at the assignment of a different

channel coding rate to each differently prioritized class, so as to enhance in this way

the video quality that reaches the end user.

It is commonly accepted that the automatic estimation and control of video quality

is highly desirable so as to satisfy the needs for high end-to-end QoE. Thus, objective

metrics have greater potential, especially for real-time quality monitoring of video com-

munication systems. Since degradation of perceptual video quality occurs due to both

lossy video encoding and transmission errors, there is the need for the development of

a perceptual video quality model able to estimate possible video degradations due to

both these sources of distortion.

In light of this, we propose Reduced-Reference (RR) and No-Reference (NR) models

for estimating the quality of H.264/AVC video sequences, affected by both compression

artifacts and transmission impairments. The proposed models are based on a feature

extraction procedure, where a large number of perceptually-motivated features are ex-

amined to account for the impact of coding artifacts, packet losses, and video content

characteristics. The feature observations are given as input to the LASSO regression

method in order for the latter to indicate those features that have the strongest ef-
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fects towards video quality, and using only them to produce video quality estimates.

Additionally, for evaluating the efficiency of LASSO in terms of both model’s sparsity

and estimation accuracy, we also employ the Ordinary Least Squares (OLS) regression

method as well as Ridge, where before applying this latter method a feature selection

preprocessing takes place.

In supervised learning regression problems, we usually deal with a large number of

features and a small sample set. Therefore, applying regression on complex datasets

may lead to imprecise solutions due to possibly irrelevant or noisy features as well

as the effect of overfitting. In this context, in an effort to establish a robust regression

model that generalizes well to unknown data and to increase the estimation accuracy of

visual quality, we propose a frame-level quality estimation approach, where the quality

estimate of a sequence is obtained by averaging the per-frame quality estimates, instead

of performing regression directly at the sequence-level. Moreover, as it is impractical to

obtain the per-frame quality ground truth through subjective experiments, we propose

an objective metric able to do this task.

1.3 Thesis Layout

The rest of this thesis is structured as follows: In Chapter 2 we overview the works

that are related to the topics and particular problems discussed in the current study.

In Chapter 3 we elaborate on the continuous resource allocation problem of a wireless

VSN and how it is tackled through the use of the MAD, MMD, NBS, KSBS and MTU

optimization criteria, along with their variants. Also the same chapter, discusses the

optimization solvers used, including PSO, AS, IP, TRR and the proposed hybrid method

HPSOAS. Furthermore, a part of this chapter is devoted to the fairness and efficiency

investigation of the solutions provided by each of the optimization criteria, under dif-

ferent perspectives. In Chapter 4, we discuss our approach of considering the optimal

GOP length during encoding in combination with a discrete resource allocation prob-

lem. The SARSA algorithm is analyzed as well, as it is used for tackling the specific

problem. Chapter 5 presents the scenario of video transmission over an AWGN channel,

where UEP is applied based on the estimated CMSE, which results through the use of

LASSO. The proposed RR and NR metrics for estimating perceptual video quality are

introduced in Chapter 6, where the LASSO regression framework is also presented. In

the same chapter, OLS and Ridge are also discussed. Chapter 7 presents an approach

for further improving perceptual video quality estimates as well as stepwise regression

is meticulously described. Finally, Chapter 8 summarizes this thesis and overviews

directions for future work.
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Chapter 2

Background and Related Work

2.1 Network Layer Designs

2.2 Resource Allocation using Quality-Based Criteria

2.3 Resource Allocation using Game-Theory

2.4 Fairness Investigation

2.5 Metaheuristics in Resource Allocation

2.6 Reinforcement Learning in Resource Allocation

2.7 Unequal Error Protection for Enhanced Video Quality

2.8 Automatic Video Quality Assessment

R
ecent advances in micro-electro-mechanical systems, wireless communica-

tions, and digital electronics have enabled the development of low-cost, low-

power, multifunctional sensor nodes that are small in size and communicate

untethered in short distances [13]. As the use of wireless local area networks spreads

beyond simple data transfer to bandwidth intense, delay-sensitive, and loss-tolerant

multimedia applications, addressing QoS issues become extremely important [198].

In the current research, we consider a Direct-Sequence Code Division Multiple Ac-

cess (DS-CDMA) [49] wireless Visual Sensor Network (VSN), under a centralized topol-

ogy, where the nodes are spatially distributed. They contain low-weight smart cameras

capable of processing and fusing images of a scene from a variety of viewpoints into

some form more useful than the individual images. A Centralized Control Unit (CCU)

collects all the video data and network statistics and makes the resource allocation

decision for each node. The nodes send only input and receive output, since all data

processing is performed at the central computer.
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The policy applied in our study is based on a cross-layer multi-node optimization

design that accounts for the overall system performance through all network layers

and differs from usual layered network architectures like the Open Systems Intercon-

nection (OSI) [39], and the Transmission Control Program/Internet Protocol (TCP/IP)

models [190]. Particularly, it is responsible for the optimal determination of the source

coding rates, channel coding rates, and power levels at the application layer, data link

layer, and physical layer, respectively, while the CCU lies at the network layer.

2.1 Network Layer Designs

Networks in general, and the Internet in particular, make use of what are sometimes

called protocol stacks or layered protocols. The motivating factor for the use of a layered

architecture is the incredible diversity of systems and physical devices. The basic idea is

that each layer is responsible for a particular kind of functionality. Each layer depends

on the layers below it for other functions, and provides services to the layers above

it. One major goal of a layered architecture is to factor out various services so that

a given service can be used by multiple versions of the layer above it and can make

use of multiple versions of the layer below it. The OSI reference model [39] consists of

seven layers that is, the physical, data link, network, transport, session, presentation

and application layers, from lowest to highest. Each of these successive layers includes

wrapping of the functionalities of the lower layers that are made available as information

to the above layer.

The internet protocol suite is the set of communication protocols used for the Inter-

net and similar networks, and it is generally the most popular protocol stack for wide

area networks. It is commonly known as TCP/IP [190], because of its most important

protocols: transmission control protocol and internet protocol, which were the first net-

working protocols defined in this standard. TCP/IP provides end-to-end connectivity

specifying how data should be formatted, addressed, transmitted, routed and received

at the destination. It has four abstraction layers, which are used to sort all internet

protocols according to the scope of networking involved [2, 3]. From lowest to highest,

these layers are: network access, internet, transport and application.

In a layered network design, each layer acts independently of the way that the lower

layer is implemented and how its services perform [39]. Owing to this characteristic, it

is clear that each layer could be optimized independently. However, there is evidence

that the joint optimization of the layers, namely the cross-layer optimization in wireless

networks helps to significantly improve performance.

Cross-layer optimization is an escape from the pure waterfall-like concept of the

OSI communication model with virtually strict boundaries between layers. The cross-

layer approach transports feedback dynamically via the layer boundaries to enable

the compensation for e.g. overload, latency or other mismatch of requirements and

10



resources by any control input to another layer. Such a scheme allows communication

between layers by permitting one layer to access the data of another layer to exchange

information and enable interaction. For example, having knowledge of the current

physical state will help a channel allocation scheme or Automatic Repeat Request (ARQ)

strategy at the Medium Access Control (MAC) layer in optimizing tradeoffs and achieving

throughput maximization. Recent research has shown that cross-layer optimization

leads to improved multimedia performance over existing wireless networks [198, 96,

100, 98, 80, 75, 196, 191, 128, 19, 20, 97, 157].

Our study adopts a cross-layer design, where the physical layer, data link layer,

network layer, and application layer are allowed to cooperate with each other with the

goal of overcoming the delay difficulties and improve the QoS of real-time applications.

Indeed, the majority of VSN applications require real-time data from sensor nodes [181],

i.e., data shall be transmitted from nodes to the end-user within an extremely limited

time frame, such that the total transmission delay is imperceivable. Yet, there are some

negative factors that affect real-time system performance. Data imaging, processing,

and transmission, in conjunction with the constraints that govern wireless channels

(e.g., available bandwidth or bitrate, modulation scheme, video coding standard, wire-

less access method) can dramatically slow down real-time system response, thereby

deteriorating the overall efficiency of the VSN.

Wireless channels are generally unreliable due to frequent errors that occur during

wireless data transmissions. Thus, if our primary concern is to maintain a good level of

video quality, we should aim at maintaining a low transmission Bit Error Rate (BER).

To this end, suitable dynamic adjustment of sensor nodes’ transmission parameters is

required to maximize VSN performance. Specifically, each sensor node has a bitrate

that can be used for both source coding and channel coding, while it also has an

amount of power necessary for sensing, processing, and transmission of the captured

data. Hence, the source coding rate, channel coding rate, and power constitute the

transmission parameters of each node. Naturally, each node compresses the captured

data at a different source coding rate according to the detected amount of motion in

each scene. Thus, channel coding rate shall be different for each node. Under a total

bitrate constraint, a higher source coding rate results in a lower channel coding rate,

and consequently, higher levels of power are required for data transmission due to the

lower protection from channel errors.

Data transmission is scourged mainly due to multi-path fading, shadowing at the

physical layer, and co-channel interference at the MAC layer [13]. Hence, channel

coding is used to increase the reliability of the transmissions. ARQ and Forward Error

correction (FEC) are two widely used schemes, suitable for error-correction over wireless

channel transmissions [216]. The former scheme is based on the retransmission of

missing data packets. Its weak points are the need for a feedback channel and the time

required for recovering missing packets, which impose significant limitations in real-

time applications. Instead, FEC schemes can tolerate some amount of losses, allowing
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data transmissions under lower power consumption. However, in the special cases

where there are too many losses, they can be handled by usual ARQ techniques.

In addition, given that sensor nodes are battery-operated systems, energy control

determines the lifetime of their battery. The high complexity of data processing and

analysis that accompanies large amounts of video information, along with the real-time

application requirements for data transmissions, result in rapid battery drain of the

sensor. Energy conservation can be achieved through proper power control in order

to maximize the sensors’ energy-efficiency [102, 114, 70]. Besides that, multimedia

content transmissions that have high bandwidth demands shall be taken into consid-

eration. In [221] a bandwidth management framework has been proposed to coordinate

multiple video flows in order to overcome wireless channel resource limitations. Further

VSN challenges are highlighted in [225].

2.2 Resource Allocation using Quality­Based Criteria

As it was mentioned earlier, in our study we consider a wireless DS-CDMA VSN, where

we assume that the nodes in the network are deployed to survey a large area and are

equipped with a video camera. Some of the nodes are imaging relatively stationary

fields, while others are imaging scenes with a high level of motion. In a DS-CDMA VSN,

low-motion scenes can be source encoded at a lower bitrate, thus a larger bitrate may

be used for channel coding. Therefore, nodes that image such scenes can afford to use

a lower transmission power. It is important for a node to transmit data at low power,

since it both increases battery life and reduces interference to the transmissions of the

rest of the nodes. Actually, increasing the transmission power of a node improves the

quality of the transmitted video, but it also degrades the video quality of the other nodes

due to the increased interference. This effect can be alleviated by properly determining

the transmission parameters of all nodes, such that the resulting distortions adhere

to the application requirements. Hence, the necessity for a joint optimization of the

parameters of all nodes becomes evident.

The nodes communicate directly with a CCU, which receives data from all source

nodes, performs channel and source decoding to obtain the received video from each

node, transmits information to the nodes and asks for adjustments to their parame-

ters, considering their needs for both compression and error protection during trans-

missions. For example, it can request that the video of specific nodes be transmitted at

a lower picture quality and bitrate, if the content of the video is deemed of secondary

importance.

The source coding rates, channel coding rates and power levels are the transmission

parameters of the nodes, considered in our problem formulation. Source coding rate

determines the compression rate of a video sequence, while channel coding rate defines

the relative protection of a transmitted video sequence. Regarding the power level, on

one hand, it should be adequately high to permit data transmission and maintain the
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Figure 2.1: A wireless VSN with two diverse video priorities.

quality of the video reception. On the other hand, it needs to be adequately low in

order to prolong battery lifetime, keep interference at low levels among the nodes, and

efficiently exploit channel capacity, resulting in high system QoS. Figure 2.1 gives an

insight of a wireless VSN with two diverse video priorities.

In order to optimally and jointly allocate system resources to all nodes, we consider

two quality-based optimization criteria aiming at video distortion minimization. The

first one, called the Minimized Average Distortion (MAD), minimizes the overall average

video distortion of the network, neglecting fairness among the nodes. The second one,

called the Minimized Maximum Distortion (MMD), minimizes the maximum distortion

among all nodes of the network, promoting a rather unbiased treatment of the nodes.

It should be noted that for both criteria, we require that the total bitrate is identical for

all nodes.

Both of these schemes have been previously used in a number of similar resource

allocation problems. In [119] source-controlled resource allocation has been investi-

gated for orthogonal transmission of heterogeneous sources over a multi-user system.

Different scenarios are considered, where the system resources rate, bandwidth, and

power are shared among all users in such a way that their average distortion is min-

imized. In [228] the authors have considered the issue of how diverse receivers of a

video stream should be grouped, where each group receives a Multiple Description with

Forward Error Correction (MD-FEC) coded bitstream optimized for that group, so that

the average video distortion is minimized across all receivers. Additionally, in [206] the
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problem of bit allocation among shape, texture and motion in object-based video coding

has been studied and solutions are provided based on the criteria that minimize the

average and maximum video distortion.

In [168] the MMD criterion for the optimal bit allocation among dependent quan-

tizers has been described, while also the MAD criterion has been used for the same

purpose. Similarly, a scheme that maintains a fixed probability of packet loss and op-

timally allocates bits in order to minimize the maximum expected distortion has been

proposed in [46]. In that work, a situation where a video sequence is to be compressed

and transmitted over a wireless channel is considered, with the goal of limiting the

amount of distortion in the received video sequence.

Moreover, we have also suggested the use of both MAD and MMD criteria in some

of our earlier works [157, 20, 19]. However, in these works, MAD and MMD have been

applied to purely discrete optimization problems, since the source coding rates, channel

coding rates, and power levels assumed discrete values solely. Contrary to this, in

our current research, we consider continuous power level values within a reasonable

prespecified range, while source coding rates retain discrete values, since channel

coding rates can take values only within a finite discrete set [61]. Thus, the resulting

problem is modeled as a mixed-integer optimization task.

Some promising preliminary results of tackling the aforementioned problem led to

a publication appeared in [131]. Additionally, this work ([131]) has been extended

to include more extensive experimentation as well as the application of metaheuristic

optimization algorithms. Thus, a more comprehensive version of [131] was published

to the Applied Soft Computing journal [136]. More details on the novel aspects of this

paper ([136]) can be found in Section 2.5, where we discuss about the optimization

methodologies employed in our research. Also, we have applied the MAD and MMD

criteria to the following research works [85, 84, 86, 82].

Other than MAD and MMD, there is also another well-known scheme that is com-

monly used in order to address similar resource allocation problems, called the Max-

imized Total Utility (MTU) criterion. In our study, we use the particular scheme so

as to compare the solutions obtained by MAD and MMD as well as by some game-

theoretic schemes as we discuss in Section 2.3. In the literature, MTU is usually

encountered into two versions, the unweighted and weighted ones. The works pre-

sented in [50, 187, 151, 147, 47, 108, 12] make use of the unweighted version of the

MTU.

Specifically, the work presented in [50] has solved the resource allocation problem of

maximizing the sum of transmitter utilities subject to a minimum and a maximum data

rate constraints per link and peak power constraints per node in a wireless multihop

network. The study in [187] has addressed the opportunistic spectrum access problem,

by developing a model so as to analyse a scenario in which the nodes of a wireless

network seek to agree on a fair and efficient allocation of spectrum. In that work, the

solution given by the MTU criterion (called as MaxSum in [187]) has been compared
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for its effectiveness with the solutions provided by other three optimization criteria.

The objective of [151] has been to schedule uplink transmissions in order to maximize

the overall system utility, under explicit fairness constraints. In [147] the maximum

total system quality has been one of the strategies used for solving the problem of

optimal resource distribution among autonomous wireless stations. The maximum

total system quality, as it is declared by its name, leads to the maximum sum of the

wireless stations’ qualities, while the quality differences among the wireless stations

is significant. The work in [47] has analyzed scenarios in which self-interested agents

negotiate with each other in order to agree on deals to exchange resources. In the same

paper, the authors have identified the welfare enjoyed by a society of agents with the

sum of the values ascribed by the individual agents in that society to the resources they

hold in a particular situation. The behavior modeling and analysis of the dynamics in

a colluders’ social network in order to achieve different fairness of collusion has been

studied in [108]. In that work, human behavior has been analyzed by four bargaining

criteria. According to the max-sum solution, all the members in the colluders’ social

network have the same goal so that they are willing to maximize the total utility over

the whole social network.

On the other hand, some of the works that utilize the weighted version of the MTU

criterion can be found in [55, 208, 212, 12]. In [55] an optimal feedback allocation

policy for cellular uplink systems has been proposed, where the base station has a

limited feedback budget. The optimal allocation policy of this paper involves solving a

weighted sum-rate maximization problem at every scheduling instant. The work pre-

sented in [208] has studied the multi-user resource allocation problem in Orthogonal

Frequency Division Multiple Access (OFDMA) networks, extending the traditional net-

work utility maximization problem into a more general framework of weighted network

utility maximization. Furthermore, in [212] a joint subcarrier and power allocation al-

gorithm has been proposed for maximizing the weighted sum rate in multiuser OFDMA

downlink systems. Lastly, in [12] the scheduling and resource allocation problem for

the downlink in a CDMA-based wireless network has been considered. This problem

reduces to maximizing the weighted throughput over the state-dependent downlink

capacity region, while taking into account the system-wide and individual user con-

straints.

2.3 Resource Allocation using Game­Theory

The main challenge in VSNs is the coordinated behavior of each node constituting

the network, such that it maximizes the overall system performance within the vari-

ous resource constraints. For this purpose, in order to tackle the resource allocation

problem of this study, except for the use of quality-based criteria, we also resort to

game-theoretic solutions.

Game theory is a branch of mathematics with extensive applications to social and
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formal sciences, ranging from economics to biology to computer science and other dis-

ciplines [21]. Specifically, game theory studies the interactions of different factors in

order to investigate matters such as monetary distributions in economics, the emer-

gence of animal communication in biology, or even multi-agent cooperation in artificial

intelligence and resource allocation issues in various network infrastructures.

The agents that participate in a considered game sometimes coordinate their be-

havior to achieve a common goal, while some other times each player may follow

an independent, selfish policy, aiming exclusively at its own profit. Therefore, game

theory can be considered as the umbrella that encompasses two distinct branches:

non­cooperative and cooperative game theory. The first one attempts to rationalize the

selfish actions of the players, while the second one studies the collective rationality of

the players.

In more detail, non-cooperative game-theory is mainly concerned with the mutual

interactions among intelligent individuals, striving to achieve their own goals. Several

applications of non-cooperative game theory in wireless networks are provided in [120,

14, 63, 62]. In all these works, the Nash equilibrium appears as the solution achieved

when the players compete with each other. A Nash equilibrium is reached when the

strategy of each player is the best response to the strategies of the other players.

However, such selfish behaviors often lead to suboptimal solutions, in the sense that

user collaboration could promote an improved outcome, favorable for all players of the

game.

In cooperative game theory models, the players coordinate their strategies by form-

ing coalitions, in order to agree on a mutually acceptable division of the payoff. This

aspect of game theory is also used in wireless networks for obtaining unbiased and

efficient resource allocation schemes, avoiding disproportional allocations or resource

depletion. Cooperative game theory concepts have been used to solve the opportunis-

tic spectrum access problem [187]. Also, the issue of multi-radio resource allocation

in generic heterogeneous wireless networks has been addressed based on the idea of

network technologies cooperation [96].

Bargaining theory is an area of cooperative game theory that includes the notion

of negotiation. Through the bargaining process, players are encouraged to choose one

among many other possible outcomes, following the strategy indicated by the rational

model. The outcome that determines the final share among all candidate parties consti-

tutes a bargaining solution. Bargaining theory has been applied to distribute resources

at a relay node to multiple source nodes [221]. In [29] the problem of downlink resource

allocation for a multi-user Multiple-Input Multiple-Output (MIMO) OFDMA system has

been considered through the bargaining perspective, while different fairness policies

targeting at efficient resource management have been proposed in [147, 143, 117].

Game theorists have suggested several bargaining solutions so as to resolve resource

allocation problems. The Nash Bargaining Solution (NBS) was the first among many

bargaining solutions. A game-theoretic model developed in [187] has been used to
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analyze a scenario in which the nodes of a wireless network seek to agree on a fair

and efficient allocation of spectrum. For this purpose, the NBS has been applied,

satisfying this dual requirement. In [218] a joint subcarrier assignment and relay

power allocation problem has been formulated as a Nash bargaining problem with

fairness consideration and practical constraints, in order to enhance system efficiency

by exploiting multi-user diversity. The problem of fair and optimal bandwidth allocation

among multiple collaborative video users has also been solved with the help of the NBS

in [143]. However, in [143] no specific network setup has been assumed.

In [97] we have applied axiomatic bargaining game theory [153], which belongs to

the broader category of cooperative games. Axiomatic bargaining defines the properties

(axioms) that shall be adhered to by the optimal solution, and they serve as criteria for

rejecting other candidate solutions, until a unique optimal solution is finally selected.

Specifically, in [97] we have proposed the use of the Nash bargaining solution in the

game of resource allocation in a wireless VSN that uses DS-CDMA. The objective has

been the amelioration of the quality of the videos received by the CCU from each node,

taking into account the fact that different nodes image videos with varying amounts

of motion. Since the simultaneous maximization of the video qualities of all nodes is

not possible, we have employed the NBS in order to pinpoint one of the infinite Pareto-

optimal solutions, based on the stipulation that the solution should satisfy four fairness

axioms. Specifically, this solution promises fairness for all nodes, taking into account

the amounts of motion in the videos they capture.

In that work ([97]), the disagreement point, which is the vector of minimum utilities

that each node expects by joining the game without cooperating with the other nodes,

has been assumed to be the Nash equilibrium. Furthermore, finding the NBS has

involved solving an optimization problem where the Nash product is maximized. In the

same paper, all parameters to be optimized (source coding rates, channel coding rates,

power levels) have been assumed to take values from discrete sets. Thus, a discrete

optimization problem has been formulated and solved.

In our more recent research, we have extended the work of [97] by assuming that

the power levels can take values from a continuous set. Clearly, this option for the

power levels offers flexibility to the CCU to perform better management of the nodes’

transmission parameters, achieving in this way better end-to-end video quality for each

node. Since the source-channel coding rate combination can only take discrete values,

the resulting optimization problem is a mixed-integer problem, solved using intelligent

optimization. It is worth mentioning that a constraint is imposed to each node of the

network; the total available bitrate can be shared between source and channel coding.

Additionally, driven by the fact that in a considered game, users’ collaboration promotes

improved outcomes favorable for all players participating in the game, we take careful

treatment to the optimal setting of the disagreement point, while we also consider a

different definition for the utility function. A preliminary version of the specific research

work has been presented in [132], where the disagreement point is set by the system
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designer and it does not correspond to the Nash equilibrium.

More light on the specific problem is shed in the journal paper we have published

in [137], where we introduce two versions of the NBS that differ in the definition of the

bargaining powers, which declare the relative advantage that each class of nodes has in

the negotiation. The first variant (NNBS) treats equally each individual node of the VSN,

while the second variant (CNBS) provides equal treatment to each class of nodes. The

proposed optimization schemes can be used for any wireless VSN with a centralized

topology that uses DS-CDMA for data transmission. They keep low computational

complexity, especially after the assumption of node clustering, based on the amounts of

the detected motion in the videos they record. Given this assumption, fewer parameters

need to be estimated and thus, less time is required for their computation. Additionally,

the specific schemes not only provide Pareto-optimal solutions, but also guarantee

fairness for all nodes of the VSN, as their fairness axioms state. Also, we have applied

the NBS in different resource allocation scenarios in the following works [85, 84, 86,

82, 38, 83].

Besides NBS, another solution that is widely used for addressing resource allocation

problems is the Kalai-Smorodinsky Bargaining Solution (KSBS). It is extracted from the

field of game theory and has been proposed by Kalai and Smorodinsky in 1975 [77].

In our research, we have explored the specific solution to a video-quality optimization

problem in order to ensure the QoS required by wireless DS-CDMA VSN applications,

allowing continuous values for the power levels and discrete values for the source and

channel coding rates. In the considered resource allocation game, the nodes play the

role of the players. Increasing the power level of one node will improve its received video

quality. However, the increased interference will reduce the video quality of the other

nodes. In order to tackle the aforementioned problem, we apply axiomatic bargaining

game theory [153], with the goal of maximizing the quality of the transmitted video that

reaches the end-user. Axiomatic bargaining defines a set of axioms that the optimal

solution should satisfy. In this way, all but one candidate solutions are rejected, since

they fail to satisfy all axioms. Thus, a unique optimal solution is finally selected.

This study has resulted in a conference publication presented in [133], where the

promising preliminary results regarding the performance of the KSBS have offered

strong motivation for the further investigation of the aforementioned resource alloca-

tion problem. In light of this, an extension of [133] has resulted in a journal publication

in IEEE Transactions on Circuits and Systems for Video Technology [135]. Specifically,

in [135] we apply the KSBS to non-convex utility spaces according to [36], relaxing the

requirement of convex feasible sets, in order to find a fair utility allocation resulting

from the optimal determination of the nodes’ transmission parameters, considering

the assumption of a fixed available bitrate for each node that should be shared be-

tween source and channel coding. The KSBS is derived geometrically, directly from the

graphical representations of the nodes’ utility sets. In the same work, our attention is

focused on the reliable evaluation of the KSBS performance in the quality and resource
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domains.

The specific game-theoretic solution has also been applied in the past to find ap-

propriate rules for the allocation of the available resources in various network archi-

tectures. In [187] besides the NBS, the KSBS has also been used to explore an efficient

spectrum sharing for the nodes of the wireless network. The scheduling of multiple

users to access channels has been discussed in [221], taking into account a maximum

rate constraint of each source as well as a minimum rate requirement. In that paper,

both the NBS and KSBS have been applied to address the problem. The problem of fair

and optimal bandwidth allocation among multiple collaborative video users discussed

in [143] has been resolved using both NBS and KSBS. The KSBS ensures that all users

incur the same utility penalty relative to the maximum achievable utility. Additionally,

in [147] the KSBS has been used to distribute the resources optimally and fairly among

autonomous wireless stations, considering their current channel conditions, content

characteristics, and cross-layer strategies.

In [95] a game-theoretic approach for resource allocation using cooperative games

has been presented, where available network technologies cooperate to simultaneously

allocate resources to the application requests. In that work, the KSBS determines

the amount of allocation by each network technology. The application of KSBS to the

problem of downlink resource allocation for multi-user MIMO OFDMA systems has been

proposed in [29]. Additionally, [117] has presented a new system resource allocation

framework for multimedia systems that perform multiple simultaneous video decoding

tasks. The available system resources and the video decoding task’s characteristics

have been jointly considered in order to determine a fair and optimal resource allocation

using the KSBS.

Continuing, a fully-centralized scheme based on the KSBS has dealt with the prob-

lem of resource allocation in wireless CDMA communication networks in [52]. A fully

centralized scheme requires the base station to know all details including the users’

utility, which may not always be possible. The problem of optimal allocation of band-

width to multimedia applications within the operator network and the distribution of

excess bandwidth among operators has also been confronted using the KSBS in [94].

A brokerage-based decentralized resource management scheme for multi-user multi-

media transmission over networks has been presented in [144]. In that work, the

autonomous behavior of multimedia users that stream video over the networks has

been addressed with the Kalai-Smorodinsky approach, which explicitly considers the

utility impact for different resource allocation schemes. Moreover, [71] has introduced

the KSBS as well as three other game-theoretic solutions, which have been applied as

OFDMA schedulers. They have been compared in two scenarios with respect to sum

throughput, per user throughput, frequency band sharing and scaling with the number

of users.

Furthermore, the work in [145] has proposed a utility-based resource management

scheme for multi-user multimedia transmissions over networks. To manage the avail-
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able resources, the resource manager deploys bargaining solutions from economics in

order to explicitly consider the utility impact for different resource allocation schemes,

while the authors mainly focus on the KSBS, because it can successfully model relevant

non-collaborative utility-aware fairness policies for multimedia users. Lastly, in [146]

decentralized solutions for resource negotiation have been proposed, where multiple

autonomous users self-organize into a coalition, which share the same network re-

sources and negotiate the division of these resources by exchanging information about

their requirements. In that work, the KSBS has been considered as it can provide a

fair division of resources for autonomous multimedia users.

2.4 Fairness Investigation

All of the schemes we consider in our research so as to solve the problem of opti-

mal resource allocation, i.e, the MAD, MMD, the unweighted and weighted versions of

the MTU and NBS, as well as the KSBS are able to provide Pareto-optimal solutions.

Therefore, there is no single scheme that would be selected by all nodes to be the best.

Considering the tradeoffs between video quality and power consumption that result

after using a specific scheme, we engage in an effort to evaluate each examined scheme

under different fairness aspects.

On the grounds that an ideal scheme offers high amounts of total utility cumulatively

for all nodes, behaves equally fairly to all of them by assigning similar utilities and also

consumes low amounts of power for all nodes, for the results evaluation obtained from

all presented schemes, we investigate four different fairness notions (considering that

the nodes of the network are clustered into two classes, based on the amount of motion

in the captured scenes).

Firstly, we apply a metric [189] that captures both performance and fairness issues,

assuming that the total utility varies per scheme. Secondly, we compute the Jain’s

fairness index [74] in order to investigate the ‘‘equality’’ of the resource allocations

achieved by each considered scheme (equal utilities for the nodes). Thirdly, we calculate

the overall gained utility cumulatively for all nodes and fourthly, we measure the total

power required by all nodes of each considered scheme. In this direction, we juxtapose

the total consumed power relatively with the total utility gain in order to evaluate the

results in the resource domain. Ideally, a desirable scheme would achieve high total

utility, while being equally fair to all nodes and requiring low amounts of power. The

specific fairness investigation of the solutions provided by all examined optimization

criteria has resulted in a conference publication appeared in [134].

Continuing, various fairness metrics have been proposed in the literature to weigh

the video quality impact of using different resource allocation policies [117, 147, 187].

Each metric studies performance and efficiency from a different point of view, consid-

ering different kinds of fairness for the nodes. In [117], different resource allocation

policies have been used to determine a quality-fair resource allocation for decoding
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tasks sharing a single resource constrained processor. In the same work, a metric

that captures the quality requirements for each task has been used to compare these

policies. Specifically, a factor of 0 indicates that a task achieves its minimum desired

quality and a factor of 100 indicates that a task achieves its maximum desired qual-

ity. A negative value for this factor indicates that a task achieves below its minimum

required quality, while a positive value indicates that the task achieves higher quality

than the minimum.

In [147] different resource management strategies have been compared in terms of

the maximum quality drop, while the optimal strategy minimizes this drop. A metric

defined as the ratio of the largest quality drop among wireless stations in the network

using each considered scheme to the quality drop incurred by the KSBS for the wireless

stations has been proposed in that paper ([147]). For the KSBS, the quality drop is the

same for all wireless stations. In addition, in [187] the metrics of average, minimum

and standard deviation of channel capacity, the KSBS score and the NBS score have

been used to investigate the spectrum allocation achieved by the bargaining solutions.

Furthermore, in the same paper, the bargaining solutions have been compared with

the allocation that maximizes the sum of channel capacities.

2.5 Metaheuristics in Resource Allocation

As it has been previously discussed, in the resource allocation problem we consider,

the power levels are allowed to take continuous values, while the source and channel

coding rates retain discrete values. Therefore, a mixed-integer optimization problem

is formulated, where the solution methodology is a significant issue for all examined

optimization criteria, requiring careful treatment.

Deterministic mixed-integer programming methods can be used to tackle such prob-

lems. However, traditional optimization algorithms on mixed-integer problems may ex-

hibit declining performance. For example, traditionally, infeasible primal-dual interior-

point methods have two main perceived deficiencies, i.e., lack of infeasibility detection

capabilities, and poor performance after a warmstart [18]. Additionally, branch and

bound approaches combined with outer approximation algorithms have been proposed

in the literature [54] for the same purpose. Despite the robustness that usually ac-

companies deterministic algorithms, various issues may arise. For instance, they may

require significant implementation effort and expertise and their required memory and

running time can be exponentially increased with the number of integer variables. In

addition, such methods usually require the existence of derivatives and they are sensi-

tive to the initial conditions provided by the user.

On the other hand, established population-based optimization algorithms can of-

fer satisfactory solutions at the cost of reasonable computational requirements and

minor implementation effort. Also, they concurrently evolve a population of candi-

date solutions that may constitute useful suboptimal alternatives with slightly different
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characteristics than the optimal one. Applications of population-based metaheuris-

tics such as evolutionary algorithms, ant colony, greedy randomized adaptive search

procedure, and particle swarm optimization in wireless sensor networks can be found

in [42, 179, 158, 101]. The highly appreciable properties of metaheuristic algorithms

have triggered our interest in using such methods to the resource allocation problems

under investigation.

In particular, we employ the Particle Swarm Optimization (PSO) algorithm, which

is a computational intelligence approach that draws inspiration from social dynamics.

The stochastic nature of PSO along with its ability to efficiently work in highly-complex

environments with uncertainties, relieves the user from the burden of presenting an

appropriate initialization to the algorithm. The particular method has been introduced

in 1995 by Eberhart and Kennedy [92, 44] as a stochastic algorithm for numerical

optimization tasks. It is a population-based algorithm, based on models that simulate

flocking behavior, while it has close ties with the concurrent concepts of emergent and

collective behavior [121]. Its dynamic is governed by fundamental laws encountered in

swarms in nature, hence, it is categorized as a swarm intelligence algorithm within the

wider field of intelligent optimization [150, 48]. Its ongoing popularity can be attributed

to its efficiency in tackling a plethora of scientific and technological applications and

complex engineering problems as well as to its easy implementation, which renders it

accessible to researchers from various disciplines [150]. In the context of the current

study, the PSO algorithm has been applied to the following research works [131, 132,

136, 137], while applications of PSO in similar problems to the ones of the current

research are encountered to the works presented in [85, 83, 84, 38, 86, 81, 82].

Apart from PSO, for comparison purposes, we also investigate the performance

of three deterministic algorithms that are used as benchmarks, including Active Set

(AS) [60, 113, 123, 166], Interior Point (IP) [25, 26, 202] and Trust Region Reflective

(TRR) [34, 35]. AS is an iterative method that is used for solving a sequence of quadratic

subproblems, guaranteeing the feasibility of the final solution. The IP approach to con-

strained minimization is applied so as to solve a sequence of approximate minimization

problems. The TRR algorithm is a subspace trust-region method and is based on the

interior-reflective Newton method described in [34] and [35]. Each iteration involves

the approximate solution of a large linear system using the method of preconditioned

conjugate gradients.

In addition, motivated by the promising performance of hybrid algorithms that com-

bine population-based approaches with deterministic schemes, often called memetic

algorithms [126], we also consider a hybrid algorithm that combines PSO with AS in or-

der to solve the mixed-integer problem. Our proposed algorithm, called Hybrid Particle

Swarm Optimization Active Set (HPSOAS), aims at exploiting the benefits of both PSO

and AS, thereby increasing efficiency. It employs AS as a local optimizer for further

improving the findings of PSO [136].

Therefore, PSO and HPSOAS are used as optimization solvers to the problems for-

22



mulated by the MAD, MMD, NBS and MTU criteria, where each of them defines a

specific optimization objective. On the contrary, since axiomatic bargaining game the-

ory is rather descriptive, we follow an equivalent geometric approach so as to obtain

the KSBS, where this solution is reached directly from the graphical representations of

the considered feasible sets. This novel approach can be found in [133, 135].

2.6 Reinforcement Learning in Resource Allocation

A great concern in most VSN applications is to provide mechanisms able to guarantee

high levels of QoS in the real-time delivery of multimedia content. The time-varying

nature and error-prone environment of wireless networks as opposed to the delay-

sensitive and bandwidth-intensive real-time multimedia applications poses the need

for the optimal configuration of the wireless transmission systems. Furthermore, the

errors that occur during wireless multimedia transmissions in conjunction with the

lossy source coding techniques deteriorate the quality of the video sequences at the

decoder. Thus, careful treatment is also required during video encoding in order to

acquire high coding performance and coding robustness to transmission errors.

In our previous works [19, 20, 97], we have assumed a wireless VSN, where an

application-driven cross-layer optimization scheme has been proposed for the dynamic

adjustment of the sensor nodes’ transmission parameters across all network layers.

Such a scheme provides the opportunity for increased network resource usage and

user profit maximization, at the same time. In these works [19, 20, 97], the nodes’

transmission parameters, that is the source-channel coding rates and the power lev-

els, have assumed discrete values and the resulting optimization problems have been

tackled using the brute force problem-solving technique.

A literature review demonstrates that, whereas joint source and channel coding as

well as energy consumption minimization have been the main objectives in wireless VSN

research [224, 209, 27], little evidence is available for the investigation of efficient coding

techniques by applying adaptive Group Of Pictures (GOP) length, at the same time. This

latter approach aims at the enhancement of video resiliency to channel errors during

wireless transmissions. The works presented in [226] and [105] have proposed GOP

structures adaptive to video content, without addressing resource allocation issues, at

the same time.

The H.264/Advanced Video Coding (AVC) video coding standard defines three frame

types for video coding: intra frames (IDR of I), predictive frames (P) and bidirectionally

predictive frames (B). Intra frames are coded without reference to other frames, while

the difference between P-frames and B-frames is the number of reference frames they

are allowed to use for coding. An Instantaneous Decoding Refresh (IDR) frame is a

regular I-frame with the constraint that pictures appearing after it in the bitstream

cannot use the pictures appearing before it as references. A GOP, which is a group

of successive pictures within a coded video stream, always begins with an IDR-frame,
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and therefore any errors within the GOP structure are corrected by the next IDR-frame.

However, scene changes or large motion variations between frames can be located

anywhere within a GOP, creating the need for an IDR-frame placement with the goal of

increasing coding performance.

In light of this, in the current research, we also deal with the dual problem of cross-

layer resource allocation among the nodes of a wireless DS-CDMA VSN along with the

optimal IDR-frame placement during the encoding process, based on the motion level

included in each video sequence. The particular optimization problem is formulated

through the use of the MAD, NBS and MTU criteria. In this case, we have to address

a discrete optimization problem, since all nodes’ transmission parameters, i.e., source

coding rates, channel coding rates and power levels can take discrete values. Discrete

optimization problems have been also resolved in our previous works [19, 20, 97]. How-

ever, as compared to our previous works, in our more recent research, we consider that

each node is able to select among more possible values for the power levels. Further-

more, more motion levels are assumed so as to simulate a more realistic video trans-

mission scenario. Combining these two considerations about more possible choices for

the nodes’ power levels and more levels of motion included in the scenes captured by

the nodes, it is clear that the problem’s dimensionality significantly increases, render-

ing the use of the traditional brute-force search algorithm rather impractical. Hence, in

this direction, we abandon the Exhaustive Search (ES) algorithm used in [19, 20, 97],

and enjoy the benefits of other innovative optimization methods extracted from the area

of Reinforcement Learning (RL) [188].

RL provides an elegant framework for making decisions under uncertainty based

on the maximization of the expected utility functions. A significant contribution of our

study is the incorporation of an RL scheme in the resource allocation problem, which

allows the controller (CCU) to make optimal decisions in unknown environments with

very large or continuous state spaces. RL has been used extensively in control strategies

for video quality processing [217], surpassing a lot of difficulties in the particular field.

More specifically, RL discovers an optimal or near-optimal policy in the early stages of

the learning process, while at the same time is able to adapt in potential changes of the

environment. The benefit of the latter feature clearly emerges in the online case, where

the environment changes dynamically over the time.

In our research, we use the tabular SARSA algorithm which is a model-free on-policy

algorithm that belongs to the family of Temporal Difference (TD) algorithms [188]. The

examined resource allocation problem is modeled appropriately as a Markov Decision

Process (MDP) [156]. The particular approach exploits the received raw experience,

discovering the optimal combination of the nodes’ transmission parameters in a more

efficient way. Roughly speaking, SARSA constructs a map that allows us to explore the

best parameters with the minimum effort, starting by any randomly selected parame-

ters’ combination. Last but not least, the specific RL approach gives the opportunity to

the proposed scheme to be used in an online mode. Hence, the specific research effort
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has resulted to a conference publication presented in [141].

2.7 Unequal Error Protection for Video Quality Enhancement

In our current study, we consider the issue of resource allocation aiming at the as-

surance of high system QoS. In the same context, we also try to achieve this outcome

by applying Unequal Error Protection (UEP) to H.264/AVC video sequences transmit-

ted over noisy environments. UEP consists of allocating coding redundancy over the

sequence of progressively transmitted packets, depending on the importance of the in-

formation bits [24]. Thus, better protection is provided to specific video parts so as

to accommodate for receivers with poor link quality and assure a more graceful video

degradation [201, 230]. The goal is the minimization of the expected video distortion at

reconstruction.

In the literature, several studies have attempted to evaluate the packet loss effect

on video quality. For the estimation of the distortion caused by packet losses and the

resulting error propagation, the authors in [23] have proposed a model that evaluates

video quality degradation in terms of Peak Signal to Noise Ratio (PSNR). In the same

work, a distortion-based video packet prioritization mechanism for streaming over net-

works, which can be used for UEP, has also been introduced. Moreover, P. Pérez et

al. [152] have proposed a model for measuring the packet loss effect, where it is shown

that packet priority and packet loss prediction models significantly improve the network

Quality of Experience (QoE).

In [162] the effect of packet loss in terms of Mean Squared Error (MSE) on video

quality directly from the video bitstream has been studied through the use of three

different methods; a model that exploits only network-level measurements, another that

extracts the spatiotemporal extent of the impact of the loss and yet another model that

extracts sequence-specific information including spatiotemporal activity and effects of

error propagation. The goal of the work presented in [107] has been to develop a

packet loss visibility model, applicable to different GOP structures. The effectiveness of

the proposed model has been validated on a packet prioritization scenario, where the

network gets congested at an intermediate router and the router has to decide about

which packets to drop such that the visual quality of the video is minimally impacted.

Furthermore, in the same work, a Generalized Linear Model (GLM) is employed in order

to predict the probability that a packet loss will be visible to a viewer.

In [130] a GLM-based model has been presented, targeting at slice prioritization

of video flows for real-time H.264/AVC streaming, based on the estimated values of

Cumulative MSE (CMSE) incurred by individual slice losses. In addition, the GLM-

based CMSE prediction model developed in [129] has been evaluated in a large variety

of GOP structures and lengths, as well as in different encoding bitrates. Also, the same

work has examined both the cases of GOP-level slice prioritization and frame-level slice

prioritization.
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In our research, we focus on improving the accuracy of CMSE estimations provided

by [130, 129], through the use of the Least Absolute Shrinkage and Selection Operator

Regression (LASSO) tool [192, 193, 127]. More precisely, we calculate the true CMSE

values as they result from the loss of each individual slice. In the following, a number

of quality-relevant features are extracted from each slice of a video sequence during the

encoding process, in order to be used for the estimation of the CMSE values. LASSO

regression is performed so as to indicate the most important features of the dataset,

providing accurate CMSE estimations at the same time. Based on the CMSE measured

and estimated values, we group the slices into four priority classes, by applying a

Quartile Based Prioritization (QBP) scheme, and a scenario where video sequences are

transmitted over an Additive White Gaussian Noise (AWGN) channel, by applying UEP,

is also considered. This work led to a conference publication presented in [142].

To the best of our knowledge, LASSO regression is applied for the first time to ad-

dress slice prioritization issues, principally aiming at precise CMSE estimations, which

will next guide the quartile-based slice classification. The specific linear regression

method is able to select the features that have the strongest effects towards video qual-

ity, rejecting those that do not essentially capture the effect incurred by each individual

slice loss. In this way, the problem’s complexity is significantly reduced, since in this

case a smaller set of features is necessary for CMSE estimation, something especially

important in time-critical applications. Moreover, LASSO approach is simpler com-

pared to regression techniques that require additional methods for feature selection

prior to the estimation of a response variable (for example, combining Principal Com-

ponent Analysis (PCA) [99] for feature selection with Ordinary Least Squares (OLS) [22]

for the estimation of the response variable [163]).

Particularly, we study the LASSO regression through two different architectures;

Global LASSO (G.LASSO) and Local LASSO (L.LASSO). In G.LASSO, a single regression

model is trained for all slice types together. Moreover, motivated by the fact that the

values for some features are closely dependent on the considered slice type, in L.LASSO

we examine the case where each slice type has its own sparse regression model, in an

effort to capture more precisely the effect of a slice loss. In addition, in L.LASSO

the estimation results for the separate models are combined so as to compute the

performance statistics for all slice types together.

2.8 Automatic Video Quality Assessment

Telecommunication networks are faced with increased demand for resources due to

continuous growth in data traffic. The usage of bandwidth-intensive applications is

increasing, leading to congestion in the access networks. On the other hand, the user

expectations are growing over time. Any slight disturbances in the network result in a

decay in the user satisfaction level, which is an undesirable situation for the network

operators. Due to the availability of several competitors in the market, user satisfaction
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has become the most critical component for gaining competitive edge in the market.

QoE is the overall acceptability of an application or a service, as perceived subjec-

tively by the end user [73]. Therefore, real-time assessment of QoE is becoming the

primary tool for network operators in managing the networks [173]. Although human

observer is the most reliable source for Video Quality Assessment (VQA), the collection

of video subjective scores implicates a series of constraints. In subjective quality as-

sessment tests, a number of human subjects are required to rate the video quality of

the presented content and the product of such assessments is typically a Mean Opin-

ion Score (MOS) for each test sample, which corresponds to the average value of the

scores given by the panel. Such tests have to be carefully designed and performed and

require a significant number of viewers available to perform the specific task [41]. An

alternative approach to subjective tests is crowdsourcing [88], where the testing pro-

cedure is conducted through the Internet. By following this method, one can access

a wider range of evaluators, while keeping the financial cost low and obtaining results

similar to those of lab-based subjective tests. Even in such a case, these tests are

time-consuming and cannot be used in real-time applications.

In the last two decades, many modern methods of perceptual VQA have been devel-

oped and they can be implemented automatically, based on quality-relevant features of

a video. The goal of such objective methods is the computation of a perceptual quality

estimate that correlates well with the results of subjective assessment. A classification

of the objective methods can be made on the basis of the reference information used

for quality estimation as given in the following [214]:

• Full-Reference (FR) metrics have full access to both of the original and impaired

versions of a video.

• Reduced-Reference (RR) metrics have access to some key features extracted from

the original video sequence and full access to the impaired video sequence.

• No-Reference (NR) metrics have access only to the impaired video sequence.

Generally, FR methods have the capacity to provide the most accurate estimations

of video quality since they can compare the pixels of original and impaired video se-

quences on a frame-by-frame basis. Because of the dependence on the original video,

FR methods are mostly suitable for offline applications, such as encoder performance

comparisons. In addition to the impaired video data, RR metrics can also access se-

lected features of the original video. These features can be sent to the receiver through

an ancillary channel [154] or alternatively, they can be embedded in the video content

itself, by using techniques such as watermarking [227].

For quality estimation, NR methods make use of either the encoded bitstream of

the impaired video or they access the decoded pixels of the impaired video, or both of

them. The methods that fall in the former type are called NR Bitstream-based (NR-B)

metrics, while those that fall in the latter type are called NR Pixel-based (NR-P) metrics.
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Figure 2.2: Categories of VQA methods.

Because of the limited or no dependence of the original video, RR and NR methods

are suitable for real-time applications and online quality monitoring of the streaming

videos [162], though quality estimation with limited available input information can be

challenging [172]. Figure 2.2 highlights the use-case scenarios of the aforementioned

reference-based approaches of VQA, by showing the types of the data being accessed.

During the last years, a considerable part of the scientific community has focused

its interest on efforts for the development of objective video quality metrics that target at

reliable and accurate modeling of subjective VQA. However, some of these metrics are

of FR type [110, 111], which are rather impractical in most cases. Some RR metrics of

VQA have been presented in [223, 182, 116]. In [223] the authors have designed an RR

metric that is targeted for applications related to wireless communications. It is built

based on the principle that humans tend to have different impairment perceptibility

according to the spatial and temporal affected regions of a video sequence. The work

in [182] has presented a family of RR VQA models that differ in the amount of refer-

ence information required for video quality measurement, while [116] has proposed a

wavelet-based video distortion metric that can operate in FR or RR mode, as required.

Actually, RR metrics can be an alternative to FR metrics when the original video is

not accessible. However, in some cases, the cost of maintaining an ancillary channel

may be high for an RR approach, while such metrics may not meet the requirements of

quality estimation in the event of a failure in RR data delivery to the receiver’s end.

For these reasons, NR metrics are the most broadly applicable solution for VQA.

A NR metric tested on MPEG-4 compressed video that estimates the PSNR on Mac-

roBlock (MB) level has been proposed in [174] and a similar method that estimates the

Structural SIMilarity (SSIM) index has been introduced in [175]. The study presented

in [180] has described a PSNR estimator that considers only the compressed bitstream

of an H.264/AVC coded video. However, the estimation of perceptual quality in terms
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of MOS could be an applicable improvement for the works presented in [174, 175, 180].

A set of bitstream-based features related to slice coding type, coding modes, various

statistics of motion vectors, and Quantization Parameter (QP) value have been employed

in [90] with the goal of quality estimation of high definition television video, encoded

by H.264/AVC. For the same purpose, statistics of boundary strength values of the

deblocking filter, QP, and average bitrates have been used in [106] for H.264/AVC

encoded videos. Also, a motion-based quality metric has been explored in [163] for

H.264/AVC encoded videos as well. For this metric, some statistical features related

to motion vectors along with the bitrate and frame rate have been calculated, and

the PCA method [99] has been used to identify the parameters that can be the most

influential in quality value. Similarly, a low complexity solution of VQA based on

bitstream features has been proposed in [164]. An improvement of this approach has

been included in [170], where the required number of features has been reduced so as

to promote computational efficiency. In that work, an improvement has been noted in

estimation accuracy by the virtue of the usage of an artificial neural network. A further

improvement of [170] can be found in [171], where a larger set of parameters has been

used and the estimation of subjective MOS has also been considered. However, the

models built in [90, 106, 163, 164, 170, 171] are oriented towards capturing distortions

due to lossy source coding only, and thus, they cannot be applied in the case of packet-

loss impaired videos.

In [78] the authors have extracted a set of features from the MPEG-2 bitstream

and have proposed two different modeling approaches: i) a tree classifier to decide if a

packet loss is visible or invisible and ii) a GLM to estimate the probability that a packet

loss is visible. In [79] the GLM approach has been extended for H.264/AVC bitstreams

to model the visibility of individual and multiple packet losses. An application of the

proposed GLM scheme to packet prioritization of a video stream, considering factors

not only within a packet but also in its vicinity has been suggested in [107]. The visual

effect of whole B-frame losses has been investigated in [28]. For this purpose, a GLM

has been used to estimate the probability of the visibility of a B-frame loss and a router

was able to decide about which frames to drop in a video transmission scenario, where

the incoming bitrate is higher than the outgoing rate. However, the methods presented

in [78, 79, 107, 184, 28] classify packets in a binary mode as visible or invisible based

on the viewers’ responses to the glitches they spot. For example, a packet loss has

been assumed to be visible when the percentage of the viewers that identified an im-

pairment has been over a threshold and invisible when this percentage has been under

a threshold. On the contrary, [16] has introduced an NR bitstream-based model that

predicts continuous estimates for the visibility of packet losses, and the impact of the

lost packets on perceptual video quality has also been studied. However, most of these

metrics mainly target the visibility of packet losses and a direct estimation of perceptual

quality is not made by including also the features related to video coding.

Since degradation of perceptual video quality is incurred due to both lossy video
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encoding and transmission impairments, there is the need for the development of a

perceptual video quality model able to estimate possible video degradations due to

both sources of distortion. The NR method presented in [220] estimates the quality of

videos transmitted over wireless networks, using information from MBs of inter-frame

encoded pictures of a video. The proposed method analyzes the impact of both encoding

and channel conditions to the video quality degradation by using motion vectors and

residual error from the received P-frame and/or B-frame. In addition, in [178] a QoE

evaluation model has been proposed to estimate the end-users’ perception on a video

streaming service considering different video content types. This QoE model extracts

key parameter information directly from degraded video frames in order to estimate the

video QoE. A similar NR quality metric for networked video has been introduced in [219]

using information extracted from the compressed bitstream only. This metric accounts

for picture distortion caused by quantization, quality degradation due to packet losses

and error propagation, and temporal effects of the Human Visual System (HVS).

In the context of the aforementioned related works, in our research we propose

an approach that directly estimates video quality by employing perceptually-motivated

video features, extending our previous studies presented in [164, 170, 171]. Partic-

ularly, we develop RR and NR models in order to estimate the perceptual quality of

H.264/AVC video sequences, which are affected by packet losses. In more detail, a NR

bitstream-based model is built so as to estimate the MOS as well as the SSIM [210]

and Video Quality Metric (VQM) [1] metrics, which are known for their good correlation

with subjective assessment. The RR and NR models utilize a different set of extracted

features and are both oriented in estimating solely the actual MOS values. A variety of

features that may have an effect on perceptual video quality are collected in order to be

used for building the proposed models, using the LASSO regression technique. The RR

set of features as a whole and the NR set of features as a whole are employed for the

first time in our study, while we also introduce the utilization of 11 new features.

LASSO regression [192, 193, 127] is utilized in order to indicate the most useful

features for making video quality estimations. To the best of our knowledge, this is the

first time that LASSO is employed in video quality estimation problems. Additionally,

in order to evaluate the efficiency of LASSO in terms of both model’s sparsity and

estimation accuracy, we employ the OLS regression method [22], as well as Ridge

regression [22, 115, 67] on a preselected set of features, having performed sequential

feature selection and particularly Forward Feature Selection (FFS) [53] on the complete

RR and NR sets of features, as Ridge is not able to perform any feature selection.

Moreover, for assessing our models’ performance, we emphasize on measuring the

estimation accuracy, monotonicity, and error. In addition, we explore the performance

statistics for two FR metrics that are oriented towards measuring video quality of digital

video systems, that is VQM [1] and Perceptual Evaluation of Video Quality (PEVQ) [72],

which are known for their good correlation with subjective assessment. Some prelimi-

nary results of our NR model has been presented in [138], while the largest part of the
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specific research is included in [140].

Furthermore, a performance comparison of our proposed approaches is made with

the following related works [124, 125, 31, 17, 109, 7, 183]. The study presented in [124]

has proposed an FR method that uses both singular values and singular vectors as

visual features, and a machine learning technique for feature pooling is also introduced.

The work presented in [125] has proposed an RR metric that compares the phase and

magnitude of the 2-D discrete Fourier transform of the reference and distorted images in

order to compute visual quality. An NR bitstream-based quality metric that considers

both the effects of lossy H.264/AVC video encoding and packet losses over internet

protocol networks has been proposed in [31]. In [17] an NR video quality metric for

H.264/AVC video transmissions in packet-based networks has been introduced, which

uses features from the headers that encapsulate compressed video data. Similarly,

in [109] an enhanced algorithm based on the G.1070 model [7] has been developed

that compensates for the impact of varying video content characteristics on encoding

bitrate. Lastly, genetic programming-based symbolic regression has been used in [183]

in order to build a bitstream-based NR model. The used features characterize encoding

settings, parameters related to network distortions and video content.

As it has been mentioned earlier, subjective quality assessment is the most reliable

way of evaluating the quality of a video communication product. Nonetheless, the

carrying out of subjective tests faces many challenges. For example, a large number of

viewers are required and the viewers are not always available or willing to rate a large

variety of video sequences with different kinds of impairments. In addition, through

subjective experiments we are unable to get instantaneous measurements of video

quality due to many practical limitations. Thus, a single quality value for the whole

video does not provide any information about the individual quality of the video frames,

making it impossible to know which parts of the video have the greatest influence in

forming the viewer’s judgement.

An alternative approach to subjective VQA is to automatically get video quality

scores, through the use of objective metrics [30, 211], where an ideal objective metric

is able to provide quality scores that highly correlate with human ratings. In the lit-

erature, many works construct objective metrics through the use of various machine

learning techniques, such as Partial Least Squares Regression (PLSR) [89], Neural Net-

works (NN) [32], Support Vector Machines (SVM) [203], and Support Vector Regression

(SVR) [124]. Each considered regression model takes as input a number of quality-

relevant features that account for different types of distortion and influence the accu-

racy of MOS estimations [17, 109]. Theoretically, the larger the number of features, the

better the estimation power of the regression model. However, having a large number

of features along with a possibly small number of observations (sample set) involves

the risk of fitting the model to the noise of the training data, being unable to generalize

well to unseen data (testing data) [57]. For this reason, a feature selection procedure

often takes place before video quality estimation [204, 37, 176].
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In the context of the current research, we propose an NR quality estimation method

for videos that are impaired by both compression artifacts and packet losses, having

a two-fold goal: i) to improve the per-sequence MOS estimation accuracy through

the development of a model which is robust and has a good generalization capability,

and ii) to provide a reliable indicator for the quality of each frame of a video, offering

an intuition about their individual contribution to the overall video quality score. In

order to accomplish our goal we develop a new metric, which is able to provide quality

estimates for each individual frame. The requirement imposed on this metric is that

its average MOS value over the whole video sequence should highly correlate with the

actual MOS of the video sequence. The results produced by the developed metric are

used as the ground truth, which plays the role of the target variable in the regression

procedure. Thus, we aim at the development of a NR method for the estimation of

the MOS for each frame using features of the received video bitstream, which, when

averaged over the whole video sequence, give an accurate estimation of the MOS of the

video sequence. This piece of study led to a conference publication presented in [139].

The works presented in [87, 112] have elaborated on the concept of considering

frame quality measurements and measurements over small parts of video sequences

that guide the overall video quality rating. However, the goal of both [87, 112] is

different from the one of our research mentioned earlier. In [87] a NR objective metric

that provides two video quality scores per second so as to align with the subjective

results of a Single Stimulus Continuous Quality Evaluation (SSCQE) method [15] has

been introduced, and in [112] the authors have applied a fusion mechanism in order to

integrate the scores from some video intervals into a final one, increasing in this way

the correlation with the MOS.
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Chapter 3

Resource Allocation over Wireless

Visual Sensor Networks

3.1 Source Coding

3.2 Channel Coding

3.3 Direct-Sequence Code Division Multiple Access

3.4 Modeling and Estimation of the Expected Distortion

3.5 Optimization Criteria

3.6 Optimization Algorithms

3.7 Evaluation Metrics

3.8 Experimental Results

V
isual sensor networks are comprised of typically low-weight distributed sensor

networks that can communicate directly with a CCU. In our research, the nodes

utilize DS-CDMA in order to access the wireless VSN. The CCU performs source

and channel decoding to obtain the received video from each node and it transmits

information to the nodes in order to request changes in their transmission parameters,

such as source coding rates, channel coding rates and power levels, depending on the

amount of motion detected in each video sequence. For instance, if the CCU considers

that a node is imaging scenes of great interest, it tries to maximize the picture quality

of the specific video by appropriately adjusting its transmission parameters.
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3.1 Source Coding

Video compression is essential in communications due to limitations in the bandwidth

of the communication channel, meaning that data representation with the smallest

possible number of bits is an imperative need. Due to this, source coding is applied

before data are conveyed through the network. Different video sequences have different

bitrate requirements for their compression. Certainly, the compression requirements

vary per video sequence, while the end-user can also determine which video sequences

are source encoded at a higher rate, for each considered application. For example, if

the end-user feels that some sensor nodes monitor more interesting scenes compared

to some others, he/she will require these nodes to enhance the quality of the video

they record. This means that more bits will be spent for compression in order to avoid

significant degradation of the video quality.

In addition, video sequences with less motion can be source encoded at a lower

bitrate while still maintaining good perceptual quality. On the other hand, video se-

quences that contain intense motion activity shall be compressed at a higher bitrate in

order to avoid significant degradation of the video quality. Thus, assuming that the to-

tal bitrate is fixed, if a node needs a higher source coding rate, a lower percentage of the

total bitrate is assigned to channel coding for error correction. Hence, in order to keep

the BER at acceptable levels, the power level used for transmission must be increased.

In our study, we assume that each node has the power required for video transmission

over the VSN. Inevitably, the energy consumed for data transmission leads to short-

ening of the battery life and, due to the nature of DS-CDMA, to increased interference

imposed to the other nodes of the network.

In our research, we employ the H.264/AVC video coding standard to compress the

video sequences imaged by the nodes, using the Main profile, and High profile for

4 : 2 : 0 format video for chroma sampling as well. This standard is an extremely

efficient tool for coding and is targeted at many applications such as video telephony,

storage, broadcast, and streaming [207] that can provide good video quality at substan-

tially lower bitrates than earlier standards [186]. The Main profile was designed so as

to provide high coding efficiency. Therefore, it includes B-pictures, context-adaptive bi-

nary arithmetic coding, context-adaptive variable-length coding and interlaced coding

tools. As the error rates after FEC are not expected to be high, the error resilience tools,

i.e., flexible macroblock ordering, arbitrary slice order, and redundant slices, are not

included in this profile. The High profile has proved to be extremely efficient in coding,

taking into consideration the available coding tools for the encoder. It is a super set

of the Main profile and in addition to all the tools used in the Main profile, it includes

8 × 8 transform, 8 × 8 intra prediction and downloadable quantization/weighting ta-

bles. On average, this profile is reported to provide about 10% higher coding efficiency

in comparison to the Main profile for 720p (1280× 720 pixels) formats [207].

The coded video data are organized in Network Abstraction Layer (NAL) units, which

are packets containing an integer number of bytes. These units are grouped into Video
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Coding Layer (VCL) NAL units and non-VCL NAL units. The VCL NAL units contain the

data that represent the values of the pixels in the video pictures, while non-VCL NAL

units contain parameter sets and supplemental enhancement information [213].

3.2 Channel Coding

Channel coding is used to increase the communication channel reliability by increasing

resistance to channel errors. Specifically, it adds redundancy in the video bitstream,

unlike source coding which intends to represent data with the smallest possible num-

ber of bits. In cases where a video sequence uses fewer bits for error protection, it

is necessary to increase the transmission power in order to keep the bit error rate

at acceptable levels. In our study, an adaptive FEC scheme using Rate Compatible

Punctured Convolutional (RCPC) codes is utilized for channel coding [61]. These are

families of codes with different rates, which can be decoded by the same Viterbi decoder.

However, we could also have used other channel coding schemes.

The use of RCPC codes allows the use of Viterbi’s upper bounds on the bit error

probability [27, 61, 200, 194], Pb, which is described by the inequality [61]

Pb 6
1

P

∞
∑

d=dfree

cdPd, (3.1)

where P is the period of the code; dfree is the free distance of the code; cd is the in-

formation error weight; and Pd is the probability that the wrong path at distance d is

selected.

Let us assume that information is sent over a channel subjected to AWGN. Also,

let Binary Phase Shift Keying (BPSK) be the employed modulation scheme. Then, the

probability Pd becomes [61]
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)

dt, (3.3)

is the complementary error function; Rc is the channel coding rate; and Ek/N0 is the

energy per bit to Multiple Access Interference (MAI) ratio. The index k denotes the

corresponding node of the network.

3.3 Direct­Sequence Code Division Multiple Access

DS-CDMA is the wireless VSN access method adopted in our study. This method al-

lows all nodes to transmit over the same channel, sharing the same bandwidth. An
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advantage of such systems is the lack of a fixed limit on the number of nodes access-

ing the same bandwidth. However, since all nodes transmit over the same channel,

transmissions are affected by generated interference from the other nodes, mainly due

to non-orthogonal spreading codes, possible asynchronous transmissions, and multi-

path fading. The target is to limit the interference as much as possible in order to

ameliorate the video quality, retain low power consumption, and achieve effective ex-

ploitation of the system’s capacity without affecting the integrity of the data transmis-

sion procedure. Therefore, we are interested in achieving the ideal tradeoff between

power consumption and video viewing quality. On one hand, spending less power will

limit interference but, on the other hand, low power amounts cannot guarantee suffi-

cient video quality. Hence, power control is considered indispensable for a successful

DS-CDMA system.

After source and channel coding, each data signal is assigned a unique spreading

code, usually orthogonal or pseudo-random to the codes assigned to the other signals,

such that the interference between the two signals is minimized. In order to transmit

a single bit, a node actually transmits L chips, where L is the spreading code length,

measured in chips. Usually, the chip rate (number of transmitted chips per second),

Rchip, measured in chips per second, is identical for all nodes. We assume that the

spreading code length is identical for all nodes. This, since the bitrate Rk, for node k,

is equal to

Rk =
Rchip

L
, (3.4)

a constraint on the chip rate corresponds to a constraint on the bitrate. DS-CDMA

systems are usually interference-limited systems and therefore, it is common for the

thermal noise and background noise to be neglected.

The power level Sk, for node k = 1, 2, . . . , N is given by

Sk = Ek Rk, (3.5)

and is measured in Watts (W). The quantity Ek is the energy per bit, and Rk is the total

bitrate used for both source and channel coding.

In fact, Sk refers to the power that is received by the CCU after the transmission

of node k. Therefore, for given power levels, the required transmission powers for the

nodes can be determined by a power control algorithm that is present in all practical

DS-CDMA systems [59, 56]. Power control can track the attenuation due to the distance

between transmitter and receiver, as well as the effects of fading. Assuming the Two-Ray

Ground Reflection (TRGR) model as the propagation model, the transmission power,

Sktrans
, for node k, is given by [160]

Sktrans
=

Sk dtr
4

Gt Gr h2
t h

2
r

, (3.6)

where dtr is the distance between the transmitter (node) and the receiver (CCU), Gt is

the transmitter antenna gain, Gr is the receiver antenna gain, ht is the height of the

transmitter antenna, and hr is the height of the receiver antenna.
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Concerning the total bitrate Rk, for node k, it is defined as

Rk =
Rs,k

Rc,k

, (3.7)

and it is measured in bits per second (bps). The quantity Rs,k represents the source

coding rate of node k, also measured in bps, while Rc,k is the channel coding rate of

k-th node. Obviously, since Rc,k is the ratio of the number of information bits over the

total number of bits, it is a dimensionless number within the range [01] [98].

A significant constraint considered in our problem setup refers to the total bitrate,

Rk, used by each node for both source and channel coding. Specifically, each node

shall transmit data using the same maximum bitrate. This constraint results from

a fixed overall transmission chip rate, Rchip, and the use of the same spreading code

length L, for all nodes (see Eq (3.4)). From the definition of Rk, it is clear that source

and channel coding rates are inversely related quantities, i.e., higher source coding

rates imply fewer bits available for channel coding, and vice versa. Hence, for a fixed

Rk, the higher the source coding rate for a video sequence, the lower the video sequence

protection from channel errors, and vice versa. Therefore, source and channel coding

rates are two interdependent variables that can be considered as a pair.

In our investigation, we follow the assumption that interference can be approximated

by AWGN [59, 27]. Thus, the energy per bit to MAI ratio is given by

Ek

I0
=

Sk

Rk

N
∑

j 6=k

Sj

Wt

, k = 1, 2, . . . , N, (3.8)

where I0/2 is the two-sided noise power spectral density due to MAI, measured in

Watts/Hertz (W/Hz), and Wt is the total available bandwidth, measured in Hertz (Hz).

Again, k refers to the corresponding node, while j refers to each interfering node.

In Eq. (3.8) the following fundamental assumptions are made

(a) The thermal and background noise are ignored.

(b) The spreading codes used are random and do not have any special properties.

(c) Interference suppression filters are not used.

Assumptions (b) and (c) suggest that no means is used to suppress or limit the

co-channel interference, implying that each node admits the power of the other nodes

totally as interference. If we drop assumption (a), i.e., assuming that thermal and

background noise are rather significant, then, instead of Ek/I0, we use the following

energy per bit to MAI and noise ratio

Ek

I0 +N0
=

Sk

Rk

N
∑

j 6=k

Sj

Wt
+N0

, k = 1, 2, . . . , N, (3.9)

where N0/2 is the power spectral density of the AWGN.
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3.4 Modeling and Estimation of the Expected Distortion

The video sequences received by the CCU are degraded by both the lossy compression

and the errors introduced by the channel. Clearly, there is a direct relationship between

the bit error rate (bit error probability), Pb, and the distortion of the video sequences. In

our research, for the estimation of the expected video distortion, E[Ds+c,k], for node k,

we use Universal Rate-Distortion Characteristics (URDCs) [98]. These characteristics

show the expected distortion, E[Ds+c,k], as a function of the bit error probability, Pb,

after channel decoding. However, since video encoded with the H.264/AVC codec is

designed to handle packet errors as opposed to bit errors, we need to calculate the

resulting Packet Loss Rate (PLR). We assume that the video bitstream is packetized

using the Real-time Transport Protocol (RTP). RTP provides a packet format for real-

time data transmissions [167]. We calculate an RTP PLR from a certain BER, drop

packets from the H.264 bitstream according to the RTP PLR, and pass the corrupted

H.264 bitstream to the H.264 decoder to calculate the distortion of the video [19].

We assume that each RTP packet consists of a number of Link Layer (LL) packets.

The link layer packet size is LLsize, measured in bits. Thus, the link layer PLR is

PLRLL = 1− (1− BER)LLsize , (3.10)

where PLRLL is the PLR for a link layer packet of size LLsize. Similarly, we calculate

the RTP PLR with

PLRRTP = 1− (1− PLRLL)
RTP size , (3.11)

where PLRRTP is the PLR for an RTP packet of size RTPsize, measured in the number

of link layer packets. We assume that we know when a packet has an error and

we manually drop packets with any errors from the H.264 encoded video stream, in

accordance with the PLRRTP calculated from the BER.

Since channel errors are random, the video distortion Ds+c,k of node k, which is

due to both the lossy compression and channel errors, is a random variable. Thus, it

does not suffice to calculate the video distortion for just one realization of the channel.

Therefore, we consider the expected value of the distortion, E[Ds+c,k]. Alternatively,

instead of running repeated simulations in order to estimate the expected distortion

at the receiver, it is also possible to estimate it using the recursive optimal per-pixel

estimate algorithm [229].

The URDC model used in this research to estimate the expected distortion is given

by [19, 132]

E[Ds+c,k] = α

[

log10

(

1

Pb

)]−β

, (3.12)

for node k. The parameters α and β are positive and they are highly dependent on

the video content characteristics as well as the source coding rate. Their values are

determined in a preprocessing phase by using mean squared error optimization for

some (E[Ds+c,k], Pb) pairs [19].
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With regard to the values that the source coding rates and channel coding rates

can assume, it suffices to mention that the channel coding rates, Rc,k, k = 1, 2, . . . , N ,

can only take discrete values from a set Rc [61]. Combining this assumption with the

definition of Rk (which is fixed in our problem), this implies that source coding rates,

Rs,k, k = 1, 2, . . . , N , can also take discrete values from a set Rs. Namely

Rc,k ∈ Rc, Rs,k ∈ Rs, k = 1, 2, . . . , N.

Let the index cb = 1, 2, . . . , CB, denote the admissible source coding rate-channel

coding rate combinations. Then, (Rs,k, Rc,k) assumes discrete values from a set

Rs+c =
{

(Rs,k,1, Rc,k,1), . . . , (Rs,k,cb, Rc,k,cb), . . . , (Rs,k,CB, Rc,k,CB)
}

.

The cardinality of Rs+c is CB. Evidently, the cardinalities of the sets Rs, Rc, and

Rs+c shall be equal. Increasing the cardinality of these sets, results in a significant

augmentation of the search space with a consequent impact on the corresponding

problem’s complexity.

Regarding the power levels of the nodes, we assume that they can take real values

within a predetermined continuous range

Sk ∈ S = [smin, smax] ⊂ R, k = 1, 2, . . . , N.

Since the parameters α and β in the URDC model (Eq. (3.12)) are functions of the

source coding rate, they are immediately dependent on cb. Furthermore, the afore-

mentioned parameters are also closely related to the motion detected in each video

sequence. Higher motion levels detected in a video sequence and/or higher source

coding rates correspond to higher values for the parameter α. The free distance of the

code, dfree, and the information error weight, cd, in Pb’s relation depend on the channel

coding rate and, thus, they are also dependent on cb. Viterbi’s upper bound of Rel. (3.1)

is considered to be tight [194], and thus, it can be used as an approximation of the bit

error rate Pb [27]. It is to be noted that taking Rel. (3.1) with equality refers to a worst

case analysis.

Substituting Pd (Eq. (3.2)) into Rel. (3.1) (assuming that it holds as equality), and

then Pb into Eq. (3.12), E[Ds+c,k] becomes

E[Ds+c,k](Rs,k, Rc,k, S) = α(cb)









log10
1

1
P

∑∞
d=dfree(cb)



cd(cb)
1
2

erfc





√

√

√

√dRc,k

(

Sk/Rk∑N
j=1,j 6=k

Sj/Wt

)

















−β(cb)

,

(3.13)

for node k. Evidently, the expected video distortion is a function of the source coding

rate, Rs,k, and the channel coding rate, Rc,k, for node k, as well as of the power levels,

S = (S1, S2, . . . , SN)
⊤, of all N nodes participating in the network. Therefore, we

eventually need to determine the source-channel coding rate combination for node k,

and the power levels of all nodes, in order to compute the expected video distortion.
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3.5 Optimization Criteria

We assume that the sensor nodes participating in the network image scenes that in-

clude various motion levels. This is a common feature for the majority of real-time VSN

applications. The optimization criteria that we consider in order to tackle the problem

of optimal resource allocation among the nodes of a wireless DS-CDMA VSN and are

based on the concepts of minimizing video distortion, maximizing total system utility,

as well as finding optimal resource distributions using game-theory are analyzed in the

following.

3.5.1 Minimized Average Distortion (MAD)

According to the minimized average distortion criterion, we need to determine the op-

timal vectors of source coding rates, Rs = (Rs,1, Rs,2, . . . , Rs,N)
⊤, channel coding rates,

Rc = (Rc,1, Rc,2, . . . , Rc,N)
⊤, and power levels, S = (S1, S2, . . . , SN)

⊤, such that the

overall average distortion Dave(Rs, Rc, S) of the network is minimized, subject to the

constraint of equal target bitrate, Rtarget, for all nodes. This problem can be formally

given as follows

min
Rs,Rc,S

Dave(Rs, Rc, S), (3.14)

subject to R1 = R2 = · · · = RN = Rtarget,

where Dave(Rs, Rc, S) is defined as

Dave(Rs, Rc, S) =
1

N

N
∑

k=1

E[Ds+c,k](Rs,k, Rc,k, S), (3.15)

where k is the node’s index and N is the total number of nodes in the VSN. Obviously,

this criterion does not assert fairness among the nodes. Hence, distortion is allowed to

vary significantly from node to node as far as the average distortion is kept to minimal

levels.

3.5.2 Minimized Maximum Distortion (MMD)

The minimized maximum distortion criterion requires the determination of the optimal

vectors of source coding rates, Rs = (Rs,1, Rs,2, . . . , Rs,N)
⊤, channel coding rates, Rc =

(Rc,1, Rc,2, . . . , Rc,N)
⊤, and power levels, S = (S1, S2, . . . , SN)

⊤, such that the maximum

distortion Dmax(Rs, Rc, S) among all nodes is minimized subject to the constraint of

equal target bitrate, Rtarget, for all nodes, i.e.,

min
Rs,Rc,S

Dmax(Rs, Rc, S), (3.16)

subject to R1 = R2 = · · · = RN = Rtarget,

where Dmax(Rs, Rc, S) is defined as

Dmax(Rs, Rc, S) = max
k∈{1,2,...,N}

E[Ds+c,k](Rs,k, Rc,k, S), (3.17)
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where k denotes the corresponding node. The MMD criterion may also exhibit devi-

ations of the distortion from node to node, but, in contrast to the MAD criterion, it

guarantees that all distortions are kept within acceptable ranges.

3.5.3 Maximized Total Utility (MTU)

The maximized total utility criterion needs to determine the optimal vectors of source

coding rates, Rs = (Rs,1, Rs,2, . . . , Rs,N)
⊤, channel coding rates, Rc = (Rc,1, Rc,2, . . . , Rc,N)

⊤,

and power levels, S = (S1, S2, . . . , SN)
⊤, such that the total system utility

∑N

k=1 Uk(Rs,k, Rc,k, S)

of all nodes is maximized subject to the constraint of equal target bitrate, Rtarget, for all

nodes, i.e.,

max
K
∑

k=1

Uk(Rs,k, Rc,k, Sk), (3.18)

subject to R1 = R2 = · · · = RN = Rtarget.

The utility function, Uk, constitutes a measure of relative satisfaction for each node

k. In our problem, it is defined equivalently to the PSNR

Uk = 10 log10
2552

E[Ds+c,k]
, k = 1, 2, . . . , N, (3.19)

and thus, it is measured in decibel (dB). The quantity E[Ds+c,k] represents the expected

video distortion for each node k, given by Eq. (3.13). Clearly, higher values of the utility

function correspond to higher received video qualities.

3.5.4 Nash Bargaining Solution (NBS)

The Nash bargaining solution offers a distribution rule in order to achieve a mutually

agreeable, fair and efficient allocation of the nodes’ transmission parameters. Specifi-

cally, the NBS, denoted as F (U, dp) for the feasible set U and the disagreement point

dp, shall adhere to a number of axioms as discussed later in this section.

The vector U = (U1, U2, . . . , UN)
⊤ contains the utilities for all N nodes, given by

Eq. (3.19). The feasible set, U, encompasses all possible vectors U that result from all

possible combinations of the source and channel coding rates as well as the power levels

of all nodes, when pure strategies are allowed. (A pure strategy defines a deterministic

action of a player). Also, it shall satisfy the following conditions [187]

i) U ⊂ R
C is comprehensive, closed and bounded-above.

ii) Free disposal is allowed.

The first condition stipulates that a set U ⊂ R
C shall be comprehensive. This means

that if X is in U and Y 6 X, then Y is in U as well [21]. Additionally, the same set

shall also include all its boundary points (i.e., be closed) and be bounded from above.

A set U is bounded-above, if there exists X such that Y 6 X for all Y ∈ U.
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Regarding the second condition, free disposal means that each player is permitted

to dispose of utility, if required. The physical meaning in the case of video is that a node

is allowed to purposely add noise to its video to degrade the video quality. Obviously,

this is an irrational decision and will never be chosen. However, we should not restrict

the possible choices of the players regarding the handling of their resources, unless

they lead to cases that are impossible to be implemented. Specifically, if Y 6 X, and

X is a feasible point for all nodes, it follows that Y can be achieved by the players also

by mutually agreeing to dispose of utility, unilaterally or multilaterally. In the current

research, we assume that free disposal is allowed for the feasible set and therefore, this

statement clearly implies that the feasible set U is also comprehensive [187, 21].

Participating in a game, each player expects that he/she will receive at least as high

a utility as he/she would get without joining the game (without collaborating). This

fact constitutes an incentive for the players to negotiate. The disagreement point is

the vector of minimum utilities that each player expects by joining the game without

cooperating with the other players, and it is what each player will get even in cases of

negotiation failure. It is defined as dp = (dp1, dp2, ..., dpN)
⊤, for all N players (nodes),

where dpk is the minimum acceptable utility for node k, and dp ∈ U, that is it also be-

longs to the feasible set. Evidently, the value of the disagreement point has a profound

impact on the outcome of the negotiations, even if it never comes to pass.

A resource allocation outcome is strongly Pareto­optimal if there cannot be another

feasible outcome that is strictly preferred by at least one node, and weakly preferred

by the other nodes. In other words, this means that all nodes maintain the payoff

they hold and at least one node increases its utility. Instead, a weakly Pareto­optimal

allocation of resources is strictly preferred by all the nodes of the network, meaning

that all of them increase their utilities [21]. All the points that are characterized as

Pareto-optimal (strongly and/or weakly) give each node a utility that is greater than or

equal to the disagreement point. They are points of the feasible set and consist the

bargaining set, which is thus, a subset of the feasible set. Fig. 3.1 below illustrates the

feasible set, bargaining set, disagreement point as well as the NBS.

With regard to the previous discussion about the axioms that the NBS should satisfy,

they are given as follows [21]

1. Individual Rationality: F (U, dp) > dp.

2. Strong Pareto­Optimality: X > F (U, dp)⇒ X /∈ U.

3. Invariance to Affine Transformations: Given any strictly increasing affine transfor-

mation τ(), it holds that F (τ(U), τ(dp)) = τ(F (U, dp)).

4. Independence of Irrelevant Alternatives: If dp ∈ Y ⊆ U, then

F (U, dp) ∈ Y ⇒ F (Y, dp) = F (U, dp).

The first two axioms imply that the NBS belongs to the bargaining set and the third

axiom stipulates that the NBS is unaffected by affine transformation scalings of the
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Figure 3.1: Illustration of a feasible set.

utility function. The last axiom states that, if the bargaining solution, F (U, dp), for the

feasible set U also belongs to a subset Y of the feasible set, then F (Y, dp) shall be

the same as F (U, dp), since none of the extra elements of U were chosen as a solution

when they were available. Thus, their unavailability in Y should be irrelevant.

Provided that the aforementioned conditions are satisfied, the NBS maximizes the

Nash product [187, 132, 137, 21]

F (U, dp) = arg max
U>dp

N
∏

k=1

(Uk(Rs,k, Rc,k, S)− dpk)
bpk , (3.20)

subject to the following constraints

(a) Rk = Rtarget (fixed bitrate).

(b) Sk ∈ S = [smin, smax] ⊂ R (bounded power).

(c)
N
∑

k=1

bpk = 1, bpk > 0, k = 1, 2, . . . , N .

The parameter bpk assigned to each factor of the Nash product is called bargaining

power and declares the advantage of each player in the considered game. Higher

bargaining powers imply more advantaged players, and vice versa.

Apart from the bargaining powers, another component that directly affects the Nash

product is the disagreement point, as derived from Eq. (3.20). For this reason, we shall

pay attention to the appropriate determination of this vector. In [97] we have assumed

that the disagreement point corresponds to the vector of utilities that the nodes get if

they behave selfishly, without collaborating with each other. Following this reasoning,

a node that desires to achieve the best possible received video quality regardless of

the intentions of the other nodes, will have to transmit using the maximum power.

However, if all nodes adopt this strategy, they will all select to transmit at maximum

43



power, thereby reaching a Nash equilibrium. This occurs since each node adopts the

strategy that is the best response to the strategies followed by the other nodes.

However, such a selection for the disagreement point heavily favors the nodes that

capture videos with low motion, which get high utility and have no incentive to collab-

orate [97]. For this reason, in our research we assume that the disagreement point is

imposed by the system designer and expresses the minimum acceptable video quality

for each node, for the particular application.

3.5.5 Kalai­Smorodinsky Bargaining Solution (KSBS)

The Kalai-Smorodinsky bargaining solution, F (U, dp), for the feasible set U, and the

disagreement point dp, is the solution that satisfies the following axioms [133, 21, 36]

1. Individual Rationality: F (U, dp) > dp.

2. Weak Pareto­Optimality: X ≫ F (U, dp)⇒ X /∈ U.

3. Invariance to Affine Transformations: Given any strictly increasing affine transfor-

mation τ(), it holds that F (τ(U), τ(dp)) = τ(F (U, dp)).

4. Strong Individual Monotonicity: Suppose that dp ∈ U′ ⊆ U and UMAX is identical

for both (U, dp) and (U′, dp). Then, if F (U′, dp) is a Pareto-optimal point of U, it

holds that F (U, dp) = F (U′, dp).

The first two axioms state that the bargaining solution lies in the bargaining set. Par-

ticularly, the second one specifies that the solution F (U, dp) is weakly Pareto-optimal,

i.e., if there is a point X that is strictly preferred by all nodes, then X does not belong

to the feasible set. The third condition stipulates that if the utility function or the

disagreement point are scaled by an affine transformation, the bargaining solution re-

mains unaffected. The axiom of strong individual monotonicity, described by the fourth

axiom, presents the circumstances under which two sets have the same solution.

According to [77], the KSBS is found by taking the maximal element of the feasible

set (lying on the bargaining set), on the line connecting the disagreement point and

the utopian point. Utopian point is called the vector that consists of the maximum

achievable utilities that each node can get by participating in the resource allocation

game, and is defined as

UMAX(U, dp) = (maxU1,maxU2, . . . ,maxUN )
⊤ > dp. (3.21)

The maximum possible utility, maxUk, for node k, has to be greater or at least equal

to the utility that node k can get at its disagreement point, dpk. Since the available

resources are usually limited, it is impossible for all nodes to benefit at the same time.

Therefore, the utopian point does not belong to the feasible set.

It should be stressed that the KSBS can be applied either to convex or to non-convex

feasible sets, satisfying the aforementioned conditions. The only difference lies in the
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weak/strong Pareto-optimality axiom, which holds for non-convex/convex feasible sets,

respectively. As it was mentioned before, weak Pareto-optimality declares that all nodes

prefer the payoff they get with X more than the payoff they get with F (U, dp). Strong

Pareto-optimality means that all nodes like X at least as much as F (U, dp) and that

at least one node likes X strictly more than F (U, dp). In our study, experimentation

proved that the examined feasible sets are all slightly non-convex sets, and due to this,

the KSBS has to satisfy the condition of weak Pareto-optimality [187, 133, 36].

Node Clustering

An assumption made in our study is that the N nodes of the network are clustered

into C classes of nodes, based on the amount of motion in the detected scenes. The

motivation behind node clustering is based on the fact that after such an assumption

much less parameters need to be estimated, significantly reducing the problem’s com-

plexity as well as the time required for problem solving, a feature particularly important

in time-critical applications. In addition, each class of nodes has its own set of param-

eters α and β (see Eq. (3.13)), since they are affected by the amount of motion of each

considered video sequence.

A reasonable question that follows the aforementioned assumption, is what happens

in case of a possible change in the motion level of a scene. For example, what happens

if the relatively stationary scenes of a forest-monitoring application are disturbed by an

unexpected passage of an animal or, in a motorway-surveillance application, the scenes

that capture intense traffic succeed scenes with infrequent vehicle passing? In such

cases, a new classification of the scenes into motion classes is required, corresponding

to a new resource allocation problem that is adjusted to the current state of the observed

system.

In the context of node clustering, in the current study we consider two variants for

the MTU criterion as well as the NBS criterion, which lie on the way that the weights and

the bargaining powers are determined, respectively. The MTU criterion in its standard

form (alternatively called unweighted MTU), as it is described in Section 3.5.3, considers

an equal weight, wcl, assigned to the utility Ucl of each class of nodes, cl, given by wcl =

1/C. However, this definition for the weights leads to the same result given by Eq. (3.18),

and thus, for simplicity, we omit the presentation of the weights from this equation

(Eq. (3.18)). On the contrary, the Maximized Weighted Total Utility criterion, denoted

as w.MTU, makes a different consideration for the weights. Specifically, assuming an

equally fair game for all nodes of the network, it follows that each class of nodes cl is

assigned a weight equal to wcl = 1/Ncl, with Ncl representing the cardinality of class cl.

Similarly, since the determination of the bargaining powers is crucial for the per-

formance and efficiency of the NBS, in this study, we propose two versions of the NBS,

the NNBS and the CNBS. For the NNBS, we assume that each node has the same

advantage in the resource allocation game. Practically, given the constraint that the

sum of all bargaining powers is equal to 1, and considering an equally fair game for all
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nodes, it follows that each class of nodes cl is assigned a bargaining power equal to

bpcl = 1/Ncl, with Ncl representing the cardinality of class cl. For the CNBS, we assume

that each class of nodes is put in a similar position by the rules of the considered game.

Therefore, assuming C motion classes, and considering the constraint for the total sum

of the bargaining powers, it is implied that bpcl = 1/C, for the cl class of nodes.

3.6 Optimization Algorithms

3.6.1 Particle Swarm Optimization (PSO)

Particle swarm optimization uses a population, called swarm, of search points, called

particles, to probe the search space. The particles are randomly initialized (usually

uniformly) in the search space. Each particle has three essential features: its current

position in the search space, a memory, which retains the best position it has ever

visited, and an adaptable velocity (position shift) that iteratively defines its new position.

Also, it assumes a neighborhood consisting of other particles, i.e., a subset of the

swarm, with which it interacts by means of information exchange. The information

originating from the particle’s own experience as well as the collective experience, are

the main sources of influence for its move in the search space.

Let the general minimization problem

min
x∈X⊂Rn

f(x),

with f(x) being the objective function. Let the set I = {1, 2, . . . , P} denote the indices

of the N particles of the swarm. Then, the swarm can be represented as a set of search

points

S = {x1, x2, . . . , xP} .
Each particle is an n-dimensional vector

xi = (xi1, xi2, . . . , xin)
⊤ ∈ X, i ∈ I,

and its velocity is defined as

vi = (vi1, vi2, . . . , vin)
⊤ , i ∈ I.

Its best position is also an n-dimensional vector

pi = (pi1, pi2, . . . , pin)
⊤ ∈ X, i ∈ I,

stored in the memory and iteratively updated as long as the particle moves in X.

The neighborhood,Ni, of the i-th particle can be defined in various ways. A straight-

forward approach considers as neighbors the closest particles in the search space.

However, this approach has been shown to produce clusters of particles that rapidly
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collapse on local minimizers, thereby reducing the (collective) exploration ability of the

swarm. An alternative idea is the determination of neighborhoods in abstract spaces

instead of the actual search space. An instance that has proved to be very efficient

assumes that the particles are ordered on a ring based on their indices. In this case,

the neighborhoods consist of particles with neighboring indices, having the form

Ni = {i− r, . . . , i− 1, i, i+ 1, . . . , i+ r} ⊆ I,

where r ∈
{

1, 2, . . . , P
2

}

is called the neighborhood’s radius. The indices are assumed to

recycle at the ends, i.e., index 1 follows immediately after index P . Evidently, increasing

r results in neighborhoods that approximate the whole swarm. Different neighborhood

topologies have been proposed in the literature [91, 185]. The neighborhoods control the

information flow among the particles as well as the available information that influences

the particles’ position shifts at each iteration. Therefore, they can have a tremendous

impact on PSO’s performance.

Let gi denote the index of the best particle in the neighborhoodNi of the i-th particle,

i.e.,

gi = arg min
j∈Ni

f(pj), i ∈ I, (3.22)

and let t denote the iteration number. Then, the swarm is updated at each iteration as

follows [33]

v
(t+1)
ij = χ

[

v
(t)
ij + c1R1

(

p
(t)
ij − x

(t)
ij

)

+ c2R2

(

p
(t)
gij
− x

(t)
ij

)]

, (3.23)

x
(t+1)
ij = x

(t)
ij + v

(t+1)
ij , (3.24)

where i ∈ I; j = 1, 2, . . . , n; and χ is a parameter called the constriction coefficient,

which can deter the swarm explosion effect, i.e., the rapid divergence of the particles

due to excessively large velocities [33, 45, 195]. Regarding c1 and c2, they are two pos-

itive acceleration parameters called the cognitive and social parameter, respectively.

These parameters control the influence of the personal and collective experience (mem-

ory) on the particle’s move, with equal values promoting a fair tradeoff between them.

Finally, R1 and R2 are random variables uniformly distributed in the range [0, 1]. They

introduce stochasticity in PSO and assume a different value for each i and j. Evidently,

PSO’s update is inherently parallel, since it is performed componentwise.

After updating and evaluating the swarm, memory update takes place in two stages.

In the first stage, the personal best position of each particle is updated as follows

p
(t+1)
i =

{

x
(t+1)
i , if f

(

x
(t+1)
i

)

< f
(

p
(t)
i

)

,

p
(t)
i , otherwise,

i ∈ I.

The determination of new best positions is followed, in the second stage, by the up-

date of all indices gi, i ∈ I, according to Eq. (3.22). This completes a PSO iteration.

The procedure is repeated until a stopping criterion is satisfied, such as exceeding a

prespecified number of function evaluations or reaching a target function value.
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Clerc and Kennedy [33] have extensively studied the stability of PSO. Their analysis

offered significant mathematical evidence on its proper parameter settings. Based on

their analysis, the parameter values

χ = 0.729, c1 = 2.05, c2 = 2.05,

have been shown to be a satisfactory starting choice, considered as the default parame-

ter set of the constriction coefficient variant of PSO. Further information and alternative

settings can be found in [33, 195].

PSO belongs among the most studied metaheuristics. In addition to [33, 195],

theoretical analyses can also be found in [197, 76, 169]. Its theoretical background,

well-understood dynamics, as well as its frequently verified efficiency renders PSO a

very appealing optimizer.

Tackling Discrete Variables

Although PSO was primarily designed to handle continuous variables, it has been

successfully applied also on integer optimization problems [93, 51, 148, 149, 104]. This

can be achieved by introducing integer, arithmetic-based operators in PSO. However,

in most cases, the resulting PSO variants barely resemble the original PSO dynamics.

Alternatively, discrete values can be tackled by solving an extended version of the

problem in the continuous space and rounding the candidate solutions to the nearest

integers prior to their evaluation with the objective function. The latter procedure has

minor effect on the algorithm. Also, it has been shown to work efficiently in various

problems, offering motivation for selecting the latter approach in our study.

In the mixed-integer optimization problems of the present research, each particle

should normally consist of integer and continuous components, corresponding to the

discrete and continuous variables as described earlier. Instead, we also consider the

integer parameters to be continuous (retaining their bounds) and apply the presented

PSO scheme. However, whenever a particle is evaluated with the objective function, its

corresponding components are rounded to the nearest integers as follows

xij = ⌊xij + 0.5⌋,

where ⌊ . ⌋ is the floor function.

Estimation of Maximum Velocity

A feature usually neglected in PSO implementations is that of maximum velocity. Specif-

ically, whenever the velocities are computed by Eq. (3.23), they undergo a magnitude-

restriction test as follows

v
(t+1)
ij =











vmax
j , if v

(t+1)
ij > vmax

j ,

−vmax
j , if v

(t+1)
ij < −vmax

j ,

v
(t+1)
ij , otherwise,

∀ i, j, t,
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where vmax
j is a predefined positive value, possibly different for each j = 1, 2 . . . , n.

Obviously, this procedure restricts the velocity components within the corresponding

ranges [−vmax
j , vmax

j ], preventing the particles from taking large steps that could lead

to wide-range oscillations around the best positions or frequently escaping out of the

search space. Naturally, this can have a considerable impact on PSO’s convergence

speed. We can easily infer that large values of vmax
j are more appropriate for search

spaces with wide flat or low-curvature regions, while significantly smaller values may

be required in steep functions with large number of minimizers, especially when they

are closely concentrated.

Typically, maximum velocity is determined as the maximum absolute distance al-

lowed to be traveled by the particle in a single step at each component direction. For

this purpose, it is usually defined as a fraction of the corresponding search space’s

range in the specific component direction. For example, if the search space is defined

as

X = [xmin
1 , xmax

1 ]× · · · × [xmin
n , xmax

n ],

then the following restriction is commonly used

vmax
j = γj

(

xmax
j − xmin

j

)

, γj ∈ (0, 1], j = 1, 2 . . . , n. (3.25)

Available information on the form of the objective function may dictate larger or smaller

values of the parameter γj. For example, the Lipschitz property [64] can provide useful

insight regarding the degree of variation of the objective function in the whole search

space. However, in most cases, such information is either unavailable or very laborious

to be computed.

In such cases, we can approximately estimate the Lipschitz constant by considering

its Modulus of Continuity (MoC), δ > 0 , which is locally defined in a subset B ⊂ X of

the search space as follows

|f(x)− f(y)| 6 δ ‖x− y‖ , ∀ x, y ∈ B.

Estimating the MoC around solutions obtained in preliminary experiments as well as

on randomly selected points in the search space can partially reveal the local behavior

of the objective function. In turn, this can lead to a more appropriate selection of the

maximum velocity thresholds described above. The estimation can be easily conducted

through Monte Carlo sampling within the corresponding region B.

In our preliminary experiments, we have observed that PSO’s performance in terms

of convergence speed exhibited large deviations per optimization criterion for some

cases. Thorough examination of the corresponding landscapes revealed the importance

of proper velocity setting. Figure 3.2 refers to the MMD criterion and illustrates the

contour plot of the corresponding landscape for a fixed source-channel coding rate

combination (the one that corresponds to the best solution). The two axes stand for

the real-valued power levels, when C = 2 motion classes are considered. Darker

lines denote lower objective values. As we can see, the function has extremely steep
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Figure 3.2: Contour plot of the objective function for the MMD criterion.

regions (upper left part of the figure) as well as almost flat regions (middle to lower

part). The star mark denotes the globally optimal power level vector (for the specific

source-channel coding rate combination), which lies in a small region near the right

lower bound of the search space.

Note that the optimization algorithm optimizes the source-channel coding rate com-

binations as well as the power levels, concurrently. It is easily conceived that the

interplay of the discrete variables along with the remarkable changes in slope for the

real-valued variables, as well as the discontinuities that may be produced by criteria as

the MMD can impose serious difficulties for any optimization algorithm. Thus, we em-

ployed the procedure described above to obtain estimations of the maximum velocities

for each optimization criterion based on Monte Carlo approximations of the MoC.

Last but not least, it is to be noted that the PSO algorithm is the main optimization

solver for all but one of the optimization criteria considered in our research. Specifically,

except for the KSBS, which is found by following a geometric approach, all the rest

schemes utilize PSO, while its performance is evaluated with that of the AS, IP, and

TRR optimization methods. Also, the HPSOAS algorithm applied on the MAD and MMD

criteria proves its advantage over all examined optimization methods, including PSO.

3.6.2 Active Set (AS)

Constrained optimization problems are usually tackled by splitting the initial problem

into simpler subproblems than can be solved and used as the basis of an iterative

process. The active set is an iterative method that is used for solving a sequence of

quadratic subproblems, guaranteeing the feasibility of the final solution [113, 123]. The

main mechanism is based on the solution of the Karush-Kuhn-Tucker (KKT) equations,

which guarantee the optimality for a constrained optimization problem.
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Let us assume again the minimization problem as declared in Section 3.6.1

min
x∈X⊂Rn

f(x),

subject to m constraints (these constraints may be implicitly given as defining relations

of the search space X)

Gi(x) = 0, i = 1, . . . , me, (3.26)

Gi(x) ≤ 0, i = me + 1, . . . , m. (3.27)

The vector function G(x) = (G1(x), . . . , Gm(x))
⊤ returns a vector of length m that

includes the equality and inequality constraint values at x. The corresponding KKT

equations are given by

∇f(x) +
m
∑

i=1

λi∇Gi(x) = 0, (3.28)

λiGi(x) = 0, i = 1, . . . , me, (3.29)

λi ≥ 0, i = me + 1, . . . , m. (3.30)

Eq. (3.28) depicts the canceling process of the gradients between the objective func-

tion f(x) and the active constraints Gi(x) at x, through the use of the Lagrange multi-

pliers λi, i = 1, . . . , m. Lagrange multipliers are used in order to balance the deviations

in magnitude of the objective function and constraint gradients. Due to the fact that

only active constraints are included in the gradients canceling, non-active constraints

are assigned λi = 0, as it is stated implicitly by Eqs. (3.29)-(3.30).

Thus, the AS method is based on the solution of the KKT equations and attempts

to compute the Lagrange multipliers directly. It searches solutions in the feasible sets

and if a minimizer is found during each iteration followed by a decrease in the value of

the objective function, the algorithm terminates after a user-defined stopping criterion.

Such a criterion can be the maximum iteration number, the maximum number of

function evaluations, the function tolerance, the tolerance of the optimal point x etc.

In our problem, we use AS for comparison purposes, and the same is also true for

the IP and TRR methods. Specifically, we adopt the robust implementations of the

original Matlabr Optimization Toolbox. Further details on all these implementations

can be found in [11].

3.6.3 Hybrid Particle Swarm Optimization Active Set (HPSOAS)

Motivated by the benefits of both PSO and AS optimization algorithms, we combine

their features introducing a hybrid PSO-AS approach, which is denoted as HPSOAS.

This hybrid approach can be categorized as a memetic algorithm [126] and employs AS

as local optimizer for further improving the findings of PSO.
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Algorithm 1 HPSOAS Description

Require: Initialize PSO algorithm.

1: loop

2: if (not stopping) then

3: Update swarm and best positions.

4: if (new overall best position is found) then

5: Apply AS on the new best position.

6: Make AS’s solution the new overall best position.

7: end if

8: end if

9: end loop

In more detail, when the overall best position of PSO changes, a local search proce-

dure with AS is initiated from this point, in order to further improve it. The procedure

is sketched in Alg. 1. In our experiments, although PSO and in many cases also AS

are capable of successfully approximating the optimal solution, the HPSOAS scheme is

significantly more time-efficient, yet retaining the solutions’ quality. Its success lies on

the fact that AS is rapidly improving the PSO’s best findings, thereby providing better

attractors (best positions) for the particles, while at the same time it surmounts the

sensitivity of AS on the initial conditions (starting point). Our experimentation adopts

this approach as the optimization solver to the MAD and MMD optimization criteria.

3.6.4 Geometric Solution

Let us now describe the procedure that we follow in order to solve the resource allo-

cation problem using the KSBS. We seek the rule that allocates fairly and efficiently

the discrete source and channel coding rates, and the continuous power levels among

all the nodes of the network. This rule is defined by the KSBS, which is calculated

at the CCU. Since the KSBS is found by taking the element of the bargaining set that

also lies on the line that connects the disagreement point and the utopian point, we

approach the problem of resource allocation under a geometric perspective. The bar-

gaining solutions are derived geometrically, directly from the graphical representation

of each considered feasible set.

Figure 3.3 gives an intuition about the feasible set and the KSBS. Specifically, it

depicts the feasible set U, when there are C = 2 classes of nodes in the network. U1

declares the utility for the first class of nodes and U2 for the second class of nodes. In

our problem, these quantities represent the corresponding PSNR values. The utopian

point UMAX lies outside the feasible set. In the same figure, the diamond represents

the KSBS, F (U, dp), for the feasible set U and the disagreement point dp.

A feasible point results from a combination of the nodes’ transmission parameters.

Thus, considering all possible combinations of the nodes’ transmission parameters,

having assumed a node clustering into C = 2 motion classes, the feasible set is formed.
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Figure 3.3: A feasible set and the KSBS.

In the following, in order to determine the bargaining set, namely the Pareto-optimal

points of the feasible set, we partition the x-axis of the feasible set in small, equal

segments. For each segment of the x-axis, we keep the point with the highest value

in the y-axis. The set that is formed including the points with the highest values in

the y-axis, for each segment of the x-axis, forms the bargaining set. In order to find

the equation that describes the bargaining set, a polynomial of second degree is used,

since it is a good approximation for this set. Specifically, we have the equation

U2 = α1U
2
1 + α2U1 + α3, (3.31)

where the coefficients α1, α2, α3 are estimated in a least squares sense for a few (U1, U2)

pairs.

Continuing, we set the disagreement point at a specific value and compute the vector

of the utopian point, UMAX(U, dp), which corresponds to the maximum achievable

utilities for each class of nodes. We connect the disagreement point with the utopian

point with a straight line and find the equation of this line. Specifically, we have the

equation

U2 =
maxU2 − dp2
maxU1 − dp1

(U1 − dp1) + dp2. (3.32)

Therefore, having a set of equations, Eqs. (3.31) and (3.32), we solve the system.

The point that results from solving the system is the intersection point of the curve and

the straight line and corresponds to the Kalai-Smorodinsky bargaining solution that we

seek to find. This point belongs to the bargaining set and is unique, as we can see in

Fig. 3.3. Therefore, it is a Pareto-optimal point. Concisely, the steps for the calculation

of the KSBS are described in Alg. 2.

As it was previously mentioned, each feasible point comes from a combination of

the nodes’ transmission parameters. In our problem, this corresponds to a power
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level value and a combination of source and channel coding rate values, assuming a

maximum power constraint and a fixed bitrate constraint. Allowing continuous values

for the power levels, we have an infinite number of points in the feasible set. Thus, in

order to graphically determine the KSBS, discretization of the power levels is necessary.

Therefore, we constrain the power levels to take values within a set of predetermined

range.

Algorithm 2 KSBS Calculation

1. Determine all feasible points (U1, U2).

2. Determine the feasible points (U1, U2) that form the bargaining set.

3. Determine the coefficients α1, α2, α3 of U2 = α1U
2
1 +α2U1+α3, in a least square sense

for a few (U1, U2) feasible points.

4. Determine dp = (dp1, dp2)
⊤.

5. Determine UMAX(U, dp) = (maxU1,maxU2)
⊤.

6. Connect dp and UMAX(U, dp) with a straight line.

7. Find U2 =
maxU2−dp2
maxU1−dp1

(U1 − dp1) + dp2.

8. Solve the system of U2 = α1U
2
1 + α2U1 + α3 and U2 =

maxU2−dp2
maxU1−dp1

(U1 − dp1) + dp2.

9. F (U, dp) is the intersection point of the system, corresponding to the KSBS.

Clearly, the smaller the step size, the higher the computational complexity of the

problem and vice versa. Due to this fact, in this study we chose the value of 10−1 for the

step size of the power levels. Extensive experimentation reveals that this assumption

has minor and trivial effects on the achieved performance for the nodes, incurring

solutions for the PSNR values with differences to the third or fourth decimal digit

compared to the PSNR values obtained after assuming a smaller step size i.e., 10−3

or 10−4. In our opinion, these utility differences are negligible compared to the great

gain of the problem’s complexity reduction and clearly, this quality difference cannot

be perceived by the human eye.

3.7 Evaluation Metrics

The metrics we apply in our study in order to evaluate the results obtained from the

different resource allocation schemes are presented below. Specifically, we use four

metrics, each of which investigates fairness under a different point of view, considering

different fairness and performance aspects at each time.

1. Performance to Fairness (PF) Metric

This metric captures both relative performance and relative fairness issues. It

assumes that the total utility achieved by all motion classes using a specific

optimization scheme is higher under one scheme compared to the utility achieved

by all other competing schemes. Also, we consider that none of the examined
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schemes is simultaneously preferred by all motion classes compared to the other

schemes.

Assuming that the criterion that maximizes the unweighted total system utility,

namely the MTU, is used as the reference criterion for this metric, we define the

performance to fairness metric as [189]

PF (MTU,Cons) =

∑C

cl=1(U
MTU
cl (Rs,cl, Rc,cl, S)− UCons

cl (Rs,cl, Rc,cl, S))
∑C

cl=1max(0, UCons
cl (Rs,cl, Rc,cl, S)− UMTU

cl (Rs,cl, Rc,cl, S))
,

(3.33)

where Cons refers to each considered scheme. The numerator of Eq. (3.33) quan-

tifies the total performance gain of using the MTU over Cons, while the denom-

inator quantifies the unfairness of using the MTU over Cons. Since the MTU

criterion is considered as the reference criterion, the PF values for this scheme

are not defined.

2. Jain’s Index (JI)

This index measures how close to equal is a resource allocation for all motion

classes. Specifically, it is defined as [74]

JICons(U) =

∣

∣

∑C

cl=1U
Cons
cl (Rs,cl, Rc,cl, S)

∣

∣

2

C ·∑C

cl=1(U
Cons
cl (Rs,cl, Rc,cl, S))2

, (3.34)

where Cons refers to each considered optimization scheme and U corresponds

to the vector of utilities of all C motion classes. It takes values between 0 and

1 and this boundedness helps us to understand intuitively the fairness index.

The closer the JI value is to unity, the more ‘‘equal’’ the resource allocation is for

the motion classes. Therefore, this metric provides a quantitative value to the

fairness of the allocation.

3. Total Utility (TU) Metric

This metric examines the total utility that a scheme will bring cumulatively from

all motion classes. According to this metric, the most efficient scheme is the one

that gathers the highest overall system utility, without examining how close are

the utilities achieved by each class of nodes, but only checking the sum of all

utilities as a whole. Specifically, this metric computes

TU =

C
∑

cl=1

Ucl, (3.35)

for the C motion classes.

4. Total Power (TP) Metric

This metric investigates the major issue of power consumption by each optimiza-

tion scheme. Each node of the VSN spends an amount of power in order to assure
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a reliable video transmission and to maintain the quality of the video reception.

On the other hand, it is necessary to keep low amounts of power consumption,

since the sensor nodes are battery-operated systems and the prolongation of the

battery lifetime is an important issue. Furthermore, in a DS-CDMA system, in-

creased power for a node implies increased interference to the other nodes. Thus,

a low power level is required in order to avoid degradation of the video quali-

ties of the other nodes. Therefore, the TP metric calculates the total amount of

consumed power, cumulatively for all C motion classes, as given by

TP =
C
∑

cl=1

Scl, (3.36)

where Scl represents the power level of class cl.

3.8 Experimental Results and Discussion

This section exposes the configuration of the system parameters, experiments and a

relative discussion on the obtained results. It is worth mentioning that we have tried

various experimental settings so as to check the performance and generalization capa-

bilities of our schemes under different conditions and constraints. Initially, we describe

the procedure that we have followed for computing the expected video distortion, which

is needed in Eq. (3.13) in order to estimate the parameters α and β of the same equation

(Eq. (3.13)).

3.8.1 Estimation of α and β

For given BER, we determine the rate of the packet loss according to the RTP (see Sec-

tion 3.4). Then, packets are dropped from the video bitstream under investigation. We

continue decoding the corrupted video sequence with the H.264/AVC video codec and

finally, the expected video distortion is obtained. Figure 3.4 below shows graphically

the process of obtaining the distortion for a specific BER for a packet-based video.

Due to the existence of random channel errors in VSNs, the same procedure is re-

peated for 300 times and the expected video distortion is averaged over all these exper-

iments to offer a more reliable estimation. After the computation of the expected video

distortion, the parameters α and β of Eq. (3.13) are determined using least squares

optimization from data obtained using a few BERs. Specifically, we consider the BER

values of 10−7, 10−6, and 10−5, while it is necessary to have one set of URDCs for each

level of motion included in the captures scenes. For this purpose, various video se-

quences are considered (we present them later in this section), downloaded from [9],

so as to simulate the different motion levels. All video sequences used are at Quarter

Common Intermediate Format (QCIF) resolution (176 × 144 pixels), consisting of 300

56



Figure 3.4: Obtaining distortion for a specific BER [19].

frames. The characteristics for all examined video sequences are obtained at a rate of

15 frames per second.

3.8.2 Parameters Configuration

All our experiments have been obtained using simulations, conducted on an

Intelr CoreTM 2 Quad CPU @ 2.50 GHz with 4.00 GB RAM, using the Matlab environ-

ment. In all the experiments, we have employed the BPSK modulation scheme, while

RCPC codes with mother code rate of 1/4 have been used for channel decoding [61].

Also, the considered target bitrate constraints have been equal to 96 kbps and 144

kbps. The power levels could take continuous values from a set S = [5.0, 15.0] W. The

source-channel coding rates could take various pair values, given a target bitrate con-

straint at each time. More information about this issue is given in the following of this

section.

It is worth referring that the video quality for each motion class cl has been estimated

by using the PSNR, which is measured in decibel (dB), given by

PSNRcl = 10 log10

(

2552

E[Ds+c,cl]

)

, (3.37)

with E[Ds+c,cl] representing the expected video distortion due to source and channel

coding for the cl class of nodes given by Eq. (3.13).

For the PSO, the default parameter set as defined in Section 3.6.1 has been se-

lected along with a ring topology of radius r = 1. Moreover, since PSO is a stochastic

algorithm, its performance has been evaluated over 30 independent experiments. As it

is clarified later in this section, some of our experiments have been conducted under

the presence of thermal and background noise, while in some other experiments this

noise has been considered negligible compared to the interference. In this latter case,

PSO algorithm is able to detect a number of optimal solutions for the power levels of

all motion classes, all of which can attain the optimum value for the Nash product.

Indeed, from Eq. (3.8), it follows that the multiplication of all power levels with the
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same constant leaves the ratio Ek/I0 unaffected. However, the source-channel coding

rate combinations are unique. On the contrary, when AWGN is considered, PSO reports

unique solutions for all transmission parameters. Moreover, talking about the com-

plexity of PSO, we should refer that taking into account that the number of particles

(P ) and the number of iterations (Iter) that the algorithm is executed both depend on

the number of motion classes (C), the complexity of PSO is given by O(C · P · Iter).
Regarding the number of nodes constituting the VSN as well as the clusters they

form, we have considered two different scenarios.

(a) N = 100 nodes assigned to C = 2 motion classes.

A high-motion class consisting of the nodes that detect high levels of motion and a low-

motion class consisting of the nodes that detect low levels of motion have been formed

in this case. The ‘‘Foreman’’ video sequence has been used to represent the class of

nodes that detect high motion levels, while the ‘‘Akiyo’’ video sequence has been used to

represent the class of nodes that capture more stationary fields. The nodes have been

assigned to the two motion classes in different proportions, called node distributions,

denoted as ‘‘Nhigh −Nlow’’, where

Nhigh, Nlow ∈ {10, 30, 50, 70, 90}, Nhigh +Nlow = N = 100,

meaning that the corresponding classes consist of a number of Nhigh nodes capturing

high-motion scenes and Nlow nodes capturing low-motion scenes, respectively. All

considered node distributions are summarized bellow:

• Case 1: Nhigh = 90, Nlow = 10.

• Case 2: Nhigh = 70, Nlow = 30.

• Case 3: Nhigh = 50, Nlow = 50.

• Case 4: Nhigh = 30, Nlow = 70.

• Case 5: Nhigh = 10, Nlow = 90.

Given the bitrate constraints of Rtarget = 96 kbps and Rtarget144 kbps, the following

source-channel coding rate combinations, cbcl, for each motion class cl ∈ {high, low}
have been considered:

(i) Rtarget = 96 kbps that results in

Rs+c =
{

(32, 1/3), (48, 1/2), (64, 2/3)
}
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cbcl = 1 −→ (32, 1/3)

cbcl = 2 −→ (48, 1/2)

cbcl = 3 −→ (64, 2/3).

(ii) Rtarget = 144 kbps that results in

Rs+c =
{

(48, 1/3), (72, 1/2), (96, 2/3)
}

cbcl = 1 −→ (48, 1/3)

cbcl = 2 −→ (72, 1/2)

cbcl = 3 −→ (96, 2/3).

For the bandwidth Wt two different values have been examined, namely Wt = 20MHz

and Wt = 15MHz.

Regarding PSO, a swarm of P = 40 particles has been employed. In the specific

formulation, each particle xi has been 4-dimensional, defined as

xi =
(

Shigh, Slow, cbhigh, cblow

)⊤
, i = 1, 2, . . . , 40,

containing the power level and the source-channel coding rate combination for each

motion class, denoted as ‘‘high’’ and ‘‘low’’, respectively. Furthermore, the discrete pa-

rameters, i.e., source and channel coding rate combinations, have been represented

in the particle with continuous values within the range R = [0.6, 3.4]. However, as ex-

plained in Section 3.6.1, they have been rounded to the nearest integer for the particle’s

evaluation.

Besides that, the maximum velocities for the particles have been set based on the

MoC estimation procedure described in Section 3.6.1. In our problem, the correspond-

ing values of γ in Eq. (3.25) for the 4 component directions have been set as follows

γMAD = (0.1, 0.1, 0.03, 0.03)⊤, γMMD = (1, 1, 1, 1)⊤.

For each problem instance (out of 30 in total), PSO has been executed for a maximum

number of Iter = 1000 iterations and the best solution has been recorded.

Regarding the AS method [60, 166], it has also been applied to each problem in-

stance 30 times, for different initial conditions. However, AS has been capable of

providing only the power levels, since it works only on continuous search spaces. For

the discrete source-channel coding rate combinations, we have used exhaustive search

among all possible pair values, i.e., 3 admissible values for each of the two motion

classes, resulting in 3 × 3 = 9 cases. Thus, a single application of AS required 9 op-

timization runs, one for each discrete combination, and the final solution has been

selected as the best one among the obtained 9 solutions.

Finally, identical experiments have been conducted using the proposed hybrid al-

gorithm HPSOAS. The parameter setting of HPSOAS has been the same with that of

PSO. HPSOAS has exhibited similar performance with PSO in terms of solutions qual-

ity for each problem instance. Note that all algorithms (PSO, AS, HPSOAS) have been
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equipped with exactly the same total computational budget in terms of function evalu-

ations, namely 40000 function evaluations, in order to achieve fair comparisons among

them.

(b) N = 102 nodes assigned to C = 6 motion classes.

Six motion classes have been formed in this case, describing a different amount of

motion in the captured scenes. For this purpose, six different video sequences have

been used so as to represent each motion class. For the node distributions we have

considered the following cases:

• Case 1: Na = Nmd = Ns = Nh = Nf = Nc = 17.

• Case 2: Na = Nmd = 25, Ns = Nh = Nf = Nc = 13.

• Case 3: Na = Nmd = Nf = Nc = 13, Ns = Nh = 25.

• Case 4: Na = Nmd = Ns = Nh = 13, Nf = Nc = 25.

Na denotes the cardinality of the class that is represented by the ‘‘Akiyo’’ video

sequence, while Nmd, Ns, Nh, Nf and Nc denote the cardinality of the class that is rep-

resented by the ‘‘Mother&Daughter’’, ‘‘Salesman’’, ‘‘Hall’’, ‘‘Foreman’’ and ‘‘Coastguard’’

video sequences, respectively. In Case 1, all classes include exactly the same number

of nodes; in Case 2 more nodes describe low amounts of motion; in Case 3 more nodes

describe medium amounts of motion and in Case 4 more nodes describe high amounts

of motion. Figure 3.5 below depicts the video sequences used as well as the amount of

motion in each of them.
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Figure 3.5: The used video sequences and the amount of motion described by each of

them.

From the ‘‘Salesman’’ video sequence we have kept only the first 300 frames in order

to have the same length for all video sequences, that is 300 frames.
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Taking into account the bitrate constraints of Rtarget = 96 kbps and Rtarget = 144

kbps, it follows that the source-channel coding rate combinations can take the following

discrete values:

(i) Rtarget = 96 kbps that results in

Rs+c =
{

(32, 1/3), (38.4, 4/10), (48, 1/2), (64, 2/3), (76.8, 4/5)
}

cbcl = 1 −→ (32, 1/3)

cbcl = 2 −→ (38.4, 4/10)

cbcl = 3 −→ (48, 1/2)

cbcl = 4 −→ (64, 2/3)

cbcl = 5 −→ (76.8, 4/5).

(ii) Rtarget = 144 kbps that results in

Rs+c =
{

(48, 1/3), (57.6, 4/10), (72, 1/2), (96, 2/3), (115.2, 4/5)
}

cbcl = 1 −→ (48, 1/3)

cbcl = 2 −→ (57.6, 4/10)

cbcl = 3 −→ (72, 1/2)

cbcl = 4 −→ (96, 2/3)

cbcl = 5 −→ (115.2, 4/5).

For the bandwidth Wt we have examined the following values per bitrate constraint:

(a) Rtarget = 96 kbps −→Wt = 20MHz,Wt = 15MHz.

(b) Rtarget = 144 kbps −→ Wt = 30MHz,Wt = 22.5MHz.

Since Rtarget = 144 kbps is 1.5 times the Rtarget = 96 kbps, the same reasoning has been

followed for the bandwidth values assignment. Specifically, Wt = 30 MHz is 1.5 times

the Wt = 20 MHz and Wt = 22.5 MHz is 1.5 times the Wt = 15 MHz. This corresponds

to keeping the spreading code length the same for all cases.

In the specific formulation, each particle xi has been 12-dimensional, defined as

xi =
(

Sa, Smd, Ss, Sh, Sf, Sc, cba, cbmd, cbs, cbh, cbf, cbc)
⊤, i = 1, 2, . . . , 100,

containing the power levels and the source-channel coding rate combinations for all

motion classes. The discrete components of the particle, i.e., the source and channel

coding rate combinations, cba, cbmd, cbs, cbh, cbf, cbc, have assumed continuous values

within the range R = [0.6, 5.4]. However, as explained in Section 3.6.1, they have

been rounded to the nearest integer for the particle’s evaluation. At each of the 30

experiments, PSO has been executed for Iter = 700 iterations, which correspond to

70000 function evaluations, given that P = 100 particles, and the best solution has

been recorded.
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3.8.3 Presentation and Analysis of Results

A large number of experiments have been conducted, which can be coarsely grouped

into four sets. Each one of these sets is meticulously presented in the following of this

section.

1. First Set of Experiments

In this first group of experiments, we have been mainly interested in evaluating

MAD and MMD performance under the system setup as described in case (a) of Sec-

tion 3.8.2, taking into account both the cases of considering and neglecting thermal

and background noise, namely N0 = 0 W/Hz, and N0 = 10−7 W/Hz, respectively. In

addition, in the same set of experiments, we have examined the performance of the

HPSOAS algorithm as well as that of the AS, in terms of efficiency in finding the optimal

solution as well as execution time.

For each problem instance, PSO and HPSOAS converge on the same solutions in

all 30 experiments. Specifically, the obtained values of the objective functions of the

MAD and MMD criteria are identical up to 15 − 20 decimal digits, and therefore, they

are considered to be essentially identical. However, this is not the case for AS, which

produces inferior solutions in some cases due to its dependency on the initial conditions

and the peculiarities of the objective function landscape. Nevertheless, in the rest

problem instances AS achieves the same solutions as PSO and HPSOAS.

PSO detects a multitude of solutions for the power levels of both motion classes, all

of which have the same ratio Shigh/Slow, up to 4 − 5 decimal digits. In contrast to the

power levels, the corresponding optimal source and channel coding rate combinations

are unique in all solutions provided by PSO. Moreover, when thermal and background

noise is added, PSO reports unique solutions for all transmission parameters.

Tables 3.1-3.4 report the obtained direction components of the solution vectors

(transmission parameters) that correspond to the best objective values of both MAD

and MMD, for the case where thermal and background noise equals N0 = 0 W/Hz.

Tables 3.5-3.8 report the corresponding results under the assumption that thermal

and background noise is equal to N0 = 10−7 W/Hz. The corresponding tables per

combination of bitrate and bandwidth are summarized below:

(a) Bitrate 96 kbps and bandwidth 20MHz: Tables 3.1 and 3.5.

(b) Bitrate 96 kbps and bandwidth 15MHz: Tables 3.2 and 3.6.

(c) Bitrate 144 kbps and bandwidth 20MHz: Tables 3.3 and 3.7.

(d) Bitrate 144 kbps and bandwidth 15MHz: Tables 3.4 and 3.8.

More specifically, the tables report the obtained source-channel coding rate, the

power level and the PSNR of the high-motion class, which are represented as (Rs,high, Rc,high),
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Table 3.1: Rtarget = 96 kbps, Wt = 20MHz, N0 = 0 W/Hz.

MAD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (64, 2/3) 10.7080 (64, 2/3) 5.9845 32.9787 36.7642

30− 70 (64, 2/3) 8.6240 (64, 2/3) 5.0000 31.3844 35.1131

50− 50 (64, 2/3) 15.0000 (32, 1/3) 7.0428 30.9419 32.8537

70− 30 (48, 1/2) 15.0000 (32, 1/3) 7.6070 29.2296 32.2582

90− 10 (48, 1/2) 9.8451 (32, 1/3) 5.0000 28.2705 31.2943

MMD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (64, 2/3) 13.3488 (64, 2/3) 5.0000 35.7218 35.7218

30− 70 (64, 2/3) 12.6814 (32, 1/3) 5.0000 33.4049 33.4049

50− 50 (64, 2/3) 13.0847 (32, 1/3) 5.0000 31.6114 31.6114

70− 30 (64, 2/3) 13.4344 (32, 1/3) 5.0000 29.7737 29.7737

90− 10 (48, 1/2) 15.0000 (32, 1/3) 5.7234 28.3919 28.3919

Shigh and PSNRhigh, respectively, as well as the same quantities for the low-motion class

of nodes, denoted as (Rs,low, Rc,low), Slow, and PSNRlow, respectively. The same tables

present the results for both optimization criteria and different node distributions. Since

in this case we are interested in the optimal power level ratios, rather than the deter-

mination of the specific values of Shigh and Slow, we cite indicative Shigh and Slow values

that correspond to the best objective value.

A close inspection of the results, demonstrates that the MAD criterion works fa-

vorably for the low-motion class of nodes, equipping it with better image quality than

the high-motion class. Concerning the MMD criterion, it is rather unbiased, offering

identical PSNR values to both motion classes. These remarks are derived from all

combinations of bitrate-bandwidth considered in the specific set of experiments.

Moreover, the MMD criterion assigns higher PSNR values to the high-motion class of

nodes than the MAD criterion in the corresponding cases. Indeed, the PSNR differences

between the two criteria is inversely proportional to the cardinality of the high-motion

class of nodes. Thus, the MMD criterion can be considered as the most appropriate

choice in cases where we are interested in the amelioration of the high-motion scenes

rather than improving the quality of the low-motion scenes. Surveillance applications

are typical examples of such cases. On the contrary, the MAD criterion appears to be

more suitable in cases where high video quality of low-motion scenes is desirable.

Considering the noisy case, in general, no significant changes in PSNR values are

observed after the addition of noise, except for a marginal reduction of no more than

0.01 dB, which has imperceptible impact on video quality. Similarly to the noiseless

case, the high-motion class of nodes requires more power than the low-motion class.

More specifically, the power levels of the high-motion class are not only higher than

those of the low-motion class, but also they actually take their maximum possible

values.

Special attention shall be paid to the case of distributing 10 nodes in the high-
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Table 3.2: Rtarget = 96 kbps, Wt = 15MHz, N0 = 0 W/Hz.

MAD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (64, 2/3) 10.5000 (32, 1/3) 5.0000 31.4521 33.3203

30− 70 (48, 1/2) 9.8486 (32, 1/3) 5.0000 29.0488 32.0672

50− 50 (48, 1/2) 9.8262 (32, 1/3) 5.0000 27.7763 30.7930

70− 30 (32, 1/3) 11.2833 (32, 1/3) 7.4632 26.7596 31.6151

90− 10 (32, 1/3) 15.0000 (32, 1/3) 10.1943 26.4203 31.1774

MMD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (64, 2/3) 12.7296 (32, 1/3) 5.0000 33.0047 33.0047

30− 70 (64, 2/3) 13.2312 (32, 1/3) 5.0000 30.7191 30.7191

50− 50 (48, 1/2) 13.1569 (32, 1/3) 5.0000 28.5991 28.5991

70− 30 (32, 1/3) 12.3831 (32, 1/3) 5.0213 27.1521 27.1521

90− 10 (32, 1/3) 15.0000 (32, 1/3) 6.7090 26.5321 26.5321

Table 3.3: Rtarget = 144 kbps, Wt = 20MHz, N0 = 0 W/Hz.

MAD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (72, 1/2) 15.0000 (48, 1/3) 7.7859 30.3384 32.7780

30− 70 (48, 1/3) 15.0000 (48, 1/3) 9.3816 28.0307 31.8708

50− 50 (48, 1/3) 7.7427 (48, 1/3) 5.0000 27.1339 30.9034

70− 30 (48, 1/3) 15.0000 (48, 1/3) 9.9501 26.3745 30.0843

90− 10 (48, 1/3) 15.0000 (48, 1/3) 10.1822 25.7146 29.3731

MMD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (72, 1/2) 15.0000 (48, 1/3) 6.3505 32.3213 32.3213

30− 70 (48, 1/3) 11.6678 (48, 1/3) 5.0000 29.6328 29.6328

50− 50 (48, 1/3) 10.5707 (48, 1/3) 5.0000 28.0449 28.0449

70− 30 (48, 1/3) 9.8198 (48, 1/3) 5.0000 26.8317 26.8317

90− 10 (48, 1/3) 9.2654 (48, 1/3) 5.0000 25.8461 25.8461

motion class and 90 nodes in the low-motion class, which is reported on Table 3.7, for

the MAD criterion. Despite the addition of noise, an increase of PSNR is observed for

the low-motion class compared to the corresponding case in Table 3.3, for the same

criterion. This is attributed to the fact that under the influence of noise, the power level

of the low-motion class is increased. Thus, the ratio Ek/I0 also increases as follows

from Eq. (3.8).

Additional information regarding the performance of the proposed schemes is graph-

ically illustrated in figures. Specifically, Fig. 3.6(a) depicts the differences of the received

PSNR between the MAD and MMD criteria for both the high- and low-motion class of

nodes, for all node distributions, and refers to the case of Rtarget = 96 kbps, Wt = 20

MHz, and N0 = 0 W/Hz. The last column of the same figure shows the accumulated

PSNR difference between MAD and MMD, also for all node distributions. This figure

manifests that, cumulatively for all node distributions, the decrease in PSNR achieved
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Table 3.4: Rtarget = 144 kbps, Wt = 15MHz, N0 = 0 W/Hz.

MAD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (48, 1/3) 15.0000 (48, 1/3) 10.0856 26.0091 29.6842

30− 70 (48, 1/3) 15.0000 (48, 1/3) 10.4477 24.9842 28.5810

50− 50 (48, 1/3) 15.0000 (48, 1/3) 10.7484 24.1375 27.6704

70− 30 (48, 1/3) 15.0000 (48, 1/3) 11.0045 23.4146 26.8932

90− 10 (48, 1/3) 15.0000 (48, 1/3) 11.2265 22.7829 26.2145

MMD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (48, 1/3) 12.3251 (48, 1/3) 5.6041 28.7266 28.7266

30− 70 (48, 1/3) 9.6409 (48, 1/3) 5.0000 26.5538 26.5538

50− 50 (48, 1/3) 15.0000 (48, 1/3) 8.4876 25.0406 25.0406

70− 30 (48, 1/3) 15.0000 (48, 1/3) 9.0465 23.8711 23.8711

90− 10 (48, 1/3) 11.0000 (48, 1/3) 6.9700 22.9148 22.9148

Table 3.5: Rtarget = 96 kbps, Wt = 20MHz, N0 = 10−7 W/Hz.

MAD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (64, 2/3) 15.0000 (64, 2/3) 8.4148 32.9280 36.7442

30− 70 (64, 2/3) 15.0000 (64, 2/3) 8.7092 31.3549 35.0942

50− 50 (64, 2/3) 15.0000 (32, 1/3) 7.0445 30.9207 32.8401

70− 30 (48, 1/2) 15.0000 (32, 1/3) 7.6110 29.2156 32.2485

90− 10 (48, 1/2) 15.0000 (32, 1/3) 7.6210 28.2575 31.2847

MMD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (64, 2/3) 15.0000 (64, 2/3) 5.6298 35.6857 35.6857

30− 70 (64, 2/3) 15.0000 (32, 1/3) 5.9121 33.3853 33.3853

50− 50 (64, 2/3) 15.0000 (32, 1/3) 5.7300 31.5918 31.5918

70− 30 (64, 2/3) 15.0000 (32, 1/3) 5.5814 29.7539 29.7539

90− 10 (48, 1/2) 15.0000 (32, 1/3) 5.7257 28.3789 28.3789

by the MMD criterion for the low-motion class of nodes is considerably higher than

the corresponding gain for the high-motion class of nodes. For the case of a bitrate of

96 kbps and a bandwidth of 20MHz, the MMD increases the total PSNR for all mem-

bers of the high-motion class by 6.0986 dB, while the total PSNR for all members of

the low-motion class decreases by 9.3798 dB. Therefore, despite the fact that the MMD

offers equal PSNR values to both motion classes, it is proved to be less fair than it was

initially perceived, since it disfavors the low-motion class of nodes.

An additional piece of information is provided by Fig. 3.6(b) that depicts the optimal

ratios Shigh/Slow for the two optimization criteria when the number of nodes imaging

high levels of motion increases, while that of the nodes imaging low levels of motion

decreases. The specific figure refers to the case of Rtarget = 96 kbps, Wt = 20 MHz,

and N0 = 0 W/Hz and offers strong evidence that the MAD criterion requires much less

power than the MMD. Spending less power for data transmission means that a stronger
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Table 3.6: Rtarget = 96 kbps, Wt = 15MHz, N0 = 10−7 W/Hz.

MAD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (64, 2/3) 15.0000 (32, 1/3) 7.1567 31.4147 33.3082

30− 70 (48, 1/2) 15.0000 (32, 1/3) 7.6223 29.0315 32.0576

50− 50 (48, 1/2) 15.0000 (32, 1/3) 7.6366 27.7619 30.7834

70− 30 (32, 1/3) 15.0000 (32, 1/3) 9.9299 26.7537 31.6109

90− 10 (32, 1/3) 15.0000 (32, 1/3) 10.2012 26.4153 31.1736

MMD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (64, 2/3) 15.0000 (32, 1/3) 5.8898 32.9863 32.9863

30− 70 (64, 2/3) 15.0000 (32, 1/3) 5.6668 30.7003 30.7003

50− 50 (48, 1/2) 15.0000 (32, 1/3) 5.7028 28.5851 28.5851

70− 30 (32, 1/3) 15.0000 (32, 1/3) 6.0882 27.1463 27.1463

90− 10 (32, 1/3) 15.0000 (32, 1/3) 6.7141 26.5271 26.5271

Table 3.7: Rtarget = 144 kbps, Wt = 20MHz, N0 = 10−7 W/Hz.

MAD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (48, 1/3) 15.0000 (48, 1/3) 9.0621 29.0841 33.0421

30− 70 (48, 1/3) 15.0000 (48, 1/3) 9.3985 28.0076 31.8577

50− 50 (48, 1/3) 15.0000 (48, 1/3) 9.6979 27.1164 30.8916

70− 30 (48, 1/3) 15.0000 (48, 1/3) 9.9590 26.3597 30.0736

90− 10 (48, 1/3) 15.0000 (48, 1/3) 10.1896 25.7016 29.3630

MMD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (72, 1/2) 15.0000 (48, 1/3) 6.3510 32.2887 32.2887

30− 70 (48, 1/3) 15.0000 (48, 1/3) 6.4367 29.6111 29.6111

50− 50 (48, 1/3) 15.0000 (48, 1/3) 7.1026 28.0276 28.0276

70− 30 (48, 1/3) 15.0000 (48, 1/3) 7.6444 26.8170 26.8170

90− 10 (48, 1/3) 15.0000 (48, 1/3) 8.1007 25.8331 25.8331

channel coding is used, capable of correcting a higher number of channel errors. From

Eq. (3.7), it follows that the channel coding rate is inversely proportional to the data

compression rate, highlighting the importance of considering the special characteristics

of the video sequence (high- against low-motion), when determining the optimal power

levels.

Moreover, the power received by the CCU from the low-motion class of nodes is

always less than that of the high-motion class for both optimization criteria, as it is

confirmed from the tables for all examined bitrate-bandwidth combinations. Hence,

since the nodes that image high levels of motion need higher power levels than those of

the low-motion class, it is reasonable that the ratio Ek/I0 of Eq. (3.8) exhibits further

decrease when the cardinality of the high-motion class is larger than that of the low-

motion one. Naturally, this incurs a reduction to the PSNR values for both motion

classes.
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Figure 3.6: PSNR differences (a) and power level ratios (b) for the MAD and MMD

criteria, for various node distributions, when Rtarget = 96 kbps, Wt = 20 MHz, and

N0 = 0 W/Hz.
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Table 3.8: Rtarget = 144 kbps, Wt = 15MHz, N0 = 10−7 W/Hz.

MAD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (48, 1/3) 15.0000 (48, 1/3) 10.1179 25.9716 29.6706

30− 70 (48, 1/3) 15.0000 (48, 1/3) 10.4608 24.9646 28.5689

50− 50 (48, 1/3) 15.0000 (48, 1/3) 10.7574 24.1222 27.6593

70− 30 (48, 1/3) 15.0000 (48, 1/3) 11.0116 23.4013 26.8828

90− 10 (48, 1/3) 15.0000 (48, 1/3) 11.2325 22.7709 26.2046

MMD

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

10− 90 (48, 1/3) 15.0000 (48, 1/3) 6.8309 28.7016 28.7016

30− 70 (48, 1/3) 15.0000 (48, 1/3) 7.7878 26.5355 26.5355

50− 50 (48, 1/3) 15.0000 (48, 1/3) 8.4948 25.0255 25.0255

70− 30 (48, 1/3) 15.0000 (48, 1/3) 9.0528 23.8579 23.8579

90− 10 (48, 1/3) 15.0000 (48, 1/3) 9.5102 22.9029 22.9029

Actually, this fact explains the downward trend of the PSNR values illustrated in

Figs. 3.7(a) and 3.7(b) for both motion classes, for all examined bitrate and bandwidth

combinations. Specifically, Fig. 3.7(a) includes the PSNR variations for the high-motion

class of nodes, while Fig. 3.7(b) illustrates the same results for the low-motion class of

nodes, for the MAD criterion. Figure 3.8 offers the corresponding information for the

MMD criterion. Note that for the MMD case, the PSNR values for both motion classes

are identical.

Another issue that has gained our interest is the efficiency of PSO against that of

AS in terms of the number of iterations required for obtaining solutions of same quality

with AS. Figure 3.9 offers this information. In particular, it illustrates the number of

iterations required by PSO, averaged over the 30 independent experiments, to detect

the same solution with AS for different levels of precision, namely 3, 4, 5, and 6 decimal

digits. In each subfigure, both criteria are compared for all examined bitrate and

bandwidth combinations. Figures 3.9(a) and 3.9(b) present the aforementioned results

for the node distribution ‘‘30-70’’, while Figs. 3.9(c) and 3.9(d) for the node distribution

‘‘70-30’’. Moreover, Figs. 3.9(a) and 3.9(c) refer to the noiseless case (N0 = 0 W/Hz),

and Figs. 3.9(b) and 3.9(d) to the noisy case (N0 = 10−7 W/Hz).

From Fig. 3.9 we corroborate that PSO requires fewer iterations to achieve same

quality solutions with AS for lower precisions. As expected, increasing precision is

accompanied by a higher number of iterations. Furthermore, it is obvious that the

MMD criterion needs more function evaluations than MAD to achieve the optimal so-

lution, while the addition of noise incurs an increase to the number of iterations for

both optimization criteria. The aforementioned confirmations derive from all consid-

ered bitrate-bandwidth combinations and node distributions of the specific group of

experiments.

Figure 3.10 presents the success ratio of AS in achieving the optimal solution,

for both MAD and MMD criteria. Particularly, each of the cases as referred to this
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Figure 3.7: PSNR tendency for the MAD criterion (a) for the high-motion, and (b) low-

motion class of nodes, for various node distributions, when Rtarget = 96 kbps, Wt = 20

MHz, and N0 = 0 W/Hz.
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Figure 3.9: Average number of iterations required by PSO to obtain the solution given

by AS, for both criteria, and precision of 3, 4, 5 and 6 decimal digits, for all examined

bitrate-bandwidth combinations, for two different node distributions. Figures 3.9(a)

and 3.9(c) correspond to the noiseless case, while Figs. 3.9(b) and 3.9(d) refer to the

noisy case. 70
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Figure 3.10: Success ratios of AS in finding the optimal solution.

figure corresponds to the results of each corresponding table. For example, Case 3

corresponds to the results of Table 3.3, when Rtarget = 144 kbps, Wt = 20MHz, and

N0 = 0 W/Hz. For this case, we observe that the MAD has a success ratio of 100%

and the MMD of 99.33%. For the MAD criterion, this means that each of the node

distributions manages to achieve the same best solution in all 30 experiments. In

contrast, the success ratio for the MMD implies that one experiment out of 30, for a

specific node distribution, failed to reach the best solution.

Interpreting the AS efficiency for MAD and MMD, we infer that the MAD criterion is

capable of detecting the best solution in most of the cases and exhibits better perfor-

mance than the MMD. The superiority for MAD is clearer in noisy cases (Cases 5 − 8)

where for MMD it presents success ratios of nearly 70%. Although it may seems high,

we indicatively refer that for the case of Nhigh = 90 − Nlow = 10 of Table 3.8, only 7/30

experiments reach the optimal solution. Therefore, this figure sheds light on the weak-

ness of AS in detecting always the best solution, while it also demonstrates that its

efficiency depends on both the initially supplied starting point as well as the objective

function to be optimized.

Lastly, Table 3.9 offers an intuition regarding the execution times required by each

optimization algorithm averaged over 30 experiments per problem instance. Also, the

total running times needed for the execution of all cases of node distributions for each

specific bitrate and bandwidth combination are presented. The same table includes

results for both criteria and all cases of considered bitrate and bandwidth, for both

the noiseless and noisy cases. We shall note that AS has been set to execute 40000

function evaluations (as PSO and HPSOAS), with the function tolerance set to 10−15 and

the tolerance of the candidate optimal solution to 10−15. We have set the function and

optimal point tolerances to such levels since we have confirmed that the PSNR results

provided by the AS have been different from those of PSO even to the first decimal digit

for some cases. At this point, we should recall that the AS method was run sequentially

9 times for each tested case in order to evaluate all possible combinations of bitrate

and bandwidth. The execution times of this method are averaged over the number of

successful experiments per case.
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An overall inspection of the results denotes that despite PSO is able to reach the

optimal solutions efficiently in all 30 experiments of each considered case, as opposed

to AS, it still needs more time to be executed compared to both AS and HPSOAS.

Particularly, more time is needed as more nodes are assigned to the low-motion class

of nodes. Moreover, it follows that MAD takes less time to reach the optimal point

compared to MMD, while in the noisy case MMD needs double the time to achieve the

optimal solution compared to the noiseless case using PSO.

Commenting on the AS execution times, from Table 3.9 it is clear that it requires less

time compared to PSO, with two exceptions for the noiseless case of the MMD criterion,

when the bitrate is set to Rtarget = 144 kbps. This probably means that the randomly

supplied starting points are far away from the optimal solution and that the shape of

the objective function complicates further the finding of the solution. Additionally, we

may think that the AS method follows the brute force approach testing all possible

cases of source and channel coding rate pair values, increasing the overall problem’s

complexity. Therefore, this method is impractical to applications where problems with

higher dimensions exist. For example, if we had made the assumption for a node

clustering into 10 motion classes, the AS should be executed 310 times in order to

determine the optimal source and channel coding rate combinations for each motion

class, instead of 32 times of our problem.

Therefore, as it was also mentioned in Section 3.6.3 in order to surmount all weak-

nesses of both PSO and AS keeping their benefits at the same time, we have resorted

to the development of the HPSOAS optimization method. Table 3.9 demonstrates that

the optimization of MMD criterion using the HPSOAS method requires significantly less

time compared to both PSO and AS. Similarly, the MAD optimized under the use of the

HPSOAS saves much execution time compared to PSO and the same holds also in half

the cases compared to AS.

Interesting enough are also the conclusions drawn by Fig 3.11. The goal of the

specific illustration is to give us an insight regarding the overall execution times for each

of the MAD and MMD criteria, when we aggregate the total times for each considered

bitrate and bandwidth combination, for both the noiseless and noisy cases. Evidently, it

follows that the MMD takes longer to converge compared to the MAD, for all considered

optimization methods. Moreover, for the MMD it is clear that HPSOAS needs about

1/6th and 1/4th of the corresponding time of PSO and AS, respectively, in order to

converge to the optimal point. Further is the gain in time by adopting the HPSOAS to

the MAD criterion instead of PSO. In this case, HPSOAS reaches the optimal solution

in about 1/12th of PSO’s time. Comparable execution times are required cumulatively

from both AS and HPSOAS for the MAD criterion.

Summarizing, HPSOAS keeps the following strong points that renders its use very

appealing: i) it is not sensitive to initial conditions, ii) there is no need to execute an

exhaustive search in order to determine the discrete parameters of this problem, iii)

it can be applied to problems of higher dimensions without a tremendous impact on
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Table 3.9: Average execution times (in seconds).

Rtarget = 96 kbps, Wt = 20MHz, N0 = 0 W/Hz Rtarget = 96 kbps, Wt = 20MHz, N0 = 10−7 W/Hz

MAD MMD MAD MMD

Nhigh −Nlow PSO AS HPSOAS PSO AS HPSOAS PSO AS HPSOAS PSO AS HPSOAS

10− 90 148.78 4.67 5.43 154.34 7.36 9.71 154.83 4.93 10.70 319.55 7.08 13.24

30− 70 117.27 4.91 3.74 125.29 97.94 16.41 124.11 5.20 11.90 245.21 51.37 41.91

50− 50 81.74 6.43 3.59 94.55 53.01 32.22 87.08 5.61 0.85 185.45 47.82 48.75

70− 30 51.77 6.27 0.79 53.56 43.78 8.78 56.75 5.95 1.23 122.51 53.13 23.14

90− 10 25.44 6.47 0.61 29.01 125.44 13.29 28.15 8.88 4.04 58.87 70.79 50.42

Total time 425.00 28.75 14.16 456.75 327.53 80.41 450.92 30.57 28.72 931.59 230.19 177.46

Rtarget = 96 kbps, Wt = 15MHz, N0 = 0 W/Hz Rtarget = 96 kbps, Wt = 15MHz, N0 = 10−7 W/Hz

MAD MMD MAD MMD

Nhigh −Nlow PSO AS HPSOAS PSO AS HPSOAS PSO AS HPSOAS PSO AS HPSOAS

10 − 90 182.11 3.32 15.89 183.22 12.38 37.24 169.20 4.64 2.85 352.83 28.09 27.30

30 − 70 151.86 6.32 6.32 129.84 20.86 21.51 141.15 5.76 13.33 295.61 51.79 13.05

50 − 50 121.44 6.17 18.32 99.39 131.27 28.98 103.18 5.58 10.96 243.32 92.02 27.58

70 − 30 68.89 6.63 5.52 63.67 165.39 40.93 61.64 6.00 0.61 133.04 86.56 17.84

90 − 10 29.69 9.53 1.18 26.83 114.67 17.44 29.10 8.97 2.65 52.54 90.14 31.35

Total time 553.99 25.45 47.23 502.95 444.57 146.10 504.27 30.95 30.40 1077.34 348.60 117.12

Rtarget = 144 kbps, Wt = 20MHz, N0 = 0 W/Hz Rtarget = 144 kbps, Wt = 20MHz, N0 = 10−7 W/Hz

MAD MMD MAD MMD

Nhigh −Nlow PSO AS HPSOAS PSO AS HPSOAS PSO AS HPSOAS PSO AS HPSOAS

10 − 90 183.50 4.51 19.78 176.71 26.23 13.75 148.45 5.50 7.07 359.43 48.07 85.15

30 − 70 137.70 5.60 4.72 147.39 106.24 12.33 120.21 5.16 10.33 284.55 89.94 47.53

50 − 50 107.84 6.17 12.90 119.47 116.33 22.95 88.51 4.46 1.24 217.15 95.29 26.18

70 − 30 69.08 6.38 22.96 86.76 198.52 59.87 60.34 5.18 21.44 166.85 109.61 24.80

90 − 10 26.34 7.57 4.26 29.97 201.45 24.68 25.05 6.65 2.35 90.57 105.50 51.44

Total time 524.46 30.23 64.62 560.30 648.77 133.58 442.56 26.95 42.43 1118.55 448.41 235.10

Rtarget = 144 kbps, Wt = 15MHz, N0 = 0 W/Hz Rtarget = 144 kbps, Wt = 15MHz, N0 = 10−7 W/Hz

MAD MMD MAD MMD

Nhigh −Nlow PSO AS HPSOAS PSO AS HPSOAS PSO AS HPSOAS PSO AS HPSOAS

10 − 90 152.84 3.65 2.44 155.06 176.00 13.98 166.51 4.60 1.67 343.07 77.41 25.07

30 − 70 122.65 6.08 0.54 127.42 101.08 8.32 142.24 4.92 16.71 299.31 75.09 17.36

50 − 50 93.27 7.39 10.83 100.01 178.71 50.09 106.31 5.22 22.97 243.20 98.60 23.78

70 − 30 57.95 6.85 0.95 59.56 333.43 17.66 61.56 5.54 12.71 172.14 102.95 53.07

90 − 10 32.31 9.38 4.95 31.83 313.93 27.19 28.04 6.77 3.44 75.48 106.72 30.97

Total time 459.02 33.35 19.71 473.88 1103.15 117.24 504.66 27.05 57.5 1133.20 460.77 150.25
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Figure 3.11: Total execution times over all node distributions and bitrate-bandwidth

combinations of both the noiseless and noisy cases, for MAD and MMD, using all

optimization methods.

problem’s complexity, and iv) it takes much less time for its execution compared to

other stochastic methods.

Regarding the key points of the specific set of experiments, we should mention

that the MAD criterion works favorably for the nodes that image low motion. On the

other hand, the MMD assigns equal PSNR values to both motion classes, although it

is not sufficiently clear how fair it can be for the nodes that record low motion, taking

into consideration the significant PSNR reduction observed in this case, for this class

of nodes. Furthermore, our results confirm that the CCU receives less power with the

MAD than with the MMD, implying that MAD requires less power for data transmission.

The experiments conducted under the presence of thermal and background noise

verify the conclusions derived for the noiseless case. The main impact of noise is

a marginal reduction of the PSNR of both motion classes and optimization criteria,

with only a minor exception. Also, the nodes that detect high levels of motion require

considerably higher power levels than the nodes that detect low levels of motion to

accomplish data transmission. Regarding the performance of the PSO algorithm, it

has been assessed in comparison with the performance of the AS method, justifying its

comparative advantage in tackling such problems. Additionally, experimental results

using HPSOAS, PSO ans AS highlight the superiority of HPSOAS over both AS and PSO,

under various aspects.
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2. Second Set of Experiments

In this second set of experiments, our attention has been focused on the evaluation

of the NBS criterion, and particularly of its two variants, that is NNBS and CNBS,

where we assume that thermal and background noise is negligible compared with the

interference, under the system setup as described in case (b) of Section 3.8.2. In

the same group of experiments the results from both NNBS and CNBS are assessed

in comparison with the results from the MAD and MMD criteria, while also a great

emphasis is given on PSO’s efficiency against AS, IP and TRR optimization algorithms.

In the specific group of experiments, we have to maximize the Nash product. Due

to this, we have used PSO in order to minimize its negative, given by

f(x) = −
(

(Ua(cba, Sa)− dpa)
aa · (Umd(cbmd, Smd)− dpmd)

amd · (Us(cbs, Ss)− dps)
as

·(Uh(cbh, Sh)− dph)
ah · (Uf(cbf, Sf)− dpf)

af · (Uc(cbc, Sc)− dpc)
ac

)

,
(3.38)

and identical parameter settings have been utilized for both NNBS and CNBS variants.

First of all, we have explored the effect of the value of the disagreement point vector

on the results of the NBS-based criteria. Tables 3.10-3.13 show the achieved PSNR

values for the NNBS and CNBS, using PSO as the optimization solver. We have tested

different selections of the dp vector, for the same bitrate and bandwidth combinations.

The tested values for the vector of the dp have also been different for each bitrate and

bandwidth combination, since they must be feasible values using the available bitrate

and bandwidth, at each time. Additionally, all the elements of a dp vector have been

equal. Although this is not obligatory, we have made this assumption in an effort to be

equally fair to all motion classes.

In practice, video that includes high amounts of motion is particularly important

in surveillance applications, since this is where the action occurs. From this round of

experiments, we confirm that increasing the values of the dp vector results in favoring

the nodes that image high motion levels more than the rest of the nodes, a fact that is

expounded by the achieved PSNR values for each motion class. This is what the values

in bold denote on Tables 3.10-3.13. In addition, the amelioration of video quality

becomes more perceivable in videos with poor quality rather than in videos with good

quality. Therefore, we have assigned to dp the highest values among the tested ones

for each combination of bitrate and bandwidth. All our experiments with the NNBS

and CNBS have been conducted using:

(i) dp = 28 dB for the cases

(a) Rtarget = 96 kbps and Wt = 20 MHz

(b) Rtarget = 144 kbps and Wt = 30 MHz

(ii) dp = 26 dB for the cases
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(a) Rtarget = 96 kbps and Wt = 15 MHz

(b) Rtarget = 144 kbps and Wt = 22.5 MHz.

Table 3.10: PSNR values for different dp, using PSO, for Rtarget = 96 kbps and Wt = 20

MHz.

NNBS CNBS

Case 1

Sequences dp = 28 dp = 27 dp = 26 dp = 25 dp = 28 dp = 27 dp = 26 dp = 25

‘‘Akiyo’’ 36.5112 36.6797 36.8173 36.9319 36.5112 36.6797 36.8173 36.9319

‘‘Mother&Daughter’’ 34.5452 34.6279 34.6957 34.7521 34.5452 34.6279 34.6957 34.7521

‘‘Salesman’’ 33.0986 33.0871 33.0777 33.0697 33.0986 33.0871 33.0777 33.0697

‘‘Hall’’ 33.8855 33.9285 33.9637 33.9929 33.8855 33.9285 33.9637 33.9929

‘‘Foreman’’ 33.5774 33.6097 33.6378 33.6621 33.5774 33.6097 33.6378 33.6621

‘‘Coastguard’’ 31.7825 31.6143 31.4685 31.3413 31.7825 31.6143 31.4685 31.3413

Case 2

‘‘Akiyo’’ 36.9809 36.8912 37.1221 37.2022 36.9424 36.9382 36.9356 36.9334

‘‘Mother&Daughter’’ 34.9393 34.8361 34.9994 35.0243 33.6715 33.6401 33.6110 33.5875

‘‘Salesman’’ 33.3904 33.2421 33.3045 33.2733 33.6637 33.6380 33.6148 33.5940

‘‘Hall’’ 34.2718 35.2623 35.4899 35.5408 35.8310 35.9345 36.0190 36.0895

‘‘Foreman’’ 35.0184 34.8631 35.1263 35.1739 35.3444 35.3347 35.3289 35.3239

‘‘Coastguard’’ 32.8463 32.6105 31.7981 31.6474 32.7816 32.7745 32.7702 32.7665

Case 3

‘‘Akiyo’’ 36.9558 36.8917 37.0031 37.1001 37.4139 37.5529 37.6663 37.7609

‘‘Mother&Daughter’’ 34.8905 34.8361 34.8806 34.9213 35.4221 35.4903 35.5448 35.5896

‘‘Salesman’’ 33.3543 33.2422 33.2158 33.1963 32.8240 32.8028 32.7937 32.7862

‘‘Hall’’ 34.2239 34.1341 35.3394 35.4096 33.1350 33.0680 33.0095 32.9582

‘‘Foreman’’ 34.0659 34.8633 33.9198 33.9284 35.7753 35.7898 35.7631 35.7409

‘‘Coastguard’’ 32.8041 32.6106 31.6680 31.5307 33.1541 33.1083 33.0887 33.0725

Case 4

‘‘Akiyo’’ 35.8036 36.1377 36.3882 36.5839 37.0979 37.5082 37.8145 38.0531

‘‘Mother&Daughter’’ 33.8701 34.0992 34.2704 34.4030 35.1134 35.4458 35.6941 35.8869

‘‘Salesman’’ 32.5969 32.6923 32.7593 32.8080 33.5191 33.6951 33.8216 33.9162

‘‘Hall’’ 33.2280 33.4080 33.5419 33.6446 35.5853 36.0320 36.3737 36.6444

‘‘Foreman’’ 32.6798 32.8640 33.0096 33.1267 30.7193 30.5880 30.4715 30.3670

‘‘Coastguard’’ 30.1005 29.8555 29.6511 29.4783 29.8901 29.6107 29.3772 29.1796

On Tables 3.14-3.17 we report the results for the four different node distributions

and all considered criteria, solved by PSO, for all bitrate and bandwidth combinations.

The reported quantities at each line of the tables correspond to the power level, S, the

combination of source and channel coding rate, (Rs,Rc), and the achieved utility, PSNR,

per class. The values in bold refer to the total power levels and achieved PSNR values

for all node distributions and criteria.

Studying the performance of NNBS and CNBS, we observe that when all motion

classes have the same cardinality (Case 1), both NBS approaches offer exactly the same

solution, i.e, the same PSNR values to all motion classes. In Case 2, the NNBS offers

higher PSNR values compared to the CNBS to the nodes that describe low amounts of

motion. In Case 3, the same criterion (NNBS) assigns higher PSNR values compared to

the CNBS to the nodes that describe medium amounts of motion and in Case 4, higher

PSNR values are assigned to the nodes that describe high amounts of motion, using

also the NNBS compared to the CNBS. In all other cases, the CNBS ‘‘beats’’ the NNBS,

by assigning higher PSNR values compared to the latter.

Continuing, the performance of the NNBS and CNBS criteria has been compared

with the performance achieved by the MAD and MMD criteria. For the Cases 2 and
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Table 3.11: PSNR values for different dp, using PSO, for Rtarget = 96 kbps and Wt = 15

MHz.

NNBS CNBS

Case 1

Sequences dp = 26 dp = 25 dp = 24 dp = 23 dp = 26 dp = 25 dp = 24 dp = 23

‘‘Akiyo’’ 35.6945 35.9260 36.1113 36.2636 35.6945 35.9260 36.1113 36.2636

‘‘Mother&Daughter’’ 33.5979 33.7564 33.8830 33.9863 33.5979 33.7564 33.8830 33.9863

‘‘Salesman’’ 32.2508 32.3180 32.3695 32.4100 32.2508 32.3180 32.3695 32.4100

‘‘Hall’’ 32.8823 33.0063 33.1049 33.1850 32.8823 33.0063 33.1049 33.1850

‘‘Foreman’’ 30.2644 30.1824 30.1099 30.0453 30.2644 30.1824 30.1099 30.0453

‘‘Coastguard’’ 29.2214 29.0370 28.8818 28.7496 29.2214 29.0370 28.8818 28.7496

Case 2

‘‘Akiyo’’ 36.1434 36.3211 36.4657 36.5859 35.3258 35.3934 35.2294 35.4980

‘‘Mother&Daughter’’ 34.0389 34.1504 34.2403 34.3142 32.5165 32.5537 33.0002 32.6025

‘‘Salesman’’ 32.5823 32.6143 32.6382 32.6564 32.7412 32.7807 33.1431 32.8332

‘‘Hall’’ 33.3179 33.3982 33.4622 33.5142 33.5278 33.6192 34.1380 33.7512

‘‘Foreman’’ 30.6672 30.5615 30.4680 30.3847 32.5214 32.6343 31.1627 32.8104

‘‘Coastguard’’ 29.5215 29.3229 29.1539 29.0087 29.6692 29.4868 29.6795 29.1970

Case 3

‘‘Akiyo’’ 36.0155 36.2113 36.3704 36.5026 36.3045 36.4973 36.6539 36.7839

‘‘Mother&Daughter’’ 33.9130 34.0407 34.1441 34.2294 34.1980 34.3268 34.4307 34.5161

‘‘Salesman’’ 32.4877 32.5319 32.5659 32.5927 31.5356 31.5615 31.5818 31.5980

‘‘Hall’’ 33.1933 33.2889 33.3659 33.4290 31.7751 31.7760 31.7738 31.7697

‘‘Foreman’’ 30.5507 30.4550 30.3709 30.2964 32.8400 32.8961 32.9403 32.9756

‘‘Coastguard’’ 29.4348 29.2427 29.0802 28.9414 29.6321 29.4531 29.3008 29.1699

Case 4

‘‘Akiyo’’ 34.9081 35.2441 35.5041 35.7124 35.8943 36.2671 36.5527 36.7796

‘‘Mother&Daughter’’ 32.8337 33.0818 33.2741 33.4280 33.7938 34.0965 34.3282 34.5117

‘‘Salesman’’ 31.6736 31.8085 31.9101 31.9892 32.3982 32.5737 32.7042 32.8046

‘‘Hall’’ 32.1320 32.3380 32.4979 32.6256 33.0756 33.3444 33.5502 33.7129

‘‘Foreman’’ 29.5999 29.5560 29.5162 29.4799 29.0024 28.8656 28.7452 28.6382

‘‘Coastguard’’ 28.7254 28.5630 28.4288 28.3160 28.2780 28.0378 27.8366 27.6658

Table 3.12: PSNR values for different dp, using PSO, for Rtarget = 144 kbps and Wt = 30

MHz.

NNBS CNBS

Case 1

Sequences dp = 28 dp = 27 dp = 26 dp = 25 dp = 28 dp = 27 dp = 26 dp = 25

‘‘Akiyo’’ 36.4608 36.7424 36.9780 37.1782 36.4608 36.7424 36.9780 37.1782

‘‘Mother&Daughter’’ 34.5607 34.7048 34.8257 34.9284 34.5607 34.7048 34.8257 34.9284

‘‘Salesman’’ 33.6832 33.7449 33.7959 33.8382 33.6832 33.7449 33.7959 33.8382

‘‘Hall’’ 34.0215 34.1143 34.1915 34.2564 34.0215 34.1143 34.1915 34.2564

‘‘Foreman’’ 33.5108 33.5653 33.6114 33.6504 33.5108 33.5653 33.6114 33.6504

‘‘Coastguard’’ 30.9488 30.6709 30.4247 30.2056 30.9488 30.6709 30.4247 30.2056

Case 2

‘‘Akiyo’’ 36.9372 37.4978 37.6764 37.8302 35.3652 35.4299 35.4863 35.5358

‘‘Mother&Daughter’’ 34.9906 35.4015 35.4793 35.5459 33.5877 33.5149 33.4510 33.3944

‘‘Salesman’’ 34.0740 34.3847 34.4003 34.4124 34.9117 34.9451 34.9743 34.9999

‘‘Hall’’ 34.4212 34.7646 34.8034 34.8357 35.2744 35.3324 35.3829 35.4272

‘‘Foreman’’ 33.9734 34.3446 34.3610 34.3739 34.9981 35.0481 35.0932 35.1340

‘‘Coastguard’’ 32.7052 31.1199 30.8668 30.6401 33.5649 33.4763 33.3962 33.3237

Case 3

‘‘Akiyo’’ 36.9433 37.1866 37.3925 37.5692 37.6623 37.9145 38.1293 38.3148

‘‘Mother&Daughter’’ 34.9962 35.1135 35.2129 35.2982 35.6522 35.7891 35.9063 36.0077

‘‘Salesman’’ 34.0791 34.1199 34.1538 34.1819 32.6142 32.4898 32.3800 32.2823

‘‘Hall’’ 34.4263 34.4957 34.5540 34.6033 32.9227 32.8314 32.7509 32.6794

‘‘Foreman’’ 33.9795 34.0190 34.0526 34.0812 34.7077 34.7907 34.8639 34.9287

‘‘Coastguard’’ 31.2108 30.9324 30.6851 30.4646 33.3202 33.2569 33.1990 33.1457

Case 4

‘‘Akiyo’’ 35.4595 35.9111 36.2769 36.5806 36.6970 37.2631 37.7171 38.0907

‘‘Mother&Daughter’’ 33.6705 33.9479 34.1759 34.3666 34.7734 35.1841 35.5176 35.7938

‘‘Salesman’’ 32.8784 33.0533 33.1971 33.3171 33.8763 34.1849 34.4358 34.6434

‘‘Hall’’ 33.1952 33.4086 33.5836 33.7294 34.2192 34.5617 34.8392 35.0684

‘‘Foreman’’ 31.6048 31.5892 31.5741 31.5590 30.8078 30.6425 30.4941 30.3591

‘‘Coastguard’’ 30.4360 30.2016 29.9977 29.8190 29.8923 29.5397 29.2286 28.9526
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Table 3.13: PSNR values for different dp, using PSO, for Rtarget = 144 kbps and Wt =

22.5 MHz.

NNBS CNBS

Case 1

Sequences dp = 26 dp = 25 dp = 24 dp = 23 dp = 26 dp = 25 dp = 24 dp = 23

‘‘Akiyo’’ 34.1645 34.4186 34.5889 34.6786 34.1645 34.4186 34.5889 34.6786

‘‘Mother&Daughter’’ 32.0453 32.1855 32.3602 32.5980 32.0453 32.1855 32.3602 32.5980

‘‘Salesman’’ 31.1217 31.1968 31.2682 31.3454 31.1217 31.1968 31.2682 31.3454

‘‘Hall’’ 31.5210 31.6229 31.8874 31.9786 31.5210 31.6229 31.8874 31.9786

‘‘Foreman’’ 29.2876 29.2015 29.0012 28.9201 29.2876 29.2015 29.0012 28.9201

‘‘Coastguard’’ 28.0057 27.7981 27.5629 27.3057 28.0057 27.7981 27.5629 27.3057

Case 2

‘‘Akiyo’’ 34.8552 35.0496 35.2546 35.5378 33.1191 33.2324 33.3648 33.5678

‘‘Mother&Daughter’’ 32.6833 32.7767 32.9886 33.2501 31.0925 31.0872 31.2674 31.3897

‘‘Salesman’’ 31.7107 31.7459 31.8761 32.0452 32.6571 32.7461 32.8964 33.1562

‘‘Hall’’ 32.1199 32.1790 32.3564 32.5648 33.0788 33.1889 33.3617 33.4879

‘‘Foreman’’ 29.8588 29.7500 29.6420 29.5273 30.8089 30.7803 30.6348 30.2468

‘‘Coastguard’’ 28.4254 28.2047 28.1036 28.0010 29.1200 28.9639 28.7464 28.5560

Case 3

‘‘Akiyo’’ 34.5609 34.7806 34.8978 35.1762 35.7362 36.0013 36.2564 36.5963

‘‘Mother&Daughter’’ 32.4107 32.5241 32.7896 32.9968 33.5056 33.6763 33.7888 34.2165

‘‘Salesman’’ 31.4588 31.5112 31.7862 31.9689 30.0895 30.0402 30.2658 30.5986

‘‘Hall’’ 31.8640 31.9414 32.3619 32.6891 30.4669 30.4470 30.6790 30.8970

‘‘Foreman’’ 29.6126 29.5140 29.3456 29.2165 30.6207 30.6106 30.0631 29.7532

‘‘Coastguard’’ 28.2447 28.0299 27.8962 27.6031 28.9827 28.8393 28.6866 28.4650

Case 4

‘‘Akiyo’’ 33.0309 33.3978 33.5698 33.8938 34.4020 34.8576 35.1395 35.4443

‘‘Mother&Daughter’’ 31.0128 31.2392 31.0012 30.8964 32.2639 32.5963 32.3363 32.1161

‘‘Salesman’’ 30.1727 30.3207 30.6896 30.8896 31.3233 31.5783 31.8622 32.1116

‘‘Hall’’ 30.5520 30.7328 30.9863 31.3489 31.7262 32.0093 32.4658 32.6874

‘‘Foreman’’ 28.4022 28.3533 28.0130 27.7985 27.4835 27.3023 27.1542 26.9868

‘‘Coastguard’’ 27.3516 27.1656 26.8543 26.6366 26.6678 26.3748 26.2010 26.0012

3, a wise selection between NNBS and CNBS can always give higher PSNR results

compared to the MAD, to all motion classes. For Cases 1 and 4 the same can also

be done, but with some exceptions. Regarding the MMD, typically this criterion offers

the same utilities to all nodes. From the obtained results, we observe that the MMD

in all examined cases assigns exactly the same PSNR values to both classes of nodes

that describe high amounts of motion. Also, in the large majority of the cases, the

same PSNR values are also assigned to the sequence/sequences that describe medium

amounts of motion. Last but not least, there are also some cases where all motion

classes enjoy exactly the same PSNR values.

However, these results reveal that there are some cases where some nodes receive

a lower distortion than that of the other nodes. At the same time, in these cases, these

nodes need the lowest possible power level. Specifically, they need 5.0 W, which is the

low bound of the considered power level range. As a result, these nodes achieve lower

distortions than the rest of the nodes, despite the fact that they use the least possible

power. Evidently, if we had allowed a lower bound for the power level range, the specific

nodes would use even less power and thus, all nodes would receive exactly the same

distortion (thus, the same PSNR).

Comparing the performance of the MMD criterion with the performance of the NNBS

and CNBS criteria, the latters can be wisely used so as to assign higher PSNR values to

the low and medium video sequences, with some exceptions for the case of Rtarget = 96
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kbps and Wt = 20 MHz. Additionally, the higher the amounts of motion included in

a sequence, the higher the power level that is required and also, the lower the PSNR

value that is achieved. In our results, we have normalized the power levels so that the

lowest allocated power is equal to 5.0 W. The nodes that describe high motion usually

use more bits to compress their data and leave fewer bits that can be used to protect

the sequence from transmission errors. In the following, Tables 3.14-3.17 confirm our

conviction that decreasing the bandwidth while keeping the bitrate constant, the value

of Eq. (3.8) decreases, incurring a PSNR decrease to all motion classes.

For the total consumed power, there is no specific scheme that requires the highest

amounts of power levels in all cases of a specific bitrate and bandwidth combination,

except for the case of Rtarget = 144 kbps and Wt = 22.5 MHz, where the MMD criterion

clearly needs far more power compared to the other schemes. Furthermore, it seems

that Case 2 is the most demanding in resources (in terms of power) compared to the

other three cases, when Rtarget = 96 kbps and Wt = 20 MHz, and Rtarget = 144 kbps

and Wt = 30 MHz. The same holds also in half the cases of Rtarget = 96 kbps and

Wt = 15 MHz, and Rtarget = 144 kbps and Wt = 22.5 MHz. Last but not least, the

highest total PSNR values are achieved in Case 2 of all examined bitrate and bandwidth

combinations, with only an isolated exception.

All of the optimization criteria examined in this round of experiments, i.e., the Nash

bargaining solution in terms of its two different approaches, that is NNBS and CNBS,

the MAD and the MMD provide Pareto-optimal solutions. Specifically for the NBS, let

us assume that the provided solution (the solutions from the NNBS and CNBS), i.e.,

the solution that maximizes the Nash product is not Pareto-optimal. This means that

there is another solution where at least one node strictly increases its utility and no

node decreases its utility. However, such a solution would lead to an even greater

Nash product, thus contradicting the fact that the NBS maximizes the Nash product.

Therefore, the solution provided by the NBS criterion is Pareto-optimal.

Similar reasoning applies also to the MAD criterion. If we assume that the solu-

tion given by the MAD is not Pareto-optimal, this means that there is another solution

where at least one node receives lower distortion and no node increases its distortion.

However, such a solution would lead to an even smaller average distortion, thus con-

tradicting the fact that the MAD criterion minimizes the average distortion. Therefore,

the solution provided by the MAD criterion is Pareto-optimal.

As mentioned earlier, the MMD solution occurs when an ‘‘equilibrium’’ is reached,

i.e., when all nodes have the same distortion (except for some cases where a node, i.e.,

motion class, uses a power level at the lower end of the considered power level range),

and increasing a node’s transmission power will increase the distortions of the other

nodes, thus, leading to a higher maximum distortion.

If the solution given by the MMD is not Pareto-optimal, this would mean that there

exists another solution where at least one node receives a lower distortion and no node

increases its distortion. Such a solution would result in a deviation from the ‘‘equilib-
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rium’’. Thus, the lower distortion of one node would be a result of an increase of its

power level. This would lead to an increase of the distortions of the other nodes. There-

fore, an alternative solution where at least one node receives a lower distortion and

no node increases its distortion cannot exist and the MMD leads to a Pareto-optimal

solution. For comparison reasons, each examined criterion, except for PSO has also

been run using three competing optimization algorithms, for all cases of node distri-

butions as described in case (b) of Section 3.8.2. Specifically, PSO’s performance has

been compared with that of the deterministic algorithms AS [60, 166], IP [25, 26] and

TRR [34, 35]. Each of these methods has been run for the same maximum number

of function evaluations as PSO, i.e., 70000 function evaluations. Furthermore, 30 in-

dependent experiments have also been conducted for each one of the aforementioned

deterministic methods, starting from a different, random starting point at each experi-

ment, within the range [5.0, 15.0].

In the following, Tables 3.18-3.21 provide statistical information regarding the per-

formance of all the aforementioned algorithms, over all independent trials. Specifically,

each table presents the results for a particular bitrate and bandwidth combination.

The column ‘‘Case’’ refers to a specific node distribution. The column ‘‘Success’’ shows

how many times each algorithm succeeds in finding the optimal solution to a precision

of six decimal digits, out of 30 independent trials. Columns ‘‘Min’’, ‘‘Mean’’, ‘‘Max’’ and

‘‘Median’’ report the min, mean, max and median value of the function, respectively,

over the 30 experiments. The standard deviation of the 30 values of the function is pre-

sented under the column ‘‘Std’’. We should note that for the NNBS and CNBS criteria

the objective function is the one given by Eq. (3.38), assuming different bargaining pow-

ers for each of them. Similarly, the objective functions of the MAD and MMD criteria

are described in Sections 3.5.1 and 3.5.2, respectively.

The last column of the tables presents the results of the Wilcoxon rank sum hy-

pothesis tests [58, 68], having set the significance level at 1%. More specifically, the

obtained values of these tests can be either 1 or 0. A value equal to 1 indicates rejection

of the null hypothesis at the 1% significance level, while a value equal to 0 indicates

a failure to reject the null hypothesis at the 1% significance level. For each case of

nodes’ distribution, PSO has been compared with the respective case of the AS, IP and

TRR algorithms, and the results of the two-sided rank sum tests have been reported

under the ‘‘Ranksum’’ column, next to AS, IP and TRR algorithms, respectively. For

example, for the case of Rtarget = 96 kbps and Wt = 20 MHz, for the NNBS criterion,

having ‘‘1’’ under the ‘‘Ranksum’’ column to Case 1 of AS means that the test rejects

the null hypothesis of equal medians for the 30 values of the NNBS function using the

PSO and the 30 values of the NNBS function using the AS, at 1% significance level.

Observing the successes of each optimization method over the 30 experiments for all

considered bitrate and bandwidth combinations, we can see that PSO far exceeds the

other methods, where in many cases its success rates is 100%. The great advantage of

PSO compared to the other methods is more obvious in the MMD criterion. While PSO’s
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Table 3.14: Experimental results using PSO for Rtarget = 96 kbps and Wt = 20 MHz.
NNBS CNBS MAD MMD

Case 1

Sequences S (Rs,Rc) PSNR S (Rs,Rc) PSNR S (Rs,Rc) PSNR S (Rs,Rc) PSNR

‘‘Akiyo’’ 5.0000 (32,1/3) 36.5112 5.0000 (32,1/3) 36.5112 5.0000 (32,1/3) 36.2808 5.0000 (32,1/3) 37.0690

‘‘Mother&Daughter’’ 6.1970 (32,1/3) 34.5452 6.1970 (32,1/3) 34.5452 6.3500 (32,1/3) 34.4621 5.0000 (32,1/3) 33.7349

‘‘Salesman’’ 5.8840 (32,1/3) 33.0986 5.8840 (32,1/3) 33.0986 6.2000 (32,1/3) 33.1756 5.2662 (32,1/3) 32.9946

‘‘Hall’’ 6.8140 (32,1/3) 33.8855 6.8140 (32,1/3) 33.8855 7.0500 (32,1/3) 33.8988 5.4199 (32,1/3) 32.9946

‘‘Foreman’’ 14.0260 (48,1/2) 33.5774 14.0260 (48,1/2) 33.5774 14.6000 (48,1/2) 33.6466 12.2326 (48,1/2) 32.9946

‘‘Coastguard’’ 14.4270 (48,1/2) 31.7825 14.4270 (48,1/2) 31.7825 15.0000 (48,1/2) 31.8157 15.0000 (64,2/3) 32.9946

Total 52.3480 203.4004 52.3480 203.4004 54.2118 203.2796 47.9187 202.7823

Case 2

‘‘Akiyo’’ 5.0000 (32,1/3) 36.9809 5.0000 (32,1/3) 36.9424 5.0000 (32,1/3) 36.9572 5.0000 (38.4,4/10) 35.0808

‘‘Mother&Daughter’’ 6.1387 (32,1/3) 34.9393 5.0555 (32,1/3) 33.6715 6.1150 (32,1/3) 34.8931 5.0000 (32,1/3) 34.2562

‘‘Salesman’’ 5.8296 (32,1/3) 33.3904 6.2451 (32,1/3) 33.6637 6.0468 (32,1/3) 33.5344 5.8396 (32,1/3) 33.8069

‘‘Hall’’ 6.7451 (32,1/3) 34.2718 8.3800 (38.4,4/10) 35.8310 6.8460 (32,1/3) 34.3374 5.6838 (32,1/3) 33.8069

‘‘Foreman’’ 14.5715 (64,2/3) 35.0184 15.0000 (64,2/3) 35.3444 14.5421 (64,2/3) 34.9341 12.0802 (48,1/2) 33.8069

‘‘Coastguard’’ 15.0000 (64,2/3) 32.8463 15.0000 (64,2/3) 32.7816 15.0000 (64,2/3) 32.8065 15.0000 (64,2/3) 33.8069

Total 53.2849 207.4471 54.6806 208.2346 53.5499 207.4627 48.6036 204.5646

Case 3

‘‘Akiyo’’ 5.0000 (32,1/3) 36.9558 5.2132 (32,1/3) 37.4139 5.0000 (32,1/3) 36.9399 5.0000 (32,1/3) 37.4428

‘‘Mother&Daughter’’ 6.1139 (32,1/3) 34.8905 6.4668 (32,1/3) 35.4221 6.0062 (32,1/3) 34.7674 5.0000 (32,1/3) 34.1410

‘‘Salesman’’ 5.8058 (32,1/3) 33.3543 5.0000 (32,1/3) 32.8240 5.9207 (32,1/3) 33.4298 5.7001 (32,1/3) 33.6265

‘‘Hall’’ 6.7184 (32,1/3) 34.2239 5.4524 (32,1/3) 33.1350 6.7194 (32,1/3) 34.2095 5.6214 (32,1/3) 33.6265

‘‘Foreman’’ 13.6258 (48,1/2) 34.0659 14.9177 (64,2/3) 35.7753 13.6744 (48,1/2) 34.0777 12.1153 (48,1/2) 33.6265

‘‘Coastguard’’ 15.0000 (64,2/3) 32.8041 15.0000 (64,2/3) 33.1541 15.0000 (64,2/3) 32.7774 15.0000 (64,2/3) 33.6265

Total 52.2636 206.2945 52.0501 207.7244 52.3207 206.2017 48.4368 206.0898

Case 4

‘‘Akiyo’’ 5.0000 (32,1/3) 35.8036 5.0000 (32,1/3) 37.0979 5.0000 (32,1/3) 35.6996 5.0000 (32,1/3) 36.0568

‘‘Mother&Daughter’’ 6.1890 (32,1/3) 33.8701 6.2010 (32,1/3) 35.1134 6.3910 (32,1/3) 33.9843 5.0000 (32,1/3) 32.6348

‘‘Salesman’’ 5.8750 (32,1/3) 32.5969 5.8895 (32,1/3) 33.5191 6.1889 (32,1/3) 32.7776 5.0000 (32,1/3) 31.9587

‘‘Hall’’ 6.8130 (32,1/3) 33.2280 7.9245 (38.4,4/10) 35.5853 7.1161 (32,1/3) 33.4128 5.1498 (32,1/3) 31.5385

‘‘Foreman’’ 14.4575 (48,1/2) 32.6798 9.4885 (32,1/3) 30.7193 15.0000 (48,1/2) 32.9506 12.6278 (32,1/3) 31.5385

‘‘Coastguard’’ 12.6450 (32,1/3) 30.1005 9.9345 (32,1/3) 29.8901 12.2593 (32,1/3) 29.8803 15.0000 (48,1/2) 31.5385

Total 50.9795 198.2789 44.4380 201.9251 51.9553 198.7052 47.7776 195.2658

Table 3.15: Experimental results using PSO for Rtarget = 96 kbps and Wt = 15 MHz.
NNBS CNBS MAD MMD

Case 1

Sequences S (Rs,Rc) PSNR S (Rs,Rc) PSNR S (Rs,Rc) PSNR S (Rs,Rc) PSNR

‘‘Akiyo’’ 5.0000 (32,1/3) 35.6945 5.0000 (32,1/3) 35.6945 5.0000 (32,1/3) 35.0168 5.0000 (32,1/3) 35.2312

‘‘Mother&Daughter’’ 6.0230 (32,1/3) 33.5979 6.0230 (32,1/3) 33.5979 6.4010 (32,1/3) 33.3981 5.0000 (32,1/3) 31.7377

‘‘Salesman’’ 5.5620 (32,1/3) 32.2508 5.5620 (32,1/3) 32.2508 6.1295 (32,1/3) 32.2877 5.0000 (32,1/3) 31.3134

‘‘Hall’’ 6.5455 (32,1/3) 32.8823 6.5455 (32,1/3) 32.8823 7.0970 (32,1/3) 32.8212 5.1860 (32,1/3) 30.6941

‘‘Foreman’’ 10.8655 (32,1/3) 30.2644 10.8655 (32,1/3) 30.2644 12.2990 (32,1/3) 30.4978 12.3134 (32,1/3) 30.6941

‘‘Coastguard’’ 10.6320 (32,1/3) 29.2214 10.6320 (32,1/3) 29.2214 11.9025 (32,1/3) 29.3379 15.0000 (48,1/2) 30.6941

Total 44.6280 193.9113 44.6280 193.9113 48.8290 193.3595 47.4994 190.3646

Case 2

‘‘Akiyo’’ 5.0000 (32,1/3) 36.1434 5.0000 (32,1/3) 35.3258 5.0000 (32,1/3) 35.2539 5.0000 (32,1/3) 35.8514

‘‘Mother&Daughter’’ 6.0360 (32,1/3) 34.0389 5.4467 (32,1/3) 32.5165 6.3586 (32,1/3) 33.5627 5.0000 (32,1/3) 32.4116

‘‘Salesman’’ 5.5710 (32,1/3) 32.5823 6.4488 (32,1/3) 32.7412 6.1069 (32,1/3) 32.4249 5.0000 (32,1/3) 31.7982

‘‘Hall’’ 6.5600 (32,1/3) 33.3179 7.5948 (32,1/3) 33.5278 7.0575 (32,1/3) 32.9887 5.2294 (32,1/3) 31.4334

‘‘Foreman’’ 10.8100 (32,1/3) 30.6672 15.0000 (48,1/2) 32.5214 15.0000 (48,1/2) 32.4018 12.6330 (32,1/3) 31.4334

‘‘Coastguard’’ 10.5830 (32,1/3) 29.5215 12.2136 (32,1/3) 29.6692 11.9233 (32,1/3) 29.5011 15.0000 (48,1/2) 31.4334

Total 44.5600 196.2712 51.7039 196.3019 51.4463 196.1331 47.8624 194.3614

Case 3

‘‘Akiyo’’ 5.0000 (32,1/3) 36.0155 5.5936 (32,1/3) 36.3045 5.0000 (32,1/3) 35.2806 5.0000 (32,1/3) 35.8273

‘‘Mother&Daughter’’ 6.0325 (32,1/3) 33.9130 6.7573 (32,1/3) 34.1980 6.4400 (32,1/3) 33.6732 5.0000 (32,1/3) 32.3854

‘‘Salesman’’ 5.5685 (32,1/3) 32.4877 5.0000 (32,1/3) 31.5356 6.1980 (32,1/3) 32.5171 5.0000 (32,1/3) 31.7793

‘‘Hall’’ 6.5560 (32,1/3) 33.1933 5.7320 (32,1/3) 31.7751 7.1535 (32,1/3) 33.1013 5.2272 (32,1/3) 31.4039

‘‘Foreman’’ 10.8230 (32,1/3) 30.5507 15.0000 (48,1/2) 32.8400 12.4530 (32,1/3) 30.8146 12.6201 (32,1/3) 31.4039

‘‘Coastguard’’ 10.5970 (32,1/3) 29.4348 11.8194 (32,1/3) 29.6321 12.1445 (32,1/3) 29.6109 15.0000 (48,1/2) 31.4039

Total 44.5770 195.5950 49.9023 196.2853 49.3890 194.9977 47.8473 194.2037

Case 4

‘‘Akiyo’’ 5.0000 (32,1/3) 34.9081 5.0000 (32,1/3) 35.8943 5.0000 (32,1/3) 34.3861 5.0000 (32,1/3) 33.7426

‘‘Mother&Daughter’’ 5.9965 (32,1/3) 32.8337 6.0290 (32,1/3) 33.7938 6.3065 (32,1/3) 32.7405 5.0000 (32,1/3) 30.1199

‘‘Salesman’’ 5.5440 (32,1/3) 31.6736 5.5665 (32,1/3) 32.3982 5.9745 (32,1/3) 31.7394 5.0000 (32,1/3) 30.1496

‘‘Hall’’ 6.5155 (32,1/3) 32.1320 6.5520 (32,1/3) 33.0756 6.9585 (32,1/3) 32.1522 5.5550 (32,1/3) 29.7558

‘‘Foreman’’ 10.9590 (32,1/3) 29.5999 8.8385 (32,1/3) 29.0024 11.9135 (32,1/3) 29.7447 12.8151 (32,1/3) 29.7558

‘‘Coastguard’’ 10.7140 (32,1/3) 28.7254 8.6335 (32,1/3) 28.2780 11.3330 (32,1/3) 28.6895 15.0000 (32,1/3) 29.7558

Total 44.7290 189.8727 40.6195 192.4423 47.4860 189.4522 48.3701 183.2795
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Table 3.16: Experimental results using PSO for Rtarget = 144 kbps and Wt = 30 MHz.
NNBS CNBS MAD MMD

Case 1

Sequences S (Rs,Rc) PSNR S (Rs,Rc) PSNR S (Rs,Rc) PSNR S (Rs,Rc) PSNR

‘‘Akiyo’’ 5.0000 (48,1/3) 36.4608 5.0000 (48,1/3) 36.4608 5.0000 (48,1/3) 35.9137 5.0000 (48,1/3) 34.5798

‘‘Mother&Daughter’’ 6.0859 (48,1/3) 34.5607 6.0889 (48,1/3) 34.5607 6.3540 (48,1/3) 34.5109 6.3054 (48,1/3) 33.2093

‘‘Salesman’’ 6.5475 (48,1/3) 33.6832 6.5475 (48,1/3) 33.6832 6.9400 (48,1/3) 33.7930 7.3095 (48,1/3) 33.2093

‘‘Hall’’ 6.2033 (48,1/3) 34.0215 6.2033 (48,1/3) 34.0215 6.5390 (48,1/3) 34.0764 6.7042 (32,1/3) 33.2093

‘‘Foreman’’ 10.9137 (72,1/2) 33.5108 10.9137 (72,1/2) 33.5108 11.5525 (72,1/2) 33.6666 12.5330 (48,1/3) 33.2093

‘‘Coastguard’’ 10.4261 (48,1/3) 30.9488 10.4261 (48,1/3) 30.9488 10.9800 (48,1/3) 30.9864 15.0000 (48,1/3) 33.2093

Total 45.1795 203.1858 45.1795 203.1858 47.3655 202.9470 52.8521 200.6263

Case 2

‘‘Akiyo’’ 5.0000 (48,1/3) 36.9372 5.0000 (48,1/3) 35.3652 5.0000 (48,1/3) 36.3332 5.0000 (48,1/3) 35.5691

‘‘Mother&Daughter’’ 6.0765 (48,1/3) 34.9906 6.1183 (48,1/3) 33.5877 6.3770 (48,1/3) 34.9365 6.4225 (48,1/3) 34.3115

‘‘Salesman’’ 6.5275 (48,1/3) 34.0740 8.1458 (48,1/3) 34.9117 6.9825 (48,1/3) 34.2124 7.5287 (48,1/3) 34.3115

‘‘Hall’’ 6.1895 (48,1/3) 34.4212 7.7352 (48,1/3) 35.2744 6.5760 (48,1/3) 34.4928 6.8920 (48,1/3) 34.3115

‘‘Foreman’’ 10.7665 (72,1/2) 33.9734 13.1513 (72,1/2) 34.9981 11.4865 (72,1/2) 34.1553 12.3809 (72,1/2) 34.3115

‘‘Coastguard’’ 11.8530 (72,1/2) 32.7052 14.4449 (72,1/2) 33.5649 12.8185 (72,1/2) 33.0510 15.0000 (72,1/2) 34.3115

Total 46.4130 207.1016 54.5955 207.7020 49.2405 207.1812 53.2241 207.1266

Case 3

‘‘Akiyo’’ 5.0000 (48,1/3) 36.9433 5.0000 (48,1/3) 37.6623 5.0000 (48,1/3) 35.9637 5.0000 (48,1/3) 35.1208

‘‘Mother&Daughter’’ 6.0765 (48,1/3) 34.9962 6.0590 (48,1/3) 35.6522 6.3570 (48,1/3) 34.5617 6.3659 (48,1/3) 33.8065

‘‘Salesman’’ 6.5275 (48,1/3) 34.0791 5.2935 (48,1/3) 32.6142 6.9450 (48,1/3) 33.8430 7.4243 (48,1/3) 33.8065

‘‘Hall’’ 6.1890 (48,1/3) 34.4263 5.0040 (48,1/3) 32.9227 6.5435 (48,1/3) 34.1261 6.8021 (48,1/3) 33.8065

‘‘Foreman’’ 10.7650 (72,1/2) 33.9795 10.5535 (72,1/2) 34.7077 11.5450 (72,1/2) 33.7248 12.4494 (72,1/2) 33.8065

‘‘Coastguard’’ 10.3110 (48,1/3) 31.2108 11.5990 (72,1/2) 33.3202 12.8355 (72,1/2) 32.6268 15.0000 (72,1/2) 33.8065

Total 44.8690 205.6352 43.5090 206.8793 49.2260 204.8461 53.0417 204.1533

Case 4

‘‘Akiyo’’ 5.0000 (48,1/3) 35.4595 5.0000 (48,1/3) 36.6970 5.0000 (48,1/3) 35.1774 5.0000 (48,1/3) 32.9847

‘‘Mother&Daughter’’ 6.1155 (48,1/3) 33.6705 6.0830 (48,1/3) 34.7734 6.3125 (48,1/3) 33.7643 6.2398 (48,1/3) 31.6621

‘‘Salesman’’ 6.5910 (48,1/3) 32.8784 6.5375 (48,1/3) 33.8763 6.8640 (48,1/3) 33.0576 7.1215 (48,1/3) 31.6621

‘‘Hall’’ 6.2340 (48,1/3) 33.1952 6.1965 (48,1/3) 34.2192 6.4740 (48,1/3) 33.3461 6.5542 (48,1/3) 31.6621

‘‘Foreman’’ 10.3350 (48,1/3) 31.6048 8.7005 (48,1/3) 30.8078 10.7305 (48,1/3) 31.7761 12.5792 (48,1/3) 31.6621

‘‘Coastguard’’ 10.6795 (48,1/3) 30.4360 9.0040 (48,1/3) 29.8923 10.7025 (48,1/3) 30.2586 15.0000 (48,1/3) 31.6621

Total 44.9550 197.24444 41.5215 200.2660 46.0835 197.3801 52.4947 191.2952

Table 3.17: Experimental results using PSO for Rtarget = 144 kbps and Wt = 22.5 MHz.
NNBS CNBS MAD MMD

Case 1

Sequences S (Rs,Rc) PSNR S (Rs,Rc) PSNR S (Rs,Rc) PSNR S (Rs,Rc) PSNR

‘‘Akiyo’’ 5.0000 (48,1/3) 34.1645 5.0000 (48,1/3) 34.1645 5.0000 (48,1/3) 33.1807 5.0000 (48,1/3) 30.1623

‘‘Mother&Daughter’’ 5.8885 (48,1/3) 32.0453 5.8885 (48,1/3) 32.0453 6.1850 (48,1/3) 31.7519 6.6545 (48,1/3) 30.1623

‘‘Salesman’’ 6.1985 (48,1/3) 31.1217 6.1985 (48,1/3) 31.1217 6.6445 (48,1/3) 31.0805 7.4745 (48,1/3) 30.1623

‘‘Hall’’ 5.9185 (48,1/3) 31.5210 5.9185 (48,1/3) 31.5210 6.2885 (48,1/3) 31.3786 6.9120 (48,1/3) 30.1623

‘‘Foreman’’ 9.4195 (48,1/3) 29.2876 9.4195 (48,1/3) 29.2876 10.4010 (48,1/3) 29.6193 13.2165 (48,1/3) 30.1623

‘‘Coastguard’’ 8.8895 (48,1/3) 28.0057 8.8895 (48,1/3) 28.0057 9.9280 (48,1/3) 28.3462 14.8490 (48,1/3) 30.1623

Total 41.3145 186.1458 41.3145 186.1458 44.4470 185.3572 54.1065 180.9738

Case 2

‘‘Akiyo’’ 5.0000 (48,1/3) 34.8552 5.0000 (48,1/3) 33.1191 5.0000 (48,1/3) 33.8512 5.0000 (48,1/3) 31.7686

‘‘Mother&Daughter’’ 5.8840 (48,1/3) 32.6833 5.8950 (48,1/3) 31.0925 6.2265 (48,1/3) 32.4322 6.4705 (48,1/3) 31.0979

‘‘Salesman’’ 6.1905 (48,1/3) 31.7107 7.7055 (48,1/3) 32.6571 6.7150 (48,1/3) 31.7506 7.3337 (48,1/3) 31.0979

‘‘Hall’’ 5.9135 (48,1/3) 32.1199 7.3670 (48,1/3) 33.0788 6.3480 (48,1/3) 32.0442 6.7650 (48,1/3) 31.0979

‘‘Foreman’’ 9.3350 (48,1/3) 29.8588 11.4845 (48,1/3) 30.8089 10.5020 (48,1/3) 30.3640 12.8977 (48,1/3) 31.0979

‘‘Coastguard’’ 8.8210 (48,1/3) 28.4254 10.8730 (48,1/3) 29.1200 10.1715 (48,1/3) 29.0056 15.0000 (48,1/3) 31.0979

Total 41.1440 189.6533 48.2950 189.8764 44.9630 189.4478 53.4669 187.2581

Case 3

‘‘Akiyo’’ 5.0000 (48,1/3) 34.5609 5.2395 (48,1/3) 35.7362 5.0000 (48,1/3) 33.5194 5.0000 (48,1/3) 31.0367

‘‘Mother&Daughter’’ 5.8860 (48,1/3) 32.4107 6.1590 (48,1/3) 33.5056 6.2060 (48,1/3) 32.0955 6.5748 (48,1/3) 30.7007

‘‘Salesman’’ 6.1940 (48,1/3) 31.4588 5.2415 (48,1/3) 30.0895 6.6800 (48,1/3) 31.4189 7.4234 (48,1/3) 30.7007

‘‘Hall’’ 5.9155 (48,1/3) 31.8640 5.0000 (48,1/3) 30.4669 6.3185 (48,1/3) 31.7148 6.8547 (48,1/3) 30.7007

‘‘Foreman’’ 9.3705 (48,1/3) 29.6126 9.6730 (48,1/3) 30.6207 10.4530 (48,1/3) 29.9952 13.0894 (48,1/3) 30.7007

‘‘Coastguard’’ 8.8500 (48,1/3) 28.2447 8.7360 (48,1/3) 28.9827 10.0510 (48,1/3) 28.6790 15.0000 (48,1/3) 30.7007

Total 41.2160 188.1517 40.0490 189.4016 44.7085 187.4228 53.9423 184.5402

Case 4

‘‘Akiyo’’ 5.0000 (48,1/3) 33.0309 5.0000 (48,1/3) 34.4020 5.0000 (48,1/3) 32.2495 5.0000 (48,1/3) 28.7813

‘‘Mother&Daughter’’ 5.8955 (48,1/3) 31.0128 5.8870 (48,1/3) 32.2639 6.1265 (48,1/3) 30.8076 6.5060 (48,1/3) 28.7813

‘‘Salesman’’ 6.2120 (48,1/3) 30.1727 6.1960 (48,1/3) 31.3233 6.5465 (48,1/3) 30.1503 7.2135 (48,1/3) 28.7813

‘‘Hall’’ 5.9260 (48,1/3) 30.5520 5.9170 (48,1/3) 31.7262 6.2070 (48,1/3) 30.4547 6.6985 (48,1/3) 28.7813

‘‘Foreman’’ 9.5655 (48,1/3) 28.4022 8.0570 (48,1/3) 27.4835 10.2450 (48,1/3) 28.5880 12.8005 (48,1/3) 28.7813

‘‘Coastguard’’ 9.0075 (48,1/3) 27.3516 7.5680 (48,1/3) 26.6678 9.5950 (48,1/3) 27.4337 13.6900 (48,1/3) 28.7813

Total 41.6065 180.5222 38.6250 183.8667 43.7200 179.6838 51.9085 172.6878
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success rates are in many cases 100%, the other methods fail nearly always to reach

the optimal solution. However, there are a few cases where PSO’s successes are less

than 30. In these cases, if we examine the other statistic values of the tables, we will

observe that the min value of the function differs from the max value (of the 30 values)

in the third, second or first decimal digit. This claim is also confirmed by the small

values of the standard deviation or by the fact that the min function value is equal to

the median function value or have a slight difference in the fourth or third decimal digit.

However, even in cases where PSO achieves a near-optimal solution, this solution is

acceptable in practice, since it has only a slight impact on the utilities achieved by the

nodes. Thus, all this statistical information reinforces our view about the efficiency of

PSO in solving such optimization tasks.

Also, PSO, AS and IP behave better with the MAD criterion, noting better perfor-

mance. As it has been previously referred, PSO far exceeds the other competing meth-

ods, being able to nearly always reach the optimal solution. Among the benchmarks

that we have used for comparison with the PSO, the IP algorithm is the most efficient

one, followed in performance by the AS, and finally, by the TRR, which fails always (in

all examined cases) to reach the optimal solution.

The considerably low success rates of the deterministic algorithms can be probably

attributed to the shape of the corresponding objective functions. Specifically, if they

include steep hills as well as large flat areas, this can trap the deterministic approaches

if they are initialized within these regions. This means that the selection of the start-

ing point is very important for the performance of each method. For example, if the

functions are flat in a large part, a starting point in this area does not lead any of the

three above methods to find the optimal solution. This fact motivated us to use the

PSO algorithm as the optimization solver in this set of experiments.
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Table 3.18: Statistical results for PSO, AS, IP, TRR, Rtarget = 96 kbps and Wt = 20 MHz.

Criterion Algorithm Case Success Min Mean Max Median Std Ranksum

NNBS

PSO

1 30 -5.726552 -5.726552 -5.726552 -5.726552 0.00 –

2 30 -6.759974 -6.759974 -6.759974 -6.759974 0.00 –

3 29 -6.138522 -6.138506 -6.138032 -6.138522 0.00 –

4 24 -4.275103 -4.272522 -4.232132 -4.275103 0.01 –

AS

1 4 -5.726552 -0.121092 1.000000 1.000000 2.55 1

2 2 -6.759974 0.482668 1.000000 1.000000 1.97 1

3 4 -6.138522 0.048197 1.000000 1.000000 2.47 1

4 7 -4.275103 -0.582531 1.000000 1.000000 2.46 1

IP

1 6 -5.726552 -0.345310 1.000000 1.000000 2.74 1

2 1 -6.759974 0.482668 1.000000 1.000000 1.97 1

3 3 -6.138522 0.286148 1.000000 1.000000 2.18 1

4 9 -4.275103 -0.582531 1.000000 1.000000 2.46 1

TRR

1 0 -5.330930 -0.213350 1.000000 1.000000 2.28 1

2 0 -5.908247 0.565973 1.000000 1.000000 1.66 1

3 0 -4.873453 0.277376 1.000000 1.000000 1.88 1

4 0 -3.367513 -0.163746 1.000000 1.000000 1.82 1

CNBS

PSO

1 30 -5.726552 -5.726552 -5.726552 -5.726552 0.00 –

2 30 -6.550393 -6.550393 -6.550393 -6.550393 0.00 –

3 30 -6.409900 -6.409900 -6.409900 -6.409900 0.00 –

4 30 -4.904941 -4.904941 -4.904941 -4.904941 0.00 –

AS

1 3 -5.726552 0.327345 1.000000 1.000000 2.05 1

2 2 -6.550393 0.496640 1.000000 1.000000 1.92 1

3 1 -6.409900 0.259011 1.000000 1.000000 2.26 1

4 7 -4.904941 -2.149301 1.000000 -4.904939 3.00 1

IP

1 4 -5.726552 0.103126 1.000000 1.000000 2.33 1

2 0 -6.550392 0.748320 1.000000 1.000000 1.38 1

3 1 -6.409900 0.259010 1.000000 1.000000 2.26 1

4 14 -4.904941 -1.755639 1.000000 1.000000 3.00 1

TRR

1 0 -4.964087 0.515564 1.000000 1.000000 1.51 1

2 0 1.000000 1.000000 1.000000 1.000000 0.00 1

3 0 -5.078231 0.442476 1.000000 1.000000 1.71 1

4 0 -4.420913 -0.777876 1.000000 1.000000 2.41 1

MAD

PSO

1 29 27.877986 27.903443 28.641710 27.877986 0.14 –

2 30 22.105961 22.105961 22.105961 22.105961 0.00 –

3 30 25.335557 25.335557 25.335557 25.335557 0.00 –

4 28 38.152870 38.195643 38.921273 38.152872 0.17 –

AS

1 30 27.877986 27.877986 27.877986 27.877986 0.00 0

2 30 22.105961 22.105961 22.105961 22.105961 0.00 0

3 14 25.335557 27.840128 100.472675 25.335558 13.72 1

4 30 38.152872 38.152872 38.152872 38.152872 0.00 0

IP

1 27 27.877986 27.877986 27.877987 27.877986 0.00 0

2 30 22.105961 22.105961 22.105961 22.105961 0.00 0

3 14 25.335557 25.335558 25.335558 25.335558 0.00 1

4 30 38.152872 38.152872 38.152872 38.152872 0.00 0

TRR

1 0 35.459611 84.873294 590.658891 55.698445 105.48 1

2 0 29.444823 31922142.648722 957609654.693354 198.978964 174834459.25 1

3 0 29.759017 649.290198 13790.047768 66.250344 2528.78 1

4 0 45.894814 97.197020 428.296977 60.885126 103.30 1

MMD

PSO

1 26 32.630183 32.681779 33.238361 32.630183 0.16 –

2 30 27.063638 27.063638 27.063638 27.063638 0.00 –

3 20 28.211844 28.375334 29.236985 28.211844 0.33 –

4 29 45.627729 45.673158 46.990611 45.627729 0.25 –

AS

1 0 32.630184 32.727708 33.837196 32.630313 0.28 1

2 0 27.063640 27.214074 28.781947 27.064162 0.40 1

3 0 28.211845 28.277313 29.324319 28.214876 0.21 1

4 1 45.627729 45.627799 45.628617 45.627735 0.00 1

IP

1 0 32.893982 32.921179 33.593664 32.894431 0.13 1

2 0 27.286547 27.343641 27.381377 27.346057 0.01 1

3 0 28.475167 28.483026 28.513347 28.482314 0.01 1

4 0 45.992175 46.004366 46.080940 46.001779 0.01 1

TRR

1 0 63.809690 1473.410378 11798.985887 735.239348 2557.98 1

2 0 50.968639 871.311987 3926.881004 561.712215 990.35 1

3 0 54.714794 5969.861550 162460.812440 324.760820 29562.79 1

4 0 63.999563 166.903248 491.288336 128.784483 96.83 1
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Table 3.19: Statistical results for PSO, AS, IP, TRR, Rtarget = 96 kbps and Wt = 15 MHz.

Criterion Algorithm Case Success Min Mean Max Median Std Ranksum

NNBS

PSO

1 30 -5.931049 -5.931049 -5.931049 -5.931049 0.00 –

2 30 -6.884919 -6.884919 -6.884919 -6.884919 0.00 –

3 29 -6.357387 -6.357375 -6.357014 -6.357387 0.00 –

4 30 -4.644677 -4.644677 -4.644677 -4.644677 0.00 –

AS

1 10 -5.931049 -1.310350 1.000000 1.000000 3.32 1

2 11 -6.884919 -2.679628 1.000000 1.000000 4.00 1

3 2 -6.357387 -1.942954 1.000000 1.000000 3.67 1

4 2 -4.644677 -2.386805 1.000000 -4.644673 2.81 1

IP

1 14 -5.931049 -2.234490 1.000000 1.000000 3.52 1

2 13 -6.884919 -2.416798 1.000000 1.000000 3.97 1

3 18 -6.357387 -3.414432 1.000000 -6.357387 3.67 1

4 11 -4.644677 -1.069715 1.000000 1.000000 2.77 1

TRR

1 0 -5.622618 -2.655088 1.000000 -4.322057 2.89 1

2 0 -6.486487 -1.237290 1.000000 1.000000 3.24 1

3 0 -6.035897 -2.238168 1.000000 -3.305525 3.14 1

4 0 -4.130423 -1.386533 1.000000 -2.321361 2.17 1

CNBS

PSO

1 30 -5.931049 -5.931049 -5.931049 -5.931049 0.00 –

2 19 -6.476440 -6.466387 -6.449022 -6.476440 0.01 –

3 16 -6.374505 -6.357740 -6.338579 -6.374505 0.02 –

4 30 -5.366147 -5.366147 -5.366147 -5.366147 0.00 –

AS

1 8 -5.931049 -1.541384 1.000000 1.000000 3.40 1

2 6 -6.476440 -0.744503 1.000000 1.000000 3.22 1

3 5 -6.374505 -0.229084 1.000000 1.000000 2.80 1

4 5 -5.366147 -1.970868 1.000000 1.000000 3.23 1

IP

1 16 -5.931049 -2.696559 1.000000 -5.931049 3.52 1

2 4 -6.476440 0.003141 1.000000 1.000000 2.58 1

3 9 -6.374505 -1.212352 1.000000 1.000000 3.44 1

4 14 -5.366147 -1.970869 1.000000 1.000000 3.23 1

TRR

1 0 -5.497558 -2.238326 1.000000 -3.878174 2.92 1

2 0 -5.926976 -0.693331 1.000000 1.000000 2.67 1

3 0 -5.030588 0.261632 1.000000 1.000000 1.92 1

4 0 -5.104637 -1.385651 1.000000 1.000000 2.80 1

MAD

PSO

1 30 42.715334 42.715334 42.715334 42.715334 0.00 –

2 18 34.740266 34.741492 34.743331 34.740266 0.00 –

3 30 38.678888 38.678888 38.678888 38.678888 0.00 –

4 30 56.482854 56.482854 56.482854 56.482854 0.00 –

AS

1 8 42.715334 42.715335 42.715336 42.715335 0.00 1

2 27 34.740266 34.740266 34.740267 34.740266 0.00 1

3 17 38.678888 38.678888 38.678889 38.678888 0.00 1

4 8 56.482854 56.482855 56.482855 56.482855 0.00 1

IP

1 30 42.715334 42.715334 42.715334 42.715334 0.00 0

2 11 34.740266 34.740267 34.740267 34.740267 0.00 0

3 30 38.678888 38.678888 38.678888 38.678888 0.00 0

4 30 56.482854 56.482854 56.482854 56.482854 0.00 0

TRR

1 0 48.597923 67.903578 124.637931 59.695320 21.60 1

2 0 41.072661 2562336.995613 76818946.290372 69.551001 14024836.44 1

3 0 41.140134 55.932004 84.065159 55.987149 9.81 1

4 0 59.823066 84.709830 142.269987 81.943355 21.17 1

MMD

PSO

1 26 55.420774 55.516563 56.139190 55.420774 0.25 –

2 30 46.745971 46.745971 46.745971 46.745971 0.00 –

3 27 47.064096 47.260824 50.356854 47.064096 0.67 –

4 30 68.786486 68.786486 68.786486 68.786486 0.00 –

AS

1 0 55.420775 213734.132136 6410416.730469 55.420789 1170366.50 1

2 2 46.745971 427404.773826 6410416.730469 46.746009 1626362.98 1

3 0 47.064097 47.076131 47.414143 47.064110 0.06 1

4 0 68.786488 68.954052 72.913638 68.786535 0.75 1

IP

1 0 55.788466 213734.511989 6410416.730469 55.809086 1170366.43 1

2 0 47.116362 47.135636 47.155817 47.136172 0.01 1

3 0 47.373010 47.450356 47.459722 47.452354 0.01 1

4 0 69.178991 69.180494 69.198662 69.179764 0.00 1

TRR

1 0 93.225285 214326.061791 6410416.730469 337.734698 1170255.19 1

2 0 78.373678 4090.934508 89078.591611 343.627444 16255.22 1

3 0 105.814688 433327.625626 6410416.730469 279.925460 1624953.58 1

4 0 96.411897 181.725259 339.864507 149.604006 71.05 1
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Table 3.20: Statistical results for PSO, AS, IP, TRR, Rtarget = 144 kbps and Wt = 30

MHz.
Criterion Algorithm Case Success Min Mean Max Median Std Ranksum

NNBS

PSO

1 28 -5.600859 -5.599407 -5.579073 -5.600859 0.01 –

2 22 -6.723017 -6.719601 -6.710207 -6.723017 0.01 –

3 30 -6.062459 -6.062459 -6.062459 -6.062459 0.00 –

4 25 -4.144447 -4.121988 -3.845342 -4.144447 0.07 –

AS

1 5 -5.600859 -0.760229 1.000000 1.000000 2.97 1

2 0 -6.723015 0.742566 1.000000 1.000000 1.41 1

3 3 -6.062459 -0.177076 1.000000 1.000000 2.68 1

4 0 -4.144446 -0.200370 1.000000 1.000000 2.21 1

IP

1 10 -5.600859 -1.200286 1.000000 1.000000 3.16 1

2 1 -6.723017 0.742566 1.000000 1.000000 1.41 1

3 5 -6.062459 -0.177076 1.000000 1.000000 2.68 1

4 7 -4.144447 -0.200371 1.000000 1.000000 2.21 1

TRR

1 0 -5.020738 0.461282 1.000000 1.000000 1.65 1

2 0 -4.769009 0.807700 1.000000 1.000000 1.05 1

3 0 -5.326840 0.004166 1.000000 1.000000 2.27 1

4 0 -3.502565 0.078349 1.000000 1.000000 1.71 1

CNBS

PSO

1 28 -5.600859 -5.599407 -5.579073 -5.600859 0.01 –

2 30 -6.572136 -6.572136 -6.572136 -6.572136 0.00 –

3 29 -6.255745 -6.253124 -6.177124 -6.255745 0.01 –

4 25 -4.746744 -4.729444 -4.584500 -4.746744 0.05 –

AS

1 5 -5.600859 -0.760229 1.000000 1.000000 2.97 1

2 1 -6.572136 0.747595 1.000000 1.000000 1.38 1

3 1 -6.255745 0.274426 1.000000 1.000000 2.21 1

4 4 -4.746744 -0.340907 1.000000 1.000000 2.47 1

IP

1 10 -5.600859 -1.200286 1.000000 1.000000 3.16 1

2 1 -6.572136 0.747595 1.000000 1.000000 1.38 1

3 3 -6.255745 0.274425 1.000000 1.000000 2.21 1

4 7 -4.746744 -0.340907 1.000000 1.000000 2.47 1

TRR

1 0 -5.020738 0.461282 1.000000 1.000000 1.65 1

2 0 -3.896261 0.836791 1.000000 1.000000 0.89 1

3 0 -4.803903 0.481003 1.000000 1.000000 1.59 1

4 0 -4.448528 -0.132917 1.000000 1.000000 2.10 1

MAD

PSO

1 30 28.671136 28.671136 28.671136 28.671136 0.00 –

2 29 22.197505 22.203320 22.371955 22.197505 0.03 –

3 19 25.781431 25.795943 25.821008 25.781431 0.02 –

4 30 39.537574 39.537574 39.537574 39.537574 0.00 –

AS

1 29 28.671136 28.671136 28.671137 28.671136 0.00 0

2 30 22.197505 22.197505 22.197505 22.197505 0.00 0

3 23 25.781431 25.781431 25.781432 25.781431 0.00 0

4 2 39.537574 39.537575 39.537575 39.537575 0.00 1

IP

1 30 28.671136 28.671136 28.671136 28.671136 0.00 0

2 30 22.197505 22.197505 22.197505 22.197505 0.00 0

3 30 25.781431 25.781431 25.781431 25.781431 0.00 1

4 30 39.537574 39.537574 39.537574 39.537574 0.00 0

TRR

1 0 38.174917 80.084232 437.191990 54.975283 82.08 1

2 0 33.022878 115.806950 658.762104 61.160962 131.73 1

3 0 35.043037 136.701257 806.049917 74.006241 186.53 1

4 0 46.219864 65.138385 125.127617 59.559891 18.31 1

MMD

PSO

1 14 31.056458 31.151369 31.355355 31.057992 0.13 –

2 26 24.095459 24.129881 24.612998 24.095459 0.12 –

3 15 27.066388 27.242809 28.630456 27.066426 0.40 –

4 29 44.347172 44.347172 44.347173 44.347172 0.00 –

AS

1 0 31.056462 31.078239 31.525284 31.056759 0.09 0

2 0 24.095463 24.135839 24.835710 24.095768 0.14 1

3 0 27.066398 27.224033 29.311025 27.072111 0.45 0

4 0 44.347187 44.419303 45.299474 44.352565 0.23 1

IP

1 0 31.241349 31.244034 31.245254 31.244358 0.00 1

2 0 24.279991 24.285232 24.287873 24.285217 0.00 1

3 0 27.228921 27.248421 27.259118 27.249201 0.00 1

4 0 44.524078 44.535475 44.598444 44.532140 0.01 1

TRR

1 0 94.109723 576.252212 3386.972994 288.327944 715.21 1

2 0 87.636164 605.994373 3050.645396 269.316773 740.79 1

3 0 45.631121 2812.207090 36087.939245 627.444041 6679.12 1

4 0 61.519355 208.647801 439.313149 185.546088 93.59 1
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Table 3.21: Statistical results for PSO, AS, IP, TRR, Rtarget = 144 kbps and Wt = 22.5

MHz.
Criterion Algorithm Case Success Min Mean Max Median Std Ranksum

NNBS

PSO

1 26 -6.728280 -6.706684 -6.317561 -6.728280 0.08 –

2 28 -7.817586 -7.817496 -7.814898 -7.817586 0.00 –

3 27 -7.198682 -7.167147 -6.771945 -7.198682 0.11 –

4 20 -5.259108 -5.158823 -4.178432 -5.259108 0.24 –

AS

1 3 -6.728280 -2.348921 1.000000 1.000000 3.90 1

2 7 -7.817586 -2.820954 1.000000 1.000000 4.44 1

3 5 -7.198682 -3.372630 1.000000 -7.198680 4.16 1

4 13 -5.259108 -2.129554 1.000000 -2.129553 3.18 0

IP

1 13 -6.728280 -2.348921 1.000000 1.000000 3.90 1

2 13 -7.817586 -2.820954 1.000000 1.000000 4.44 1

3 16 -7.198682 -3.372630 1.000000 -7.198682 4.16 1

4 15 -5.259108 -2.129554 1.000000 -2.129554 3.18 0

TRR

1 0 -5.920830 -1.691694 1.000000 1.000000 3.03 1

2 0 -7.072670 -2.070224 1.000000 1.000000 3.61 1

3 0 -6.461379 -2.447709 1.000000 -4.086208 3.33 1

4 0 -4.428599 -1.096080 1.000000 -0.021107 2.28 1

CNBS

PSO

1 26 -6.728280 -6.706684 -6.317561 -6.728280 0.08 –

2 29 -7.494610 -7.494609 -7.494581 -7.494610 0.00 –

3 30 -7.247564 -7.247564 -7.247564 -7.247564 0.00 –

4 24 -5.968381 -5.879394 -5.345384 -5.968381 0.18 –

AS

1 3 -6.728280 -2.348921 1.000000 1.000000 3.90 1

2 7 -7.494610 -2.680997 1.000000 1.000000 4.28 1

3 14 -7.247564 -3.398701 1.000000 -7.247563 4.18 1

4 2 -5.968381 -2.484190 1.000000 -2.484189 3.54 1

IP

1 13 -6.728280 -2.348921 1.000000 1.000000 3.90 1

2 13 -7.494610 -2.680998 1.000000 1.000000 4.28 1

3 16 -7.247564 -3.398701 1.000000 -7.247564 4.18 1

4 15 -5.968381 -2.484190 1.000000 -2.484191 3.54 0

TRR

1 0 -5.920830 -1.691694 1.000000 1.000000 3.03 1

2 0 -6.353936 -1.683354 1.000000 1.000000 3.18 1

3 0 -6.700017 -2.361050 1.000000 -3.812727 3.26 1

4 0 -5.471234 -1.591104 1.000000 -0.546628 2.75 1

MAD

PSO

1 30 56.480888 56.480888 56.480888 56.480888 0.00 –

2 30 44.424576 44.424576 44.424576 44.424576 0.00 –

3 30 50.564936 50.564936 50.564936 50.564936 0.00 –

4 30 78.125561 78.125561 78.125561 78.125561 0.00 –

AS

1 28 56.480888 56.480888 56.480889 56.480888 0.00 0

2 28 44.424576 44.424576 44.424577 44.424576 0.00 0

3 25 50.564936 50.564936 50.564937 50.564936 0.00 0

4 29 78.125561 78.125561 78.125562 78.125561 0.00 0

IP

1 30 56.480888 56.480888 56.480888 56.480888 0.00 0

2 30 44.424576 44.424576 44.424576 44.424576 0.00 0

3 30 50.564936 50.564936 50.564936 50.564936 0.00 0

4 30 78.125561 78.125561 78.125561 78.125561 0.00 0

TRR

1 0 70.058420 114.105190 305.226320 100.026179 49.94 1

2 0 55.440766 95.548555 265.978810 83.776112 42.75 1

3 0 62.454791 102.904933 297.469295 87.282984 50.16 1

4 0 94.335021 142.020580 313.279410 126.272882 52.33 1

MMD

PSO

1 26 62.640217 62.674556 63.670340 62.640217 0.19 –

2 30 50.499656 50.499656 50.499656 50.499656 0.00 –

3 29 55.336279 55.446682 58.648373 55.336279 0.60 –

4 25 86.090121 86.138088 86.839018 86.090121 0.16 –

AS

1 0 62.640227 62.709359 64.231017 62.641429 0.29 1

2 0 50.499664 50.597425 52.681553 50.501584 0.40 1

3 0 55.336303 55.451090 56.332457 55.337953 0.28 1

4 0 86.090138 86.298447 88.117830 86.106936 0.49 1

IP

1 0 62.667073 62.689967 62.702033 62.691908 0.01 1

2 0 50.666813 50.843280 55.099470 50.695189 0.80 1

3 0 55.484306 56.219901 76.256342 55.529304 3.78 1

4 0 86.090126 86.249038 90.661932 86.090335 0.83 1

TRR

1 0 105.389738 661.950070 1853.695807 472.654046 473.79 1

2 0 104.554625 684.388187 1739.286364 533.403263 513.81 1

3 0 88.154391 650.196306 2273.759910 411.834949 534.75 1

4 0 131.077527 515.742949 1396.314830 392.958246 297.15 1
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Lastly, experimental results of the PSO’s convergence speed are presented on Ta-

ble 3.22. Specifically, this table shows the time that PSO requires to find the optimal

solution with a precision of 6 decimal digits, in terms of the number of iterations that

the swarm is updated. Thus, these statistics concern only the experiments where PSO

reaches the optimal solution. In this table are included results for all node distribu-

tions of all considered bitrate and bandwidth combinations, and for all tested criteria.

Due to the fact that PSO is a stochastic algorithm, we do not only cite the average

performance, i.e., the mean number of iterations that the swarm is updated in order to

reach the solution (Mean), but we also present the best case, i.e., the minimum number

of iterations (Min) and the worst case, i.e., the maximum number of iterations (Max).

The criterion that presents the fastest PSO’s convergence, requiring less iterations

on average over all 30 experiments per case, is the MAD, which behaves better than all

the other competing schemes. On the contrary, PSO confronts the biggest challenge in

convergence, using the MMD criterion. With an exception for the case of Rtarget = 96

kbps and Wt = 15 MHz, in all other bitrate and bandwidth combinations, the MMD

requires much more iterations on average compared to the other criteria. Especially

when the bitrate is equal to Rtarget = 144 kbps, the lowest average iteration number

equals 684 out of 700 iterations.

Table 3.22: PSO convergence speed in terms of best (Min), average (Mean) and worst

(Max) swarm update iterations.

Rtarget = 96 kbps

Wt = 20 MHz

NNBS CNBS MAD MMD

Case Min Mean Max Min Mean Max Min Mean Max Min Mean Max

1 465 559.4 696 443 561.4 682 366 482.7 650 518 611.7 700

2 336 558.6 700 302 523.3 686 288 437.8 547 497 587.7 660

3 437 552.6 700 385 503.1 666 307 402.1 646 536 620.6 699

4 500 588.8 692 404 582.3 700 294 405.6 694 373 429.6 498

Rtarget = 96 kbps

Wt = 15 MHz

1 490 660.9 700 470 597.9 697 310 421.9 695 389 463.8 561

2 391 593.5 700 405 576.6 700 281 401.2 641 323 390.2 522

3 414 605.7 694 495 563.9 681 361 532.1 680 364 424.9 546

4 447 621.9 700 374 598.6 699 318 390.5 471 364 413.8 498

Rtarget = 144 kbps

Wt = 30 MHz

1 461 630.5 700 518 625.1 700 383 505.3 679 687 697.6 700

2 433 599.7 697 442 606.0 689 414 548.0 694 636 684.0 700

3 426 594.1 700 420 604.7 697 418 592.2 700 691 698.4 700

4 500 659.8 700 421 592.5 700 322 488.4 672 677 695.2 700

Rtarget = 144 kbps

Wt = 22.5 MHz

1 437 649.2 700 427 627.2 699 376 506.3 681 691 697.9 700

2 454 636.4 700 393 616.0 700 386 552.5 700 645 691.8 700

3 454 626.1 700 482 619.0 700 396 560.0 686 667 693.5 700

4 509 658.2 700 453 652.8 700 366 540.2 690 692 698.2 700

Summarizing the key points of this set of experiments, we confirm that both NBS-

based approaches keep low computational complexity and a wise selection between

NNBS and CNBS according to the needs of each application and the node distribution,

produces worthwhile results that are preferable to those of MAD and MMD. Regarding

the optimization solver, PSO algorithm is proved the best choice among other conven-

tional optimization methods, including AS, IP and TRR, for solving the mixed-integer

tasks of the considered problem formulation, under the constraints of a fixed bitrate

and a bounded power level for each node.
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3. Third Set of Experiments

This third set of experiments has elaborated on the resource allocation problem,

when the KSBS is employed. In this case, we have modeled the thermal and background

noise as AWGN with N0 = 10−7 W/Hz, under the system setup as described in case (a)

of Section 3.8.2. For values of N0 smaller than 10−7 W/Hz, a marginal PSNR increase is

anticipated, which is trivial and unperceivable by the human eye. In order to compare

KSBS performance, we have employed the NNBS, MTU and w.MTU criteria. At this

point, we should recall that only the KSBS has been derived geometrically, while the

NNBS, MTU and w.MTU have used the PSO algorithm to solve the resulting mixed-

integer optimization problems, using the parameter set described in Section 3.6.1.

Moreover, a significant part of the experiments of this group have focused on the reliable

evaluation of the achieved results on both the quality and resource domains.

Table 3.23 explores the effect of assigning different dp values to the results of the

KSBS. The terms PSNRhigh and PSNRlow refer to the PSNR achieved by the high- and

low-motion class, respectively. It can be seen that higher dp values favor the high-

motion class and lower dp values favor the low-motion class. Videos with more intense

motion activity are generally considered as more important compared to more stationary

videos, since such videos image scenes of interest. Therefore, aiming at better video

quality for high-motion scenes, we have chosen to initialize dp with the highest values

among the tested ones for each bitrate and bandwidth combination. Specifically, for

Rtarget = 96 kbps and Wt = 20 MHz, the selected dp vector is dp = 28 dB, while for

Rtarget = 96 kbps and Wt = 15 MHz, the selected dp vector is dp = 26 dB. It is worth

mentioning that it is not necessary for the dp to have the same value for both motion

classes. However, we have made this assumption in an effort to be equally fair to all of

them.

Also, from Table 3.23, we infer that the PSNR values for both motion classes are

reduced when the bandwidth is reduced, while the bitrate, N0 and the disagreement

point remain the same. This is attributed to the fact that when the bandwidth Wt is

reduced, the term I0, which is equal to I0 =
∑N

j 6=k Sj/Wt, increases. Thus, the energy

per bit to MAI and noise ratio of Eq. (3.9) becomes lower, which leads to reduced PSNR

values.

Table 3.23: PSNR results for 3 different dp assignments per bitrate and bandwidth

combination.
Rtarget = 96 kbps, Wt = 20 MHz Rtarget = 96 kbps, Wt = 15 MHz

dp = 28 dp = 26 dp = 24 dp = 26 dp = 25 dp = 24

Nhigh −Nlow PSNRhigh PSNRlow PSNRhigh PSNRlow PSNRhigh PSNRlow PSNRhigh PSNRlow PSNRhigh PSNRlow PSNRhigh PSNRlow

90− 10 28.2248 31.7811 27.6533 38.7737 27.4387 40.4599 26.3072 33.3874 26.0796 37.7415 25.9756 39.1441

70− 30 29.0590 32.8873 28.3531 35.5374 28.0505 36.7516 26.7322 31.7317 26.3766 33.6255 26.1257 34.6615

50− 50 30.3679 33.5810 29.5671 34.3620 29.2021 35.1549 27.6806 30.9220 27.2761 31.6966 27.0460 32.4253

30− 70 32.0458 34.3732 31.5431 34.8620 31.2067 35.2058 29.5953 31.5920 29.2774 31.8243 29.0081 32.0654

10− 90 34.9841 36.0284 34.7502 36.1288 34.5811 36.1992 32.9591 32.9897 32.8731 33.0132 32.7973 33.0311
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Continuing, Table 3.24 includes the results for the NNBS, KSBS, MTU and w.MTU,

when Rtarget = 96 kbps and Wt = 20 MHz, for all considered node distributions. In this

case, NNBS and KSBS assume dp = 28 dB. The same results for the aforementioned

criteria are also depicted on Table 3.25, but for the case of Rtarget = 96 kbps and

Wt = 15 MHz. In this case, NNBS and KSBS assume dp = 26 dB. The combination

of the source-channel coding rate, and the power level of the high-motion class are

represented as (Rs,high, Rc,high), and Shigh, respectively, while (Rs,low, Rc,low) and Slow are

the corresponding parameters for the low-motion class.

First of all, all four criteria give a higher PSNR to the low-motion class of nodes

compared to the high-motion class, with an exception observed for the MTU criterion,

in cases where more nodes belong to the low-motion class. In such cases, the high-

motion class achieves higher PSNR values than the low-motion class. The KSBS is a

promising criterion, since it assigns close enough values to the PSNR of the two motion

classes. Compared to the other schemes, the KSBS favors the high-motion class clearly

more than the w.MTU and in many cases more than the NNBS and MTU. This fact plays

an important role considering the significance of the scenes that include high levels of

motion.

The MTU criterion guarantees the highest levels of total utility, cumulatively for

both motion classes, compared to all other schemes. However, in cases where the

cardinality of the low-motion class is smaller than that of the high-motion class, a large

discrepancy between PSNRhigh and PSNRlow is observed. Interpreting the results for the

w.MTU, it favors eminently the low-motion class of nodes, offering clearly higher PSNR

values compared to the NNBS and KSBS, and even in some cases compared to the

MTU. Interesting are the cases where the two motion classes include the same number

of nodes. In such cases, both MTU and w.MTU offer exactly the same solution, i.e., the

same PSNR values to both motion classes.

Regarding the power levels, for the NBS and KSBS we observe that the high-motion

class of nodes requires higher power levels compared to the low-motion class, unlike

w.MTU where the low-motion class maintains the highest power levels. For the MTU,

we infer that the class that has the highest power level, achieves the highest PSNR.

Also, for the source and channel coding rate combinations, since the total bitrate is

assumed to be constant, a higher source coding rate means that fewer bits are available

for channel coding, resulting in lower error protection. Therefore, a higher power level

is required in order to increase channel reliability, increasing at the same time the

interference to the transmissions of the other nodes.

The PF values for the NNBS, KSBS and w.MTU are included in Table 3.26. Since

the MTU is used as the reference criterion in Eq. (3.33), the PF values for this criterion

are not defined. Moreover, as it has been previously implied, in cases where the nodes

are equally assigned to both motion classes, the w.MTU solutions coincide with the

solutions of the MTU. Hence, in such cases the PF values are not defined either for the

w.MTU.
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Table 3.24: Results for Rtarget = 96 kbps, Wt = 20MHz. For the NNBS and KSBS

dp = 28 dB.
NNBS KSBS

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

90− 10 (48, 1/2) 15.0000 (32, 1/3) 6.1023 28.3548 29.1082 (48, 1/2) 11.7000 (32, 1/3) 6.3000 28.2248 31.7811

70− 30 (64, 2/3) 15.0000 (32, 1/3) 6.3135 29.5326 30.8287 (48, 1/2) 9.5000 (32, 1/3) 5.3000 29.0590 32.8873

50− 50 (64, 2/3) 15.0000 (32, 1/3) 6.9364 30.9757 32.7535 (64, 2/3) 9.8000 (32, 1/3) 5.3000 30.3679 33.5810

30− 70 (64, 2/3) 15.0000 (64, 2/3) 8.9106 31.2109 35.2367 (64, 2/3) 9.7000 (32, 1/3) 5.0000 32.0458 34.3732

10− 90 (64, 2/3) 15.0000 (64, 2/3) 9.1006 32.2861 36.9037 (64, 2/3) 15.0000 (64, 2/3) 6.3000 34.9841 36.0284

MTU w.MTU

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

90− 10 (32, 1/3) 5.0000 (64, 2/3) 15.0000 26.7244 44.9688 (48, 1/2) 13.6537 (64, 2/3) 15.0000 27.6931 38.6067

70− 30 (32, 1/3) 5.0246 (64, 2/3) 15.0000 25.3578 43.1664 (32, 1/3) 8.3514 (64, 2/3) 15.0000 26.5871 41.2879

50− 50 (32, 1/3) 8.1044 (64, 2/3) 15.0000 25.9290 40.3410 (32, 1/3) 8.1044 (64, 2/3) 15.0000 25.9290 40.3410

30− 70 (64, 2/3) 15.0000 (32, 1/3) 5.6892 33.5507 33.2252 (32, 1/3) 7.9229 (64, 2/3) 15.0000 25.2663 39.3116

10− 90 (64, 2/3) 15.0000 (64, 2/3) 5.0000 36.3876 35.2762 (32, 1/3) 7.7983 (64, 2/3) 15.0000 24.6122 38.2269

Table 3.25: Results for Rtarget = 96 kbps, Wt = 15MHz. For the NNBS and KSBS

dp = 26 dB.
NNBS KSBS

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

90− 10 (32, 1/3) 15.0000 (32, 1/3) 7.8222 26.4914 28.5181 (32, 1/3) 9.1000 (32, 1/3) 8.2000 26.3072 33.3874

70− 30 (32, 1/3) 15.0000 (32, 1/3) 8.1418 26.9339 30.0794 (32, 1/3) 8.9000 (32, 1/3) 6.0000 26.7322 31.7317

50− 50 (48, 1/2) 15.0000 (32, 1/3) 7.1911 27.9503 30.3836 (48, 1/2) 9.6000 (32, 1/3) 5.0000 27.6806 30.9220

30− 70 (48, 1/2) 15.0000 (32, 1/3) 7.6311 29.0261 32.0622 (64, 2/3) 11.2000 (32, 1/3) 5.1000 29.5953 31.5920

10− 90 (64, 2/3) 15.0000 (32, 1/3) 7.4228 31.0886 33.3624 (64, 2/3) 13.2000 (32, 1/3) 5.2000 32.9591 32.9897

MTU w.MTU

Nhigh −Nlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow (Rs,high, Rc,high) Shigh (Rs,low, Rc,low) Slow PSNRhigh PSNRlow

90− 10 (32, 1/3) 5.0000 (64, 2/3) 15.0000 25.3543 43.2224 (32, 1/3) 8.1158 (64, 2/3) 15.0000 25.8689 40.2343

70− 30 (32, 1/3) 5.0263 (64, 2/3) 15.0000 23.7017 41.0550 (32, 1/3) 7.8819 (64, 2/3) 15.0000 25.0542 38.9792

50− 50 (32, 1/3) 7.7475 (64, 2/3) 15.0000 24.2297 37.5805 (32, 1/3) 7.7475 (64, 2/3) 15.0000 24.2297 37.5805

30− 70 (64, 2/3) 15.0000 (32, 1/3) 5.5879 30.7752 30.6264 (32, 1/3) 7.6648 (64, 2/3) 15.0000 23.3987 36.0942

10− 90 (64, 2/3) 15.0000 (32, 1/3) 5.0000 34.1215 32.6676 (32, 1/3) 11.1948 (32, 1/3) 15.0000 24.9082 34.3075

The obtained PF results can be explained as follows: for every unit of utility lost

by a class of nodes using the MTU, there are PF units of utility gained cumulatively

from both motion classes, using also the MTU. The tendency of PF values for each

scheme is similar for both considered combinations of bitrate and bandwidth, from

node distribution to node distribution. Specifically, as the cardinality of the high-

motion class decreases against the cardinality of the low-motion class, a PF decrease

is observed, except for the case of ‘‘Nhigh = 10 − Nlow = 90’’ where the PF value is

increased. Additionally, no specific scheme offers the highest or the lowest PF values

in all node distributions. This always depends on the achieved PSNR values in each

case. However, the conclusion derived using this metric is that the lower the PF value

for a scheme, the smaller the discrepancy between the total achieved PSNR of the

considered scheme and the MTU. Therefore, when the number of nodes that belong

to the high-motion class increases, the utility gained cumulatively from both motion

classes decreases.

Additional pieces of information are also provided by the graphical illustration of

the results. Figure 3.12 depicts the relation between the total achieved utility and the

total consumed power, for all examined criteria. Each subfigure refers to a specific

node distribution and presents the results for both considered bitrate and bandwidth

combinations. As we observe, the tendency of the total utility as well as that of the total
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Table 3.26: PF values per bitrate and bandwidth combination.

Rtarget = 96 kbps, Wt = 20 MHz Rtarget = 96 kbps, Wt = 15 MHz

Nhigh −Nlow NNBS KSBS w.MTU NNBS KSBS w.MTU

90− 10 8.7280 7.7895 5.5677 11.9314 9.3211 4.8066

70− 30 1.9553 1.7772 0.5281 2.3957 2.0765 0.5348

50− 50 0.5035 0.5229 − 0.9343 0.9295 −
30− 70 0.1632 0.3109 0.3611 0.2182 0.2219 0.3491

10− 90 1.5201 0.8659 2.9907 3.3651 2.6088 4.6182

power consumption is similar for both considered bitrate and bandwidth combinations

of this set of experiments. Specifically, the sum of the PSNR values is reduced in all

criteria and node distributions, when the bandwidth is reduced (keeping the bitrate

constant), since in such a case the value of Eq. (3.9) decreases. For the sum of the

power levels, there is no noticeable difference between the two considerations for the

bandwidth.

From Fig. 3.12, we also observe that no scheme simultaneously holds the desired

features of achieving the highest levels of utility and consuming the lowest levels of

power, cumulatively for both motion classes. Clearly, such a scheme would be a prefer-

able scheme. Although the MTU assures the highest levels of utility, it is an unfair

scheme if we consider the amounts of consumed power as well as the high discrepancy

that is often observed in the PSNR values of the two motion classes. Alternatively, if we

are interested in achieving similar PSNR values for both motion classes, we could say

that in some cases the NBS is the most suitable criterion, while in some other cases the

MTU meets this requirement. Despite all these, neither the NBS nor the MTU can be

considered as equally fair criteria to both motion classes, if we also consider the power

levels required by each motion class. In cases of similar PSNR values, the high-motion

class is undoubtedly more demanding in resources.

Summarizing the key points of this set of experiments, we have to mention that

no scheme of the NNBS, KSBS, MTU and w.MTU gathers all desired features of being

equally fair to all nodes, assuring the highest total utility, and requiring the lowest lev-

els of power, at the same time. Nevertheless, comparisons have led us to the conclusion

that the KSBS is the criterion that is closer to our demands, since it is a compromise

to all our requirements. The main strength of this method is that it guarantees the

lowest power level values, cumulatively for both motion classes, far exceeding the other

competing methods. Additionally, it assigns close PSNR values to both motion classes

as compared to the values assigned by the MTU and w.MTU and even by the NNBS,

in cases where the cardinality of the low-motion class is greater than that of the high-

motion one. Also, the KSBS clearly outperforms the NNBS in terms of the total utility

gained by both motion classes, and in cases where more nodes belong to the low-motion

class, it also outperforms the w.MTU, keeping low running complexity.
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Figure 3.12: Total PSNR gain versus total power consumption.
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4. Fourth Set of Experiments

Last but not least, this last group of conducted experiments has dealt with the

investigation of the most fair and efficient optimization scheme among the MAD, MMD,

NNBS, CNBS, KSBS, MTU and w.MTU, under the system setup as described in case (a)

of Section 3.8.2, for the case of Rtarget = 96 kbps and Wt = 20 MHz, when the thermal

and background noise is not neglected and equals N0 = 10−7 W/Hz. All of the examined

schemes optimize a function of the video qualities of the nodes. However, there is no

single scheme that maximizes the video quality of each node simultaneously. In fact,

all presented schemes are able to provide a Pareto-optimal solution, meaning that there

is no other solution that is simultaneously preferred by all nodes, and thus, there is no

single scheme that would be selected by all nodes to be the best. Indicatively, Fig. 3.13

graphically depicts the Pareto-optimal solutions achieved by each of the considered

schemes assuming that the high-motion class includes Nhigh = 70 nodes and the low-

motion class Nlow = 30 nodes.
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Figure 3.13: Pareto-optimality of the solutions.

Four different metrics have been employed in the specific set of experiments in order

to handle the resulting tradeoffs, investigating fairness and efficiency under different

perspectives. Tables 3.27-3.31 present the results for all considered fairness metrics.

Each of the tables refers to a different node distribution and each line of the tables refers

to a specific scheme. The term Nhigh declares the cardinality of the high-motion class

of nodes and Nlow the cardinality of the low-motion class of nodes. The first column of

each table shows the schemes, the second column shows the PF values of each scheme

and the third column cites the JI values of the nodes’ utilities. The fourth column

depicts the total utility achieved by each scheme, and the last column shows the total

consumed power for all schemes. Since a fair and efficient scheme guarantees high
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amounts of total utility, is equally fair to all motion classes and is not demanding in

resources (in our case power levels), we have used bold type for the lowest PF value, the

highest JI value, the highest total utility and the lowest total power among all schemes,

for each considered node distribution.

Table 3.27: Fairness metrics for the case of Nhigh = 90−Nlow = 10.

Scheme PF JI Total Utility Total Power

MAD 7.9258 0.9974 59.5422 22.6210

MMD 9.0271 1.0000 56.7578 20.7257

NNBS 8.7280 0.9998 57.4630 21.1023

CNBS 7.7732 0.9965 59.9914 23.0548

KSBS 7.7895 0.9965 60.0059 18.0000

MTU − 0.9392 71.6932 20.0000

w.MTU 5.5677 0.9736 66.2998 28.6537

Table 3.28: Fairness metrics for the case of Nhigh = 70−Nlow = 30.

Scheme PF JI Total Utility Total Power

MAD 1.8301 0.9976 61.4641 22.6110

MMD 2.0510 1.0000 59.5078 20.5814

NNBS 1.9553 0.9995 60.3613 21.3135

CNBS 1.7870 0.9967 61.8099 23.1208

KSBS 1.7772 0.9962 61.9463 14.8000

MTU − 0.9365 68.5241 20.0000

w.MTU 0.5281 0.9552 67.8748 23.3521

Table 3.29: Fairness metrics for the case of Nhigh = 50−Nlow = 50.

Scheme PF JI Total Utility Total Power

MAD 0.5027 0.9991 63.7608 22.0445

MMD 0.5450 1.0000 63.1836 20.7300

NNBS 0.5035 0.9992 63.7292 21.9364

CNBS 0.5035 0.9992 63.7292 21.9364

KSBS 0.5229 0.9975 63.9489 15.1000

MTU − 0.9548 66.2700 23.1044

w.MTU − 0.9548 66.2700 23.1044

Moreover, in Tables 3.32-3.36, we present the PSNR of the high-motion class, the

PSNR of the low-motion class, the power level of the high-motion class and the power

level of the low-motion class, respectively. Of course, each line of the tables refers to a

specific scheme, while each of the tables refers to a different node distribution.
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Table 3.30: Fairness metrics for the case of Nhigh = 30−Nlow = 70.

Scheme PF JI Total Utility Total Power

MAD 0.1749 0.9968 66.4491 23.7092

MMD 0.0331 1.0000 66.7706 20.9121

NNBS 0.1632 0.9963 66.4476 23.9106

CNBS 0.0165 0.9999 66.7746 20.7968

KSBS 0.3109 0.9988 66.4190 14.7000

MTU − 0.9999 66.7758 20.6893

w.MTU 0.3611 0.9548 64.5780 22.9236

Table 3.31: Fairness metrics for the case of Nhigh = 10−Nlow = 90.

Scheme PF JI Total Utility Total Power

MAD 1.3567 0.9970 69.6722 23.4148

MMD 0.7140 1.0000 71.3714 20.6298

NNBS 1.5201 0.9956 69.1898 24.1006

CNBS 0.8418 0.9999 71.4211 21.9862

KSBS 0.8659 0.9998 71.0125 21.3000

MTU − 0.9998 71.6638 20.0000

w.MTU 2.9907 0.9552 62.8391 22.7983

Table 3.32: PSNR values and power level values for the case of Nhigh = 90−Nlow = 10.

Scheme PSNR Power

MAD [28.2575, 31.2847] [15.0000, 7.6210]

MMD [28.3789, 28.3789] [15.0000, 5.7257]

NNBS [28.3548, 29.1082] [15.0000, 6.1023]

CNBS [28.2298, 31.7616] [15.0000, 8.0548]

KSBS [28.2248, 31.7811] [11.7000, 6.3000]

MTU [26.7244, 44.9688] [5.0000, 15.0000]

w.MTU [27.6931, 38.6067] [13.6537, 15.0000]

Table 3.33: PSNR values and power level values for the case of Nhigh = 70−Nlow = 30.

Scheme PSNR Power

MAD [29.2156, 32.2485] [15.0000, 7.6110]

MMD [29.7539, 29.7539] [15.0000, 5.5814]

NNBS [29.5326, 30.8287] [15.0000, 6.3135]

CNBS [29.1152, 32.6947] [15.0000, 8.1208]

KSBS [29.0590, 32.8873] [9.5000, 5.3000]

MTU [25.3434, 43.1807] [5.0000, 15.0000]

w.MTU [26.5873, 41.2875] [8.3521, 15.0000]
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Table 3.34: PSNR values and power level values for the case of Nhigh = 50−Nlow = 50.

Scheme PSNR Power

MAD [30.9207, 32.8401] [15.0000, 7.0445]

MMD [31.5918, 31.5918] [15.0000, 5.7300]

NNBS [30.9757, 32.7535] [15.0000, 6.9364]

CNBS [30.9757, 32.7535] [15.0000, 6.9364]

KSBS [30.3679, 33.5810] [9.8000, 5.3000]

MTU [25.9290, 40.3410] [8.1044, 15.0000]

w.MTU [25.9290, 40.3410] [8.1044, 15.0000]

Table 3.35: PSNR values and power level values for the case of Nhigh = 30−Nlow = 70.

Scheme PSNR Power

MAD [31.3549, 35.0942] [15.0000, 8.7092]

MMD [33.3853, 33.3853] [15.0000, 5.9121]

NNBS [31.2109, 35.2367] [15.0000, 8.9106]

CNBS [33.4708, 33.3038] [15.0000, 5.7968]

KSBS [32.0458, 34.3732] [9.7000, 5.0000]

MTU [33.5506, 33.2252] [15.0000, 5.6893]

w.MTU [25.2666, 39.3114] [7.9236, 15.0000]

Table 3.36: PSNR values and power level values for the case of Nhigh = 10−Nlow = 90.

Scheme PSNR Power

MAD [32.9280, 36.7442] [15.0000, 8.4148]

MMD [35.6857, 35.6857] [15.0000, 5.6298]

NNBS [32.2861, 36.9037] [15.0000, 9.1006]

CNBS [35.8566, 35.5645] [15.0000, 6.9862]

KSBS [34.9841, 36.0284] [15.0000, 6.3000]

MTU [36.3876, 35.2762] [15.0000, 5.0000]

w.MTU [24.6122, 38.2269] [7.7983, 15.0000]

Regarding the results from Tables 3.27-3.31, one way to interpret the PF values

obtained using Eq. (3.33) is that for every unit of utility lost by a class of nodes using the

MTU instead of the considered scheme, there are PF units of utility gained cumulatively

from both motion classes using also the MTU instead of the considered scheme, as it

was also explained in the third set of experiments. Additionally, the lower the PF value

for a scheme, the smaller the discrepancy between the total achieved PSNR by the

considered scheme and the MTU. Therefore, if we desire to have a high total utility, the

scheme that offers the lowest PF value is the preferred one. However, no specific scheme

holds the lowest PF values for all considered node distributions. This always depends

on the achieved PSNR values in each case. Moreover, since the MTU criterion has been
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considered as the reference criterion in Eq. (3.33), the PF values for this scheme are not

defined. Additionally, in cases where both motion classes include the same number of

nodes, the w.MTU solutions coincide with the solutions of the MTU. Hence, in such a

case the PF values are not defined either for the w.MTU. From the JI values, we observe

that all schemes promise quite fair utility allocations for both motion classes, since

the JI values in all examined cases are greater than 0.93. However, the MMD criterion

assures absolutely equal allocations for both motion classes, guaranteeing JI values

equal to unity. This means that the MMD is fair to the 100% of the nodes, as it results

from the definition of the Jain’s index [74], and thus, it is the most fair scheme among

all as it regards the equality of the utility allocations.

Additionally, if we consider that a high-performance scheme provides high amounts

of utility cumulatively from both motion classes, the MTU is the scheme that can assure

this requirement, as it is declared by its name. Indeed, as we see from Tables 3.27-3.31,

this scheme offers the highest total utility in all considered node distributions. Finally,

if the system resources are limited (as it is usual in wireless VSNs), it is necessary to

have a scheme that is able to optimally allocate the transmission parameters among

the nodes, while spending low amounts of power for the video transmission over the

network, and guaranteeing adequate levels of viewing quality. In such a case, our

choice is the KSBS criterion, since in four out of five node distributions of this group of

experiments, it assures the lowest power consumption compared to all other schemes.

Generalizing, no scheme holds all desired characteristics of achieving the highest

total utility, while assigning similar utilities to the two motion classes, and spending the

lowest overall power, at the same time. Clearly, such a scheme would be a preferable

scheme. Each proposed metric investigates fairness under a different perspective and

it is rather impossible for a single metric to gather all aspects of fairness, at the same

time.

Specifically, if we are interested in a scheme that gathers the highest amounts of

utility compared to all other schemes, our choice would be the MTU criterion. Although

the MTU assures the highest levels of utility, it is an unfair scheme if we consider the

amounts of consumed power as well as the high discrepancy that is often observed

between the PSNR values of the motion classes. The PF values indicate the scheme that

approaches in performance the MTU. However, no specific scheme keeps the lowest PF

values in all considered node distributions. From another point of view, if our priority

is a scheme that assigns as close utilities as possible to both motion classes, surely the

MMD criterion would be our selection. However, the total utility gained by the MMD

is quite low relative with the total utility gained by the MTU. From another aspect,

we would select the KSBS criterion, if we were looking for a scheme that consumes

low amounts of power, while guaranteeing adequate levels of video viewing quality, at

the same time. Nevertheless, this criterion fails to gather high amounts of total utility

compared to the MTU, and also there is a large discrepancy between the utilities of the

two motion classes, up to approximately 4 dB. Hence, the selection of the appropriate
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scheme depends on the particular application in combination with the users’ desires.
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Chapter 4

Adaptive GOP Length and Resource

Allocation over Wireless Visual Sensor

Networks

4.1 Adaptive GOP Length

4.2 Resource Allocation

4.3 Reinforcement Learning

4.4 Experimental Results and Discussion

T
his piece of our research adds an extra element to the issue of optimal resource

allocation over wireless DS-CDMA VSNs, as studied in the previous section.

Specifically, we investigate the combinatorial problem of optimal GOP length

determination along with the optimal resource allocation, based on the amount of

motion detected in the scenes captured by the nodes of the VSN.

4.1 Adaptive GOP Length

The H.264/AVC codec has the flexibility to determine the frequency of IDR-frames on

the encoding side. Since IDR-frames are independently coded frames, the errors that

occur within a GOP propagate to the following frames until the next IDR-frame is found.

Generally, the more IDR-frames included in a video stream, the more editable it is and

the greater its size is. Since predictive coding techniques are applied during encoding,

the effect of channel errors on the video can have a tremendous impact after video

transmission over error-prone environments. Thus, it is important to apply techniques

that ensure a tolerable level of QoS.
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It is widely accepted that scene changes or large variations can happen at any

location in a video stream. This means that it is important to consider the video

content in order to wisely arrange each of the IDR-, P- and B-frames in a GOP. Clearly,

in the beginning of a new scene or after an abrupt scene change, an IDR-frame insertion

is required in order to prohibit poor prediction for the next frames, since this type of

intra frames does not allow the following frames to use frames appearing before it as

references. Alternatively, when low levels of motion are included in a video stream, it

is more efficient to use more P- or B-frames, instead of IDR-frames, to enhance video

coding performance.

In our current research, before tackling the problem of optimal resource allocation

over wireless DS-CDMA VSNs, we deal with the optimal IDR-frame placement during

video sequences encoding. More precisely, we experiment on the GOP length, i.e., the

distance between two consecutive IDR-frames, during the encoding process of the video

sequences, assuming that the nodes of the considered VSN record four different levels

of motion, that is low, low-medium, medium-high and high. Thus, they are clustered

in four motion classes, based on the motion level included in the scenes they record.

Our previous experience with URDCs has shown that it is an efficient tool that can

be used to express the expected distortion E[Ds+c,k] of node k, as a function of the bit

error probability (bit error rate), Pb, after channel decoding, and thus, we again make

use of the URDCs given by Eq. (3.12). As explained in Section 3, the parameters α and

β are positive and they are highly dependent on the source coding rate as well as the

motion level included in a video sequence. In addition, the same parameters depend

on the considered GOP length. Hence, each considered video sequence, which is used

to represent a different motion level, has its own set of α and β parameters and in our

problem, it is compressed using four different GOP lengths.

Having compressed each video bitstream using four different GOP lengths, we test all

possible GOP length combinations of all video bitstreams. Each different combination

results in different values for the α and β parameters assigned to each motion class.

For each (α, β) pairwise values, we run the optimization procedure as described in

Section 3.8.1 using each of the MAD, NNBS and MTU criteria (see Section 3). The α

and β values that satisfy the objective of each scheme are chosen as optimal. The

GOP length for each motion class that produces the optimal values for the α and β

parameters is proved to be the most efficient one, since it leads to the ultimate video

quality enhancement.

4.2 Resource Allocation

Regarding the sub-problem of resource allocation, the same assumptions as described

in the previous section, have also been made in this piece of work. Specifically, a wire-

less DS-CDMA VSN under a centralized topology has also been considered. Similarly,

a target bitrate constraint is set and we assume that interference can be approximated
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by AWGN, where the thermal and background noise is ignored. Thus, the energy per

bit to MAI ratio is given by Eq. (3.8). For the channel coding, we have assumed RCPC

codes [61], which allow the use of Viterbi’s upper bounds on the bit error probability

Pb. Assuming BPSK as the employed modulation scheme, Pb satisfies the inequality

given by Rel. (3.1), where Pd is given by Eq. (3.2) and the complementary error function,

erfc(), is described by Eq. (3.3).

Given that the N nodes of the VSN are grouped into C motion classes and sub-

stituting Pd (Eq. (3.2)) into Rel. (3.1) (assuming it holds as equality), and then Pb into

Eq. (3.12), E[Ds+c,cl], for the motion class cl, takes the form of Eq. (3.13). Then, it

follows that the expected distortion E[Ds+c,cl] is a function of the source coding rate

and channel coding rate, for class cl, and power levels of all motion classes. The utility

function Ucl, for the motion class cl is defined as given in Eq. (3.19) and expresses the

PSNR (see Eq. (3.37)).

Last, the optimization criteria used in this piece of study in order to determine

the nodes’ transmission parameters include the MAD described in Section 3.5.1, NBS

described in Section 3.5.4 and MTU described in Section 3.5.3. It is worth mentioning

that for the NBS the disagreement point is imposed by the designer of the system

and each node of the network is equally advantaged. Thus, given the node clustering

into C motion classes, the bargaining power bpcl assigned to each motion class cl is

proportional to its cardinality Ncl. Therefore, bpcl = Ncl/N , which means that the NNBS

variant of NBS is employed. In contrast, for the MTU, the unweighted version is used,

which corresponds to the case where each class of nodes cl has the same weight, wcl,

that is wcl = 1/C.

4.3 Reinforcement Learning

In this subsection, the formulation of the resource allocation problem as a Markov

decision process [156] is introduced and we also present the reinforcement learning

scheme, which is incorporated in the controller. The resource allocation problem con-

sidered in this particular study is treated as a discrete optimization problem (discrete

nodes’ transmission parameters). Although our previous works have tackled this prob-

lem using the heuristic optimization methodology of exhaustive search [19, 97], this is

not feasible in the particular study. In our case, the controller has to select among a

considerably larger set of possible variable combinations compared with our previous

work. The major handicap of the ES algorithm is its computational complexity, which

renders its use prohibitive in the online mode.

According to our proposed methodology, the learning optimization problem is for-

mulated in a sequential decision framework and is modeled as an MDP [156]. Roughly

speaking, an MDP involves a decision agent (controller) that repeatedly observes the

current state of the controlled system, takes a decision among the ones allowed in

that state, and then observes a new state as well as a reward that will drive its future
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decisions. The MDP is typically denoted as a tuple

{X ,U ,R,P, γ},

where X and U are the state and action spaces, respectively; R is the reward function

that specifies the importance of each transition; P is the state transition distribution;

and γ ∈ [0, 1] is the discount factor that determines the importance of the future

rewards.

In the specific learning problem, we consider the state space as the Cartesian prod-

uct of eight sets

X , cbc × cbf × cbs × cba × Sc × Sf × Ss × Sa.

In this way, a state is represented as an eight-dimensional vector. Each of the first four

variables denotes the source coding rate-channel coding rate combination, cbcl, and

each of the remaining variables denotes the power level, Scl, for the motion class cl ∈
{c, f, s, a}. Moreover, the action space consists of 17 actions, two for each dimension

plus one action that corresponds to the neutral case. At each time step, the controller

can increase or decrease one of the state variables. Additionally, we give the ability to

the controller to leave the state variables unchanged, by remaining in the same state.

Regarding the reward function, it specifies the gain obtained during a transition from

the current state x to the next state x
′, as given by the difference between the values

of the objective functions corresponding to the specific states.

A stationary policy π : X → U is a mapping from states to actions and denotes

a mechanism for choosing actions appropriately. The notion of value function is of

central interest in RL tasks. Given a policy π, the value V π(x) of a state x is defined

as the expected discounted sum of rewards, obtained starting from this state until the

termination of the current episode

V π(x) = Eπ [R(xt) + γV π(xt+1)|xt = x] . (4.1)

This is actually a Bellman equation, which expresses a relationship between the value of

a state and the values of its successor states. Similarly, the state-action value function

Q(x, u) denotes the expected cumulative reward as received by taking action u in state

x, and following policy π

Qπ(x, u) = Eπ [R(xt) + γV π(xt+1)|xt = x, ut = u] . (4.2)

The objective of an RL task is to estimate an optimal policy π∗ by choosing actions that

yield the optimal state-action value function

π∗(x) = argmax
u

Q∗(x, u).

The temporal difference family of algorithms [188] provides an elegant framework

for solving prediction problems. The main advantage of this class of algorithms is its

ability to learn directly from raw experience, without any further information. One of
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the most popular TD algorithms is the SARSA algorithm [165], which is a bootstrapping

technique. More specifically, this is an on-policy control method, which is based on

the state-action value function estimation. Particularly, the predicted Q value of the

new visited state-action pair and the received reward are used to calculate an improved

estimate for the Q value of the previous visited state-action pair

δt = rt + γQ(xt+1, ut+1)−Q(xt, ut). (4.3)

The above quantity is known as the one-step TD error and is used for adjusting the

weights of the policy, by performing a stochastic gradient descent scheme

Q(xt, ut)← Q(xt, ut) + ηδt, (4.4)

where the parameter η is the learning rate that controls the update rule. Moreover, we

can combine the SARSA algorithm with the eligibility traces, SARSA(λ) [165], allowing

the update rule to propagate the TD error backward over the current trajectory of states.

It has been proved that TD algorithms are able to find an optimal policy with probability

1 [40]. This fact gives us the opportunity to find the optimal variable combination with

certainty, starting from each initial state and following the learned policy.

4.4 Experimental Results and Discussion

In the specific study, we have considered that there are N = 100 nodes in the VSN,

which are clustered into C = 4 motion classes, with the following proportion

• Na = Ns = Nf = Nc = 25.

Na denotes the cardinality of the class that is represented by the ‘‘Akiyo’’ video se-

quence, while Ns, Nf and Nc denote the cardinality of the class that is represented by

the ‘‘Salesman’’, ‘‘Foreman’’ and ‘‘Coastguard’’ video sequences, respectively. Figure 4.1

below presents the different motion levels described by each considered video sequence.
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Figure 4.1: Motion level represented by each video sequence.

As mentioned in Section 3, all employed video sequences are at QCIF resolution,

each of 300 frames. They have been downloaded from [9] and the H.264/AVC High

profile for 4 : 2 : 0 color format video has been selected for their compression. The

RCPC codes have had a mother rate of 1/4 [61]. The target bitrate has been set to
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Rtarget = 96 kbps that results in

Rs+c =
{

(32, 1/3), (48, 1/2), (64, 2/3)
}

cbcl = 1 −→ (32, 1/3)

cbcl = 2 −→ (48, 1/2)

cbcl = 3 −→ (64, 2/3).

We have to recall that the index cbcl, denotes the admissible source coding rate-channel

coding rate combinations of the cl class of nodes. For the bandwidth, the value of

Wt = 20MHz has been examined and the power levels have assumed discrete values

from the set

S = {5, 7, 9, 11, 13, 15},
in milliWatts (mW). Therefore, we have had to deal with a purely discrete optimization

problem.

Also, the tested GOP lengths have been

GOP = {3, 5, 10, 30}.

The vector of the disagreement point has been set to dp = 25 dB. For encouraging ex-

ploration in the adopted RL scheme, the initial state-action value functions have been

selected optimistically. The specific optimization problem was treated as a continu-

ous task, where we have supposed that the optimal solution is reached, in case that

the controller remains in the same state for a predetermined, max number of steps

(stopping criterion).

In the following, Table 4.1 presents the optimal GOP length as well as the optimal

transmission parameters for all considered criteria. Although all possible combinations

for the GOP length for each video sequence have been tested, we cite the following three

cases.

• Case 1: All video sequences are compressed with GOP length 30 (relatively infre-

quent IDR-frame placement).

• Case 2: All video sequences are compressed with GOP length 3 (relatively frequent

IDR-frame placement).

• Case 3: Each motion class selects the optimal GOP length.

As previously stated taking about the cardinality of the motion classes, index ‘‘c’’

denotes the ‘‘Coastguard’’ video sequence, index ‘‘f ’’ the ‘‘Foreman’’ video sequence,

index ‘‘s’’ the ‘‘Salesman’’ video sequence and index ‘‘a’’ the ‘‘Akiyo’’ video sequence.

Thus, GOPcl, Scl and cbcl refer to the GOP, power level and source coding rate-channel

coding rate combination for the class cl, cl ∈ {c,f,s,a}. From the obtained results, we

observe that when the optimal GOP length is selected for each motion class, we can
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Table 4.1: Optimal GOP length and transmission parameters for all considered criteria.

MAD

Case GOPc GOPf GOPs GOPa Sc Sf Ss Sa cbc cbf cbs cba Total PSNR

1 30 30 30 30 15 15 5 5 3 3 1 1 118.3214

2 3 3 3 3 15 11 5 5 1 1 1 1 112.9643

3 30 3 30 30 15 13 5 5 3 1 1 1 122.5263

NNBS

Case GOPc GOPf GOPs GOPa Sc Sf Ss Sa cbc cbf cbs cba Total PSNR

1 30 30 30 30 11 11 7 5 3 3 1 1 120.4887

2 3 3 3 3 15 9 13 7 1 1 1 1 118.9107

3 30 3 30 30 15 11 13 7 3 1 2 1 124.4835

MTU

Case GOPc GOPf GOPs GOPa Sc Sf Ss Sa cbc cbf cbs cba Total PSNR

1 30 30 30 30 5 7 15 13 1 1 3 3 125.2693

2 3 3 3 3 11 11 13 11 1 1 1 1 121.2006

3 30 3 30 30 5 11 15 13 1 1 3 3 129.0177

receive an increase in the total PSNR (sum of the PSNRs) of all motion classes up to 4.2

dB compared to the case when GOP length is 30 and up to 9.6 dB when GOP length is

3.

Furthermore, as Fig. 4.2 shows the increase in the PSNR can be interpreted differ-

ently for each criterion. Specifically, for the MAD criterion, when optimal GOP length

is selected, all video sequences increase their own utilities compared to the other two

GOP length considerations, and the same holds also for the NNBS criterion. For the

MTU criterion, only the ‘‘Foreman’’ video sequence augments its utility compared to the

other two GOP length considerations. However, the total PSNR increase achieved using

the optimal GOP length is 7.8 dB compared to the case of GOP length 3, and 3.7 dB

compared to the case of GOP length 30, which is a considerable PSNR increase.

In the following, Fig. 4.3 compares the PSNR values achieved by each considered

criterion, for all tested video sequences. The MAD favors the video sequences including

high and medium-high amounts of motion, while the MTU is preferred by the nodes

that capture low and low-medium amounts of motion. Regarding the NNBS, it is the

criterion that presents the smallest discrepancy between the PSNR values of all video

sequences, being a compromise between the values of MAD and MTU, for all video

sequences.

Last but not least, Fig. 4.4 depicts the mean number of steps that the SARSA

algorithm requires compared to the ES algorithm. It is obvious that SARSA needs a

significantly smaller number of steps and hence less time, in order to discover the

optimal combination of nodes’ transmission parameters, for all considered criteria.

This is attributed to the efficient way that the particular algorithm uses the received

information from the environment. These two approaches, i.e., SARSA and ES, will

become non comparable in the case of the online processing.

Summarizing the key points of the specific study, we have to highlight that allowing
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Figure 4.2: PSNR achieved by all video sequences for 3 different GOP lengths.
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Figure 4.4: Steps required by ES and RL to reach the solution.
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the nodes to select among various GOP lengths for the encoding of the video they cap-

ture, considering the motion level included in those scenes, video quality enhancement

is observed as opposed to fixed GOP length considerations. Furthermore, the RL ap-

proach adopted in this study so as to tackle the discrete optimization problem is proved

extremely efficient compared to the brute-force ES algorithm. Although both ES and

SARSA algorithms are able to reach to the optimal solution, SARSA requires far fewer

steps, making the proposed methodology applicable in online form.
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Chapter 5

Slice Prioritization for UEP targeting

Video Quality Enhancement

5.1 CMSE and Features capturing Slice Distortion

5.2 Sparse Regression Modeling

5.3 Slice Prioritization

5.4 Video Transmission Scenario

I
n this chapter, we deal with a scenario where H.264/AVC video sequences are

transmitted over noisy environments and the slice losses that occur degrade video

quality. In an effort to guarantee as high end-to-end video quality as possible,

we apply UEP based on a set of prioritized slices. Special emphasis is placed on

the prioritization procedure, where the CMSE index is used as the quality ‘‘ground

truth’’, and a number of quality-relevant features extracted from the H.264/AVC video

sequences are utilized next so as to estimate this index.

5.1 CMSE and Features capturing Slice Distortion

It is well-known that the loss of a slice can introduce distortion not only in the frame

where the slice loss occurs, but also in the subsequent frames belonging in the same

GOP, due to error propagation. In this vein, we employ the CMSE index in order to ac-

count for the impact of individual slice losses on video quality, by accurately describing

the error propagation within a GOP. It is computed by systematically discarding one

video slice at each time and summing the MSE of the current and subsequent frames in

the same GOP. Having calculated the actual values of this index by following the afore-

mentioned procedure, we extract from the H.264/AVC video sequences the features
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that are described below. Next, the feature observations as well as the actual CMSE

values are given to a regression model so as to estimate the CMSE values. Therefore,

based on the estimated CMSE values, which are indicators of the importance of each

slice loss, we prioritize the slices accordingly.

It is worth mentioning that CMSE correlates reasonably well with subjective as-

sessment and it does not involve the conduction of subjective tests. In fact, subjective

assessment is a time-consuming and costly process that should be carefully designed

and performed under specific conditions, and the human viewers are not always willing

or available to perform the specific task. Therefore, in our problem CMSE is invoked so

as to provide the ‘‘ground truth’’ of video distortion, and based on its measurements,

we are able to prioritize the slices.

In this context, we summarize here the features we extract from each slice of the

video sequences and which affect perceptual video quality. Specifically:

• motx, moty represent the mean motion vectors for the x and y directions, re-

spectively, averaged over all the MBs in a slice. These features are calculated so

as to represent the magnitude of the slice distortion in both x and y directions.

• avginterparts refers to the number of MB sub-partitions averaged over all the

MBs in a slice. The higher the motion of a video scene, the higher the ‘‘avginter-

parts’’ value and vice versa.

• maxresengy is equal to the maximum residual energy of a MB, over all the MBs

included in a slice. The residual energy for a MB is computed by taking the sum

of squares of all its integer transform coefficients, after motion compensation. It

is to be noted that if a video scene includes high motion, the ‘‘maxresengy’’ value

is high.

• sigmean, sigvar correspond to the mean and variance, respectively, of the Y-

component of the signal.

• tmdr captures the error propagation length due to a slice loss, which is heavily

dependent on the considered slice type.

• imse captures the exact error measurement in terms of the MSE between the

corresponding slices of the reconstructed frames without a slice loss and the

reconstructed frames with possible slice losses, after applying error concealment

at the decoder.

• issim captures the exact error measurement in terms of the SSIM index [210],

between the corresponding slices of the reconstructed frames without a slice loss

and the reconstructed frames with possible slice losses, after applying error con-

cealment at the decoder.

In addition, it is worth mentioning that we label each slice as of IDR, P (predictive) and

B (bidirectionally predictive) type.
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5.2 Sparse Regression Modeling

In order to produce the CMSE estimations, we need to apply a regression model able

to perform the particular task. Through the literature, there are various types of re-

gression models that have been used in several applications, including hidden Markov

models, polynomial and spline regression models, autoregressive moving average mod-

els or even Gaussian processes. However, these methods suffer from the drawback

of not automatically addressing the problem of model order selection, which is a very

important issue in regression. If the order of the regression model is too high, it overfits

the observations and does not generalize well. On the other hand if it is too low, it

might miss trends in the data.

Sparse Bayesian regression offers a convenient solution to the problem of CMSE

estimation, by introducing an l1 penalty term on the model parameters. Enforcing

sparsity is a fundamental machine learning regularization principle and has been used

to tackle several problems, such as feature selection. LASSO [192, 193, 127] is such

a penalized regression method for simultaneous feature selection and regression co-

efficients estimation that has received a great deal of attention in recent years due to

its generalization capabilities. The key idea is that during the training process, the

least important features are assigned regression coefficients that are equal to zero, and

only a few of them are retained as significant. Also, two additional LASSO features

are that it is able to improve the estimation accuracy of ill-posed problems, and pro-

duces interpretable models like subset selection, by exhibiting the stability of Ridge

regression [115] at the same time [192].

Let us first describe a linear regression model. A linear regression model is a model

of the form

ŷi = w0 +

m−1
∑

j=1

wjφj(xi) = w⊤φ(xi), for i = 1, . . . , n, (5.1)

where n is the total number of observations, namely the total number of examined

slices of all frames of the examined video sequences; ŷi is the estimated value of CMSE

at observation xi; the basis function φ(xi) is a vector of m× 1 values at observation xi,

which includes the values for all examined features for a particular slice, and w is an

m× 1 vector of regression coefficients including the intercept factor w0. Such a model

is linear in the coefficients w.

Feature selection in regression is crucial when a variety of input features are avail-

able and we wish to select only the most important of them for the efficient estimation

of a response variable. LASSO is able to simultaneously select features and produce

estimations, while it also features the benefit of not only shrinking some regression

coefficients close to zero, but also setting some others exactly to zero, producing inter-

pretable models. The specific method minimizes the residual sum of squares subject to

the sum of the absolute value of the regression coefficients being less than a constant.

In other words, for a given positive λ value, LASSO solves the following minimization
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problem

min
w

(

1

2

n
∑

i=1

(

yi − w⊤ φ(xi)
)2

+
λ

2

m
∑

j=1

|wj|
)

. (5.2)

The regression coefficients w for the LASSO methodology have no closed form and the

solution involves quadratic programming techniques from convex optimization. The

tuning parameter λ controls the amount of regularization, meaning that the larger the

λ values are, the more regression coefficients are driven to zero, leading to a sparse

model representation. Alternatively, for λ = 0, no shrinkage is performed. It is worth

mentioning that in the specific study, a set of regularization coefficients λ within a

predefined range have been examined in a preliminary dataset, where the λ > 0 value

that corresponds to the lowest MSE for each of the models has been selected for the

rest of our experiments.

Particularly, we have studied the LASSO regression through two different architec-

tures: Global LASSO (G.LASSO) and Local LASSO (L.LASSO).

i) G.LASSO: A single regression model is trained for all slice types together.

ii) L.LASSO: Each slice type has its own regression model.

In more detail, motivated by the fact that the values for some features are closely depen-

dent on the considered slice type, in L.LASSO we have examined the case where each

slice type has its own sparse regression model, in an effort to capture more precisely

the effect of a slice loss. In addition, in L.LASSO the estimation results for the separate

models have been combined so as to compute the performance statistics for all slice

types together.

For our experiments, we have used the database of [130]. This database includes a

wide variety of scenes, such as a bird’s eye view of a city, crowded areas, portraits and

still water. These videos have been compressed using the JM 14.2 reference software of

H.264/AVC [6]. The GOP structure has been IDR B P B with a GOP length of 20 frames.

The frames have been encoded using dispersed Flexible Macroblock Ordering (FMO)

and a fixed slice configuration mode, where the size of the slice (in bytes) has been

predetermined by the user. At the decoder, Motion Copy Error Concealment (MCEC)

has been used to conceal any slice losses in P and B frames, and spatial interpolation

has been used to conceal losses in IDR frames.

As it has been stated in Section 2, the problem studied in this section has also

been discussed in [130, 129]. However, the principal goal of the current study is to

improve the accuracy of the CMSE estimations provided by [130, 129], through the

use of LASSO, such that the video QoE to be further increased. Table 5.1 shows

the regression coefficient estimates obtained by G.LASSO, L.LASSO and GLM [130].

In addition, the same table includes the selected λ values for the two LASSO-based

approaches. From Table 5.1, LASSO’s sparsity is obvious, since it keeps only a small

subset of the features required by the GLM model [130] in order to produce CMSE

estimations. We observe that only six features out of the 13 in total are employed
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Table 5.1: Regression coefficients and λ values.

Features G.LASSO L.LASSO GLM [130]

IDR P B

0.intercept 15.4 1.2 −2.8 22.1 94.5

1.motx 0.053 0 0.152 0 −0.298
2.moty 0 0 −0.057 −0.024 −1.15
3.avginterparts −6.30 0 −3.29 −0.02 −10.8
4.maxresengy 0 0 −3.64× 10−9 0 −9.88× 10−9

5.sigmean 0 −0.0222 0 0 −0.303
6.sigvar 2.1× 10−3 0 9× 10−4 0 −2.86× 10−3

7.slice type f2 0 0 0 0 12.0

8.slice type f3 0 0 0 0 −19.5
9.tmdr −0.466 0 −0.008 0 −1.30
10.imse 0.624 12.637 4.101 0.530 0.190

11.issim 0 0 0 −21.9 −19.1
12.imse×tmdr 0.560 0.239 0.384 0.443 0.754

13.imse×maxresengy 0 0 −2.40× 10−11 0 1.40× 10−9

λ 2.2742 2.0932 2.3002 0.8802 −

Table 5.2: Performance statistics.
‘‘Foreman’’ ‘‘Akiyo’’ ‘‘Tennis’’

G.LASSO L.LASSO GLM G.LASSO L.LASSO GLM G.LASSO L.LASSO GLM

PCC 0.8108 0.8282 0.7217 0.9789 0.9908 0.9634 0.8546 0.8514 0.8158

SROCC 0.8745 0.8930 0.7586 0.7199 0.8671 0.7323 0.8951 0.9038 0.7122

RMSE 29.5563 28.3504 43.0587 21.7261 12.9547 14.5369 39.7847 36.7304 41.3099

by G.LASSO and similarly, six features on average for all slice types are employed by

L.LASSO as well.

In the following, in order to evaluate the effectiveness of each regression model, we

have employed the Pearson Correlation Coefficient (PCC), the Spearman Rank Order

Correlation Coefficient (SROCC) and the Root MSE (RMSE) measures of performance, as

recommended by Video Quality Experts Group (VQEG) [5]. Table 5.2 summarizes these

results for the ‘‘Foreman’’, ‘‘Akiyo’’ and ‘‘Tennis’’ video sequences, each of 300 frames.

The first two sequences are encoded at 1 Mbps and the ‘‘Tennis’’ video sequence at 2

Mbps, all at Common Intermediate Format (CIF) resolution (352× 288 pixels). The slice

size has been 300 bytes for the ‘‘Foreman’’ video sequence and 600 bytes for the ‘‘Akiyo’’

and ‘‘Tennis’’ video sequences, while the GOP structure has been IDR B P B, IDR P P

P and IDR B P B, respectively. It is worth mentioning that the specific sequences have

not been a part of the database used for models’ training. In contrast, they have been

used solely for models’ testing.

A close inspection of the results of Table 5.2 for the tested video sequences reveals
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that both LASSO architectures are able to provide accurate CMSE estimations, as it is

clear from the provided PCC values. Also, the SROCC results show that the CMSE es-

timations are monotonically related with the measured values, following an increasing

monotonic trend, and the small RMSE values signify that the CMSE estimations closely

follow the measured ones. A comparison between G.LASSO and L.LASSO models jus-

tifies our choice of building a regression model, separately for each considered slice

type. As it is evident from the same table (Table 5.2), improved performance statistics

are obtained in such a case, as compared to the coarser approach of building a single

regression model for all slice types together. In addition, it is to be noted that our pro-

posed models behave better when the ‘‘Akiyo’’ video sequence is assessed compared to

the ‘‘Foreman’’ and ‘‘Tennis’’ video sequences, in terms of the PCC and RMSE results,

while ‘‘Tennis’’ gathers better SROCC results, meaning that there is a higher monotonic

relationship between the measured and estimated CMSE results as compared to both

‘‘Foreman’’ and ‘‘Akiyo’’. In addition, both LASSO approaches are more efficient in esti-

mating CMSE compared to GLM, in terms of all examined measures of performance for

the ‘‘Foreman’’ and ‘‘Tennis’’ and the PCC for ‘‘Akiyo’’ video sequences. More obvious is

this difference when ‘‘Foreman’’ video sequence is investigated, while even for the case

of ‘‘Akiyo’’, L.LASSO is able to guarantee improved results as compared to GLM.

In the following, Figs. 5.1, 5.2 and 5.3 graphically illustrate the measured CMSE

values as well as the estimated CMSE values achieved by each regression model, for the

‘‘Foreman’’, ‘‘Akiyo’’ and ‘‘Tennis’’ video sequences, respectively, when each of the slices

consisting a video sequence is assumed to get lost. All presented figures verify our

conclusions about the efficiency of the proposed schemes drawn earlier by examining

the performance statistics for these video sequences.

5.3 Slice Prioritization

Based on the measured and estimated CMSE values using each regression model,

we classify the slices into four priority classes applying a quartile-based prioritization

scheme. Our ultimate goal is to assign different channel coding rates to each differently

prioritized class in order to enhance the video quality that reaches the end-user.

With regard to the QBP procedure, it can be described as follows. The CMSE values

(measured and estimated) are sorted in ascending order and we calculate the median

value, which is the middle value of the dataset. The same procedure is also followed with

the lower and upper half of the dataset. Therefore, the 75th, 50th and 25th percentiles

that result, split the CMSE values into four priority classes. The class including the

highest CMSE values corresponds to the 1st priority class, the class including the CMSE

values between the 75th and 50th percentiles corresponds to the 2nd priority class, the

3rd priority class includes the CMSE values that fall within the 50th and 25th percentiles,

while the class with the lowest CMSE values represents the 4th priority class. Figure 5.4

below presents a typical QBP scheme.
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Figure 5.1: Measured versus estimated CMSE for ‘‘Foreman’’ video sequence.
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Figure 5.2: Measured versus estimated CMSE for ‘‘Akiyo’’ video sequence.
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Figure 5.3: Measured versus estimated CMSE for ‘‘Tennis’’ video sequence.

Figure 5.4: A quartile-based prioritization scheme.
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Since QBP is conducted on both the measured and estimated CMSE values, the

performance comparison between measured CMSE values and estimated CMSE values

using the GLM as well as both LASSO approaches is straightforward. Let us assume

that a slice is assigned a priority p, for p = 1, 2, 3, 4, based on its measured CMSE

value. We consider a first degree misclassification error if the priority assigned to

the corresponding slice based on its estimated CMSE value is p ± 1 and second and

third degree misclassification errors, when the assigned slice priorities based on the

estimated CMSE values are p±2 and p±3, respectively. Two interesting remarks are the

following: i) a first degree slice misclassification error is less important than a second

or third degree misclassification error, since it represents a moderate CMSE estimation

error compared to the other cases where the estimated values are considerably different

from the measured ones and ii) the minimization of the CMSE estimation error of higher

priority slices is more essential, since a possible loss of the specific slices incurs a

stronger impact on perceptual quality.

Tables 5.3-5.5 depict the percentages of slice misclassifications, for the ‘‘Foreman’’,

‘‘Akiyo’’ and ‘‘Tennis’’ video sequences, respectively. From these tables, we confirm that

the misclassification errors are low and the most common case of misclassification is

observed between ‘‘neighboring’’ priority classes, meaning that our CMSE estimations

do not differ significantly from the corresponding measured CMSE values. Additionally,

the misclassification errors of the 1st priority class are considerably lower compared to

those of the other priority classes, irrespectively of the followed regression approach.

This fact is especially important since by providing a stronger channel coding rate

during wireless transmissions to the slices belonging to the specific priority class, we

assure an improved end-to-end video quality. Furthermore, as it has been expected

by the results of Table 5.2, L.LASSO achieves lower slice misclassification percentages

compared to G.LASSO. However, both LASSO approaches are able to gather signifi-

cantly lower misclassification errors compared to the GLM, with only three isolated

exceptions for the ‘‘Akiyo’’ video sequence.

5.4 Video Transmission Scenario

In order to assess the performance of the developed CMSE estimation models, we con-

sider a scenario, where the measured and estimated CMSE-based prioritized bitstreams

are transmitted over an AWGN channel. The goal is the optimal determination of the

channel coding rate, Rp, for each of the four priorities, p = 1, 2, 3, 4, in each GOP of

each considered bitstream that could lead to average PSNR enhancement by applying

UEP [130, 129].

Let Rtarget be the transmission bitrate of the channel, in bits per second. The video

is encoded at a frame rate of fs frames per second, and the total outgoing bit budget B

119



Table 5.3: Percentages of slice misclassifications for the ‘‘Foreman’’ video sequence.

‘‘Foreman’’

Priority 1 Priority 2

1st → 2nd 1st → 3rd 1st → 4th 2nd → 1st 2nd → 3rd 2nd → 4th

G.LASSO 4.59% 0.55% 0.00% 4.50% 5.35% 0.19%

L.LASSO 4.08% 0.96% 0.00% 4.63% 3.99% 0.64%

GLM 5.44% 1.17% 0.11% 5.37% 5.67% 2.55%

Priority 3 Priority 4

3rd → 1st 3rd → 2nd 3rd → 4th 4th → 1st 4th → 2nd 4th → 3rd

G.LASSO 0.55% 4.65% 7.24% 0.08% 0.81% 6.54%

L.LASSO 0.38% 4.74% 4.74% 0.02% 0.45% 4.91%

GLM 0.87% 5.99% 8.26% 0.47% 2.17% 8.28%

Table 5.4: Percentages of slice misclassifications for the ‘‘Akiyo’’ video sequence.

‘‘Akiyo’’

Priority 1 Priority 2

1st → 2nd 1st → 3rd 1st → 4th 2nd → 1st 2nd → 3rd 2nd → 4th

G.LASSO 1.73% 0.00% 0.00% 1.69% 4.26% 5.43%

L.LASSO 1.33% 0.00% 0.00% 1.33% 3.90% 1.01%

GLM 2.41% 0.04% 0.12% 2.33% 5.71% 5.59%

Priority 3 Priority 4

3rd → 1st 3rd → 2nd 3rd → 4th 4th → 1st 4th → 2nd 4th → 3rd

G.LASSO 0.04% 5.71% 10.70% 0.00% 3.94% 12.19%

L.LASSO 0.00% 4.02% 9.25% 0.00% 0.88% 9.37%

GLM 0.24% 7.72% 7.80% 0.00% 3.50% 10.02%

Table 5.5: Percentages of slice misclassifications for the ‘‘Tennis’’ video sequence.

‘‘Tennis’’

Priority 1 Priority 2

1st → 2nd 1st → 3rd 1st → 4th 2nd → 1st 2nd → 3rd 2nd → 4th

G.LASSO 4.03% 0.30% 0.00% 4.03% 4.77% 0.29%

L.LASSO 4.05% 0.34% 0.00% 3.95% 5.15% 0.36%

GLM 5.58% 0.64% 0.05% 4.89% 5.75% 3.69%

Priority 3 Priority 4

3rd → 1st 3rd → 2nd 3rd → 4th 4th → 1st 4th → 2nd 4th → 3rd

G.LASSO 0.26% 4.43% 7.49% 0.04% 0.63% 7.11%

L.LASSO 0.38% 4.82% 5.43% 0.07% 0.59% 5.15%

GLM 1.08% 5.28% 10.34% 0.30% 3.47% 10.32%
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for a GOP of length LG, is given by

B =
Rtarget LG

fs
.

The RCPC code rates [61] are chosen from a candidate set Rc of punctured code rates,

while the expected video distortion within a GOP is the sum of the slice loss distortion

over the AWGN channel. The expected distortion of the jth slice depends on the CMSE

due to its loss, D(j), and the slice loss probability for a given channel Signal to Noise

Ratio (SNR). The slice loss probability depends on i) the slice size, S(j), and ii) the bit

error probability, pb, after channel decoding. Likewise, the pb depends on the channel

SNR and the channel coding rate, Rp ∈ Rc, for a given priority p.

Accordingly, the optimization problem is formulated as follows [130, 129]

{R∗
1, R

∗
2, R

∗
3, R

∗
4} = arg min

R1,R2,R3,R4

{

4
∑

p=1

np
∑

j=1

[

1− (1− pb(SNR,Rp))
S(j)
Rp

]

D(j)
}

(5.3)

subject to the following constraints

(1)
∑4

p=1

∑np

j=1
S(j)
Rp

6 B

(2) R∗
1 6 R∗

2 6 R∗
3 6 R∗

4.

Here np is the number of slices of priority p. The first constraint is the channel bitrate

constraint and the second constraint guarantees that a higher priority CMSE class is

assigned at least an equal or a stronger channel coding rate compared to a lower CMSE

class. The resulting optimization problems are tackled using the genetic algorithms

toolbox available in Matlab [118], while the optimization is performed separately for

each GOP of the video sequence, in order to avoid overflow at each second (one GOP

lasts 2/3 second).

The channel bitrate has been set equal to Rtarget = 2 Mbps, and the GOP consisted

of 20 frames. The RCPC code rates that each priority class could be assigned are given

by the set

Rc = {8/9, 8/10, 8/12, 8/14, 8/16, 8/18, 8/20, 8/22, 8/24, 8/26, 8/28, 8/30, 8/32}.

The mother code rate has been 1/4 with memory M = 4 and puncturing period P = 8.

Figure 5.5 presents the average PSNR values for the ‘‘Foreman’’ video sequence

computed over 100 realizations, for each given SNR value [0, 5] dB. Apparently, as we

observe from the simulation results, the PSNR reduces for a lower SNR channel con-

sideration, due to a higher slice loss probability caused by more channel errors. In

addition, the higher the channel SNR the closer the estimated CMSE values are to the

measured ones. Moreover, we can see that when UEP is applied to the CMSE estima-

tions achieved by L.LASSO, the average PSNR values are more close to the measured

ones, as opposed to G.LASSO case, while this is more obvious for low channel SNR (0
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dB and 1 dB). It is to be noted that for channel SNR 4 dB and 5 dB, both G.LASSO

and L.LASSO achieve virtually identical performance with the measured CMSE case,

as Fig. 5.5 shows. Compared to the GLM, it seems that for low SNR L.LASSO behaves

better, offering CMSE estimations which are more close to the measured ones, while

for larger SNR values a competitive performance is observed for all applied regression

models.
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Figure 5.5: Average PSNR performance for ‘‘Foreman’’ video sequence transmitted over

an AWGN channel.

Summarizing the key points of the problem studied in this section, we infer that

all employed features used for making CMSE estimations are extremely suitable as

well as both LASSO approaches and especially the L.LASSO variant is very efficient

towards the same purpose. As it was expected, L.LASSO is proved to be a better choice

than G.LASSO and mainly than GLM, for enhancing further the accuracy of CMSE

estimations. The slice misclassification percentages are low, the performance statistics

high, and the average PSNR values of the video transmission scenario achieved by the

proposed models are virtually identical to the PSNR values resulting from the measured

CMSE case, especially for a channel SNR of 3 dB or higher.
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Chapter 6

Perceptual Video Quality Estimation

6.1 Features related to Perceptual Video Quality

6.2 Video Quality Estimation using Linear Regression

6.3 Test Stimuli

6.4 Performance Measures

6.5 Experimental Results and Discussion

T
he video portion of the global mobile data traffic has increased tremendously

and it is estimated to exceed 67% by 2018, from being 53% in 2013 [8]. There-

fore, with this growing usage of videos, it is believed that the end-users are

becoming more aware of the perceptual quality characteristics of video services. A re-

quired amount of compression of the raw (original) videos has to be performed in order

to meet the practical limits of data storage devices and transmission channels. Depend-

ing upon its intensity, the compression can introduce different visual artifacts in a video

that may decrease its perceptual quality as compared to its original version. Besides

compression, video quality can also suffer from degradations due to transmission over

lossy networks. Losses of video data in a network can occur for various reasons such as

network fluctuations, buffer overflows, and any operational management procedures.

For this purpose, in this piece of our research, we have extracted a large number of

video features that are related to both sources of distortion so as to guide us in making

accurate perceptual quality estimations.

6.1 Features related to Perceptual Video Quality

In the following, we describe the video features that we have used in order to model

the impact of various impairments on video quality. These features are related to video
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content characteristics, signal factors, error factors, motion factors, as well as to the

effectiveness of the error concealment. Besides description of the examined features, we

also discuss their type and the attributes through which they can be related towards

video quality. In addition, the motivation for extracting the specific features is also

analysed.

Examined Features

1) Intra[%] is the percentage of I coded MBs in a slice. It is of NR type and is

related to the video content structure.

2) I4× 4inIslice[%] is the percentage of MBs of size 4 × 4 in an I slice. It is of

NR type and is related to the video content structure.

3) I16× 16inIslice[%] is the percentage of MBs of size 16 × 16 in an I slice. It

is of NR type and is related to the video content structure.

4) IinPslice[%] is the percentage of I coded MBs in a P slice. It is of NR type

and is related to the video content structure.

5) P[%] is the percentage of P coded MBs in a slice. It is of NR type and is

related to the video content structure.

6) PSkip[%] is the percentage of P MBs coded as PSkip in a slice. It is of NR

type and is related to the video content structure.

7) P16× 16[%] is the percentage of P MBs coded with no sub-partition of MBs

in a slice. It is of NR type and is related to the video content structure.

8) P8× 16[%] is the percentage of P MBs coded with 8×16 and 16×8 partition

of MBs in a slice. It is of NR type and is related to the video content structure.

9) P8× 8[%] is the percentage of P MBs coded with 8× 8 partition of MBs in a

slice. It is of NR type and is related to the video content structure.

10) P8× 8Sub[%] is the percentage of P MBs coded with 8× 8 in a sub-partition

of MBs in a slice. It is of NR type and is related to the video content structure.

11) P4× 8[%] is the percentage of P MBs coded with 4×8 and 8×4 sub-partition

of MBs in a slice. It is of NR type and is related to the video content structure.

12) P4× 4[%] is the percentage of P MBs coded with 4× 4 sub-partition of MBs

in a slice. It is of NR type and is related to the video content structure.

13) - 20) B_modes correspond to the same features as given in features 5 to 12, but for

B MBs. They are of NR type and are related to the video content structure.
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21) - 22) ∆MVx, ∆MVy are the average measures of motion vector difference values

for x and y direction in a slice. They are of NR type and are related to the

video content motion.

23) - 24) avg(MVx), avg(MVy) are the average measures of motion vector values for

x and y directions in a slice. They are of NR type and are related to the video

content motion.

25) MV0[%] is the percentage of motion vector values equal to zero for x and

y direction in a slice. It is of NR type and is related to the video content

motion.

26) ∆MV0[%] is the percentage of motion vector difference values equal to zero

in a slice. It is of NR type and is related to the video content motion.

27) Motion Intensity_1 is given by

N
∑

i=1

√

MVxi
2 +MVyi

2,

where MVa, a ∈ [x, y] represents the average value of motion vectors in an

MB in a-direction and N is the total number of MBs in a slice. It is of NR

type and is related to the video content motion.

28) Motion Intensity_2 is given by

√

avg(MVx)2 + avg(MVy)2.

It is of NR type and is related to the video content motion.

29) - 30) |avg(MVx)|, |avg(MVy)| are the absolute values of average motion vector

values for x and y direction in a slice. They are of NR type and are related

to the video content motion.

31) Motion Intensity_3 is given by

N
∑

i=1

√

|(MVx)|2i + |(MVy)|2i ,

where |(MVa)| represents the absolute value of motion vectors in an MB in

a-direction. It is of NR type and is related to the video content motion.

32) Motion Intensity_4 is given by

√

|avg(MVx)|2 + |avg(MVy)|2.

It is of NR type and is related to the video content motion.
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33) NotStill is a boolean variable, which is true, if the value of ‘‘Motion Inten-

sity_2’’ feature is over 1/10th of the highest magnitude value of all sequences.

It is of NR type and is related to the video content motion.

34) HighMot is a boolean variable, which is true, if the value of ‘‘Motion Inten-

sity_2’’ feature is over 8/10th of the highest magnitude value of all sequences.

It is of NR type and is related to the video content motion.

35) - 36) MaxResEngy, MeanResEngy are the maximum and mean residual energy

values over all the MBs of a slice. The residual energy for an MB is computed

as the sum of squares of its transform coefficients. They are both of NR type

and include information of the video signal.

37) LR is a boolean variable, which is true, if a slice is lost. It is of NR type and

describes a network error.

38) LostSinFrm is the number of lost slices in a frame. It is of NR type and

describes network errors.

39) Height is the vertical location of a lost slice within a frame. It is of NR type

and describes the network error.

40) TMDR is the number of frames affected by a lost slice, due to error propa-

gation. It is of NR type and describes the network error.

41) SpatialExtend is the number of consecutive lost slices in a frame. It is of

NR type and describes the network error.

42) SpatialExtend2 is a boolean variable, which is true, if SpatialExtend= 2. It

is of NR type and describes the network error.

43) SpatialExtendFrm is a boolean variable, which is true, if all slices of a frame

are lost. It is of NR type and describes the network error.

44) Error1Frm is a boolean variable, which is true, if TMDR= 1. It is of NR type

and describes the network error.

45) DistToRef is the distance in frames between the current frame and the ref-

erence frame used for concealment. Based on our considered GOP pattern, P

frames are concealed using images from a temporal distance of three frames

ago, while both I frames and B frames are concealed using images from a

temporal distance of one frame ago. It is of NR type and is related to the

error concealment technique.

46) FarConceal is a boolean variable, which is true, if |DistToRef| ≥ 3. It is of

NR type and is related to the error concealment technique.
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47) SBM describes the impact of the impairment on slice boundaries. It is of NR

type and captures the network error.

48) - 49) SigMean, SigVar correspond to the mean and variance of the slice lumi-

nance. They are both of RR type and include information of the video signal.

50) - 51) MeanIMSE, MaxIMSE represent the mean and maximum MSE, over all MBs

of a slice. They are both of RR type and they capture the error introduced in

the network.

52) - 53) MeanISSIM, MinISSIM represent the mean and minimum SSIM, over all

MBs of a slice. They are both of RR type and they capture the error intro-

duced in the network.

Motivation Behind Specific Feature Extraction

In H.264/AVC based coding, several coding modes are typically dependent on the con-

tent of a video. Mainly, the coding starts with the prediction of one part (block) of a

video frame from its adjacent frames so as to eliminate any temporal redundancies.

The first frame is intra (I) coded, followed by a predetermined sequence of forward

predictive (P) and bi-directional predictive (B) frames, with a periodic recurrence of I

frames if required. These predictions can be applied on an MB, i.e., a 16 × 16 block

of pixels, or on its sub-sized blocks. The available information regarding these coding

modes provides an estimation of the structural content of a video. The features that we

compute from the lossy bitstream and can be grouped in this category are listed from

1 to 20 as referred above. Features 1 and 5 are useful for providing relative information

on the percentage of blocks whose loss can be more significant as they might be used in

the prediction of other blocks. Moreover, more flexibility on the usage of bi-predictive

coding leads to better compression performance. In this context, we have employed

feature 13. The percentage of intra coded blocks in an inter slice may represent rapid

change of spatial content in a video and it is captured through feature 4. The percentage

of blocks coded as Skip indicates the possibility of no need for any residual or motion

vector information data that in turn represents the level of structural similarity of the

content between various frames of a video. Encoding blocks of size 16 × 16 are prefer-

able as compared to 4× 4 because generally the use of higher block sizes exhibit better

compression performance. Accordingly, features 2, 3, 7− 12, and 15− 20 represent the

percentages of different block sizes chosen for encoding.

In addition, inter frame prediction, which takes advantage of the temporal redun-

dancy between neighboring frames, involves the determination of motion vector infor-

mation. This information can be used to estimate the relative motion found in the

blocks of different frames of a video. Besides using the absolute values of the motion

vectors, a number of related statistics have been computed so as to better represent

the motion content of a video (features 21 to 32 as listed above). Except for the features
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13 − 20 and 31 − 32, which are firstly proposed in this research, the others have been

inspired from the study presented in [171].

Driven by the fact that a packet loss is significantly less visible in still video scenes [107],

we propose the use of feature 33, in order to define if a video slice includes motion or

not. Using the motion vector magnitude values as they have been computed by fea-

ture 28, we assume that a slice includes motion (NotStill=1), if its magnitude value is

greater than 1/10th of the highest magnitude value of all slices. Similarly, we assume

that a slice includes high levels of motion (feature 34) if its magnitude value is greater

than 8/10th of the highest magnitude value of all slices. Additionally, features 35 − 36

represent the maximum and mean residual energy over all the MBs of a slice, where

the residual energy for an MB is computed as the sum of squares of its transform

coefficients. These additional parameters are used in order to validate whether the

calculated motion vectors represent the underlying scene motion well or not. A higher

residual energy value implies that the motion vectors probably do not represent the

actual scene motion well. If a slice is lost, then even after applying a concealment

strategy in order to accurately estimate the lost motion vectors, the resultant slice still

differs from the original. Thus, residual energy is one way to assess the magnitude of

this difference [79].

Continuing with the features 37 − 47 mentioned above, they capture the effect of a

packet loss in a video sequence, under various aspects. They are all computed from

the lossy bitstream, except for feature 47, which is calculated from the reconstructed

video sequence after error concealment. Specifically, features 37 − 44 [107] model the

impact of a packet loss based on its frequency, location, duration etc. The use of

features 37 − 38 is proposed for a first time in the context of this research as a means

of quantifying the severity of distortion introduced within a frame due to possible slice

losses. The vertical location of the lost slice in a frame is represented by feature 39,

where its use for quality estimation is motivated by the fact that a lost slice in the

middle of a frame can have different perceptual impact as compared to a lost slice in

the top or bottom of a video frame.

Except for feature 39, another content-independent feature that is used to char-

acterize the duration of time an error persists is feature 40, and features 41 − 44 are

also video content-independent and are used since intuitively, they may help in bet-

ter describing the effect of losing consecutive slices. Moreover, features 45 − 46 are

related to the concealment strategy applied to the decoder and particularly, they deal

with the distance from the frame that is used as reference for the concealment of a

frame impaired with a slice loss. Thus, these features take into account the considered

GOP structure and size. The motivation behind extracting the specific features lies in

the fact that when the image used for concealment is temporally closer to the current

image, fewer temporal artifacts occur and thus, reduced impairment visibility is ob-

served compared to the case where the image used for concealment is far away from

the current image [161].

128



As it has been discussed earlier, even after applying an error concealment technique,

imperfections in the concealed parts of a video cannot be avoided. Thus, when a slice

loss occurs, we may have temporal and horizontal discontinuities between the correctly

received and concealed slices, which increase the visibility of the impairment [107]. In

this piece of research, having detected the location of the lost slice, we apply the Slice

Boundary Mismatch (SBM) metric (feature 47), as it is described in [161], with the goal

of capturing the mismatch on the boundaries between correctly received and concealed

slices in the decoded frames, on a pixel-by-pixel basis.

Lastly, features 48−53 described above are calculated on a pixel-by-pixel basis. Par-

ticularly, features 48 − 49 are computed from the compression-and-network-impaired

videos, while features 50 − 53 from the compression-impaired and compression-and-

network-impaired versions of a video. The magnitude of distortion induced by a slice

loss is also influenced by the presence of luminance masking, that is the sensitivity

of the human visual system to the distortion introduced in darker and brighter image

areas. For this purpose, we utilize features 48 − 49 in order to model the mean and

variance of the luminance of the signal.

Features 50 − 53 model the MSE and SSIM metrics, which are commonly used in

order to characterize the error amplitude and perceptual quality. In our study, we

have precomputed the MSE and SSIM values for each MB at the server side. Since it

is considered that human attention is mostly drawn to worst-case errors, except for

the mean MSE and SSIM values, we have also kept the maximum MSE and minimum

SSIM values over all MBs in a slice. Afterwards, all MSE and SSIM block values have

been averaged to obtain a representative value for each of them over each slice, and the

resulting values, along with the maximum MSE and minimum SSIM for each slice have

next been sent to the client’s side. Thus, once it is known which slices are actually

lost, we are able to know the corresponding MSE and SSIM values. This process of

pre-computing and transmitting the values from the server to the client renders these

features of RR type [107].

However, both MSE and SSIM metrics, where in this study play the role of some of

the RR features used for model’s development, present a number of weaknesses [161].

MSE cannot quantify the spatio-temporal frequency characteristics of the error and it

implicitly calculates the error size and duration, being unable to capture any infor-

mation about error location or pattern. Moreover, MSE captures the error between the

compression-impaired and compression-and-network-impaired versions of a video, but

it does not give any information about the encoded and decoded signals individually.

Similarly to MSE, SSIM does not offer any information about the error size or duration.

Although it gives an intuition about the signal at the location of the impairment, it

does not directly measure the decoded impairment attributes. Therefore, we confirm

that the extraction of each of the network-error-related features presented earlier is

prudent, as each of them focuses on a different aspect of the effect incurred by a lost

slice.
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With regard to comparison of the proposed approach of RR-based VQA, our method

has some advantages over the standardized RR model called ITU-T J.342 [10] in the

following ways. J.342 is based on the edge PSNR measurement, which is performed on

the edge pixels of the video being transmitted over the ancillary channel. In our case, it

is required to transmit a single MSE and a single SSIM values for the whole sequence

and hence, it may require less bandwidth. Our RR features are not dependent on the

video content; on the other hand, edge pixels may vary for different contents (spatial

details, frame resolution etc.), requiring less or more bandwidth.

In the test stimuli that we have used for our experiments, a slice of a video frame

corresponds to a packet. Therefore, considering the impact of a packet loss in terms

of data loss on the test stimuli, it is noted that an integral number of slices are lost

as a result of a packet-loss event. In light of this, in our study, the features that

are related to the occurrence of a packet loss are computed at the slice level. On the

other hand, some features, such as those related to motion vectors, are more suitably

computed at the MB level. Hence, we have found it reasonable to follow a bottom-up

approach for computing most of these features at the MB level and subsequently, an

average value is obtained at the slice level. Henceforth, we compute the average values

of the slice level features to obtain their values at the frame level. Moreover, the frame-

level feature values are averaged further to obtain their values at the video sequence

level. For frame-level data to video-level data conversion, we have tried Minkowski

summation [222] by investigating a large number of Minkowski exponents. However,

we have confirmed that the overall performance of the estimation models has not been

significantly improved, and thus, we eventually employ the simple arithmetic mean.

6.2 Video Quality Estimation using Linear Regression

The problem of perceptual video quality estimation based on a set of quality-relevant

features is solved by building computational models that take the given set of feature

values as input and produce appropriate quality estimates. The choice of a particular

solution to be used for regression, linear or non-linear, depends upon the requirements

of the problem under consideration as well as the tradeoff preferences between the

complexity and performance of a method. However, the theory associated with linear

regression is well-understood and allows for the construction of different types of easily-

interpretable, stable and sparse regression models. In this piece of our research, we

propose the use of the LASSO method [192, 193, 127], while OLS [22], as well as

Ridge [22, 67, 115] in combination with a feature selection technique [53] have also

been used in our experiments for comparison purposes.

A linear regression model is a model of the form

ŷi = w0 +
m−1
∑

j=1

wjφj(xi) = w⊤φ(xi), for i = 1, . . . , n,
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where n is the total number of observations, namely the total number of examined

slices; ŷi is the estimated value of perceptual quality at observation xi; the basis func-

tion φ(xi) is a vector of m × 1 values at observation xi, which includes the values for

all examined features for a particular slice, and w is an m × 1 vector of regression

coefficients including the intercept term w0. Such a model is linear in the coefficients

w.

6.2.1 Ordinary Least Squares Regression

Ordinary least squares regression [22] is by far the most widely used method for re-

gression because of its ease of implementation as well as its simplicity. It determines

the regression coefficients w, by solving the following minimization problem

min
w

(

1

2

n
∑

i=1

(

yi − w⊤φ(xi)
)2
)

= min
w

1

2
‖y − Φw‖2. (6.1)

From Eq. (6.1) we observe that the fitted coefficients minimize the mean squared dif-

ference between the n × 1 vector y of measured perceptual quality values and the

estimation vector Φw. Specifically, Φ is the n×m design matrix of the model, i.e., the

matrix that includes the values for all examined features of all slices, and w is the vec-

tor of regression coefficients as it results from the solution of the problem of Eq. (6.1).

Particularly, it is given by

w = (Φ⊤Φ)−1Φ⊤y. (6.2)

In the following, the calculated weights (regression coefficients), as they result from the

training phase, are applied to the testing data so as to get the estimated perceptual

quality values ŷ.

However, there are two major disadvantages with this method that make its use

problematic. The first is the estimation accuracy. There are cases where many of the

features of the design matrix are highly correlated and thus, we can get inaccurate

results for any regression coefficient assigned to an estimator. Additionally, a high

degree of multi-collinearity means that the matrix Φ is not of full rank and hence,

neither is Φ⊤ Φ. Therefore, the inversion of Φ⊤ Φ is infeasible or the results after such

an inversion may be imprecise. The other major concern of OLS is that of interpretation.

Having a large number of features, we often desire to select a small subset of them,

by keeping the features that capture the strongest effects towards video quality. In

fact, some of the computed features may be irrelevant or noise, leading to estimation

harming.

6.2.2 Ridge Regression

Data analysts often concern about the accuracy of the OLS estimates. Actually, OLS

estimates often have low bias but large variance, meaning that the built model is

sensitive to small changes in the training set. Hence, the estimation accuracy of the
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OLS estimates could be improved by sacrificing a little bias to reduce the variance of the

estimated values, achieving a smaller MSE. For this purpose, we have also employed

the Tikhonov regularization, known as Ridge regression [22, 115, 67], in its standard

form, which is a simple extension of the OLS regression method, easy to be computed.

In order to circumvent the ill-conditioning of the design matrix, Ridge calculates the

mean and standard deviation of each column vector. Next, the mean is subtracted

from each observation value and then, the resulting observation values are divided by

the corresponding standard deviation. In this way, the variance inflation factors of the

coefficient estimates are reduced achieving more stable regression coefficients.

In essence, the coefficient estimates for the model described in Eq. (6.2) rely on the

independence of the model terms. However, when terms are correlated and the columns

of the design matrix Φ have an approximate linear dependence, the matrix (Φ⊤Φ)−1

becomes close to singular. Thus, Eq. (6.2) becomes highly sensitive to random errors

in the estimated vector ŷ. In light of this, it has been suggested in [66] that to control

the inflation and general instability associated with the OLS estimates, the following

minimization problem should be solved

min
w

(

1

2

n
∑

i=1

(yi − w⊤φ(xi))
2 +

λ

2
‖w‖2

)

, (6.3)

which is an extension of Eq. (6.1). Thus, Ridge attempts to tradeoff the goodness of fit,

as it is described by the first term of Eq. (6.3), and the penalty, as it is described by the

second term of the same equation. The shrinkage parameter λ is a nonnegative regu-

larization parameter that governs the importance of the regularization term compared

to the sum of squared error and basically shrinks regression coefficient values towards

zero. For λ = 0, no shrinkage is performed and the solution of the OLS is obtained,

while for larger λ values, the closer to zero the regression coefficient estimates are.

In a more compact form, Eq. (6.3) can be written as

w = (Φ⊤Φ + λ I)−1Φ⊤ y, (6.4)

where I is the identity matrix. Therefore, a number of biased estimators w are obtained

by augmenting the diagonal matrix Φ⊤ Φ with small positive quantities, as indicated

by the λ value. In this way, the system behaves more like an orthogonal system and

regression coefficient values with smaller MSEs are obtained.

Nonetheless, although Ridge (in its standard form) tackles with success the possible

ill-posed problems that frequently exist in OLS regression, producing more stable mod-

els, it does not set any of the regression coefficients equal to zero; it has the tendency to

make them equal so as to minimize the squared norm. This means that this technique

is not appropriate for producing interpretable models, namely models that keep only

the most important features, rendering them easier to use and understand. Thus, there

is the risk of harming the estimations, when irrelevant or noisy features are employed.

For this purpose, we have combined Ridge with a feature selection procedure [53]. This
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procedure precedes Ridge so as to keep only those features that are the most influential

towards making perceptual quality estimations.

Feature Selection in Ridge

We have applied sequential feature selection and particularly, forward feature selec-

tion [53] in order to select the appropriate subset of features from the initial RR and NR

sets, respectively, that best estimate the actual quality values. Starting from an empty

feature set, we create candidate subsets by sequentially adding each of the features not

yet selected, in order of importance. For each candidate feature subset, Ridge regres-

sion is applied in order to estimate the output values, and finally, it returns the MSE

value between the actual and estimated quality value. This process continues until

adding more features does not further decrease MSE. Thus, the specific feature subset

that results to the minimum MSE is the one that is chosen as optimal. Applications of

FFS using linear regression models in similar problems of video quality estimation can

be found in [204, 205].

6.2.3 Least Absolute Shrinkage and Selection Operator Regression

LASSO is a regression method that can be used for both feature selection and compu-

tation of regression coefficients. Feature selection is useful when a collection of input

features is available, from which we expect to select a small subset for the efficient

estimation of a response variable, e.g., the perceptual quality of a video. The particular

regression technique is able to effectively address possible issues that arise when the

matrix of observations is not of full rank and thus, it is infeasible to be inverted using

the OLS method [22]. In addition, LASSO has the benefit of not only shrinking some

coefficients close to zero, but also setting some others equal to zero, offering feature

selection and producing interpretable models, at the same time. Thus, it combines the

stability of Ridge [22, 115, 67] and interpretability of subset selection, at the same time.

Practically, it minimizes the residual sum of squares subject to the sum of the

absolute value of the coefficients being less than a constant. Therefore, it solves the

following minimization problem

min
w

(

1

2

n
∑

i=1

(

yi − w⊤ φ(xi)
)2

+
λ

2

m
∑

j=1

|wj|
)

. (6.5)

The shrinkage parameter λ is a nonnegative parameter that controls the amount of

the regularization. As λ is increased, an increasing number of regression coefficients

become equal to zero, while for λ = 0 no shrinkage is obtained. For the LASSO

methodology, the regression coefficients w have no closed form and the solution in-

volves quadratic programming techniques using convex optimization.

In addition, it is worth mentioning that the use of LASSO avoids the problem of

overfitting because: i) it builds a simple model and ii) it performs regularization. It
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is generally admitted that too complex models are prone to overfitting and thus, they

give poor estimations. In this context, LASSO regression is able to autonomously

perform feature selection within its learning process, producing estimations at the

same time. Also, apart from feature selection, the specific method is able to perform l1
regularization. Regularization works well when we have a lot of features, each of which

contributes a bit to the response variable estimation and it deters overfitting since the

magnitude of the regression coefficients is reduced and thus, a smoother curve for

fitting the data is obtained.

6.3 Test Stimuli

As test stimuli is of paramount significance for the evaluation of any methodology under

consideration, we have carefully acquired a quite targeted set of test video sequences.

Specifically, the set of features described in Section 6.1 has been extracted from the

test stimuli of the Ecole Polytechnique Fédérale de Lausanne (EPFL) and Politecnico

di Milano (PoliMi) database [41]. The process of subjective quality assessment of the

selected stimuli has been performed in the aforementioned two independent laborato-

ries and interestingly, there has been a high consistency and correlation between the

obtained MOS values. This fact highlights the useability of these data and also the

reproducibility of the related results that is generally a point of concern in the research

of VQA algorithms.

The original SouRCe videos (SRCs) have been selected for the representation of a

variety of spatiotemporal perceptual information, as suggested by ITU-T Rec. P.910 [4].

The selected SRCs have been in raw progressive format, sampled at 4 : 2 : 0 ratio of

luma and chroma components, and have been encoded using the H.264/AVC reference

software, version JM 14.2 [6], with High Profile setting. A GOP structure of IBBP with

a size of 16 has been used, while each video has a duration of 10 seconds in length.

The video sequences comprising the EPFL-PoliMi’s database of CIF resolution (352×
288 pixels) are ‘‘Mother’’, ‘‘Foreman’’, ‘‘Paris’’, ‘‘News’’, ‘‘Mobile’’, ‘‘Hall’’, each of 298

frames at 30 frames per second (fps), and of 4CIF resolution (704×576 pixels) are ‘‘Har-

bour’’ and ‘‘Soccer’’ of 298 frames at 30 fps, ‘‘Parkjoy’’, ‘‘Crowdrun’’ and ‘‘Duckstakeoff’’

of 250 frames at 25 fps, and ‘‘Ice’’ of 238 frames at 30 fps. For each video sequence, a full

row of MBs has been coded as a separate slice, while the bitstreams of the coded videos

have been impaired by a PLR of 0.1%, 0.4%, 1%, 3%, 5% and 10%. For each PLR and

content, two decoded video sequences have been obtained, by reading an error pattern

from a different starting point. At the decoder, MCEC has been applied. It should be

noted that this database also includes the MOS values as they have been collected after

subjective experiments separately conducted at EPFL and PoliMi. Further details on

the generation of this dataset as well as the testing conditions can be found in [41].

It is worth mentioning that before building our models, firstly, we have standardized

the values of the input features by calculating their zscore values; that is we have sub-
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tracted the mean from each feature vector and the obtained values have been divided

by the standard deviation of the particular feature vector.

6.4 Performance Measures

According to VQEG Phase I report on the validation of reduced-reference and no-

reference objective models for standard definition television [5], the performance of

a quality estimation model can be evaluated by the following parameters.

1. Pearson Correlation Coefficient (PCC) is used to describe the accuracy of the

estimation, and more particularly it measures the linear relationship between

estimated and measured video quality values. It is given by

PCC =

∑n

i=1(ŷi − ỹ) (yi − ȳ)
√
∑n

i=1(ŷi − ỹ)2
∑n

i=1(yi − ȳ)2
, (6.6)

where ŷi, yi represent the estimated and measured video quality values, respec-

tively; ỹ, ȳ represent the mean of the estimated and measured video quality values,

respectively, and n is the total number of each such value. It holds that PCC val-

ues close to 0 declare bad or no correlation and values close to 1 denote high

positive correlation [65].

2. Root Mean Squared Error (RMSE) is used to describe the error of the estimation

by calculating the difference between the estimated and measured quality values.

It is given by

RMSE =

√

√

√

√

1

n

n
∑

i=1

(ŷi − yi)2. (6.7)

3. Outlier Ratio (OR), which measures the consistency of an objective metric and is

expressed as

OR =
Number of outliers

Total number of data points
,

where

Number of outliers : |perr(i)| > k2
stdDMOS(i)√

Nsubj
. (6.8)

The amount perr(i) is the estimation error between the corresponding estimated

and measured value of a video sequence i. The constant k2 is equal to 1.96 to

account for 95% confidence interval, stdDMOS(i) is the standard deviation of the

individual scores associated with a video sequence i, and Nsubj is the number of

viewers per video sequence i. In the database we have used, 16 and 20 viewers

have evaluated the CIF video sequences and 17 and 17 viewers have evaluated

the 4CIF video sequences, after outliers removal on the results collected by EPFL
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and PoliMi, respectively [41]. Thus, a data point is considered as an outlier if the

absolute value of perr(i) is higher than the right term of Rel. (6.8).

Furthermore, we have examined two additional measures of performance that of-

fer information about the monotonicity and the error of the estimations in relation

with the measured values, respectively. Particularly:

4. Spearman Rank Order Correlation Coefficient (SROCC) [65] is used to describe

the monotonicity between the estimated and measured video quality and is given

by

SROCC = 1− 6
∑n

i=1 di
2

n(n2 − 1)
, (6.9)

where di denotes the difference in ranks between each pair of estimated and mea-

sured video quality values and n is the total number of each such value. It holds

that −1 ≤ SROCC ≤ 1, where SROCC = 1 denotes a perfect positive Spearman

correlation, with the estimated values being a perfect monotone function of the

measured values, and vice versa for SROCC = −1.

5. Mean Absolute Error (MAE), which is given by

MAE =
1

n

n
∑

i=1

|ŷi − yi|, (6.10)

and computes the average error in video quality estimations.

6.5 Experimental Results and Discussion

A large number of experiments have been conducted in order to estimate perceptual

video quality using the observations of the features described in Section 6.1 as input to

the regression models described in Section 6.2. Coarsely, our experiments are split into

two sets. In the first set, we have built an NR bitstream-based model, while the second

group includes both NR and RR models with a slightly different setup as compared to

the one of the first set. The next two subsections elaborate on each considered case.

6.5.1 NR Bitstream­based Model

The test material used in the specific set of experiments has been a subset of the

database presented in Section 6.3. It includes the ‘‘Foreman’’, ‘‘Mother’’, ‘‘Paris’’, ‘‘Ice’’,

‘‘Harbour’’ and ‘‘Parkjoy’’ video sequences, corrupted with a PLR of 0.1%, 0.4%, 1%, 3%

and 5%. All of the aforementioned video sequences have been used for models’ training,

except for the ‘‘Ice’’ video sequence, which has been used for testing the performance

of the models. In the particular set of experiments, the features 1 − 46 as described

in Section 6.1 have been employed and thus, a NR bitstream-based model has been

developed through the use of the LASSO regression model.
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For comparison purposes, we have utilized the OLS regression method and except

for MOS, we have built models able to estimate the SSIM [210] and VQM [1], which

are known for their good correlation with subjective assessment. However, in order to

evaluate the behavior of the proposed models, it was necessary to calculate the true

values for each of these metrics. The computation of the actual SSIM and VQM values

has been a trivial task, while we have been supplied with the MOS values from [41],

where more specifically, we have employed the results obtained from EPFL.

Another issue that triggered our interest has been the determination of the λ value

in Eq. (6.5). A number of 100 different λ values have been tested, while we have selected

the λ > 0 value that corresponds to the lowest MSE of the first term of Eq. (6.5), for

each of the MOS, SSIM and VQM models. Furthermore, in all considered regression

models, we have included the intercept term, in order to absorb the bias, since we

have empirically observed that its inclusion greatly improved the convergence of each

considered regression model.

Tables 6.1 and 6.2 include the intercept values as well as the regression coefficient

values assigned to each feature, listed from 1−46, for the estimation of MOS, SSIM and

VQM quality metrics, when OLS and LASSO regression is applied, respectively. Also,

in Table 6.2 the row ‘‘λ’’ depicts the λ values for each model, used in Eq. (6.5). From

the provided results of these tables we can see that LASSO is a much sparser approach

compared to OLS. It keeps less than 1/3 of the input features for each model, assigning

zero regression coefficient values to the rest, and thus, it renders them useless. On the

contrary, the OLS method assigns non zero regression coefficients to all of the features,

without eliminating any possible redundancies in the input data. Therefore, it poses

the risk of deteriorating the estimations of the quality values. The performance results

of our proposed models in terms of all 5 indices described in Section 6.4 are tabulated in

Tables 6.3 and 6.4, when OLS and LASSO regression is applied, respectively. It is to be

noted that for this group of experiments, we have selected to normalize the RMSE values

given by Eq. (6.7), since MOS, SSIM and VQM scores have different scales. Hence, we

have computed the Normalized RMSE (NRMSE), by dividing RMSE with the range of

the estimated scores of each quality metric, respectively, as NRMSE = RMSE/ŷmax −
ŷmin [174]. In the same tables (Tables 6.3-6.4), the row ‘‘# Features’’ presents the

number of features used by each regression technique for making quality estimations;

that is the number of features that have been assigned a non zero regression coefficient

value.

A close inspection of the results reveals that the performance statistics achieved

using the LASSO method are improved compared to the results achieved by OLS. The

difference between the results of the two methods is more obvious in terms of the

NRMSE and MAE measures. With only an isolated exception for the PCC of SSIM

where OLS offers marginally better estimation accuracy, in all other cases the results of

Table 6.4 highlight the ability of LASSO in producing more precise quality estimations,

carefully selecting the most influential features towards video quality, at the same time.
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Table 6.1: Intercept and regression coefficient values achieved by OLS.

Features MOS SSIM VQM

0) Intercept −13.5897 0.4593 14.3036

1) Intra[%] −0.0686 −0.0020 0.0781

2) I4 × 4inIslice[%] 0.9315 0.0101 −0.3498
3) I16 × 16inIslice[%] −0.0643 −0.0058 −0.1963
4) IinPslice[%] 0.0294 −2.7338× 10−4 −0.0382
5) P[%] 0.0260 0.0017 −0.0598
6) PSkip[%] 0.0452 4.2590× 10−4 −0.0350
7) P16× 16[%] 0.0409 −0.0013 −0.0194
8) P8× 16[%] 0.2989 0.0046 −0.2508
9) P8× 8[%] −0.3785 −0.0022 0.2563

10) P8× 8Sub[%] 0.1773 −0.0011 −0.0400
11) P4× 8[%] 0.0603 −4.2319× 10−4 0.0913

12) P4× 4[%] −0.4568 −0.0087 0.5975

13) B[%] 0.1297 0.0059 −0.1203
14) BSkip[%] 0.0221 −1.3470× 10−4 −0.0060
15) B16× 16[%] −0.0141 −2.0760× 10−5 0.0241

16) B8× 16[%] −0.0548 4.7298× 10−4 6.8552× 10−4

17) B8× 8[%] 0.0250 −7.1516× 10−4 0.0503

18) B8× 8Sub[%] −0.0788 −4.6022× 10−4 0.0657

19) B4× 8[%] 0.2776 2.6528× 10−5 −0.0151
20) B4× 4[%] 1.6525 −0.0020 −0.1985
21) ∆MVx 0.3324 −0.0016 −0.1912
22) ∆MVy −5.7547 −0.0445 3.9846

23) avg(MVx) 0.0627 1.8509× 10−4 −0.0429
24) avg(MVy) 0.2392 1.9322× 10−4 −0.1718
25) MV0[%] 25.2009 −0.0110 −10.7282
26) ∆MV0[%] −4.7468 −0.0447 4.9602

27) Motion Intensity_1 0.0011 7.6397× 10−7 −4.7568× 10−4

28) Motion Intensity_2 −0.0028 −1.8478× 10−4 −0.0107
29) |avg(MVx)| −0.0014 −2.2317× 10−4 3.5045× 10−4

30) |avg(MVy)| 0.0036 −7.2850× 10−4 −0.0363
31) Motion Intensity_3 −0.0015 −9.3395× 10−6 4.7530× 10−4

32) Motion Intensity_4 −0.0337 −3.5414× 10−4 0.0187

33) NotStill −430.7387 −6.8888 885.7327

34) HighMot −93.6475 −1.4840 223.0036

35) MaxResEngy 697.6703 12.1826 −1.2948× 103

36) MeanResEngy −8.9787 0.0533 1.3253

37) LR 17.7861 −0.1709 0.3835

38) LostSinFrm −8.5533 0.1025 −29.0802
39) Height 15.0957 −0.7480 −5.6862
40) TMDR 119.6991 −1.0521 131.5921

41) SpatialExtend 2.6052 0.8778 3.1276

42) SpatialExtend2 425.1855 11.9312 −1.1407× 103

43) SpatialExtendFrm 3.8337× 10−9 8.4789× 10−11 −2.4944× 10−8

44) Error1Frm −5.7420× 10−9 −1.5256× 10−12 3.1181× 10−9

45) DistToRef 0.8024 −0.0284 −0.0715
46) FarConceal 83.2314 −3.0833 129.9600
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Table 6.2: Intercept and regression coefficient values achieved by LASSO.

Features MOS SSIM VQM

0) Intercept 2.6052 0.0832 −0.1886
1) Intra[%] 0.0000 0.0000 0.0000

2) I4 × 4inIslice[%] 0.0000 2.1534× 10−4 0.2482

3) I16 × 16inIslice[%] −0.0831 −0.0044 0.0000

4) IinPslice[%] 0.0000 0.0000 0.0000

5) P[%] 0.0000 0.0000 0.0000

6) PSkip[%] 0.0000 0.0000 0.0000

7) P16× 16[%] 0.0000 0.0000 0.0000

8) P8× 16[%] 0.0000 0.0047 0.0000

9) P8× 8[%] 0.0000 0.0000 0.0000

10) P8× 8Sub[%] 0.0000 0.0000 0.0000

11) P4× 8[%] 0.0000 0.0000 0.0000

12) P4× 4[%] 0.0000 0.0000 1.9112

13) B[%] 0.0000 0.0124 0.0000

14) BSkip[%] 0.0000 0.0000 0.0000

15) B16× 16[%] 0.0000 0.0000 0.0000

16) B8× 16[%] 0.0000 0.0000 0.0000

17) B8× 8[%] 0.0000 0.0000 0.0000

18) B8× 8Sub[%] 0.0000 0.0000 0.0000

19) B4× 8[%] 0.0000 0.0000 0.0000

20) B4× 4[%] 0.0000 0.0000 0.0000

21) ∆MVx 0.0000 0.0000 0.0000

22) ∆MVy 0.0000 0.0000 2.7188

23) avg(MVx) 0.0000 0.0000 0.0000

24) avg(MVy) 0.0000 0.0000 0.0000

25) MV0[%] 0.0000 0.0000 0.0000

26) ∆MV0[%] 2.4405 0.0000 2.1070

27) Motion Intensity_1 0.0000 0.0000 0.0000

28) Motion Intensity_2 0.0000 −1.3768× 10−6 0.0000

29) |avg(MVx)| 0.0000 0.0000 0.0000

30) |avg(MVy)| 0.0000 0.0000 0.0000

31) Motion Intensity_3 0.0000 0.0000 0.0000

32) Motion Intensity_4 0.0000 0.0000 0.0000

33) NotStill −1.1180 −0.2925 0.0000

34) HighMot 0.0000 0.0000 0.0000

35) MaxResEngy 3.0031× 10−9 0.0000 0.0000

36) MeanResEngy −7.3627× 10−9 −7.6440× 10−11 −2.8375× 10−8

37) LR −400.7000 −0.1382 951.9403

38) LostSinFrm −8.1379 0.0000 1.3923

39) Height 16.4351 −0.0525 0.0000

40) TMDR −14.3535 −0.5829 −19.2934
41) SpatialExtend 13.9946 −0.2504 −3.8692
42) SpatialExtend2 115.6684 1.6991 109.4864

43) SpatialExtendFrm 0.0000 0.0000 0.0000

44) Error1Frm 325.8795 1.8654 −985.2688
45) DistToRef 0.0000 0.0604 0.0000

46) FarConceal 452.2033 5.2607 −792.4988
λ 9.9335× 10−5 4.3801× 10−6 1.2340× 10−4
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Table 6.3: Performance results for ‘‘Ice’’ using OLS.

Performance Statistics MOS SSIM VQM

PCC 0.9152 0.9992 0.8786

NRMSE 1.2627 3.7919 0.4312

OR 0.2000 0.2000 0.0000

SROCC 1.0000 0.9000 1.0000

MAE 4.4618 0.1141 1.5382

# Features 46 46 46

Table 6.4: Performance results for ‘‘Ice’’ using LASSO.

Performance Statistics MOS SSIM VQM

PCC 0.9173 0.9982 0.8800

NRMSE 0.1476 3.1699 0.2720

OR 0.0000 0.2000 0.0000

SROCC 1.0000 1.0000 1.0000

MAE 0.4287 0.0951 0.8066

# Features 13 15 12

Compared to OLS, a significantly reduced number of features is used, contributing in

this way to the reduction of the problem’s complexity. Hereinafter, only the specific

feature subset can be used to estimate video quality in any real-time application.

Summarizing the key points of this set of experiments, we infer that LASSO is able

to achieve high performance statistics using only a few features. Indicatively, we point

out that only 13 features are able to produce a PCC of 0.92 with the MOS. Equally

good are also the performance statistics that we have computed in order to assess our

models that estimate SSIM and VQM. Despite the fact that OLS presents a competitive

performance with LASSO in terms of the examined measures of performance, it employs

a much larger number of features increasing the problem’s complexity. Moreover, the

validity of the features used by LASSO leads to a very good correlation of our models

with the actual MOS, SSIM and VQM. Hence, LASSO is a good choice for building a

simple and low-complexity model that offers high correlation with subjective ratings

and FR metrics, when it is supplied with appropriate, quality-relevant features.

6.5.2 RR and NR Models

The test material used in the specific set of experiments includes the whole test stimuli

described in Section 6.3. This means that the available data used for models’ training

and testing consists of 144 sequences. Specifically, for each of the 12 SRC videos, 12

different realizations of a packet-loss environment have been simulated. In addition,

features 1−53 as described in Section 6.1, except for the features 37 and 43, have been

employed. More specifically, the NR model is based on the features 1− 36, 38− 42 and
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44−47, while for the RR model we incorporate features 48−53 as well. The observations

of the aforementioned features are given as input to the LASSO regression method so

as to estimate the MOS. For the sake of comparison with the MOS estimations given by

LASSO, we have also applied Ridge regression in combination with FFS.

In order to validate the robustness of our RR and NR estimation models, we have

ensured a clear distinction between the training and testing data such that no content

is common between the sets. The testing set comprises all distorted versions of one

SRC sequence (12 sequences) and the training set comprises of the data of test stimuli

generated from the distorted versions of 11 SRCs (132 sequences). This process of

splitting the dataset into training and testing sets is iterated such that each impaired

sequence set from each SRC takes its place on the test set. This procedure is the

well-known k-fold Cross Validation (CV) [215] (in our case 12-fold CV), where data are

partitioned into k equally sized subsets and an iterative procedure is repeated k times

such that k − 1 subsets are used for training and the remaining one subset is used for

testing (validation).

Once the training data are selected, the next important step is the initialization of

the regularization parameter λ in Eq. (6.5). A number of 100 different λ values slightly

above 0 are tested, where each different λ results in a different number of selected fea-

tures. Also, the MSEs between the subjective and estimated MOS values are calculated.

Therefore, by simultaneously examining the sparsity as well as the estimation accuracy

in terms of MSE on each considered training set, we select the λ value among all 100

values of λ for each tested sequence that gives the best tradeoff of these conditions.

Thus, using the chosen λ value, we train our models and obtain values for the regres-

sion coefficients. The obtained regression coefficient values are applied to the data of

the testing set in order to get the MOS estimations. At this point, it is worth noting

that in our regression models, we include the intercept term, in order to absorb the

bias, since we have empirically observed that its inclusion greatly improved their con-

vergence. In the following, using the estimated values, we are able to evaluate models’

performance in comparison with the subjective MOS values. Algorithm 3 summarizes

the methodology adopted in the particular set of experiments in order to develop our

proposed model.

Algorithm 3 Model Development
loop

if (a SRC is not tested) then

Split the dataset in training set and testing set, such that the testing set includes all impaired versions of the same SRC.

Execute exclusively on the training set.

a. Perform LASSO regression.

b. Determine the optimal λ value of Eq. (6.5).

c. Using the optimal λ value, train the whole training set of LASSO model.

d. Get regression coefficient estimates.

Apply the regression coefficient estimates on the testing set.

Get video quality estimations.

Evaluate performance.

end if

end loop
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As a result of the test setup described above, a number of simulations have been

performed for the RR and NR sets of video features, using the MOS values collected by

both PoliMi and EPFL [41]. It holds that subjective MOS values are usually compressed

at the ends of the rating scale (0 and 5), while this is not the case for objective video

quality models that are unable to mimic this weakness of subjective data. Therefore,

following the VQEG report on validation of objective video quality models [199], a third

order monotonic mapping function has been applied on the estimated values of our

models before the computation of the performance measures.

Tables 6.5 and 6.6 present the obtained results for both RR and NR models using

Ridge and LASSO, for the CIF and 4CIF resolution video sequences, respectively, when

the PoliMi MOS values are used. The measures of PCC, RMSE and SROCC described

in Section 6.4 have been used so as to gauge the performance of our proposed models.

Besides the performance measures, the chosen λ values and the number of used fea-

tures (# Features) for each test sequence and proposed model are also mentioned. It is

to be noted that for Ridge, we have set λ = 10−5 as being a typical small positive value

able to improve the conditioning of the problem and reduce the variance of the MOS es-

timates. Each cell of the tables cites the results when a specific SRC sequence is used

to generate its 12 impaired versions and the bottom cell shows the arithmetic mean

(average) of the performance over all the SRCs (of all cells) with resolution CIF or 4CIF

separately. On the same tables, the related performance of PEVQ and VQM metrics

is also mentioned. PEVQ is an FR metric that is a part of the ITU-T Recommendation

J.247 [72]. VQM is also an FR metric that has been largely adopted in the research

community for taking quality estimates [1]. In an effort to be fair when comparing the

estimated and subjective MOS, we have scaled PEVQ and VQM values in the range [0,

5]. In addition, since for the VQM the smaller the value the better the video quality,

we have ‘‘reversed’’ these values to follow the trend of MOS. It holds that comparing

RR and NR models against FR metrics is a challenging task, as FR metrics have far

more data to process for estimating quality. Nonetheless, as it turns out, the proposed

models perform equally well, or somewhat better than the considered FR metrics. The

advantage of our proposed models is more evident mainly in terms of fairly lower values

of estimation error (RMSE).

One salient aspect of comparing the performance of Ridge and LASSO is the level of

accuracy and sparsity offered by each solution. Observing the performance results of

Tables 6.5 and 6.6, we do not confirm an advantage of a particular regression method

over the other, since their statistics is similar in both CIF and 4CIF resolutions. How-

ever, for all examined cases, it can be construed that LASSO models use far less than

half of the features employed by Ridge for making quality estimations.

In fact, the values of the regression coefficients are considered as an indication of

feature selection or not. If the coefficient associated with a certain feature acquires a

zero value, this means that the specific feature is excluded from the estimation pro-

cess. On the contrary, a feature is selected, if it is assigned a non-zero regression
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Table 6.5: Performance of LASSO and Ridge models and reference FR metrics for MOS

collected by PoliMi [41] for CIF resolution sequences.

CIF

Method Test Sequence λ # Features PCC SROCC RMSE

NR Ridge

‘‘Foreman’’

1e− 05 9 0.977 0.958 0.297

NR LASSO 0.2674 2 0.979 0.972 0.284

RR Ridge 1e− 05 9 0.986 0.986 0.230

RR LASSO 0.7014 2 0.985 0.986 0.243

PEVQ − − 0.983 0.963 0.792

VQM − − 0.971 0.979 1.548

NR Ridge

‘‘Hall’’

1e− 05 8 0.945 0.937 0.420

NR LASSO 0.2711 3 0.965 0.979 0.337

RR Ridge 1e− 05 11 0.976 0.923 0.278

RR LASSO 0.7099 2 0.980 0.944 0.258

PEVQ − − 0.944 0.818 0.753

VQM − − 0.940 0.895 1.064

NR Ridge

‘‘Mobile’’

1e− 05 5 0.960 0.979 0.356

NR LASSO 0.2697 2 0.979 0.972 0.259

RR Ridge 1e− 05 7 0.993 0.965 0.153

RR LASSO 0.7070 2 0.993 0.979 0.153

PEVQ − − 0.969 0.937 0.404

VQM − − 0.979 0.972 0.575

NR Ridge

‘‘Mother’’

1e− 05 7 0.945 0.937 0.318

NR LASSO 0.2757 3 0.929 0.937 0.359

RR Ridge 1e− 05 16 0.962 0.965 0.265

RR LASSO 0.7381 2 0.966 0.944 0.252

PEVQ − − 0.967 0.944 0.803

VQM − − 0.963 0.930 2.003

NR Ridge

‘‘News’’

1e− 05 14 0.965 0.965 0.345

NR LASSO 0.2704 1 0.969 0.972 0.328

RR Ridge 1e− 05 9 0.987 0.979 0.212

RR LASSO 0.7093 2 0.992 0.979 0.164

PEVQ − − 0.976 0.972 0.343

VQM − − 0.980 0.979 1.078

NR Ridge

‘‘Paris’’

1e− 05 8 0.972 0.916 0.320

NR LASSO 0.2677 2 0.978 0.944 0.286

RR Ridge 1e− 05 13 0.990 0.972 0.188

RR LASSO 0.7035 2 0.989 0.972 0.205

PEVQ − − 0.976 0.951 0.587

VQM − − 0.970 0.951 0.833

NR Ridge

Average

− 9 0.961 0.949 0.343

NR LASSO − 2 0.967 0.963 0.309

RR Ridge − 11 0.982 0.965 0.221

RR LASSO − 2 0.984 0.967 0.213

PEVQ − − 0.969 0.930 0.614

VQM − − 0.967 0.951 1.183
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Table 6.6: Performance of LASSO and Ridge models and reference FR metrics for MOS

collected by PoliMi [41] for 4CIF resolution sequences.

4CIF

Method Test Sequence λ # Features PCC SROCC RMSE

NR Ridge

‘‘Crowdrun’’

1e− 05 11 0.981 0.972 0.223

NR LASSO 0.2677 3 0.969 0.986 0.283

RR Ridge 1e− 05 10 0.988 0.986 0.179

RR LASSO 0.7178 2 0.987 0.986 0.187

PEVQ − − 0.966 0.986 0.317

VQM − − 0.991 0.986 0.343

NR Ridge

‘‘Duckstakeoff’’

1e− 05 4 0.968 0.993 0.313

NR LASSO 0.2714 2 0.973 1.000 0.289

RR Ridge 1e− 05 6 0.996 1.000 0.113

RR LASSO 0.7070 2 0.991 1.000 0.163

PEVQ − − 0.994 0.996 0.329

VQM − − 0.988 0.996 0.489

NR Ridge

‘‘Harbour’’

1e− 05 6 0.978 0.916 0.203

NR LASSO 0.2754 2 0.978 0.930 0.204

RR Ridge 1e− 05 5 0.973 0.923 0.224

RR LASSO 0.7239 1 0.981 0.930 0.186

PEVQ − − 0.960 0.930 0.419

VQM − − 0.974 0.930 0.509

NR Ridge

‘‘Ice’’

1e− 05 14 0.962 0.958 0.338

NR LASSO 0.2706 3 0.970 0.965 0.303

RR Ridge 1e− 05 10 0.977 0.979 0.267

RR LASSO 0.7133 2 0.979 0.979 0.256

PEVQ − − 0.977 0.972 0.368

VQM − − 0.975 0.972 0.633

NR Ridge

‘‘Parkjoy’’

1e− 05 6 0.954 0.951 0.317

NR LASSO 0.2749 2 0.972 0.965 0.247

RR Ridge 1e− 05 3 0.975 0.979 0.234

RR LASSO 0.7180 2 0.984 0.979 0.188

PEVQ − − 0.979 0.972 0.446

VQM − − 0.981 0.979 0.550

NR Ridge

‘‘Soccer’’

1e− 05 4 0.991 0.979 0.162

NR LASSO 0.2712 3 0.987 0.993 0.192

RR Ridge 1e− 05 4 0.996 1.000 0.108

RR LASSO 0.7120 2 0.996 0.993 0.103

PEVQ − − 0.989 0.996 0.382

VQM − − 0.991 0.986 0.672

NR Ridge

Average

− 8 0.973 0.962 0.261

NR LASSO − 3 0.975 0.973 0.253

RR Ridge − 6 0.984 0.978 0.188

RR LASSO − 2 0.986 0.978 0.181

PEVQ − − 0.977 0.976 0.377

VQM − − 0.983 0.975 0.533
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coefficient value. As the values of the input features are normalized to the same scale,

a higher value of a coefficient implies higher significance of the related feature, and vice

versa. Moreover, the features that are associated with positive-signed coefficients are

considered to cause an increase in quality if their values are increased. In contrast, the

features associated with negative-signed coefficients are considered to decrease quality

if their values are increased.

Continuing, it is intriguing to investigate the specific features that are actually

selected using LASSO and Ridge combined with FFS. For the LASSO case, the number

of selected features when each different SRC is tested, ranges between one and three

for the NR case and between one and two for the RR case. The corresponding lists with

all different selected features include only features 13, 40 and 41 (see Section 6.1) for

the NR case and features 40 and 53 (see Section 6.1) for the RR case, respectively. This

means that only three out of 45 initially extracted NR features and only two out of 51

initially extracted RR features are eventually used for making video quality estimations.

Regarding the case where Ridge along with FFS is applied, the number of selected

features when each different SRC is tested, ranges between four and 14 for the NR case

and between three and 16 for the RR case. The corresponding lists with all different

selected features include the features 1−4, 6−8, 10, 12−27, 30−36, 38−42, 44−47 (see

Section 6.1) for the NR case and the features 1−3, 5−8, 11−13, 15−26, 28, 30, 34, 36, 38−
41, 44− 45, 47− 53 (see Section 6.1) for the RR case, respectively. This means that 40

out of 45 initially extracted NR features and 39 out of 51 initially extracted RR features

are used for making video quality estimations.

Therefore, we confirm that LASSO keeps the advantage of providing much more

sparse solutions as compared to Ridge combined with FFS as well as the same three

and two specific features that are selected in the NR and RR case, respectively, are

able to make estimations irrespectively of the considered training set. Hence, it is clear

that LASSO uses a significantly smaller variety of features for making MOS estimations

as compared to feature selection combined with Ridge regression. Additionally, it is

interesting to highlight that all three features selected by NR LASSO are extracted from

the lossy bitstream and do not require its decoding. Therefore, the lower computational

complexity of LASSO is another benefit over Ridge using FFS and hence, it can be

used as an efficient solution for video quality estimation as well as feature selection,

maintaining impressively good performance statistics.

Regarding the performance comparison of the RR and NR models, from the individ-

ual results for each SRC it is observed that RR models have slightly better performance

than the corresponding NR models, as expected, and it is indicated through the corre-

lation coefficients as well as the estimation errors, regardless of the regression method

used, with only some isolated exceptions. This inference about the effectiveness of

the RR models is also verified by the average results, depicted on the bottom cells of

Tables 6.5 and 6.6, respectively. However, we have to mention that the estimation

accuracy in NR cases is very promising as well and hence, the proposed list of NR

145



features presents an acceptable solution for reference-free quality estimation of video

transmissions over lossy networks.

In addition to the earlier mentioned detailed statistics of Tables 6.5 and 6.6, the

overall performance of RR LASSO and NR LASSO models is shown as scatter plots in

Fig. 6.1, for both CIF and 4CIF resolutions. The values of the ‘‘overall’’ performance, as

indicated in these plots, are obtained by comparing the values of estimated and subjec-

tive MOS, when all examined sequences of a specific spatial resolution are considered

as a whole. The scatter plots not only indicate a very high overall performance in each

case, and especially in the RR case, but they also show that the quality estimation for

the ‘‘Mother’’ sequence seems to be difficult for NR LASSO, while RR LASSO manages

its estimation in a more efficient way. Similarly, ‘‘Crowdrun’’, ‘‘Ice’’ and ‘‘Parkjoy’’ se-

quences are relatively challenging in the case of NR LASSO-based estimation. However,

as it can be seen in Fig. 6.1(d) for the case of RR LASSO, the MOS estimation is more

precise for these sequences. Thus, the slight advantage of using an RR model over

an NR model in terms of performance is more obvious from these plots, at the cost of

maintaining an ancillary channel and the risk of a possible failure in RR data delivery

to the receiver’s end.

Comparison with Related Works

The results produced in this piece of study have been compared with the results of

existing publications that address video quality estimation problems in FR, RR, and NR

modes. It is to be noted that Table 6.7 includes the results of the PCC, SROCC, and

RMSE performance measures as they have been calculated in ‘‘overall’’ fashion, that is,

by considering estimated and subjective MOS values for all examined sequences as a

whole, for each particular resolution. Also, the same table gives an intuition about the

average number of features (Ave. # Features) required by each employed model for the

estimation of MOS.

From Fig. 8(b) of the work presented in [124], we observe that the PCC and SROCC

values using the EPFL-PoliMi video database [41] are between 0.85 and 0.95, for all

proposed Q-mentioned FR metrics (Qvector, Qcsiq, Qtid, Qlive). These results have

been generated by using the singular values and vectors so as to quantify the visual

distortions and training the aforementioned models on the CSIQ [103], TID [155] and

LIVE [177] databases, while the same models have been tested on the CIF sequences

of EPFL-PoliMi database. Therefore, due to the fact that the models of [124] are of FR

type and they have been trained on image databases only, the comparison with the

results of this piece of study is not completely fair. Nonetheless, for the purpose of

completeness we point out that, despite the fact that we propose RR and NR models,

and thus the task of making estimations is more challenging as compared to a FR

model, from Table 6.7 we infer that our NR LASSO model offers PCC values equal to or

higher than 0.960 and SROCC values equal to or higher than 0.970, and our RR LASSO

model offers 0.981 and 0.974 as the least values of PCC and SROCC.
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Figure 6.1: Overall performance of the proposed NR LASSO and RR LASSO models for

CIF resolution in 6.1(a) and 6.1(b) and for 4CIF resolution in 6.1(c) and 6.1(d).
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Moreover, the performance of the Fourier transform-based RR model proposed

in [125] for its variant Qcombined that offers the best results has been compared against

our proposed models in the same table (Table 6.7). In [125] the basic idea has been

the comparison of the phase and magnitude of the reference and distorted images so

as to compute the quality score. We realize that the model presented in [125] can be

considered more general as it has been trained and tested on different media contents

in contrast to the models of our work where test stimuli from one source has been em-

ployed. Thus, this implies that the worse performance of the models in [125] for the CIF

resolution sequences of the EPFL-PoliMi’s database [41] may be justified as they have

used a broader dataset for models’ development. However, from the provided experi-

mental results, we confirm the superiority of the RR LASSO model that we propose, in

all examined measures of performance. Interestingly, the estimation error of our model

is nearly equal to half of the corresponding amount of Qcombined using on average over

all tested sequences the same number of features (two) with the features used for the

development of Qcombined. In addition, Table 6.7 depicts also the results of the RR Ridge

model when FFS is preceded. In this case, we can see that Ridge achieves marginally

(negligibly) better performance as compared to LASSO, but it requires six times more

features as compared with the corresponding LASSO case.

Furthermore, another work that utilizes the EPFL-PoliMi database [41] and specif-

ically, the CIF resolution sequences to assess the performance of the proposed NR

metric is the one presented in [31]. In that work, the MOS values collected by PoliMi

have been used, while the best proposed model is called ‘‘Frame-type and Error pattern

dependent Packet-Loss model’’, as denoted by ‘‘FE-PLM’’ in Table 6.7, which uses five

features in total for making perceptual quality estimations. It can be seen that our

proposed NR LASSO model is better in terms of all examined statistics compared to

those of [31]. One of the underlying reasons behind this difference in performance can

be the fact that we have used a variety of features to capture various characteristics of

a video including the impact of packet losses. On the other hand, the models in [31] are

based on the assumption that visual quality can always be exponentially related to the

PLR which, in practice, may not hold in varying bitrates and different contents [122].

Also in this case, the proposed NR LASSO model not only gathers better performance

statistics as compared to FE-PLM model, but also it requires on average less than half

the number of the features required by FE-PLM. Moreover, it is worth mentioning that

the NR Ridge model combined with FFS also gathers better statistics as compared to

the FE-PLM model, but it requires much more features for making estimations. In

contrast, NR LASSO outperforms NR Ridge in terms of both performance and number

of features used for estimating video quality.

Similarly, the NR model presented in [17] has been evaluated using MOS values

collected at PoliMi [41]. In order to design the model, the authors have assumed

that PLR and MOS can be characterized by a two-region piecewise linear relationship.

Based on this assumption, a number of variants of the basic NR model have been
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Table 6.7: Comparison of the overall performance of the proposed models with Ridge

models and other related works.
Based on MOS values by PoliMi Based on MOS values by EPFL

CIF resolution

Metric NR Ridge NR LASSO FE-PLM [31] RR Ridge RR LASSO QCombined [125]

PCC 0.963 0.970 0.95 0.983 0.981 0.944

SROCC 0.957 0.970 0.95 0.978 0.974 0.930

RMSE 0.345 0.311 0.43 0.244 0.259 0.446

Ave. # Features 9 2 5 12 2 2

4CIF resolution

Metric NR Ridge NR LASSO G.1070E [109] SLRIP + SLRB [17] NR Ridge NR LASSO G.1070E [109]

PCC 0.973 0.976 0.93 0.963 0.962 0.960 0.926

SROCC 0.974 0.977 0.91 − 0.970 0.976 0.93

RMSE 0.268 0.256 0.373 0.337 0.314 0.325 0.533

Ave. # Features 8 3 3 2 6 2 3

proposed, which differ mainly on the type of data used for estimating losses introduced

by the network. The results that we have considered from [17] are based on the quality

estimation using the SLRIP +SLRB model variant (based on slice loss rate of I/P slices

and B slices) that offers the best results. The conclusion derived after looking at the

results is that also in this case, the NR LASSO model achieves better performance in

terms of all examined measures of performance. However, it is to be noted that LASSO

utilizes one feature more for making estimations as compared to the model proposed

in [17]. On the other hand, we should notice that in this study we propose an one-

region linear model in contrast to [17] where a two-region piecewise linear model has

been employed. Similarly, the NR Ridge model is able to estimate video quality more

accurately as compared to [17], while it requires significantly more features for making

estimations. Therefore, also in this case, the NR LASSO model’s advantage is obvious.

An enhanced version of the ITU-T Recommendation G.1070: Opinion model for

video-telephony applications [7], called G.1070E can be found in [109]. The estimation

accuracy of the G.1070E model has been validated using the 4CIF resolution sequences

of the database presented in [41], with the MOS data collected from the subjective tests,

conducted both at the EPFL and PoliMi institutions. Specifically, in [109] the estima-

tion models have taken into account the video bitrate, frame rate and packet loss rate

so as to measure video quality and they have been trained on a large variety of CIF

resolution sequences, other than those included in the EPFL-PoliMi’s database, which

have been compressed at various bitrates and have been impaired with different PLRs.

Comparing the performance of our proposed NR LASSO model with the G.1070E [109]

model, we easily perceive a clear advantage of LASSO and a considerably better perfor-

mance in terms of all presented measures of performance, either the PoliMi or the EPFL

MOS values are used. Especially for the case when the EPFL MOS is employed, our

proposed model is able to produce better performance statistics, requiring on average

fewer features compared to G.1070E, at the same time. Regarding the NR Ridge model,

it also surmounts in perfomance the model proposed in [109], but it has the disadvan-

tage of requiring a much larger number of features as compared to [109]. Therefore,
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the advantage of LASSO is prominent also in this case, despite the fact that for the case

of EPFL’s output Ridge offers slightly better MOS estimations.

Lastly, we have studied the performance achieved by a genetic programming-based

NR regression model presented in [183]. In that work, the authors have validated the

performance of their proposed model, exploiting eight different features that are influ-

ential for modeling perceptual video quality, by considering the video quality estimates

and subjective MOS values together, for both the CIF and 4CIF resolution sequences

of the EPFL-PoliMi’s database [41]. Accordingly in this case, our NR LASSO model of-

fers PCC and SROCC values equal to 0.973 and 0.975, respectively, as compared to the

corresponding values offered by [183], which are equal to 0.881 and 0.883, respectively.

Besides the better statistics achieved by our proposed model, it is important to point

out that NR LASSO uses less than half the number of the features employed by the

model of [183].

Summarizing the key points of this set of experiments, we confirm that LASSO

is able to achieve exceptionally high and marginally better performance statistics as

compared to Ridge using FFS, utilizing on average only two and three features, for the

RR and NR cases, respectively. Interestingly, all the features required by the NR LASSO

model for estimating MOS are extracted from the lossy bitstream, without the need for

its decoding. This means that significantly less computational complexity is involved in

the feature extraction process, rendering the model practical in real-time applications.

In addition, the proposed LASSO models outperform a number of existing FR, RR, and

NR techniques used for video quality estimation, in terms of both performance statistics

and required features.
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Chapter 7

Framework for improving Perceptual

Video Quality Estimation

7.1 Frame Quality Ground Truth

7.2 MOS Estimation

C
ontinuous technological advancements have enabled the proliferation of stream-

ing video services and consequently, the matter of VQA has become very popu-

lar. In this chapter, we present a novel framework for enhancing the accuracy

of perceptual video quality estimations, adopting a frame-level estimation approach be-

fore producing sequence-level estimations. Moreover, a promising metric that provides

values for each individual frame of a video sequence is also developed.

7.1 Frame Quality Ground Truth

In order to estimate the MOS per frame, it is necessary to obtain the ground truth

for each frame, MOSfr. For this purpose, we propose a mathematical tool to help us

achieve our goal. Although we use the term ‘‘MOS per frame’’, it is clear that ground

truth for each frame cannot be obtained using subjective tests where the viewers look

at the whole video sequence. Thus, the proposed MOS per frame metric can be seen

as a FR objective metric, which produces quality scores for each individual frame. It

is important to mention that the average MOS value over all frames of a sequence,

MOSfr, highly correlates with the actual MOS for each sequence, MOSs, obtained via

subjective tests.

The research conducted in [208] has proved that an exponential function can map

PSNR to MOS with high accuracy, considering the temporal and spatial activity levels
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of the video sequence in question. This function is given by

MOSs = exp

(

PSNRs − a

b

)

− 1, (7.1)

where the parameters a and b represent the vertical shift and the steepness of the

curve, respectively, and MOSs, PSNRs correspond to the MOS and PSNR, respectively,

for each sequence.

In the specific study, we propose the use of Eq. (7.1) at the frame level in order to

obtain the ground truth for the MOS per frame. For our experiments, we have employed

the database of [41] for the 4CIF resolution sequences (704 × 576 pixels), described in

Section 6.3. Thus, our dataset consists of 72 distorted versions of the six original video

sequences (6 original sequences× 6 PLRs × 2 channel realizations). In addition, in [41]

subjective MOS results from the EPFL and PoliMi are also provided. It is to be noted

that, in this study, we have conducted experiments using both EPFL and PoliMi MOS

values and a very similar performance has been observed. Due to this, we present

results using only the PoliMi MOS.

Since the metric proposed in [208] has only been tested on CIF resolution sequences

with a frame rate of 30 fps, it is necessary to verify if Eq. (7.1) fits also well to 4CIF

resolution sequences at both 30 fps and 25 fps. Experiments carried out on each

separate video sequence have shown that the coefficient of determination R2, which is

an indicator of how well the observed outcomes are replicated by the model, is always

greater than 0.92. Based on these results, it is clear that the exponential shape of

Eq. (7.1) accurately describes the MOS-PSNR relationship also for 4CIF sequences.

In this direction, for each of the 72 video sequences, we calculate their PSNR values,

PSNRs (for the whole sequence), and using the MOS values of [41], MOSs, we apply

OLS optimization in order to solve for the parameters a and b of Eq. (7.1). Afterwards,

we calculate the PSNR values for each frame of all considered 4CIF sequences, PSNRfr,

and next we compute MOSfr by applying Eq. (7.1). In other words, we use Eq. (7.1) for

each frame (instead of the whole sequence as originally proposed in [208]) in order to

obtain the ground truth of the MOS per frame. For the validation of the quality of the

obtained values, we average the per-frame MOS values to obtain a representative value

for each sequence, MOSfr, and check for correlation with the corresponding measured

values, MOSs.

MOS results obtained using subjective tests are typically compressed at the ends of

the 5-point rating scale [41]. In order to impose the same behavior to our estimates, we

apply a non-linear mapping on the MOSfr values, before computing any of the PCC,

SROCC and RMSE performance metrics (see Section 6.4). Specifically, we use the cubic

polynomial function given by [199]

MOS′
fr = a1MOSfr

3
+ a2MOSfr

2
+ a3MOSs + a4, (7.2)

which is found to perform well empirically. The weights a1, a2, a3 and the constant
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a4 are calculated by fitting the function to the data (MOSfr,MOSs) with the goal of

maximizing their correlation.

The relationship between MOS′
fr and MOSs is given by the scatter plot of Fig. 7.1,

for all 4CIF sequences. From this figure, we confirm a nearly perfect linear relationship

in terms of the PCC [199], which is equal to 0.99, since a PCC of 1 indicates a perfect

positive correlation between the measured and estimated data.
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Figure 7.1: Correlation results.

The estimated a and b parameters of Eq. (7.1) as well as the PCC for each separate

sequence are depicted on Table 7.1. As we can see from this table, if we apply the

parameters a and b to Eq. (7.1), the subjective results can be estimated with a nearly

perfect precision.

Table 7.1: Estimated a and b values.
PoliMi MOS

‘‘Crowdrun’’ ‘‘Duckstakeoff’’ ‘‘Harbour’’ ‘‘Ice’’ ‘‘Parkjoy’’ ‘‘Soccer’’

a 15.62 15.35 12.08 16.55 15.39 15.97

b 9.99 9.06 14.26 13.44 9.79 12.16

PCC 0.98 1.00 0.99 0.98 0.98 1.00

More light about the efficiency of the aforementioned FR metric is shed by the results

presented on Table 7.2. A comparison of the employed metric used for taking per-frame

MOS quality values with the state-of-the-art PEVQ [72] and VQM [1] FR metrics reveals

that although all of these metrics correlate well with MOS, the metric proposed in our

study is even more efficient in terms of PCC [199], SROCC [65] and RMSE [199]. Thus,
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our experimental results verify the suitability of the proposed MOS per frame metric for

estimating the actual MOS per sequence.

Table 7.2: Comparison of FR objective metrics.

Proposed PEVQ VQM

PCC 0.99 0.96 0.96

SROCC 0.99 0.97 0.96

RMSE 0.18 0.38 0.54

7.2 MOS Estimation

Except for the ground truth, which is required in supervised learning regression prob-

lems and plays the role of the target variable that needs to be estimated, a design

matrix that includes the values for the explanatory variables is also assumed so as to

be taken as input to a considered regression model. In this piece of our research, we

use a large number of bitstream-based features, 45 in total, that are expected to affect

perceptual video quality. The specific features account for compression artifacts and

packet-loss impairments and are listed from 1− 46, except for feature 37, described in

Section 6.1. Some of the aforementioned features are related to the occurrence of a

packet loss and thus, they are computed at the slice level, while the features that are

related to motion vectors are computed at the MB level. For our frame-level regression

problem, all feature observations calculated at the MB- or slice-level are averaged to

obtain representative values for each frame. On the contrary, for the regression prob-

lem at the sequence-level, the frame-level feature observations are averaged further to

get a feature value for each separate sequence.

Having collected the feature observations as well as the MOS ground truth, we

proceed with applying regression. For the frame-level case, we construct a regression

model that generates per-frame MOS estimates, EMOSfr, which are next averaged to

provide an overall MOS value for each sequence, EMOSfr. For comparison purposes, we

also develop a regression model that operates directly on the sequence-level domain and

produces per-sequence MOS estimates, EMOSs. Our frame-level dataset includes 19008

feature observations (one feature value for each frame) and the sequence-level dataset

consists of 72 feature observations (one feature value for each sequence). Next, we apply

Ridge regression [22, 67, 115] (see Section 6.2.2) on both the frame- and sequence-level

domains, where we set λ = 10−5 in the regression models of both domains.

The column ‘‘Raw dataset’’ of Table 7.3 presents the PCC, SROCC and RMSE statis-

tics, described in Section 6.4, when regression is applied on both the frame- and

sequence-level domains, by employing all 45 features extracted from the bitstreams.

For the frame-level case, the MOS estimates for each frame obtained from Ridge are av-

eraged to obtain a MOS value for each video sequence, EMOSfr and next, we compare
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these results with the actual sequence-level MOS values, MOSs. For the sequence-

level case, the actual MOS values, MOSs, are compared with the MOS values obtained

from Ridge, EMOSs. Examining the ‘‘Raw dataset’’ results of Table 7.3, it is clear

that regression on the frame-level dataset guarantees exceptionally good performance

statistics that are definitely better than the statistics achieved by performing regression

on the sequence-level dataset.

Table 7.3: Performance statistics.
Raw dataset Processed dataset Related works

Sequence-level Frame-level Sequence-level Frame-level G.1070E [17] SLRIP + SLRB [109]

PCC 0.87 0.96 0.96 0.97 0.93 0.96

SROCC 0.85 0.96 0.96 0.97 0.91 −
RMSE 0.58 0.34 0.31 0.28 0.37 0.34

Feature Selection in Ridge

In an effort to enhance the strength of the sequence-level regression model in making

precise estimations, we apply stepwise regression [43] so as to elaborate on the ex-

tracted features and keep only the most beneficial of them as well as to make use of

their most favorable pairwise interactions. The specific method starts with an initial

dataset and then compares the explanatory power of incrementally larger or smaller

datasets. Algorithm 4 below summarizes the basic idea of this methodology.

Algorithm 4 Stepwise Regression

Initialize: No predictors in the model.

1: repeat

2: if F-test p-value ≤ 0.05 then // predictors not in the model

3: Add the predictor with the smallest p-value;

4: else if F-test p-value ≥ 0.10 then // predictors in the model

5: Remove the predictor with the largest p-value;

6: else

7: return ;

8: end if

9: until return

This procedure is performed separately on the sequence- and frame-level domains,

and thus, some of our initial features are eliminated from each corresponding dataset.

At the same time, pairwise feature interactions are added in order to ameliorate the

precision of the estimations. After conducting stepwise regression, we end up with a

sequence-level dataset of dimension 72 × 26 and a frame-level dataset of dimension

19008× 95. This means that the number of features has been significantly reduced in

the sequence-level dataset and considerably increased in the frame-level dataset.
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On the processed sequence-level and frame-level datasets, we apply again Ridge re-

gression (Eq. (6.3)) to obtain the new MOS estimates. The column ‘‘Processed dataset’’

of Table 7.3 presents the performance statistics, when regression is performed, by em-

ploying only the features and their interactions as indicated after applying Alg. 4 on both

the sequence- and frame-level domains. The provided results reinforce our claim that

a more stable model is achieved when regression is applied at the frame-level, which

offers more precise MOS estimations compared to the model built at the sequence-

level. Interestingly, only a minor improvement is observed compared to the already

high frame-level performance statistics of the raw dataset. Regarding the sequence-

level case, the correlation measures as well as the RMSE are considerably improved in

this case, compared to the case of performing regression on the raw dataset.

Continuing, Table 7.3 not only includes the comparison of our proposed regression

model that operates on the frame-level domain with the regression procedure performed

directly on the sequence-level domain, but also presents comparison with recent related

works [17, 109] (column ‘‘Related works’’) that develop NR video quality metrics, based

on a similar rationale of using perceptually-driven features. Both [17] and [109] use

the database of [41], and estimate MOS directly for each sequence. An overall look

at the results of this table makes clear that our approach of exploiting a much larger

number of feature observations as well as the concept of making estimations at the

frame level lead to very good performance statistics that outperform the results of

competing approaches.

Summarizing the key points of this study, we corroborate that the proposed frame-

domain regression approach used for estimating MOS in an NR way provides more

accurate estimates of the actual MOS of a video sequence than a similar sequence-

domain regression approach, and also outperforms recently-proposed competing meth-

ods. Moreover, the proposed method offers the additional benefit of providing an in-

dication of the quality of each individual frame, something that sequence-domain ap-

proaches cannot do.
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Chapter 8

Conclusions and Future Work

8.1 Concluding Remarks

8.2 Directions for Future Work

T
his study elaborates mainly on two different research directions. The first one is

the resource allocation of the transmission parameters of the nodes constituting

a wireless VSN and the second one is the estimation of perceptual video quality

of video sequences transmitted over wireless networks in a reduced-reference and a

no-reference manner. In this chapter, we summarize the material presented in this

thesis and present the derived conclusions. In addition, we discuss suggestions for

future research in both the aforementioned research topics.

8.1 Concluding Remarks

In Chapter 2 we have presented the recent advances in resource allocation problems

similar to the one analysed in this thesis as well as the achievements in estimating per-

ceptual video quality. Specifically, we have discussed the various network layer designs

proposed in the recent literature and we have mentioned works where quality-based

criteria as well as schemes extracted from game theory have been applied to address

resource allocation problems. An overview of works that examine various indices in

order to evaluate the fairness and efficiency of different optimization criteria has also

been presented. In addition, a brief introduction to the application of metaheuristics

as well as reinforcement learning algorithms in resource allocation tasks has also been

discussed. In the following, we have presented a number of works that attempt to

capture the effect of a packet loss on video sequences during wireless transmissions

over noisy channels. Last, we have extensively presented related works that address

perceptual video quality estimation problems in a RR and a NR manner. The novel
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aspects and contributions that the present thesis brings over existing publications in

each particular topic have been well highlighted in the same chapter.

Chapter 3 has studied the problem of optimal resource allocation among the nodes of

a wireless DS-CDMA VSN, under the constraints of a fixed bitrate and a bounded power

level for each node. More specifically, we have optimally allocated the source coding

rates, channel coding rates, and power levels to all nodes of the VSN, based on the

detected amount of motion per node. For the source and channel coding rates, discrete

values have been considered, while for the power levels, we have assumed continuous

values within a predetermined range. The MAD criterion that minimizes the average

network distortion and the MMD criterion that minimizes the maximum distortion

among all nodes of the network, both aiming at achieving the highest possible video

quality, have been employed in order to solve the problem of resource allocation. The

underlying mixed-integer optimization problems have been solved using the established

PSO algorithm. The performance of this algorithm has been assessed in comparison

with the performance of the AS method, justifying its comparative advantage in tackling

such problems. Additionally, we have developed a hybrid optimization method that is

based on PSO, using the AS as a local optimizer. The experimental results using all

optimization methods highlight the superiority of HPSOAS over both AS and PSO, under

various aspects.

Having clustered the nodes into two motion classes based on the amount of the

detected motion per node, extensive experimentation has shown that the MAD criterion

works favorably for the nodes that image low motion, since they are offered considerably

higher PSNR values. On the other hand, the MMD assigns equal PSNR values to both

motion classes. Nevertheless, it is not sufficiently clear how fair the MMD can be for the

nodes that record low motion, taking into consideration the significant PSNR reduction

observed in this case, for this class of nodes. Furthermore, our results confirm that

the CCU receives less power with the MAD than with the MMD, implying that MAD

requires less power for data transmission. Experiments conducted under the presence

of thermal and background noise have verified the conclusions derived for the noiseless

case. The main impact of noise is a marginal reduction of the PSNR of both motion

classes and optimization criteria, with only a minor exception. Also, the nodes that

detected high levels of motion require considerably higher power levels than the nodes

that detect low levels of motion to accomplish data transmission.

Except for the MAD and MMD criteria that have been used to solve the problem of

resource allocation, we have also assumed that the nodes of the VSN negotiate with

the help of the CCU, and the result of the negotiation is the NBS, which aims at a fair

distribution of system resources among the nodes. The NBS utilizes a disagreement

point, which corresponds to the minimum acceptable video quality for each node. Based

on the NBS, we have proposed two optimization criteria, which differ in the way that the

bargaining powers are determined for the nodes. The first approach (NNBS) treats each

node as equally advantaged, while the second one (CNBS) assumes the same advantage
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for each class of nodes. The PSO algorithm is proved the best choice among other

conventional optimization methods for solving the mixed-integer problems, resulting

from the continuous values for the power levels and the discrete values for the source

and channel coding rates.

The performance of the NBS-based criteria has been compared with the performance

of the MAD and MMD. The MAD criterion minimizes the average video distortion of the

nodes without regard to fairness. The MMD criterion typically results in the same video

distortion for all nodes, at the cost of a very high power consumption compared with

the other schemes. This is a significant drawback of the MMD that could prohibit its

use in practical applications. On the contrary, we confirm that the NNBS and CNBS

keep low computational complexity and can be used to any wireless VSN with a cen-

tralized topology that uses DS-CDMA. Additionally, a wise selection between NNBS and

CNBS according to the needs of each application and the node distribution, produces

worthwhile results that are preferable to those of MAD and MMD.

Continuing, the same problem of resource allocation has been solved using the

Kalai-Smorodinsky bargaining solution. This scheme, based on its fairness axioms,

provides a fair and efficient rule that assigns the transmission parameters to each

node. In our study, this solution is derived geometrically, based on the graphical

representation of each considered feasible set, implying low running complexity. The

performance of the KSBS has been assessed in comparison with the NNBS and two

other methods that attempt to maximize an unweighted (MTU) and a weighted (w.MTU)

version of the total system utility, respectively.

For the quality evaluation of the methods, we have used a metric that captures

both fairness and performance issues. This metric expresses the total utility gain

achieved by all nodes using the MTU, that is attributed to every unit of utility lost

by an isolated node using also the MTU. Additionally, we have studied the total utility

achieved cumulatively from all nodes in combination with the total power consumption,

for each scheme. In this context, we infer that no scheme gathers all desired features

of being equally fair to all nodes, assuring the highest total utility, and requiring the

lowest levels of power, at the same time. Nevertheless, comparisons have led us to

the conclusion that the KSBS is the criterion that is closer to our demands. The main

strength of this method is that it assures quite low levels of power consumption, while

assigning close enough PSNR values to all nodes and having low running complexity at

the same time.

Studying the behavior modeling and analysis of all the aforementioned resource

allocation schemes we have employed four metrics that examine fairness under a dif-

ferent point of view: i) the PF metric, which quantifies the relationship between fairness

and performance, ii) the Jain’s index, which measures how ‘‘equal’’ is an allocation for

all users, using the same scheme, iii) the utility gained cumulatively by all nodes of

the same scheme and iv) the total consumed power by all nodes, also under the same

scheme. All the solutions provided by the schemes are Pareto-optimal solutions and
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thus, the choice about the most fair and efficient scheme is not evident. There is no

scheme that holds all desired characteristics of achieving the highest total utility, while

being equally fair to all nodes (equal utility allocations for the nodes), and spending

the lowest total power, at the same time. Therefore, the selection of the appropriate

scheme depends on the particular application in combination with the users’ desires. In

other words, the application’s special characteristics and requirements shall dictate the

methodology to use, inhibiting the possibility of a panacea that would simultaneously

favor all nodes.

In Chapter 4 we have also presented the problem of cross-layer resource allocation

among the nodes of a wireless DS-CDMA VSN. Additionally, the optimal GOP structure

for the encoding of each video sequence captured by the nodes has been the other main

objective. In this case, all of the nodes’ transmission parameters could take discrete

values and for their determination the MAD, NNBS and MTU criteria have been utilized.

Allowing the nodes to select among various GOP lengths for the encoding of the video

they capture by considering the motion level included in those scenes, video quality

enhancement has beenis observed compared to fixed GOP length considerations. Fur-

thermore, the adopted RL approach used for tackling the discrete optimization problem

is proved extremely efficient compared to the brute-force ES algorithm. Although both

ES and SARSA algorithms are able to reach to the optimal solution, SARSA requires

far less steps, making the proposed methodology applicable in online form.

In Chapter 5 we have focused on the problem of accurately estimating the CMSE

within each GOP of a video sequence, incurred due to possible slice losses during

wireless video transmissions over noisy channels. Initially, we have calculated the

actual CMSE values, assuming that each individual slice is lost, and have used this

index as the ‘‘ground truth’’ of perceptual distortion. Continuing, we have extracted

a number of features from a large collection of H.264/AVC video sequences and have

used all feature observations as input to the LASSO model. The specific regression

technique is able to provide accurate CMSE estimations, by selecting only a subset

of the features; the ones that are the most influential towards CMSE estimations.

In more detail, we have considered two different LASSO architectures; G.LASSO and

L.LASSO. In G.LASSO a single regression model is built for all slice types, while in

L.LASSO a separate regression model is considered for each different slice type. Based

on the measured and estimated CMSE values, we have grouped the slices into four

priority classes for each case, by using a QBP scheme. Last, in order to evaluate the

performance of our proposed scheme, we have assumed a video transmission scenario

over an AWGN channel, where UEP has been applied to each priority class, within each

GOP of a video sequence. The provided experimental results verify the suitability of the

employed video features as well as the efficiency of the proposed regression models in

producing precise CMSE estimations. In addition, as it has been expected, L.LASSO is

proved to be a better choice than G.LASSO and mainly than GLM for enhancing further

the accuracy of CMSE estimations. The slice misclassification percentages are low, the

161



performance statistics high, and the average PSNR values of the video transmission

scenario achieved by the proposed models and GLM are virtually identical to the PSNR

values resulting from the measured CMSE case, especially for a channel SNR of 3 dB

or higher.

A NR bitstream-based video quality model, which accounts for the impact of com-

pression artifacts as well as the impairments due to possible packet losses has been

presented in Chapter 6. A large set of features has been extracted from the impaired

bitstreams and the LASSO regression model has been used to perform feature selec-

tion in order to reject the features that harm the quality estimates, and produce video

quality estimations that correlate well with subjective assessment. For comparison

purposes, we have utilized the OLS regression method and except for MOS, we have

built models able to estimate SSIM and VQM. The experimental results signify that

LASSO achieves high performance statistics using only a few features, as opposed to

OLS. Despite the fact that OLS presents a competitive performance with LASSO in

terms of the examined measures of performance, it employs a much larger number of

features increasing problem’s complexity. Moreover, the validity of the features used

by LASSO lead to a very good correlation of our model with MOS, SSIM and VQM.

Hence, LASSO is a good choice for building a simple and low-complexity model that

offers high correlation with subjective ratings and FR metrics, when it is supplied with

appropriate, quality-relevant features.

In the same chapter, we have also studied the problem of perceptual video quality

estimation by developing novel RR and NR models. Specifically, the vast majority of

the features employed for building the models can be computed without any access

to the original video and hence, they are applicable to design a NR model of quality

estimation. These features have a very large overlap with the ones employed earlier to

the proposed NR bitstream-based model. The rest of the features can be pre-computed

and sent to the client’s end for providing RR information of the original video. Based

on these features, we have proposed the RR and NR models of quality estimation,

by employing the LASSO regression method. LASSO has been investigated for its

capability to make MOS estimations as well as feature selection at the same time.

For comparison purposes, we have applied sequential forward feature selection, using

Ridge as the regression method, so as to get a baseline performance. The simulation

results reveal that LASSO is able to achieve exceptionally high and marginally better

performance statistics as compared to Ridge using FFS, utilizing on average only two

and three features, for the RR and NR cases, respectively. Interestingly, all the features

required by the NR LASSO model for estimating MOS have been extracted from the

lossy bitstream, without the need for its decoding. This means that significantly less

computational complexity is involved in the feature extraction process, rendering the

model practical in real-time applications. In addition, the proposed LASSO models

outperform a number of existing FR, RR, and NR techniques used for video quality

estimation, in terms of both performance statistics and required features.
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Last, in Chapter 7 we have also proposed a novel NR method for the quality esti-

mation of videos that are impaired by both compression artifacts and packet losses.

Initially, we have introduced a FR metric, which is able to provide the quality ground

truth for each frame and next, we have developed a regression method for the percep-

tual estimation of the quality of each frame, using a number of features extracted from

the received video bitsteam. The MOS of the video sequence has been estimated as the

average of the estimated MOS per frame values. The presented experimental results

show that the proposed frame-domain approach provides more accurate estimates of

the actual MOS of a video sequence than a sequence-domain approach, and also out-

performs recently-proposed competing methods. Moreover, the proposed method offers

the additional benefit of providing an indication of the quality of each individual frame,

something that sequence-domain approaches cannot do.

8.2 Directions for Future Work

In the following, we present some promising directions for future research that elaborate

on a number of open issues related to the problems that we have tackled in this thesis so

far. To begin with the problem of resource allocation in wireless VSNs, the optimization

problem could be formulated under a different perspective so as to align more with the

human visual system, by adopting appropriate optimization objectives that take into

account the video quality as it is perceived by the users.

In more detail, we aim to focus on techniques that provide perceptual quality guar-

antees for video transmissions over wireless channels. MSE is a widely used full ref-

erence objective measure in modern block-based video compression algorithms such

as H.264/AVC. It is employed by the rate-distortion optimized mode selection process

as a quality measure for choosing the best compression option that gives an optimal

tradeoff between picture quality and data rate. While the general approach is to use

MSE to choose the best coding option, MSE is a mathematical error measure which

does not consider the human visual system and is therefore not an accurate measure of

perceptual quality. It may be possible to improve the subjective quality performance of

a rate-constrained video codec by replacing MSE with a distortion metric that correlates

more closely with subjective quality. Thus, we will attempt to formulate an optimization

problem that will eventually result in the QoE-driven network performance optimiza-

tion, assessing the perceptual quality of the transmitted video. Also, we plan to consider

the use of scalable video coding and, specifically, the scalable extension of H.264/AVC.

In our future plans, we aim to study the design, development and validation of a sim-

ilar cross-layer resource management system for Mobile Ad-hoc NETworks (MANET).

This means that we will consider a case where the nodes of the network are not fixed,

but in contrast they are able to move independently in any direction, and therefore can

change their links to other devices frequently. For instance, video transmission over

a MANET could be applied in a case of a natural disaster. Let us assume that two
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Unmanned Aerial Vehicles (UAV) cover an area from the air, while a ‘‘flock’’ of robots

equipped with video cameras explore the same area from the ground. The robots

transmit the recorded scenes using multi-hop routing, succeeding simultaneously two

goals: to cover a larger area and to deliver the best possible video quality. The UAV

communicate with each other and with the robots achieving multiple tasks, e.g. robot

localization or guidance.

Moreover, the work presented in Chapter 5 could be extended by replacing the

CMSE index with another index that correlates even better with the human perception.

In other words, we target to assign priorities to the different video slices based on the

estimated values of a metric, other than the CMSE, following also the rationale of feature

extraction from compression-impaired and packet-loss affected video sequences so as

to obtain the feature observations, which will next be given as input to a regression

model.

Regarding the studies of Chapters 6 and 7 they could be extended by testing the

proposed models on higher resolution test stimuli with more variety in compression

and network related features. In view of the recently approved standard of video com-

pression, i.e., High Efficiency Video Coding (HEVC), the proposed techniques could also

be applied on the HEVC encoded test stimuli. As it is very important to model the per-

ceptual video quality for different types of scalability, similar models could be developed

in the scalable extension of the H.264/AVC, for the various types of scalability (quality,

temporal, spatial) as well as their combinations. For example, is it perceptually better

to increase the frame rate of a video or its spatial resolution and/or PSNR? With the

successful development of perceptual quality estimation methods, the receiver of the

video signal is able to automatically estimate the video quality that would be perceived

by a human, without having an actual human look at the video and without access to

the original uncompressed video. Thus, the QoE can be continuously monitored, which

is the case in many modern applications that include video transmission. For example,

the involvement of multiple parties between content providers and the end-users gives

rise to establish service level agreements under which an agreed level of quality has to

be guaranteed.
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