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IM PLIC IT  KNOW LEDGE REPRESEN TA TIO N

Π Ε ΡΙΛ Η Ψ Η

Παρά τον πλούτο ερευνών της διάκρισης άδηλου-έκδηλου, οι ερευνητές 
δεν έχουν συμφωνήσει μέχρι σήμερα στο είδος των πληροφοριών που κωδι- 
κοποιούνται στα έργα άδηλης μάθησης. Συγκεκριμένα, υπάρχει μια διαμάχη 
ανάμεσα σε Θεωρίες που προτείνουν τη γνώση που προκύπτει από μια διαδι­
κασία αφαίρεσης και σε Θεωρίες που προτείνουν τη συγκεκριμένη γνώση 
(γνωστές ως Θεωρίες των παραδειγμάτων). Το παρόν άρθρο παρουσιάζει τις 
διαφορετικές θεωρίες αναπαράστασης της άδηλης γνώσης που έχουν προταθεί 
μέχρι σήμερα και υποστηρίζει ότι δεν είναι απαραίτητο να ψάχνουμε για 
αποδείξεις υπέρ μιας συγκεκριμένης θεωρίας. Αντίθετα, είναι πιο λογικό 
να συμπεράνει κανείς ότι το ποιο είδος αναπαράστασης θα επικρατήσει καθο­
ρίζεται από τις απαιτήσεις του συγκεκριμένου έργου μάθησης.

Λέξεις κλειδιά: αναπαράσταση γνώσης, άδηλη γνώση, έκδηλη γνώση, 
αφηρημένη γνώση, συγκεκριμένη γνώση.

The representation of im plicitly  acquired knowledge.

Many theories of learning rely  on th e  existence of tw o different 
modes of knowledge acquisition and  representation . A dichotom y th a t  
has, recently, received an  increasing in te res t cognitive psychologists 
is the  one betw een explicit and  im plicit learning. According to  a t r a ­
ditional definition of im plicit learn ing  offered by  R eber (1993, p.5), 
"im plicit learning is the  acquisition  of knowledge th a t  takes place 
largely independently of conscious a ttem p ts  to  learn  and largely in  
the  absence of explicit knowledge abou t w hat was acquired ,\  Im plicit 
learning, by  con trast to  explicit learning, is generally th o u g h t to  occur 
when: 1) th e  acquired knowledge cannot be reported  verbally , and
2) partic ipan ts learn w ithout resource to  conscious codebreaking s tra ­
tegies, such as hypotheses testing . T hus, im plicit learning, by  con trast
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to  explicit learning, occurs when people acquire knowledge they  are 
n o t fully  conscious of.

A fundam ental issue th a t  has engaged researchers’ a tten tion  in 
th e ir  a tte m p t to  th row  light on im plicit knowledge is how th is knowledge 
is represented. Some have described im plicit learning as 'a b s trac t’ in  
th a t  th e y  have equated  th is  type  of learning w ith a process th a t  is 
associated w ith  an abstrac tion  of rules (e.g. Reber, 1967,1989; Reber 
& Lewis, 1977). B y con trast, others view im plicit learning as the  
encoding and storage of whole exem plars (e.g. Brooks, 1978; Brooks 
& Vokey, 1991; Vokey & Brooks, 1992) or as th e  storage of fragm ents 
of exem plars (e.g. D ulany, Carlson, & Dewey, 1984; Perruchet & 
P ac teau , 1990; Servan-Schreiber & Anderson, 1990).

T he im plicit learning ta sk  th a t  has been m ost extensively used in 
th e  debate  abou t im plicit knowledge represen tation  is the  artificial 
gram m ar learning  (AGL) ta sk  in troduced by  Reber in th e  1960s (see 
Reber, 1989; 1993 for an overview). In  a  typ ical AGL experim ent, 
p a rtic ip an ts  first s tu d y  a  lis t of le tte r  strings generated by  a  finite 
s ta te  g ram m ar and are asked to  memorize them . A fter the  learning 
phase, th e y  are inform ed th a t  the  strings followed a complex set of 
rules, b u t no specific in form ation  is provided to  them  regarding the 
n a tu re  of th e  gram m ar. T hen, th ey  are presented with new strings of 
le tte rs , some of w hich are gram m atical and some are not, and are asked 
to  classify them . In  an  early  study, Reber (1967) found th a t patricipan ts 
could classify new strings 60-70% correctly  on average, althoug, they  
were unable to  describe th e  underlying rules. These findings vrere taken  
as evidence of im plicitly  acquired knowledge. Since Reber’s early work, 
researchers have used a  v a rie ty  of experim ental paradigm s in  order to 
investiga te  im plicit learning, including artific ial gram m ars (e.g. Dienes, 
B roadbent, & B erry, 1991; M athews e t al., 1989), concept learning 
tasks (e.g. F rick  & Lee, 1995; R oberts & MacLeod, 1995), the  control 
of com plex system s (e.g. B erry & B roadbent, 1984, 1988; Stanley, 
M athew s, Buss, & Kotler-Cope, 1989), and sequence learning (e.g. Ni- 
ssen & Bullem er, 1987; Lewicki, Czyzewska, & Hoffman, 1987). Ho­
wever, th e  p resen ta tion  of the  different views on the  representation 
of im p lic it knowledge in  th e  present article will focus m ainly on the 
AGL task , since th is  is th e  ta sk  th a t  has generated the  m ost research 
on im p lic it learning.



Implicit knowledge representation 219

The A bstrac tive  view.

According to  th is  view, the  knowledge th a t  is acquired in im plicit 
learning tasks is represented in an ab strac t way. The abstrac tive  view 
is based on AGL findings th a t  pa tric ipan ts dem onstrate  b e tte r  th an  
chance perform ance when asked to  m ake g ram m aticality  judgem ents 
on novel le tte r strings (R eber, 1967, 1989, 1993). T he term  abstract 
is ra th e r vague and m ight lead to  confusion if i t  is n o t specifically defi­
ned. According to  Reber (1993, p. 120-121), for exam ple, "an  ab s trac t 
representation is assumed to  be derived, y e t separate from th e  original 
instan tia tion . A bstract codes contain  little , if any, in form ation  p e rta i­
ning to  the  specific stim ulus features from which th ey  were derived; 
the em phasis is on struc tu ra l relationships am ong stim uli,\  Moreo­
ver, Reber claims th a t  w ha t p a rtic ip an ts  encode when presented  w ith  
stim uli is the  relational features of these stim uli and n o t th e ir  superfi­
cial physical forms. In th a t  sense, w hen people are asked to  classify 
novel stim uli, th ey  are assum ed to  com pare th e  ab strac t codes of these 
stim uli w ith the  previously acquired 'deep* knowledge abou t th e  rules. 
A nother argum ent th a t  R eber (1989, 1993) has proposed in  o rder to  
show th a t  im plicit knowledge is represented in an ab strac t w ay  is th a t  
the -abstractive view can account for the  transfer of knowledge across 
stim ulus domains. This argum ent was fu rther supported by  findings 
th a t  knowledge acquired in  AGL tasks transfers to  strings generated 
by the same gram m ar b u t in s tan tia ted  w ith  a  d ifferent le tte r  set.

An early stu d y  th a t  investigated  transfer to  stim uli w ith  diffe­
ren t perceptual surface features was th e  one carried  ou t by R eber (1969). 
In th is  study , partic ipan ts had  to  m em orize le tte r  strings th a t  were 
generated by  a  fin ite-s ta te  gram m ar. In a following session, one group 
of partic ipan ts had to  m emorize novel strings th a t  were constructed  
using the  same le tters  b u t a d ifferen t gram m ar, whereas ano ther group 
of partic ipan ts memorized novel strings th a t  were constructed from  a 
different le tte r set, b u t from th e  sam e gram m ar. Reber found th a t  
changing th e  gram m ar led to  decrem ents in  perform ance, whereas chan­
ging the  perceptual characteristics (i.e., th e  vocabulary) had  little  or 
no effects a t  all.

These results were replicated by  an  experim ent conducted by Ma­
thew s e t al. (1989). In  th is  experim ent, which was ru n  over a 4-week 
period, half of the  pa tric ipan ts were presented each week w ith  te s t 
strings th a t  were constructed from  a d ifferent le tte r  set, b u t from  th e
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sam e gram m ar, whereas the  o ther half saw strings th a t consisted of 
the  same le tters  as in the  study  phase. Subsequently, participants 
were given a forced-choice test, in  which they  had to discrim inate 
betw een gram m atical and non-gram rnatieal strings. I t  was found th a t 
p a rtic ip an ts  who had received a novel le tte r set performed as well as 
p a rtic ip an ts  th a t  were presented w ith the  same le tter set. This effect, 
however, was n o t found in  a ru le-instructed  group. This suggests th a t 
p a rtic ip an ts  learned the  gram m ar in a way th a t  allowed them  to  per­
form significantly  above chance even when the  surface features were 
changed.

A nother study  th a t  provides compelling evidence in favour of the 
abstrac tive  knowledge represen tation  was the one carried out by Reber 
and Lewis (1977). T hey asked partic ipan ts to  in itially  memorize a set 
of gram m atical strings and  then  perform  an anagram  task. Thus, Reber 
and Lewis assessed p a rtic ip an ts’ knowledge of the gram m ar by their 
ab ility  to  solve anagram  problem s. They correlated the frequencies 
of d ifferent bigram s th a t  appeared in p artic ip an ts’ anagram  solution 
w ith th e  frequencies o f bigram s a) in  the  gram m ar as a whole and b) 
in  the s tu d y  strings. In  th e  PTTTVV string , for example, the bigram s 
PT , TV  and VV appear only once, whereas the bigram  TT appears 
twice. They found th a t  the  frequency w ith  which partic ipan ts used 
the bigram s correlated m ore w ith how frequently  they  appeared in  the 
whole set of strings th a t  the  gram m ar could generate ra ther th an  with 
how frequen tly  th ey  appeared in  the  learning strings. Thus, Reber 
and Lewis concluded th a t  p a rtic ip an ts  m ade the ir judgem ents relying 
on the  deep struc tu re  of the  gram m ar ra th e r th a n  on the  specific study 
strings (bu t see P erruchet, Gallego, & Pacteau , 1992, for evidence th a t 
these resu lts m igh t have been a ttr ib u ted  to  several artefacts).

A nother form  of ab strac t representation  is one th a t  is in stan tia ted  
and based on p ro to typ es . According to  th is version of the abstractionist 
view, learning leads to  a representation  of the central tendencies of 
the features of previously encountered exam ples, and classification of 
novel stim uli is achieved by m easuring the  sim ilarity between the 
novel stim uli and the  p ro to types (i.e., central tendencies). The two 
forms of ab strac t rep resen ta tion  differ in  the  way they  use the term  
ab strac t. In particu lar, th e  p ro to type representation  involves encoding 
the  cen tral tendencies of specific stim uli properties and no t feature 
covariations of stim ulus types. However, a prototypes is considered 
a b s trac t in th a t  i t  involves the  represen tation  of only the central ten-
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dencies of features across a set of exemplars and n o t th e  rep resen ta tion  
of individual exem plars.

Overall, the  abstrac tive  view has not been very  conclusive. Even 
Reber (1993) him self argues th a t  i t  is no t very clear how people encode the  
various com ponents of the  novel stim uli and com pare them  w ith the ir 
deep representations. So, do the  above m entioned results unequivocally  
support the  argum ent th a t  im plicit learning is equated  w ith  th e  a b straq - 
ction of unconscious rules? According to  the  exem plar view, th e  answ er 

• to  th is  question is negative.

The exem plar view.

The basis of th e  exem plar view is th a t  stim uli are encoded and 
stored in m em ory as separate instances (e.g. Brooks, 1978; M edin & 
Schaffer, 1978; Neal & H esketh, 1997; Vokey & Brooks, 1992). In th is  
approach, im plicit learning involves th e  storage of whole exem plars 
and no t p a tte rn s  of covariation am ong features. Consequently, p a rti-  
cipapants can use analogy to  stored exem plars to  classify new exe­
m plars a t above chance levels w ithout m aking any inductions or chan­
ging the  in s ta tia ted  m em ories in  any way. T his is a m ajor difference 
between the  exem plar models and th e  abstrac tive  view  in  which reco­
ding the  stim uli and  revising th e  existing representations are consi­
dered essential.

Thus, in the  above-m entioned studies on AGL, transfer perfor­
mance could be based on th e  sim ilarity  betw een th e  tran sfe r string  
and a specific tra in in g  string . In o ther words, the  exem plar view argues 
th a t pa tric ipan ts in AGL tasks are classifying novel strings relying no t 
on abstrac t knowledge of rules, b u t on th e  sim ilarity  of gram m atical 
or ungram m atical strings to  'w hole exemplars* memorized during  t r a i ­
ning. For exam ple, the  strings TXXVPT and BLLMKB can be seen 
as sim ilar because b o th  strings begin and end w ith  the  sam e le tte r  and 
have identical le tters a t the  sam e positions. Brooks and Vokey (1991; 
see also Gomez, Gerken, & Schvaneveldt, 2000; T unney & A ltm ann , 
1999) found th a t  such ab strac t sim ilarities (or abstract analogies as 
they  named them ) had a significant effect on transfer perform ance 
even when different le tte r sets were used. This finding casts serious 
doubt on Reber’s (1989) argum ent th a t  knowledge is ab strac t in th a t  
i t  can show positive transfer betw een different stim ulus dom ains.

In order to  show th a t  tran sfe r is based on th e  sim ilarity  betw een 
a test instance and a study  instance, Vokey and Brooks (1992) m ani­
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pulated  the  sim ilarity  betw een transfer strings and study strings by 
constructing  gram m atical or nongram m atical tes t strings th a t were 
e ither sim ilar or dissim ilar to  whole individual study  strings. They found 
th a t  bo th  g ram m atica lity  and sim ilarity  had a large effect on p a rti­
c ipan ts’ transfer perform ance. Thus, gram m atical strings were classi­
fied b e tte r  th an  nongram m atical strings, and sim ilar strings were ju d ­
ged as gram m atical m ore often th an  dissim ilar strings. However, these 
findings m ay no t be in te rp re ted  solely as evidence th a t  people memo­
rized whole le tte r strings. A lternatively , i t  has been argued th a t  the 
sim ilarity  betw een tes t strings and study  strings may be confounded 
w ith the  frequency w ith  w hich p artia l strings (e.g. bigrams) in the 
te s t item s occur in  the  study  item s. Thus, when gram m atical and 
ungram m atical te s t strings were equated for fragm ent knowledge, no 
exem plar effects were found (Knowlton & Squire, 1994; Shanks, Jo ­
hnstone, & Staggs, 1997).

The fragm entary view.

T his view  is sim ilar to  th e  exem plar view in th a t  they  bo th  rely 
on in s tan tia ted  representations of stim uli. The difference between the 
two positions is th a t ,  according to  the fragm entary  view, only fragm ents 
of stim uli are stored and no t whole stim uli. Thus, when participants 
are called to  classify novel stim uli, th ey  are assumed to  compare the  
fragm ents th a t  are already represented in th e ir m em ory w ith the  chunks 
or fragm ents th a t  th e  te s t  stim uli contain and then base their judge­
m ents on the  sim ilarity  or m atch  of these codings. Several versions of 
th is  view  have been proposed so far. I t  has been argued, for instance, 
th a t  in a typ ical AGL task , pa tric ipan ts store un its of inform ation 
consisting of 'chunks’ of th e  tra in in g  stim uli, such as bigram s and tr i­
gram s or simple frequency counts (D ulany e t al., 1984; Perruchet & 
P ac teau , 1990). Sim ilarly, Servan-Schreiber and Anderson (1990) pro­
posed th e  so-called com petitive chunking model1, according to  which

1. Apart from the competitive chunking model, several other compuratatio- 
nal models of implicit learning have been proposed so far, including exemplar mo­
dels (Dienes, 1992), classifier systems (Druhan & Mathews, 1989), and connectio- 
nist models (Gleeremans & McClelland, 1991; Dienes, 1992). However, the pre­
sent article will only briefly refer to some connectionist models (see following se­
ction), which have been characterized as the most successful candidate models 
of implicit learning (for an extensive description of the various models, see Clee- 
remans, 1993; Dienes, 1992, 1993).
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learning consists of form ing and applying increasingly higher-order 
chunks. Each tim e an item  is encoded as a single chunk, its  m em ory 
representation is strengthened, and is perceived as m axim ally fam iliar. 
For instance, th e  string PTVPXVPS m ay first be chunked as (PT), 
(VPX), and (VPS). A fter repeated exposure, th e  m ore complex string  
([PT] [VPX]) m ay be created, and finally the whole store m ay be form ed, 
wihch will seem more fam iliar when la ter encountered. T he chunks th a t  
Servan-Schreiber and Anderson (1990) proposed involve higher-order 
representations th an  those th a t  both D ulany e t al. (1984) and Perruchet. 
and Pacteau  (1990) suggested.

Perruchet and Pacteau  (1990), for instance, p resented  a group 
of partic ipan ts w ith a set of le tte r strings and another group only with 
bigram s th a t  were contained in those strings. T hey found th a t  b o th  
groups could distinguish between gram m atical and nongram m atical 
strings significantly above chance, even though the  group th a t  saw 
the  whole strings perform ed b e tte r  than  the  group th a t  saw only th e  
bigram s. However, when Perruchet and Pacteau elim inated all strings 
th a t were nongram m atical sim ply because they  contained some non- 
permissible bigram s, which were easier for the  group th a t  saw th e  whole 
strings to  classify, perform ance of the  two groups was iden tical. In 
another experim ent, p a rtic ip an ts  were asked to  rem em ber isolated b i­
grams. I t  was found th a t  participants* memory of isolated bigram s could 
account for th e ir accuracy in  classifying gram m atical and nongram m a­
tical item s (although no t com pletely — not for perm issible b igram s 
in non — perm issible locations). Perruchet and P acteau  concluded th a t  
people acquire knowledge of perm issible bigram s independent of kno­
wledge of whole exem plars or knowledge of positional dependencies 
of bigram s, and th a t  it  is the  form er knowledge th a t  determ ines p a r t i­
cipants* classification perform ance.

The argum ent, however, th a t  people do no t acquire any knowledge 
about the positional dependencies of bigram s has been challenged by  
a num ber of researchers (e.g. Dienes, B roadbent, & Berry, 1991; D u­
lany et al., 1984; Johnstone & Shanks, 1999). Dienes e t al. (1991), 
for example, found th a t  when p artic ip an ts  were asked to  classify perm i­
ssible bigram s as gram m atical or no t, th ey  perform ed significantly  
above chance only if the  bigram s appeared a t a g ram m atically  legal 
position. Thus, partic ipan ts could acquire some knowledge about the  
positions of bigram s within whole strings.

Moreover, there  have been studies th a t  provided evidence th a t  
partic ipan ts use botfi rule and fragm ent knowledge when th ey  classify
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te s t  stim uli (e.g. Knowlton & Squire, 1994, Experim ent 2b; Meulemans 
& Van der L inden, 1997). For instance, Meulemans & Van der Linden 
(1997) showed th a t  after tra in in g  on few le tte r strings, participants 
classified th e  te s t strings relying on fragm ent knowledge (Experim ent 
2a), whereas after prolonged tra in ing , they  used knowledge about the 
rules of th e  gram m ar (E xperim ent 2b). However, Johnstone and Shanks 
(1999) showed th a t  in E xperipm ent 2b inform ation about rules and 
fragm ent locations was confounded. Thus, using a biconditional gram ­
m ar, which allowed them  to  unconfound rule and fragm ent knowledge, 
th ey  provided evidence th a t  classification judgem ents can be explained 
in  term s of fragm ent knowledge ( th a t includes positional inform ation 
abou t fragm ents).

To sum m arize, as i t  has become evident from the  discussion so 
far, w hether stored exem plars or chunks ra th e r th an  a more abstract 
knowledge base best account for knowledge representation in im plicit 
learning tasks still rem ains an  open question. I t  has been suggested, 
however, th a t  we should view  im plicit learning as lying "somewhere on 
a continuum  of exem plar-based to  ab strac t” (Dienes, 1993, p. 167). 
There m ay be cases, in  which bo th  abstrac t and specific types of kno­
wledge m ay be acquired as well as cases, where i t  is the  requirem ents 
of th e  ta sk  th a t  determ ines which type  dom inates. I t  has been argued 
(Cleerem ans, 1994) th a t  such a represen tational continuum  from the 
specific to  th e  ab strac t is best captured  by  the  way connectionist models 
rep resen t knowledge.

The connectionist view.

Connectionist system s represent inpu ts in  a parallel-distributed fa­
shion b y  a large num ber of elem entary  com putational units or nodes 
and p a tte rn s  of in terconnectedness between nodes. A num ber of such 
connectionist models have, recently, been applied in im plicit learning 
tasks w ith  considerable success (e.g. Dienes, 1992; Cleeremans 1994; 
Cleeremans & McClelland, 1991). For instance, Dienes (1992) used the 
AGL paradigm  to  te s t 9 versions of two exem plar models th a t  had 
previously  been used in  concept learning tasks, nam ely the model of 
Medin and Schaffer (1978) and the  model of H intzm an (1986), as well 
as 16 different types of connectionist models. He found th a t only a n u ­
m ber of the  connectionist models were adequate models of AGL (see- 
Dienes, 1992, 1993 for a detailed description of all the  models).
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Connectionist netw orks are especially suitable to  model im plicit 
learning, which is a process th a t relies on sim ilarities and p a tte rn s  in  
the in p u t.'M o re  specifically, w hat makes connectionist models ra th e r  
prom ising models of im plicit learning is th e  fact th a t  th ey  propose 
certain  m echanism s th a t  are compatible w ith some generally accepted 
characteristics of im plicit learning. In particu lar, im plicit learning is 
generally th o u g h t to  proceed through the detection of com plex cova­
riations in the  environm ent in an unselective way. Moreover, im plicit 
learning is independent of participants* in ten tions or conscious control, 
and results in  knowledge th a t  is difficult to  verbalize. Sim ilarly, conne­
ctionist models learn in  a self-organizing w ay determ ined by  changes 
in connection weights, and are sensitive to sta tis tica l covariations of 
stim uli. Most im portan tly , connectionist netw orks represen t knowledge 
w ithout resorting  to  specific rules, b u t in a d istribu ted  fashion th a t  
results from p a tte rn s  of interconnectedness am ong nodes, and explains 
the ir rule-governed behaviour. Finally, these d istribu ted  rep resen ta­
tions allow successful perform ance, bu t are also, as Cleeremens (1993) 
argues, "ho listic” in  th a t  they  cannot be readily  analyzed. T his ch a ra ­
cteristic of connectionist representations, by analogy, fits w ith  the  
finding th a t  in  m any im plicit learning tasks, partic ipan ts acquire know ­
ledge th a t  is not available to  consciousness.

As McClelland and R um elhart (1985) argue, connectionist n e t­
works m ay represent exem plar-based inform ation or th ey  can develop 
representations based on the  shared properties of instances depending 
on the  num ber of hidden un its  or on the structu re  of the tra in in g  item s. 
Similarly, Cleeremens (1994) argued th a t  the  sequence recursive n e t­
work (SRN) of Elman (1990), used to  model AGL and sequence lea­
rning, may develop in ternal representations th a t  are like th e  a b s trac t 
representation of the  gram m ar. Thus, each sta te  of a f in ite -s ta te  gra­
mmar is encoded by a p a tte rn  of activa tion  over the  h idden un its of 
the network, resulting in an abstrac t representation  th a t has cap tured  
relevand dimensions of th e  gram m ar. However, th is rep resen ta tion  is 
not abstrac t in  th a t  it canno t be transferred  to  a shifted le tte r  set (b u t 
see Dienes, A ltm an, & Gao, 1999, for a description of a SR N  th a t  can 
transfer im plicit knowledge across domains).

Moreover, Cleeremans (1994) used a simple feed-forward netw ork  
to model hum an perform ance on a sequence prediction task . In  brief, 
partic ipan ts in th is  ta sk  have to  predict th e  location of a ta rg e t event, 
which is determ ined by a complex, biconditional rule (i.e., a rule th a t  
determ ines the m apping betw een corresponding events in th e  first and
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th e  second half of a sequence). Cleeremans found th a t  his netw ork, 
which sim ulated d a ta  quite closely, developed representations th a t  were 
in term ediate  betw een in s tan tia ted  and abstrac t. In particular, the  
netw ork  behaved as if its  predictions were determ ined by  sim ilarity 
to  stored exem plars ra th e r th an  by the  rules specified by the  experi­
m enters. However, th e  netw ork  also behaved in  a way th a t  yielded 
ab strac t represen tations in th a t  i t  ex tracted  th e  relevant properties of 
th e  tra in in g  exem plars and relied only on them  to  m ake sim ilarity 
judgem ents.

T hus, i t  seems th a t  connectionist netw orks operate ra ther on a 
continuum  th a t  extends from general or abstrac t knowledge repre­
sen tations to  specific or exem plar based ones. A more radical approach, 
proposed by  W hittleasea (1997; W hittleases & Dorken, 1993), suggests 
th a t  im plicit learning cannot be adequately  explained through the 
acquisition of a preferred ty p e  of knowledge. As will be shown below, 
th is  approach focuses on processing experience ra ther th a n  on stim ulus 
s truc tu res.

The episodic-processing a ccoun t

A ccording to  the  episodic-processing account, the  type of s tru ­
ctu ra l in form ation  th a t  will be encoded (i.e., rules, exem plars or chunks) 
depends on the  proscessing dem ands of the  ta sk  (W hittleasea, 1997; 

W hittleasea  & Dorken, 1993; see also Johnstone & Shanks, 2001). As 
W hittleasea  and Dorken (1993, p. 229) argue, th is approach "em pha­
sizes the  processing conducted w ithin  particu lar experiences as the  
p rim ary  exp lanato ry  m echanism  for memory, and th a t the  processing 
conducted depends on the  particu lar dem ands and affordances of the 
encoding episode” . Mere specifically, the  episodic processing account 
assum es th a t  a) pa t deipants encode processing inform ation in  addition 
to  s tru c tu ra l inform ation, b) which struc tu ra l aspects of te s t stim uli 
will be encoded as well as subsequent te s t perform ance is determ ined 
by  the  k ind  of processing th a t  took p a rt during training (transfer-appro­
p ria te  processing; see M *rris, Bransford, & Franks, 1977), and c) diffe­
ren t tasks carrierd  out on the  same stim uli will result in different kinds 
of processing (encoding variab ility ).

In a series of experim ents, W hittleasea and Dorken (1993) prese­
n ted  p artic ip an ts  w ith strings, such as ENRIGOB, th a t  were gene­
ra ted  from a fin ite-s ta te  gram m ar, and asked them  to  memorize these 
strings b y  e ither pronouncing or spelling them . In the  tes t phase, p a rti­
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cipants were asked to classify the item s about to be displayed b y  p ro ­
nouncing half of them  and spelling the  rem aining half. I t  was found 
th a t for item s th a t  were spelled during tra in ing  and pronounced a t  
test, or for item s th a t were pronounced during tra in in g  and spelled a t  
test, classification perform ance was a t chance levels. In con trast, w hen 
there was an overlap of study  and tes t processing, classification w as 
reliably above chance. Thus, i t  was shown th a t, during  tra in in g  p a tr i-  
cipants encoded processing inform ation in addition to  th e  s tru c tu ra l 
aspects of stim uli, and th a t  perform ance in the te s t phase was successful 
only when the  task  dem ands of the prior processing experience were 
reinstated .

Moreover, W right and W hittleasea (1998) presented p artic ip an ts  
with four d ig it-strings th a t  were constructed so th a t  th ey  followed an  
odd-even-odd-even rule. One group of partic ipan ts were asked to  say  
each digit of each string  aloud and judge w hether i t  was a h igh n u m b er 
(i.e., g reater th an  four) or a low num ber (i.e., lower than  five), w hereas 
another group had to  pronounce the  two digit pairs of each string . All te s t  
strings were novel: half of the  te s t strings were constructed  b y  reve­
rsing the order of the  two digit pairs of strings th a t  were presented 
in the  tra in in g  phase (and thus were more fam iliar), w hereas th e  re ­
maining half were com pletely novel strings. Next, p a rtic ip an ts  were 
asked to  d iscrim inate betw een old item s (previously seen) and new  
ones. I t  was found th a t  pa tric ipan ts who processed the  tra in in g  item s 
as d igit pairs were more likely to  judge tes t strings consisting of fam i­
liar digit pairs as old and strings consisting of unfam iliar d ig it pairs 
as new th an  were partic ipan ts who had processed the  strings on a d ig it- 
by-digit basis. T hus, it was shown th a t  the  original processing expe­
rience th a t  depended on th e  dem ands of the different tasks determ ined 
w hat level of stim ulus s tru c tu re  was encoded.

Sim ilar results were obtained by  Johnstone & Shanks (2001), who 
used a biconditional gram m ar th a t allowed rule and fragm ent know ­
ledge to be unconfounded. In th e  'match* condition, pa rtic ipan ts were 
simply asked to  memorize le tte r strings, whereas in the  'edit* condi­
tion partic ipan ts were encouraged to te s t huypotheses in order to  d i­
scover the  rules of th e  gram m ar. The results showed th a t  the  processing 
demands of the  tw o different tasks (edit and m atch) determ ined th e  
structural form of the  acquired knowledge, w ith the  m atch  group classi­
fying on the  basis of fragm ent knowledge and the  ed it group using 
only rule knowledge.
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CONCLUSION

Researchers have suggested various types of inform ation (i.e., rules, 
exem plars, or chunks) encoded in im plicit learning tasks. Moreover, 

W hittleasea’s (e.g. 1997) approach suggests th a t  the  types of structural 
in fo rm ation  acquired depend on the  processing dem ands of the  tasks. 
A lthough the  issue of im plicit knowledge representation is far from 
resolved, i t  seems reasonable to  conclude th a t  both  in stan tia ted  and 
ab strac t rep resen tation  are possible candidate representation of im plicit 
knowledge, and th a t ,  in  any  cases, e ither of them  m ay dom inate depen­
ding on the  requirem ents of the  learning task . Thus, w hat seems more 
im p o rtan t th an  deciding which type  of knowledge is encoded in im pli­
c it learn ing  tasks is to  look for any specific ex p erim en ta l conditions or 
ind iv idual differences th a t  provide evidence th a t  im plicit and explicit 
knowledge are qua lita tive  different.
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