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Modelling the equatorial emission in a microquasar
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ABSTRACT
The jets in a microquasar are modelled using a three-dimensional relativistic hydrocode
(PLUTO), with the aim of investigating the appearance of equatorial radio emission. A dynam-
ical mechanism is explored whereby the bow shocks of the jets strongly affect the equatorial
regions. The presence of an extended disc is assumed and its role proves to be important in
producing equatorial emission. As a concrete example, we focus on the SS 433 microquasar,
one of the most intensively studied objects in the Galaxy, for which equatorial emission has
been repeatedly detected during the last decade.

Key words: radiation mechanisms: thermal – circumstellar matter – stars: winds, outflows –
ISM: jets and outflows – ISM: supernova remnants – X-ray: binaries.

1 IN T RO D U C T I O N

It is well known that the jets appearing in quasars (Bridle &
Perley 1984) and also in the more compact microquasars (Mirabel
& Rodrı́guez 1999) may be considered as the fluid flow emanating
from a central source at the jet origin. This approach has been used
in the past in order to model quasar jets (e.g. Aloy et al. 1999)
and, more recently, microquasar jets (Müller & Brinkmann 2000;
Zavala et al. 2008), providing a detailed description of the structure
of an astrophysical jet. The jets in quasars are much larger in size,
of Galactic scale, and they evolve over thousands of years. On the
other hand, stellar-scale microquasar jets evolve within the human
time-scale, and hence are easier to study in time. However, quasar
jets are larger in both observed angular size and actual size, offer-
ing better imaging resolution and the possibility of a more refined
modelling approach than that for microquasar jets.

A suitable example on which to perform the aforemen-
tioned fluid-jet approximation is the SS 433 microquasar system
(Begelman et al. 1980; Margon 1984; Spencer 1984; Vermeulen
1993; Fabrika 2004), an X-ray binary comprising a supergiant
star and a collapsed stellar remnant. The system has relativistic
jets (Margon 1984) which have been studied in various wave-
length bands. So far, it is the only microquasar with a definite
hadronic content in its jets, as verified from observations of the
spectral lines. In more recent observations (Paragi et al. 1999, 2001;
Blundell et al. 2001; Spencer 2006; Blundell, Bowler & Schmid-
tobreick 2008; Doolin & Blundell 2009; Perez & Blundell 2009),
two persistent components have been detected in the radio along a
direction roughly perpendicular to the main jet of SS 433, which,
although weaker than the jet features, appear to occur over different
epochs of observation. This equatorial activity has been interpreted
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as caused by an extended disc, which is presumed to surround the
binary at the equatorial plane (Fabrika 1993, 2004; Blundell et al.
2008; Doolin & Blundell 2009; Perez & Blundell 2009). A broad
wind originating from the accretion disc (Fabrika 2004) has been
assumed (Mioduszewski et al. 2004) as the cause of the equatorial
emission, which has been attributed either to thermal (Blundell et al.
2001; Perez & Blundell 2009) or synchrotron (Paragi et al. 2001)
radiation mechanisms.

In the vicinity of the binary system, there is a stellar wind from
the supergiant companion and also the likelihood of an accretion-
disc wind, emitted with a less isotropic distribution (Fabrika 2004;
Blundell et al. 2008; Perez & Blundell 2009). The accretion-disc
wind is slower and more dense along the equatorial plane, while
it is faster and thinner at higher elevations. It is worth mentioning
that more recent observations (Fabrika 2004; Blundell et al. 2008;
Doolin & Blundell 2009; Perez & Blundell 2009) have led to in-
creased confidence in the presence of a circumbinary disc and to a
deeper understanding of its properties.

The aforementioned winds form an environment around the bi-
nary in which the relativistic jets may create hydrodynamical effects
that influence the equatorial region. The side shocks from the rela-
tivistic jet flow may reach the extended disc and create regions of
enhanced pressure, temperature and density, which then cause the
observed equatorial emission.

In the present work we attempt to model and explore the condi-
tions that are likely to lead to equatorial features similar to those
observed in SS 433, assuming that the equatorial emission may be
due to a bow-shock–ambient-medium interaction (Smponias 2003,
2006) or alternatively an excretion disc formed from mass loss
through a Lagrangian point from the accretion-disc environment
(Fabrika 1993). Of course, one may choose a combination of the
above effects, e.g. the bow shocks of the jets compressing the wind

C© 2011 The Authors
Monthly Notices of the Royal Astronomical Society C© 2011 RAS



Modelling the equatorial emission in a microquasar 1321

and thus interacting with an excretion disc. We mainly focus on
the case of the jet sending shock waves through its surrounding
wind, towards the equatorial region, thus causing the corresponding
emission.

To a rather good approximation, we adopt a configuration of a
denser extended disc along the equatorial region, whereas at higher
elevations we introduce a wind with density falling off away from
the binary system, in order to describe the wind from the companion
star and the relevant component from the accretion disc. Of course,
the wind density in the vicinity of the jets might have a more
complex distribution; however, for our modelling we adopt a general
set-up of a denser flow along the equatorial plane and a thinner wind
at higher elevation angles.

2 MO D EL SET-U P

In order to investigate the aforementioned mechanism, we set up a
hydrodynamic simulation of the SS 433 system, using the PLUTO
astrophysical code (Mignone et al. 2007). The jets are approxi-
mated as a purely hydrodynamical (HD) relativistic flow. The HD
simplification implies that the magnetic field is carried with the
flow. Furthermore, the presumably tangled field contributes to the
coupling of the jet matter that allows the fluid approximation. How-
ever, the field cannot affect the dynamics of the flow, as opposed
to the magnetic HD (MHD) case in which the field does affect the
dynamics.

In practice, it is not always possible to determine from obser-
vations whether the HD or the MHD approach is correct for a
particular astrophysical jet. Both approaches have been employed
in the past for modelling jets (e.g. Müller 1997; Aloy et al. 1999).
The HD approach is simpler computationally and in the case of
weaker magnetic fields offers an adequately realistic simulation.

The precessing SS 433 jets have hadronic content and their speed
is taken as 0.26c (Margon 1984), with a precession period of 164 d.
In the model, the jets are introduced with the aforementioned veloc-
ity value and there is a certain deceleration, as the jet takes around
450 h, or 1.6 × 106 s, of model time to cross the domain of almost
1016 cm, whereas at 0.26c it would have taken

t = ldomain/ujet, (1)

where

t � 1016 cm/(0.26 × 3 × 1010 cm s−1) � 1.3 × 106 s. (2)

Away from the equatorial plane, the wind is represented as a
density falling off as 1/r2 away from the binary system (r being
the distance), although this should be considered as a first approx-
imation to the jet environment. This represents a wind density that
decreases as we move away from its source, as expected for a sim-
ple constant-velocity mass-conserving stellar wind. Furthermore,
the property that the density decreases with the distance from the
source is a general configuration for a wind originating from a point
in space. The extended disc has a ‘velodrome’ shape in the model,
with a hole in the middle, at the jet base (Fig. 1). The extended disc
density is also taken to fall off as 1/r2 away from its centre, as sug-
gested in Fabrika (1993). The extended disc opening half-angle is
set equal to 11.3◦. Its density is 1.1 × 107 particle cm−3 at a distance
of 3 × 1014 cm from the jet base and decreasing outwards.

The model is scaled to fit the Very Long Baseline Interferometry
(VLBI) observations of Blundell et al. (2001), Paragi et al. (2001),
Blundell et al. (2008), Doolin & Blundell (2009) and Perez &
Blundell (2009) (see also Fabrika 1993, 2004), so a size of 45 × 45 ×
130 mas3 was selected for the model space. At the assumed distance

Figure 1. A schematic representation of the model system, which comprises
the stellar and accretion-disc winds, the jet and the extended disc. The binary
is located at the jet base.

of 5 kpc, 1 mas is roughly 0.7 × 1014 cm. At this scale, nevertheless,
the size of the binary system will be less than one computational
cell and the binary will not be resolved. The wind was assumed to
originate from the jet base. The scale of the simulation was therefore
much larger than the distance of the binary orbit separation. Both
the compact object and the companion star are located in the same
computational cell.

Two different combinations of jet and ambient density are tried,
providing some insight into how changes in model parameters affect
the conditions in the equatorial region (Table 1). The increased
influence of the accretion-disc wind in the vicinity of the binary

Table 1. Summary of the hydrocode runs. The ambient den-
sity is decreasing proportionally to 1/r2, where r is the dis-
tance from the jet base. The densities are given for the jet
and the ambient medium for each case, in particles (protons)
cm−3. The ambient density is given for the jet base, while
it decreases further out. The extended disc density also de-
creases with 1/r2 away from the jet base. The disc densities
given are for a distance of 2.0 × 1014 cm from the jet base.

Run Ambient density Jet density Ext. disc density

1 105 106 1.1 × 107

2 105 104 1.1 × 107
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was modelled as a first approximation as a region of increased
density near the jet base. The model run is initiated without any
preexisting jet, with the jet entering the computational grid from
the binary location. The initial jet width is a few computational
cells.

The jet densities vary from 104–106 particle cm3. The wind den-
sities in the 1/r2 case refer to the middle of the eighth cell of the grid
after the jet-ejection nozzle, i.e to 1014 cm (one code length unit).
This density is higher than the expected value for the interstellar
medium in the W50 nebula surrounding the SS 433 system, which
on average may be around 1 cm−3 (Margon 1984; Dubner et al.
1998). The model jet densities are 10 times higher or 10 times lower
than the corresponding wind density of each run, not much lighter
than the ambient medium, as indicated by the lack of deceleration of
the knots on Multi-Element Radio Linked Interferometer Network
(MERLIN) scales (Spencer 1984; Vermeulen 1993). A proton jet
was assumed for the jet flow, based on optical lines for SS 433 jets
(Margon 1984). The values of the model parameters were selected
to cover a certain range of ambient and jet densities for SS 433
(Begelman et al. 1980). Some of the simulations were repeated
with a wider jet nozzle, which showed no major qualitative differ-
ences, only a stronger jet. The shock structures and the cocoon,
which interest us the most here, appeared to depend more on the jet
velocity and density than on its exact mass output in units of time.

In the 1/r2 case the wind density is set by the first cell den-
sity. The corresponding range for (dM/dt)/u is from 108–1013 in
g cm−1, where u is the wind ejection velocity and M is the wind
mass per time dt. For a typical O/B giant stellar companion, mass
loss rate of 10−6 M� yr−1 and wind velocity of 1000 km s−1, the
estimate of their ratio seems reasonable: (dM/dt)/u � (10−6 × 2 ×
1033 g)/(0.3 × 108 s × 108 cm s−1) � 1011 g cm−1.

We include in the model an extended disc, thought to emerge from
the leakage of material from the binary-system envelope (Fabrika
1993). There might also be a possibility that the jet-wind interaction
adds matter to the extended disc, by swapping stellar wind material
towards the equatorial plane. However, the case of extended disc
formation through wind compression by the bow shocks of the jets
can only be modelled in our simulation on a short-term basis. That
is because the lifetime of the SS 433 jets is longer than 1000 yr
(Spencer 1984), while the model time in the simulations spans a
few weeks at most.

Regarding the possibility that the stellar wind constantly replen-
ishes the matter that is swept away by the jet, we see that the
jet velocity for SS 433 is 78 000 km s−1 as compared with 500–
1000 km s−1 for the wind. Thus, roughly, the jet velocity is 100
times higher than the wind velocity, V jet = 100Vwind, so if the wind
is to refill a region it must be allowed around 100 times the jet-
crossing time of that region before the next outburst. If the region
to fill extends out to 2 × 1015 cm then, without considering the jet
deceleration, the absolutely minimum jet-crossing time is around
2 × 105 s, or about 2 d. Thus the interburst interval should be at
least of the order of 100 d if the wind is to refill the domain. The
latter time interval is also compatible with the precession period of
the SS 433 jets, which is 164 d, therefore the wind has up to 164 d
to fill up a ‘hole’ in the ambient medium created by the jet before
the jet sweeps again by the hole.

The model jets consisted, in all the runs, of ejections of plasmoids
(blobs) at regular intervals. Each period of ten code time units (a
code time unit equals 3,333 s, or slightly less than an hour of 3600 s)
was divided as follows. For four code time units, each blob had an
ejection period of 0.3 code time units, followed by a null period
of 0.7 code time units. After the above four sequences, a longer

null period of six code time units followed. The process resembled
a machine gun firing in bursts. During a run, the jets would have
completed about π/4 of precession. This might enhance the equato-
rial emission, as each time it brings the equatorial emission region
closer to a jet. The jet beam was ejected with a small beam-nozzle
radius and evolved along its way, depending on the ambient density.
The elongated shape of the grid was aimed at accommodating for
the motion of the blobs up to a certain extent, before they leave the
grid with a free-outflow boundary condition at the end of the grid.
The extended disc density was 109 cm−3 (Fabrika 1993) near the
binary system and decreased outwards as 1/r2.

The relativistic hydrodynamic (RHD) version of the PLUTO
code was used, using three-dimensional Cartesian geometry. The se-
lected algorithm employed the Piecewise Parabolic Method (PPM)
(Colella & Woodward 1984). The calculations were performed in
parallel on a four-core AMD Phenom II 965 workstation running
Linux and using MPI. The data processing was performed using the
Vis It visualization package.

The computational grid size was 750 (parallel to the jet axis) by
250 by 250 (directions perpendicular to the jet axis). The corre-
sponding dimensions of the grid were 100 by 35 by 35 in units of
1014 cm (the grid cells were not perceived to be entirely cubical).
At the presumed distance for SS 433, these correspond roughly to
1.3 mas = 1014 cm, i.e. a domain width of nearly 50 mas was em-
ployed, scaled as large enough to include the jet and the equatorial
emission region. An octant in 3D space was modelled, while the
rest of the system was covered, thanks to an assumed symmetry.
The model time span of the simulations was of the order of several
hundred hours.

3 R ESULTS AND DI SCUSSI ON

3.1 Simulations of a jet in a wind

A number of instances are illustrated in Figs 2, 3, 4 and 5, from
simulations where the ambient density falls off as 1/r2 away from
the jet base. It can be seen from these images that the equatorial
region appears more active, implying that the equatorial emission
may be produced there. A prominent feature in the images is the
presence of pressurized entrained material in the equatorial region
(see Figs 2 and 3, bottom region). An extended disc was included
in the present modelling (Fabrika 1993; see Figs 2 and 3, bottom
edge region).

The presence of the stellar wind provides a medium that carries
the dynamical influence of the jet towards the equatorial regions.
The side shocks of the jets travel through the wind medium and
reach the equatorial region and the extended disc, where they heat
and activate the local material.

Fig. 2 is a snapshot of the temperature in units of 1013 K (a
two-dimensional slice of the data space is shown, cut parallel to
the jet axis, at 45◦ azimuth angle) for the heavier jet case, where
the jet density (protons per unit volume) was 106 cm−3 and the
ambient density was 105 cm−3. The ambient density was decreasing
proportionally to 1/r2 away from the jet base, modelling a stellar
wind construct. This case presents a potential mechanism for the
equatorial emission, since there appears to be increased activity in
the equatorial region of the system.

Fig. 3 is a snapshot of the temperature in units of 1013 K (two-
dimensional slice at 45◦ azimuth angle) for the lighter jet case
(jet density 104 cm−3, ambient density 105 cm−3). This case also
presents a potential for equatorial emission, as there is increased
activity in part of the equatorial region of the system. The jet cocoon
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Figure 2. A two-dimensional slice from a three-dimensional simulation,
depicting the logarithm of the Temperature T in units of 1013 K. The maxi-
mum temperature that is plotted is 1011 K (the actual maximum is almost the
same) while the minimum is 108 K (the actual minimum is near zero). The
orientation of the plane of the slice is at 45◦ azimuth, parallel to the model
jet axis. The time instant shown is 400 model time units into the simulation.
We can see the equatorial region being heated and activated, as wind matter
is swept over by the jet-induced shocks and is ‘sandwiched’ between the
jet effects and the extended disc that is present at the bottom of the image.
Multiple shocks appear along the jet, due to successive blob ejections.

is more active now, as the lighter jet makes slower progress through
the denser medium.

In Fig. 5 we can see that the surface of the extended disc has
become heated after the wind had been swept by the jet side shocks.
The side shocks from the jet reach the extended disc, piling up wind
matter ahead of them. The combined effect heats the region. After
the wind is swept, the hottest parts of the whole system are the jet
itself and the equatorial region.

As mentioned above, the jet head advances more slowly than
the jet speed and thus causes blobs to strike it periodically from
the back, creating a protrusion effect. Subsequent blobs produce
their own shocks along the jet, which appear in the the form of

stripes along the jet path in Figs 2–5. The blobs also create their
individual bow shocks in the area of the jet cocoon. The latter is
then a turbulent region in which complex dynamical interactions
take place, with oblique shocks and non-linear effects present.

The decreasing ambient density results in a jet that appears more
expanded and full-featured, less dense and has more far-reaching
effects along the equatorial plane. The latter property means that
the jet bow shock moves along the equatorial plane, interacting with
both the ambient medium located there and the extended disc. A
more thorough discussion of the effects near the equatorial plane is
presented below (Section 3.3).

3.2 Features of the model

The hydrodynamic simulations were performed with the aim of
testing whether a region of enhanced emission could be induced
in the equatorial plane via the introduction of jet bow shocks. The
ambient medium on the equatorial plane (see the region directly
above the extended disc surface, at the bottom of Figs 2 and 3) is
compressed, combined with the presence of the extended disc.

As a result, the ambient medium may be ‘sandwiched’ on the
equatorial plane between the jet-side shocks arriving at it and the
extended disc. Thus, an additional jet-induced excretion flow oc-
curs. The reason is that the jet is quite narrow, therefore it pushes
ahead a small portion of the stellar wind, while sweeping sideways
the majority of the wind matter towards the equatorial region.

The jet head advances in the ambient medium more slowly than
the jet flow, at a velocity that depends on the relative jet to ambient
matter density ratio (Müller 1997). The detailed morphology at the
jet head was relatively well resolved in the simulation runs (see the
forefront of the jet expanding towards the top of the computational
domain in Figs 2, 3 and 4). The resolution of the jet beamwidth was
around 10–20 cells per beam and, as a result, the basic features of
a jet did appear in the simulations. The jet bow shock enclosed the
backflow and propagated sideways, followed by the bow shocks of
successive blobs (in the form of stripes in Figs 2, 3 and 4). This
had the effect that the area in the immediate vicinity of the jet trail
became very rarefied (along the left side of Fig. 4, which is the jet
axis). On the other hand, the stellar wind would have been too slow
to refill it.

The active equatorial region could possibly have been more ex-
tended due to the effects of jet precession. The jet precesses slowly,
covering up to around 45◦ for the time-scale of the simulation. On
the other hand, a precessing jet is situated closer to the equatorial re-
gion compared with a straight jet, further enhancing the dynamical
effects there.

3.3 The dynamical mechanism of the equatorial emission

A potential mechanism for the emergence of the observed equatorial
emission in SS 433 appeared in our hydrodynamical simulations
of the SS 433 jets where a 1/r2 ambient density distribution was
assumed.

Part of the outer jet bow shock (the outer boundary between the
jet-shocked region and the still unshocked wind), which is initiated
with the appearance of the first blob, propagates sideways from the
jet axis (the almost vertical portion of the aforementioned bound-
ary). In both model runs, there was also a small component of the
bow shock propagating towards the equatorial plane, due to
the ambient density, which decreases with distance. This part of
the jet–wind boundary is seen in the bottom right part of Figs 2
and 4, and at the bottom of Fig. 3, as a shock that moves to the
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Figure 3. A magnified view (spanning half the width of the computational domain) of a slice at the same orientation, taken at the same model time instance as
in Fig. 2, depicting the logarithm of the temperature T for the light jet case, using the same units and value range. The lighter jet now advances more slowly,
creating a richer cocoon and a protrusion effect just before the jet head. The equatorial region is also active now, albeit closer to the jet base, and it persists
longer due to the slower jet expansion.

right, along the surface of the extended disc, at an angle of less
than 90◦, i.e. with a component pointing towards the extended disc
itself. The latter effect was relatively weak and its appearance may
be attributed to the jet expanding faster outwards, where the ambi-
ent density drops. Then, a ‘half bubble’ is formed, which is inflated
after a region in which the ambient density becomes smaller. Before
the region, the bow shock is still expanding more slowly and with
more difficulty through the denser medium. Thus the outer expan-
sion shell has a component of its side-shock velocity parallel to the
jet axis and pointing back to the equatorial plane.

Therefore, a possible cause for the equatorial emission is the
following. The ambient density does fall along the jet trail, which
means that the outer jet’s expansion shell is inflated faster than the
inner one. This creates an interaction region near the equatorial
plane, where a retreating shock from the outer jet (a discontinuity,
oriented from top left to bottom right can be seen in Figs 2, 3, 4 and
5, just above the equatorial region), a side shock from the inner jet
and matter from the ambient medium coexist (bottom right region
in Figs 2 and 4, and bottom region of Fig. 3). Furthermore, as the
above areas of activity extend back towards the equatorial plane,
they then meet the extended disc.

A mass and energy equatorial concentration appeared to persist
in the 1/r2 runs of Section 3.1, due to a partly retreating shock from

the middle to outer jet region meeting at an angle a slower bow
shock from the inner jet region, near the equatorial plane. There,
the shock meets the extended disc and an active region appears
that persists for some time (bottom right region in Figs 2 and 4
and bottom region of Fig. 3). Later in the modelling, that region
was eventually swept over towards the edges of the grid. After that,
however, the equatorial area near the surface of the disc was the
hottest part of the whole system. The heavier the ambient medium
compared with the jet, the more persistent the active portion of the
equatorial region, even though it takes longer to form. In the bottom
part of Fig. 3, depicting the lighter jet case, the active equatorial
region persisted throughout the simulation and even then it was still
less than halfway along the surface of the extended disc, on its way
towards the side ends of the available grid.

The hydrodynamically active region covered part of the equato-
rial plane around the compact core. As is apparent in the snapshots
from the simulations (Figs 2–5), the location of the active region is
above the surface of the extended disc, along the equatorial plane,
and therefore compatible with the observations of equatorial emis-
sion. The model space had been scaled to be roughly twice the size
of the observed equatorial emission features.

The above active regions were expanding slowly, as the horizon-
tally moving side part of the outer bow shock did not advance very
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Figure 4. A logarithmic plot of a slice of the density at model time 464, in
units of proton cm−3, with the same orientation as the temperature slices. We
can see the same pattern at the equatorial region as in the previous images.
The domain length along the jet is 1016 cm.

quickly compared with the jet speed. The presumed reasons for the
slowdown are the increasing distance from the jet axis, the pile-up
of ambient medium ahead of the expanding active region and the
relatively small ratio of jet to ambient density.

For jets heavier than the ambient medium, the first few blobs
managed to drill a path through the wind. In the case of lighter jets,

Figure 5. A three-dimensional view of the model system of a heavy jet at
model time 464 (around 464 hr), depicting the model octant in 3D space,
showing the temperature in code units of 1013K. We can see the same pattern
at the equatorial region as in the previous images. The domain length along
the jet is 1016 cm. The length units along the bounding-box axes are 1014 cm.

however, further blobs are required in order to open a path through
the denser inner wind environment.

With lighter jets, the equatorial active region appears more persis-
tent, as the ambient medium is swept less efficiently by a lighter jet.
However, a very light jet means that the outer shock never manages
to expand fast enough to overrun the inner bow shock considerably
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and thus partly retreat and meet it from the side, coming in from the
top. An intermediate initial density condition, with ambient den-
sity not very much different (i.e. up to 2–3 orders of magnitude at
most) from the jet density, provided the best likelihood among our
modelled cases for persistent equatorial activity.

3.4 The radiative emission mechanism in the equatorial
regions

3.4.1 Theory

In order to calculate the thermal emission from the gas, we integrate
the equation of radiative transfer through the three-dimensional
volume of the PLUTO computational domain. The emission and
absorption coefficients are given respectively by

jν = 5.44 × 10−39gff(ν,T )
neni

T 0.5
e−[hν/(kT )]

erg s−1 cm−3 Hz−1 sr
−1

, (3)

κν = 0.018gff(ν,T )
neni

T 1.5ν2
cm−1 (4)

(Rubicki & Lightman 1980; Burke & Smith 2009; Young & Eilek
2009), where ni and ne are the ion and electron number densities
respectively, taken as equal in our case, and given by ρn xi, where ρn

is the hydrodynamical proton number density and xi is the ionization
fraction.

The Gaunt factor in the radio band is given approximately by
(Young & Eilek 2009)

gff(ν,T ) = 10 ×
(

1.0 + 0.1 × log
T 1.5

ν

)
. (5)

In order to facilitate the radiative transfer calculations in technical
fashion, the PLUTO code results were regridded to half their original
resolution, using PLUTO’s attached pload routine. Consequently,
the volume of the computational cell to be used in the calculation
of the emission coefficient is, at the reduced resolution of 375 cells
for 1016 cm, around (1016/375)3 cm3, or about 2 × 1040 cm3. The
distance to the object is taken as 5.5 kpc while no interstellar medium
absorption is considered.

For the ionization fraction, we use the Saha equation in a simpli-
fied form (Miller 2002):

y2

1 − y
= α, (6)

where

α = 4 × 10−9 T 1.5

ρ
exp

(−1.6 × 105

T

)
(7)

(all quantities are measured in CGS).
Therefore

y1,2 = −α ± (α2 + 4α)1/2

2
(8)

and we choose either y1 or y2, whichever lies between 0 and 1. We
then make a three-dimensional plot of T , ρ vs xi, and based on that
(Appendix A) we use the approximation xi = min(T3/1014, 1) for
the ionization fraction. The latter approximation sets the ionization
temperature rather higher than the corresponding theoretical result
(see Appendix A) suggests, and this provides an extra margin of
reliability for the emission result. In any case, in most parts of the
simulation the temperatures are either clearly below the ionization
T (pre-shock) or clearly higher (after the shocks).

3.4.2 Results

In Fig. 6 we can see the thermal radio intensity at 8 GHz integrated
over the cell emitting volume and over a time period of 1 s. In
order for rough comparison with actual observations, we consider
a simple application. Let the beam size at the target consist of 25 ×
25 = 625 image pixels, i.e. that many lines of sight (LOSs; about
9 × 9 mas). Thus we first multiply an intensity value by that number,
to bin average LOSs roughly into ‘beams’. Then, let the frequency
channel width be 100 KHz at 8 GHz, i.e. multiply the result by a
further factor of 105. Then, let us take the solid angle cut by a
beam at earth, by saying that an antenna of collecting area 100 m2

contains a beam, therefore d� = dA/(4πR2), where R is 5.5 kpc or
about 1.7 × 1020 m and therefore d� is about 3 × 10−40 sr. In total,
we obtain a multiplication factor of 625 × 10−40 × 105 × 1023 (if
we express the result in Jy). The result is a factor of 6.2 × 10−10,
which multiplies the value of intensity in the equatorial region. The
net result for the intensity is therefore from 10−4 to more than 10−2

Jy per ‘beam’, which is generally comparable to a real observation,
while the interstellar medium absorption has been left out.

We can see in Fig. 6 that the thermal emission is highest in the jet
(especially near its base) and in the bow shock around the jet head.
In those regions, high densities of ni and ne (we take ni = ne = n)
and high T coexist. The emission coefficient is proportional to n2,
while high T is needed to provide the ionization. At the side shock,
T is also high enough to provide ionization, although the densities
are lower, resulting in reduced emission. In the equatorial region,
however, the densities are higher again, though not as high as in the
jet head. Thus, equatorial emission does appear with intermediate
intensity.

What is more, along the extended disc surface higher densities
coexist with high temperatures (Fig. 4), providing increased emis-
sion. This is due to the high density of the extended disc, compared
with the jet or the wind. The extended disc is set to be much denser
but also very cold initially, without thermal ionization. When the
jet–wind interaction heats a ‘crust’ on the extended disc, then the

Figure 6. A synthetic view of the thermal radio emission (logarithmic plot)
of the heavy jet system at 8 GHz, around model time 450. The value of
the intensity has been calculated in units of 106 erg Hz−1 sr−1 per 1 s time
interval, i.e. erg sr−1 Hz−1 s−1. The length units along the bottom plane
axes are in radiative code cell lengths of 2.7 × 1013 cm. The jet base is
at the top corner, the jet axis is along the top left side and the equatorial
region appears slightly above the middle of the top right side. A ridge of
locally increased emission there indicates the equatorial emission. A further
increase of emission at the side of the jet is seen along the extended disc
surface, along the top right side. The extended disc surface emission is even
higher (see text for relevant comment), but it has been cut from this figure
in order better to resolve the rest of the emissions present.
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temperature there rises enough to ionize a portion of the disc sur-
face, allowing for increased thermal emission to occur, combined
with the high densities there. This sudden increased emission is in
part due to the sharp density jump from the wind to the extended
disc, which in reality would have been more progressive. Neverthe-
less, the presence of the extended disc is indeed able to offer denser
material that is heated by jet–wind effects and then emits thermally.

As far as the equatorial region is concerned, along with any
previously peaceful region suddenly crossed by the jet shock, the
temperature rises by many orders of magnitude. This is seen in the
simulation results and may also be justified by a simple order-of-
magnitude estimate of the pressure and density there. The pressure
is initially set to 10−12 in CGS units (Ba), i.e. 10−11 Pa, in the
simulations. The density, on the other hand, is set to about 10−20–
10−18 g cm−3. Therefore the initial temperature can be calculated
from the equation of an ideal gas, which is used in the code: T =
10–1000 K. The above values are valid initially for the ambient
medium at the inner equatorial region, closer to the jet base. After
the jet shock passes by, however, the density changes by less than
an order of magnitude (due to the jump shock conditions for a
non-radiative shock that limit the density increase behind such a
moderately relativistic shock to a factor of less than 10) initially, and
then by up to a further order of magnitude, thanks to entrainment of
matter in the equatorial region for dynamical reasons. The pressure,
on the other hand, rises by 9–10 orders of magnitude. Therefore
the temperature, which is proportional to the pressure/density ratio,
rises by 7–9 orders of magnitude, reaching 108–1012 K. In the model,
we saw an equatorial T of the order of 1011 K. Thus we have another
indication that adequate conditions for thermal radiation do appear
at the equatorial region.

The case of non-thermal emission (Paragi et al. 2001) would need
more accurate measurements of spectral index and of polarization
in order to be constrained similarly to the thermal emission assump-
tion, as there is not a unique way to calculate non-thermal emission
from a given dynamical situation in the system. For the above rea-
son, we first invoked the thermal emission idea (Blundell et al. 2001)
in order to approximate the emission from the simulated equatorial
dynamics. The model dynamics are indeed able to provide thermal
emission in the equatorial region, however non-thermal emission
cannot be ruled out based on the modelling alone. The shocked,
turbulent equatorial region, as shown in the simulations, may host
non-thermal emission.

We shall first estimate and then calculate in more detail the optical
depth of the equatorial region in the radio. We use the formula

dτ = 8.2 × 102T −1.35
e ν−2.1

GHz N 2 dl (9)

(Mezger & Henderson 1967), where dτ is the optical depth and
N is the spatial number density of the emitting particles, in parti-
cle cm−3. We integrate the above formula over the length dl, along a
LOS that crosses the source, and dl is measured in pc. We choose a
characteristic value for T of Te = 1011 K from the above discussion,
ν = 5 GHz, N = 10−18 g cm−3 (meaning, for protons with a mass of
1.6 × 10−24 g, around 104–105 particle cm−3) and the length of the
LOS is about 1015 cm or roughly 10−3 pc. The calculation is sensi-
tive to the value of the estimated density in the region, which can
vary by an order of magnitude in either direction due to dynamical
effects. Then we obtain for the optical depth a value of 10−6 for the
nominal value, within a possible range of two orders of magnitude
above and below, which clearly indicates an optically thin region
for the radio emission.

Extending this approximate calculation to the thermal emission
in the radio, we can use the approximate formula for the brightness

temperature of TB = Teτ , where Te is the temperature of the particles
in the source and τ is the optical depth. Using the values τ = 10−6

and Te = 1011 K, we obtain a brightness temperature TB � 105 K.
As a result, we can expect a brightness temperature TB � 105, with a
margin of two orders of magnitude for each direction. Therefore, at
this first approximation, we can still reach the observed temperatures
(Blundell et al. 2001, of the order of 5 × 107 K) without invoking
non-thermal emission, without of course excluding the non-thermal
case.

The density in the equatorial region is distinctly higher as we
approach the surface of the extended disc. The above calculation
refers to the portion of the equatorial region apart from the disc
surface, assuming a maximum density of 105 proton cm−3. On the
disc, the latter value is exceeded by 1–2 orders of magnitude (see
equatorial region in Fig. 4). Therefore, one concludes that without
the presence of the disc it is only marginally possible to obtain the
equatorial emission thermally, while the presence of such a disc of-
fers even higher densities within its close vicinity. Based on the fact
that the aforementioned brightness temperature is proportional to
the square of the density, the brightness temperature within the disc
influence is at least two orders of magnitude higher and generally
compatible with the observations. The model set-up of the disc is a
sharp transition from the stellar wind to a dense disc and this is only
an approximation. However even this general model set-up shows
that there can be an interaction of the jet, wind and disc that further
increases the equatorial activity.

The hydrocode results have also been used directly, in order to
produce an optical depth map of the simulated region (Fig. 7). This
image shows a clearly optically thin region, where the optical depth
is higher near the jet base and at the jet shock, however the rather
limited dimensions of the absorbing regions prevent it from reaching
substantial values, apart from perhaps at the extended disc surface.

As another application, we shall use the formula L = 2.4 ×
10−27N2T1/2 erg cm−3 s−1 for the emission in X-rays (Migliari,
Fender & Méndez 2002). We therefore have L = 10−11 erg cm−3 s−1.
The assumed source volume is taken roughly as πr2D, with D =
1.5 × 1014 cm and r = 10D. Then, V = 1045 cm3 and Lx−rays =
1034 erg s−1. We assumed a particle density of 106, as seen on the
disc surface. Away from the extended disc, the X-ray luminosity
result is 2–4 orders of magnitude lower. This result is comparable
to the emission in the Chandra images (Migliari et al. 2002; Kane

Figure 7. An optical-depth thermal radio map of the heavy jet system at
8 GHz, around model time 450. Most of the jet region and the equatorial
region appear optically thin. The bottom plane axis units are in radiative code
cell lengths of 2.7 × 1013 cm. The extended disc included in the modelling
shows higher values of optical depth, the peaks of which have been truncated
from the figure in order to enhance the presentation.
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et al. 2002), yet our calculation was only an order-of-magnitude
estimate, whereas an argument about non-thermal radiation would
require more detailed modelling. Kane et al. (2002) find that the
X-ray luminosity at 2–10 keV from the central 1 arcsec region of
SS 433 is 3 × 1035 erg s−1. Most of this is from the jets, but an
equatorial component at 1034 erg s−1 may also be present. Thus our
model value for the equatorial emission is consistent with those
results.

The above results show that the quantities that may lead to equa-
torial emission are increased in the equatorial region, as a result of
dynamical activity, which was one of the main goals of our simu-
lations. There, energy density, pressure, temperature and intensity
are higher than before the jet ejections.

4 C O N C L U S I O N S

The jets in a typical microquasar resembling the SS 433 system
have been modelled using ideal gas relativistic hydrodynamics. As
appropriate software for this purpose we have employed PLUTO, a
three-dimensional hydrocode. The aim of the model was to explore
the conditions that may lead to the emergence of the equatorial
emission observed in SS 433. It was found that an ambient medium
density decreasing with the distance from the jet base, mimicking
a stellar wind, may cause the jet bow shock to create an active
region at the equatorial plane and cause the observed equatorial
emission. A jet of comparable – in terms of order of magnitude –
density to the ambient medium produces a more active equatorial
region than a much heavier or lighter jet. A very heavy jet meets
smaller resistance from the ambient medium even near the jet base,
thus the bow shock moves away before an active equatorial region
is well-formed. A very light jet should take longer to affect the
equatorial region than the duration of an episodic outburst and it
was not modelled here.

The presence of a circumbinary disc is likely to enhance the
equatorial activity. The reason is that if there is already additional
material in the general equatorial region (jet precession would affect
that matter in a wider equatorial region) then shocks from the jet find
something to hit there and therefore increase the activity further.

The conditions that may lead to enhanced equatorial activity are
rather general and quite likely to appear in a microquasar system.
The equatorial activity was modelled as a dynamical result of the
jet–wind interaction. The case in which an equatorial wind directly
causes the equatorial emission, without contribution from the jets,
is reserved for a future modelling attempt.
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APPENDI X A : IONI ZATI ON FRACTI ON
C A L C U L AT I O N

Based on Section 3.4.1, we produce a plot (Fig. A1) of density versus
temperature versus ionization fraction, for a range of ρ from 0–
1010 cm−3 and for T from 0–104 K. We can see that ionization takes
place at roughly a few times 103 K, and that this temperature changes
rather slowly with density. Therefore, we adopt the approximation of

C© 2011 The Authors, MNRAS 412, 1320–1330
Monthly Notices of the Royal Astronomical Society C© 2011 RAS



Modelling the equatorial emission in a microquasar 1329

Figure A1. A plot of the ionization fraction (z axis) against the square
root of the temperature (y axis) and the fifth root of the density (x axis).
The temperature ranges from 0–104 K, while the density range is from 0–
1010 g cm−3.

Section 3.4.1 for the ionization fraction, which implies an ionization
temperature of around 2 × 104 K, an order of magnitude more than
the actual ionization, providing an extra margin (Section 3.4.1).

APPENDIX B: LINE-OF-SIGHT INTEGRATI ON

B1 In two dimensions

In two dimensions, the LOS code works as follows. The rectangular
domain is divided into a number of discrete cells, each of which
holds a set of values for hydro quantities such as density, pressure,
etc. We begin at a point (x0, y0) at the bottom side of the rectangular
domain (Fig. B1). We are allowed to move either a step right or
a step up in the discrete grid. Our purpose is to follow the actual
LOS as closely as possible. After each such step, we compare the
quantity (y − y0)/(x − x0) with tan(θ ). If tan(θ ) is larger, then our
next step is up. Otherwise, the next step is to the right. In this manner
we stay close to the LOS until we exit the grid. The actual length
of the LOS, [(y − y0)2 + (x − x0)2]−1/2, is divided by the number
of its cells, in order to account for the increased path length due
to crossing the domain in a non-straight line. Along the way, the
properties of the elements of the LOS are stored in a corresponding
one-dimensional array. Using a one-dimensional loop for the base of
the rectangle, this process is repeated for every starting point along
the base, resulting in a one-dimensional ‘image’ of the domain base,
each point of which has its own LOS crossing it.

During the above, we only consider radiation travelling along the
LOS, originating from and absorbed solely by elements of the LOS.
We assume emission and absorption only along the LOS.

B2 In three dimensions

The above process is repeated also in the 3D case, only there we
have two angles, azimuth and elevation, for a parallelepiped domain.
The bottom of the grid is now two-dimensional, and for each one
of its points a LOS is drawn.

We start at a point towards the ‘left’ (in the sense that the LOS
aiming angles are allowed to vary from 0 to π/2) of the base of a
rectilinear grid, i.e. x = x0, y = y0, z = z0. Then, we define the values
of two angles that characterize the LOS direction, φ1f and φ2f , as
a target for the LOS (f stands for final angle, as opposed to current
angle). φ1 gives the azimuth angle and φ2 is the elevation.

Figure B1. The LOS course through a two-dimensional discrete domain.
The straight line is the actual continuous LOS, while the computational LOS
follows it through the grid points. The length of the LOS then increases, but
this is accounted for in the code.

Then the code starts advancing in the discrete grid, in either x (r:
right), y (u: up) or z (c: climb). In order to follow the LOS closely
within the discrete grid, there are two if–then–else criteria.

For tan(φ1): if (current) tan(φ1) is less than tan(φ1f) then step up
(u), else step right (r).

For tan(φ2), where tan(φ2) = z/[
√

(x2 + y2)]: if tan(φ2) is less
than tan(φ2f) then increase z (c: climb), else increase x or y. To
determine which, use again the first criterion.

For each one of the above steps, the LOS advances one cell,
therefore we count two cells in total for each loop iteration. We
always update the LOS arrays after every grid step. The values of
each selected point of the 3D grid is assigned as the next point of
the LOS vector. As the number of elements of the LOS increases,
we get closer to the desired LOS, till we finally reach the ends of
the grid. For SS 433, the LOS direction angle φ1 takes a value of
79◦ to the jet precession axis, while in our case φ2 = 0.

B3 Radiative transfer

For each domain point along the LOS, we use the equation of
radiative transfer:

dIν = −Iνk
′
ν + ε ′

ν, (B1)

where Iν is the intensity arriving from the previous LOS segment (I
is set to zero initially) and k′

ν and ε ′
ν are the absorption and emission
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coefficients respectively. These are related to the corresponding
coefficients of equations (3) and (4) through the following relations:

k′
ν = kν × dl′ (B2)

and

ε ′
ν = �ν × dV × �ν × dt × d�, (B3)

where dl′ is a ‘normalized’ radiative computational cell length of

dl′ = dl × LLOS

NLOScells
, (B4)

where

LLOS = [(x − x0)2 + (y − y0)2 + (z − z0)2]1/2 (B5)

is the LOS length in units of cell length, x, y and z are measured in
dimensionless numbers of cells and NLOScells is the number of cells
along a given LOS and is computed by the radiative code.

The aforementioned parameter values are dl = 2.7 × 1013 cm
(twice the size of a PLUTO cell due to the regridding performed),
�ν = 100 kHz, dt = 1 s and d� = 3 × 10−40 sr (Section 3.4.1).

Further on, we integrate the equation of radiative transfer (B1)
along the LOS, and this is repeated for every LOS, one for each
point of the domain base. The quantities of density and temperature
are provided by the hydrocode.
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