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Abstract. It is well known that preconditioned conjugate gradient (PCG) methods are widely
used to solve ill-conditioned Toeplitz linear systems Tn(f)x = b. In this paper we present a new
preconditioning technique for the solution of symmetric Toeplitz systems generated by nonnegative
functions f with zeros of even order. More specifically, f is divided by the appropriate trigonometric
polynomial g of the smallest degree, with zeros the zeros of f, to eliminate its zeros. Using rational

approximation we approximate
√

f/g by p
q
, p, q trigonometric polynomials and consider p2g

q2
as a

very satisfactory approximation of f . We propose the matrix Mn = B−1
n (q)Bn(p2g)B

−1
n (q), where

B(·) denotes the associated band Toeplitz matrix, as a preconditioner whence a good clustering of
the spectrum of its preconditioned matrix is obtained. We also show that the proposed technique
can be very flexible, a fact that is confirmed by various numerical experiments so that in many cases
it constitutes a much more efficient strategy than the existing ones.
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1. Introduction. In this paper we use and analyze band Toeplitz matrices as
preconditioners for the solution of the n × n ill-conditioned symmetric and positive
definite Toeplitz system

Tn(f)x = b(1.1)

by the preconditioned conjugate gradient (PCG) method, where the matrix Tn(f) ∈
R

n×n is produced by a real-valued, even, 2π-periodic function defined in the funda-
mental interval [−π, π]. Then, the (j, k) element of Tn(f) is given by the Fourier
coefficient of f , i.e.,

Tn(f)j,k = Tj−k =
1

2π

∫ π

−π

f(x)e−i(j−k)xdx, 1 ≤ j, k ≤ n,

where i is the imaginary unit.
Toeplitz matrices arise very often in a wide variety of applications, as, e.g., in

the numerical solution of differential equations using finite differences, in statistical
problems (linear prediction), in Wiener–Hopf kernels, in Markov chains, in image and
signal processing, etc. (see [13], [6], [25]). The generating function f plays a significant
role in the location and distribution of the eigenvalues of Toeplitz matrix [13], [7] and
in many cases is a priori known. As it is known for the spectrum of Tn(f) there holds
σ(Tn(f)) ⊆ [inf f, sup f ].
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Superfast direct methods can solve system (1.1) in O(n log2 n) operations, but
their stability properties for ill-conditioned Toeplitz matrices are still unclear; see, for
instance, [6].

Classical iterative methods such as Jacobi, Gauss–Seidel, and SOR are not effec-
tive since the associated spectral radius tends to 1 for large n. The method which is
widely used for the solution of such systems is the PCG method. The factors that
affect the convergence features of this method are the magnitude of the condition num-
ber κ2(Tn(f)) and the distribution of the eigenvalues. So a good preconditioner must
cluster the eigenvalues of the preconditioned system as much as possible and make
the eigenvalues that might lie outside the cluster be bounded by nonzero constants
independent of n.

If the generating function is continuous and positive, then problem (1.1) will
not be ill-conditioned and the condition number cannot increase proportionally to
n, although it can be very large. In this case system (1.1) can be handled by us-
ing a preconditioner belonging to some trigonometric matrix algebras (circulant, τ ,
Hartley; see [24], [2], [3], [23], [14]) or by band Toeplitz preconditioners with weakly
increasing bandwidth defined by a polynomial operator Sn, as was proposed in [22].
Theoretically, the latter class of preconditioners seems to perform better as n → ∞
since the number of PCG iterations tends to 1, while in the former cases this number
tends to a constant.

When f has a finite number of zeros, each one of finite multiplicity, then system
(1.1) is ill-conditioned and the condition number κ2(Tn(f)) increases proportionally
to nα where α is the largest number of the multiplicities of the zeros of f [7], [20].
To best handle this case it is necessary to know the number of multiplicities of each
one. If this number is not even, then the most suitable technique for this situation
[19] fails to make the condition number of the preconditioned matrix independent of
its dimension n, and the problem is still open. On the other hand things dramatically
change when the multiplicity of each zero is even.

In this case, it was Chan [7] who first proposed as a preconditioner for system
(1.1) the Toeplitz band matrix Bn(g) whose generating function g is a trigonometric
polynomial that has the same zeros with the same multiplicities as those of f . Next,
in [9], not only was g considered as having the zeros of f , but its degree was also
increased so that it provided additional degrees of freedom to approximate f and to
minimize the relative error ‖ f−g

g ‖∞ over all trigonometric polynomials g of a fixed
degree l. The generating function g is then computed by the Remez algorithm, which
can be very expensive from a computational point of view, especially when f has a
large number of zeros.

Recently, Serra [21] extended this method by proposing alternative techniques to
minimize ‖ f−g

g ‖∞. More specifically, he chose as g, zkgl−k, where zk is the trigonomet-
ric polynomial of minimum degree k that has all the zeros of f with their multiplicities
and gl−k is the trigonometric polynomial of degree l− k which is the best Chebyshev
approximation of f̂ = f

zk
from the space Pl−k of all trigonometric polynomials of

degree at most l−k. In addition, in the same work [21], another way was proposed of

constructing gl−k by interpolating f̂ at the l − k + 1 zeros of the (l − k + 1)st degree
Chebyshev polynomial of the first kind.

We remark that it has been proved [12] that preconditioners belonging to the
aforementioned matrix algebra, when they can be defined, produce weak clustering;
i.e., the eigenvalues of the preconditioned matrix are such that for every ε > 0 there
exists a positive β so that, except for rare exceptions, O(nβ) of the eigenvalues lie in
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the interval (0, ε).
Further preconditioning techniques based on inverses of Toeplitz matrices can be

found in [8], [11], [15].
In this paper we extend the previous methods in order to achieve a better cluster-

ing for the eigenvalues of the preconditioned matrix and propose a way of constructing
a class of preconditioners based on rational approximation or on interpolation to the
positive and continuous function

√
f/zk, with zk defined previously.

The outline of the present work is as follows. In section 2 we recall some useful
issues about the rational approximation, while in section 3 we introduce the technique
of constructing the new class of preconditioners based on rational approximation to√
f/zρ with zk and analyze the convergence of the PCG method. In section 4 we

study the flexibility and possible modification of our method, analyze its cost per
iteration, and compare it with that of previous techniques. Finally, in section 5,
results of illustrative numerical experiments are exhibited and concluding remarks
are made.

2. Preliminaries. In what follows we assume that the generating function f
is defined in [−π, π], is 2π-periodic, continuous, nonnegative, and has zeros of even
order.

We define by zk a trigonometric polynomial of minimum degree k containing all
the zeros of f with their multiplicities. Then we define rlm = pl

qm
as the best rational

approximation of f̂ =
√
f/zk in the uniform norm, i.e.,

‖f̂ − rlm‖∞ = min
r∈R(l,m)

‖f̂ − r‖∞,

where R(l,m) denotes the set of rational functions r, with p ∈ Pl, q ∈ Pm, and r
irreducible, that is, p and q have no zeros in common.

It is known that when f belongs to some special class of functions [16] then the
order of magnitude of the maximum error of an approximation from the space R(l,m)
is better than the corresponding error in the space P(l + m). In general, we hope
that by taking advantage of the flexible nature of rational functions, this set will be a
stronger tool than its competitor, the polynomial one. For example, it is obvious that
polynomials are not suitable for approximating functions having sharp peaks near
the center of their ranges and are slowly varying when |x| increases. Such behavior
can be obtained by continuous functions which are not differentiable at some points.
However, it is easy to overcome this difficulty by using rational functions.

The next theorem establishes the fact that rational approximation of continuous
functions in [−π, π] is always possible and unique.

Theorem 2.1. Let f be in C[−π, π]. Then there exists r∗ ∈ R(l,m) such that

‖f − r∗‖∞ < ‖f − r‖∞
for all r ∈ R(l,m) , r = r∗.

Proof. See [18, pp. 121, 125] for the proof.

3. Construction of the preconditioner. Let f be a 2π-periodic nonnegative
function belonging to C[−π, π] with zeros x1, x2, . . . , xs of multiplicities 2µ1, 2µ2, . . . ,
2µs, respectively, and 2µ1 + 2µ2 + · · ·+ 2µs = ρ. First, we define

zρ =

s∏
i=1

(1− cos(x− xi))
µi ,



BAND TOEPLITZ PRECONDITIONERS 731

which is the trigonometric polynomial of minimum degree ρ having all the zeros of
f . By dividing f by zρ, all its zeros are eliminated and the ratio f

zρ
becomes a real

positive function.
Then, we define the function f̂ =

√
f/zρ and approximate it with the rational

trigonometric function rlm = pl

qm
, where l,m are the degrees of the numerator and the

denominator, respectively. Since pl

qm
is the best rational approximation of

√
f/zρ for

certain l and m, we are led to the conclusion that
p2
l

q2
m

may be a good approximation

of f
zρ
. This means that there exists a small ε > 0 such that∥∥∥∥ fzρ − p2

l

q2m

∥∥∥∥
∞
< ε

or, equivalently, that there exists a small δ > 0 such that∥∥∥∥ q2m
zρp2

l

f − 1

∥∥∥∥
∞
< δ.

The last inequality means that the values of
q2
m

zρp2
l

f are clustered in a small region near

the constant number 1. In terms of matrices, this means that taking Tn(
zρp

2
l

q2
m

) as a

preconditioner matrix for the solution of (1.1), the eigenvalues of T−1
n (

zρp
2
l

q2
m

)Tn(f) are

clustered in a small region near 1 [7] and the PCG method will become very fast.
Unfortunately, because this matrix is a full Toeplitz matrix, is hard to construct, and
is costly to invert, it is useless as a preconditioner. Instead, we are led to the idea of

separating the numerator and the denominator of the ratio
zρp

2
l

q2
m

and use as a precon-

ditioner matrix the product of three matrices. More specifically, the preconditioner
we propose for the solution of system (1.1) is

Mn = B−1
nm(q)Bnl̂(p

2zρ)B
−1
nm(q), l̂ = 2l + ρ,(3.1)

where the second index in the matrices represents their halfbandwidth, while the first
one represents their dimension. The notation Bnm(·) will be used instead of Tn(·) for
band Toeplitz matrices to emphasize their bandness. The following statements prove
the basic assumptions a preconditioner must satisfy and also describe the spectrum
of the preconditioned matrix M−1

n Tn.
Theorem 3.1. The matrix Mn is symmetric and positive definite for every n.
Proof. Its symmetry is implied directly from the definition (3.1). On the other

hand, the eigenvalues of Bnl̂(p
2zρ) belong to the interval (min p2

l zρ,max p2
l zρ), where

0 = min p2
l zρ < max p2

l zρ ≤ 2ρ max p2
l . Therefore, Bn(p

2
l zρ) is symmetric and pos-

itive definite. Furthermore, qm has no zeros in [−π, π] because it results from the
rational approximation to a function which is strictly positive in [−π, π]. So, Bnm(q)
is symmetric and invertible. Then, for every x ∈ R

n, x = 0, we have

xTMnx = xTB−1
nm(q)Bnl̂(p

2zρ)B
−1
nm(q)x = yTBnl̂(p

2zρ)y > 0,

where y = B−1
nm(q)x. Hence Mn is symmetric and positive definite.

Theorem 3.1 suggests that the matrixMn can be taken as a preconditioner matrix.
It then remains to study the convergence rate of the PCG method or, equivalently,
how the eigenvalues of the matrix M−1

n Tn are distributed. For this, we give without
proof the following lemma and then state and prove our main result in Theorem 3.2.
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Lemma 3.1. Suppose A,B ∈ R
n×n are symmetric matrices such that

A = B + εccT ,

where c ∈ R
n, cT c = 1. If ε > 0, then

λ1(B) ≤ λ1(A) ≤ λ2(B) ≤ · · · ≤ λn(B) ≤ λn(A),

while if ε ≤ 0, then

λ1(A) ≤ λ1(B) ≤ λ2(A) ≤ · · · ≤ λn(A) ≤ λn(B),

provided that the eigenvalues are labeled in nondecreasing order of magnitude. In
either case

λk(A) = λk(B) + tkε, k = 1, 2, . . . , n,

where tk ≥ 0, k = 1, 2, . . . , n, and
∑n

k=1 tk = 1.
Proof. See Wilkinson [26, pp. 97–98] for the proof.
Theorem 3.2. Let λi(M

−1
n Tn), i = 1(1)n, and denote the eigenvalues of M−1

n Tn
and m the degree of the denominator qm of the rational approximation. Then, at least
n − 4m eigenvalues of the preconditioned matrix lie in (hmin, hmax), at most 2m are

greater than hmax, and at most 2m are in (0, hmin), where h = fq2

p2zρ
.

Proof. Obviously the matrix

M−1
n Tn = Bnm(q)B−1

nl̂
(p2zρ)Bnm(q)Tn(f)

is similar to the matrix

B
− 1

2

nl̂
(p2zρ)Bnm(q)Tn(f)Bnm(q)B(p2zρ)

− 1
2

nl̂
.(3.2)

Then, since Bnm(q) is a band matrix with halfbandwidth m, the matrix Bnm(q)Tn(f)
differs from Tn(qf) only in them first and last rows, and the matrixBnm(q)Tn(f)Bnm(q)
differs from Tn(q

2f) only in the first and lastm rows and columns. So it can be written
as a sum of a Toeplitz matrix and a low rank correction matrix, i.e.,

Bnm(q)Tn(f)Bnm(q) = Tn(q
2f) + ∆,(3.3)

where ∆ is a symmetric “border” matrix with nonzero elements only in the first and
last m rows and columns. So rank(∆) ≤ 4m is independent of n. Then, from (3.2)
and (3.3) we obtain that

E︷ ︸︸ ︷
B

− 1
2

nl̂
(p2zρ)Bnm(q)Tn(f)Bnm(q)B

− 1
2

nl̂
(p2zρ) =

Ẽ︷ ︸︸ ︷
B

− 1
2

nl̂
(p2zρ)Tn(q

2f)B
− 1

2

nl̂
(p2zρ)

+B
− 1

2

nl̂
(p2z)∆B

− 1
2

nl̂
(p2z).(3.4)

Since a matrix product does not have rank larger than that of each of the factors
involved, there exist αi > 0, ci ∈ R

n, i = 1(1)m+, and βi > 0, di ∈ R
n, i = 1(1)m−,

with m+ +m− ≤ 4m, such that (3.4) can be written as

E − Ẽ =

m+∑
i=1

αicic
T
i −

m−∑
i=1

βidid
T
i .
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So applying successively m+ +m− times Lemma 3.1 gives

hmin ≤ λi(E) ≤ hmax, m− < i ≤ n−m+,

and the theorem is proved.
It is clear from the previous analysis and statements that contrary to what hap-

pens with other band Toeplitz preconditioners, the one we propose of the “premulti-
plier” matrix Bnm(q) may make some of the eigenvalues lie outside the approximation
interval [hmin, hmax]. We will prove now that the spectral radius of the preconditioned
matrix is bounded by a constant number independent of n. For this, first, we state
and prove the following lemma.

Lemma 3.2. Let Bn be an n × n symmetric and positive definite band Toeplitz
matrix with halfbandwidth s. Then the k × k principal and trailing submatrices of
B−1

n as well as the k × k submatrices consisting from the first k rows and the last
k columns (right upper corner) or from the last k rows and the first k columns (left
lower corner) of B−1

n are componentwise bounded for every fixed k independent of n.
Proof. For principal and trailing submatrices, this property has been proved in

[10] for k = s. We will prove the validity of this property for k = s+ 1 and the proof
of every fixed k can be completed by induction. From the fundamental relation

s+1∑
l=1

b1l(B
−1
n )lj = δ1j ,

where δ1j is the Kronecker δ, we obtain successively that

(B−1
n )s+1,j =

1

b1,s+1

(
δ1j −

s∑
l=1

b1l(B
−1
n )lj

)
, j = 1, 2, . . . , s.(3.5)

Since all the elements in the right-hand side of (3.5) are bounded, so are the elements
(B−1

n )s+1,j , j = 1, 2, . . . , s. From the symmetry of B−1
n we obtain that the elements

(B−1
n )j,s+1, j = 1, 2, . . . , s, are also bounded. One more application of (3.5) for

j = s + 1 gives us that the element (B−1
n )s+1,s+1 is bounded, and the proof for the

principal submatrices is complete. Since B−1
n is a persymmetric matrix the elements

of the trailing matrix are the same as those of the principal one in reverse order. So
the k × k trailing matrix is also bounded.

It remains to prove the validity of the property for the submatrices in the right
upper corner and in the left lower corner of B−1

n . These matrices are transposes of
each other due to the symmetry of B−1

n . From the positive definiteness of B−1
n we

have that

|(B−1
n )ij | < (B−1

n )ii + (B−1
n )jj

2
, i = 1, . . . , k, j = n− k + 1, . . . , n.

The elements in the right-hand side are the diagonal elements of the k×k principal and
trailing submatrices, respectively, which are bounded, and the proof is complete.

The following theorem proves that the eigenvalues ofM−1T have an upper bound.
Theorem 3.3. Under the assumptions of Theorem 3.2 there exists a constant c,

independent of n, such that ρ
(
M−1

n Tn(f)
) ≤ c for every n.

Proof. We begin the proof by using some relations connecting the spectral radii
and the Rayleigh quotients of symmetric matrices. The fact that all the matrices are
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positive definite is also used.

ρ
(
M−1

n Tn(f)
)
= ρ

(
Bnm(q)B−1

nl̂
(p2zρ)Bnm(q)Tn(f)

)
= ρ

(
B

− 1
2

nl̂
(p2zρ)Bnm(q)Tn(f)Bnm(q)B

− 1
2

nl̂
(p2zρ)

)
= max

x�=0

xTB
− 1

2

nl̂
(p2zρ)Bnm(q)Tn(f)Bnm(q)B

− 1
2

nl̂
(p2zρ)x

xTx

= max
x�=0

(
xTTn(f)x

xTB−1
nm(q)Bnl̂(p

2zρ)B
−1
nm(q)x

· x
TBnl̂(p

2zρ)x

xTBnl̂(p
2zρ)x

)

= max
x�=0

(
xTTn(f)x

xTBnl̂(p
2zρ)x

· xTBnl̂(p
2zρ)x

xTB−1
nm(q)Bnl̂(p

2zρ)B
−1
nm(q)x

)
(3.6)

≤ max
x�=0

xTTn(f)x

xTBnl̂(p
2zρ)x

·max
x�=0

xTBnl̂(p
2zρ)x

xTB−1
nm(q)Bnl̂(p

2zρ)B
−1
nm(q)x

= M1 max
x�=0

xTBnm(q)Bnl̂(p
2zρ)Bnm(q)x

xTBnl̂(p
2zρ)x

= M1 max
x�=0

xT
(
Bnl̂+2m(q2p2zρ) + ∆

)
x

xTBnl̂(p
2zρ)x

≤ M1

(
M2 +max

x�=0

xT∆x

xTBnl̂(p
2zρ)x

)
≤ M1

(
M2 + ρ

(
B−1

nl̂
(p2zρ)∆

))
.

In (3.6) we have taken

M1 = max
x�=0

xTTn(f)x

xTBnl̂(p
2zρ)x

= ρ
(
B−1

nl̂
(p2zρ)Tn(f)

)
and

M2 = max
x�=0

xTBnl̂+2m(q2p2zρ)x

xTBnl̂(p
2zρ)x

= ρ
(
B−1

nl̂
(p2zρ)Bnl̂+2m(q2p2zρ)

)
,

which are bounded, since the generating functions f
p2zρ

and
q2p2zρ
p2zρ

= q2, respectively,

are bounded functions in [−π, π]. In (3.6), the matrix productBnm(q)Bnl̂(p
2zρ)Bnm(q)

was written as the band Toeplitz matrix Bnl̂+2m(q2p2zρ), generated by the function

q2p2zρ, plus the low rank correction matrix ∆.

It is known [5] that the matrix ∆ is given by

∆ = Bnm(q)H(q)H(p2zρ) +Bnm(q)HR(q)HR(p2zρ)

+H(q)H(qp2zρ) +HR(q)HR(qp2zρ),

where H(q), H(p2zρ), and H(qp2zρ) are Hankel matrices produced by the trigono-
metric polynomials q, p2zρ, and qp2zρ, respectively, while HR denotes the matrix
obtained from H by reversing the order of its rows and columns.
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It is obvious that ∆ is a low rank correction matrix that has nonzero elements
only in the upper left and lower right triangles, as illustrated below:

∆ =



∗ · · · ∗ 0 . . . 0
...

. . . 0
. . . 0

...

∗ 0
. . . 0 0

0
. . . 0

. . . 0 ∗
... 0 0

. . .
...

0 . . . 0 ∗ . . . ∗


.

It is clear that the elements of ∆ are bounded and the size of the triangles depends
only on the bandwidths m and l̂ and are independent of n.

It remains to prove that ρ(B−1

nl̂
(p2zρ)∆) is bounded. For this, we write the ma-

trices in the following block forms:

B−1

nl̂
(p2zρ) =

 B1 ∗ B2

∗ ∗ ∗
BT

2 ∗ BR
1

 , ∆ =

 D
O

DR

 ,

where B1, B2 are k × k matrices if D has k nonzero antidiagonals.
Since the only nonzero columns of the matrix B−1

nl̂
(p2zρ)∆ are its first k and last

k ones, the nonidentically zero eigenvalues of B−1

nl̂
(p2zρ)∆ will be the eigenvalues of

the matrix (
B1D B2D

R

BT
2 D BR

1 D
R

)
.

In view of Lemma 3.2 this matrix is bounded, and so are its eigenvalues, which proves
the present statement.

So, the eigenvalues that are greater than hmax have an upper bound.
To study the behavior of the eigenvalues that lie in the interval (0, hmin) we prove

the following Lemma.
Lemma 3.3. The smallest eigenvalue of the matrix M−1

n Tn(f) has a bound from
below a constant number c1 > 0, independent of n, iff the smallest eigenvalue of the
matrix B−1

nρ (zρ)Bnm(q)Bnρ(zρ)Bnm(q) has lower bound a constant number c2 > 0,
independent of n.

Proof. As in Theorem 3.3 we use the relation connecting the eigenvalues of a
symmetric positive definite matrix with the Rayleigh quotient:

min
i
λi
(
M−1

n Tn(f)
)
= min

i
λi

(
B−1

nl̂
(p2zρ)Bnm(q)Tn(f)Bnm(q)

)
= min

x�=0

(
xTBnm(q)Tn(f)Bnm(q)x

xTBnl̂(p
2zρ)x

· x
TBnm(q)Bnρ(zρ)Bnm(q)x

xTBnm(q)Bnρ(zρ)Bnm(q)x
· x

TBnρ(zρ)x

xTBnρ(zρ)x

)
≥ min

x�=0

xTTn(f)x

xTBnρ(zρ)x
·min
x�=0

xTBnm(q)Bnρ(zρ)Bnm(q)x

xTBnρ(zρ)x
·min
x�=0

xTBnρ(zρ)x

xTBnl̂(p
2zρ)x

≥ min
f

zρ
·min

1

p2
·min
x�=0

xTBnm(q)Bnρ(zρ)Bnm(q)x

xTBnρ(zρ)x
.
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Since the functions f
zρ

and 1
p2 have both lower bounds independent of n, the

spectrum of the preconditioned matrix has such a bound iff the Rayleigh quotient
xTBnm(q)Bnρ(zρ)Bnm(q)x

xTBnρ(zρ)x
does.

The above equivalent problem that the matrix B−1
nρ (zρ)Bnm(q)Bnρ(zρ)Bnm(q) has

a spectrum bounded from below by a positive constant c independent of n remains
in this paper an open question for general values of the bandwidths m and ρ. De-
spite that, strong numerical evidence shows that this holds. To make our conjecture
stronger we present the proof for the special cases where m = 1 and ρ = 1, 2.

Theorem 3.4. The matrix B−1
nρ (zρ)Bnm(q)Bnρ(zρ)Bnm(q) has its smallest eigen-

value λ1 bounded from below by a constant number c > 0 which is independent of n
for m = 1 and ρ = 1, 2

Proof. The case m = ρ = 1 is quite obvious and is based on the fact that all the
tridiagonal symmetric Toeplitz matrices have the same eigenvectors. More specifically,
the matrix Bn1(z1) is the Laplace matrix with its eigenvalues and the corresponding
normalized eigenvectors being given by

λi = z1(θi) = 4 sin2 θi
2
, x(i) =

√
2

n+ 1
(sin θi sin 2θi sin 3θi . . . sinnθi)

T
,

respectively, where θi =
πi

n+1 , i = 1(1)n. The matrix Bn1(q) is a tridiagonal Toeplitz
matrix of the form tridiag(β, α, β). Since Bn1(q) and Bn1(z1) have the same
eigenvectors we can write any arbitrary vector x ∈ R

n as a convex combination
x =

∑n
i=1 cix

(i), ci ∈ R, i = 1(1)n. With these assumptions and using the orthogo-
nal properties of x(i)’s the Rayleigh quotient gives

xTBn1(q)Bn1(z1)Bn1(q)x

xTBn1(z1)x
=

(∑n
i=1 cix

(i)
)T

Bn1(q)Bn1(z1)Bn1(q)
(∑n

i=1 cix
(i)
)(∑n

i=1 cix
(i)
)T

Bn1(z1)
(∑n

i=1 cix
(i)
)

=

∑n
i=1 c

2
i q

2(θi)4 sin
2 θi

2∑n
i=1 c

2
i 4 sin

2 θi
2

≥ min
i
q2(θi) ≥ min

θ∈[−π,π]
q2(θ).(3.7)

The proof is complete since the function q is strictly positive.

For the case where (m, ρ) = (1, 2) we write the matrix Bn2(z2) as a function of
Bn1(z1) and the corresponding Hankel matrices [5], i.e.,

Bn2(z2) = (Bn1(z1))
2
+
(
H(z1) +HR(z1)

)2
,

where the notations H and HR are the same as in Theorem 3.3. For simplicity we
denote H = H(z1) +HR(z1), so H = diag(−1, 0, 0, . . . , 0, − 1).

By considering the same convex combination of the vector x, the Rayleigh quotient
gives

xTBn1(q)Bn2(z2)Bn1(q)x

xTBn2(z2)x
=
xTBn1(q)

(
B2

n1(z1) +H2
)
Bn1(q)x

xT (B2
n1(z1) +H2)x

(3.8)

=
16
∑n

i=1 c
2
i q

2(θi) sin
4 θi

2 + 2
n+1 (

∑n
i=1 ciq(θi) sin θi)

2
+ 2

n+1 (
∑n

i=1 ciq(θi) sinnθi)
2

16
∑n

i=1 c
2
i sin

4 θi
2 + 2

n+1 (
∑n

i=1 ci sin θi)
2
+ 2

n+1 (
∑n

i=1 ci sinnθi)
2 .

First, we suppose that the first term of the denominator in (3.8) is greater than or
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equal to the second or the third one in order of magnitude. In that case we obtain
that the ratio in (3.8), similar to (3.7), has a lower bound the value minθ∈[−π,π] q

2(θ).
Otherwise, we suppose that the second term is greater than the others in order of
magnitude. Since the numerator is a sum of quadratic terms, the ratio will tend to
zero if all the terms in the numerator decrease with a higher rate. So, we consider the

case where the term 2
n+1 (

∑n
i=1 ciq(θi) sin θi)

2
has an order of magnitude less than that

of 2
n+1 (

∑n
i=1 ci sin θi)

2
. By substituting q(θ) = α+ 2β cos θi = α+ 2β(1− 2 sin2 θi

2 ),
we have

n∑
i=1

ciq(θi) sin θi = (α+ 2β)

n∑
i=1

ci sin θi − 4β

n∑
i=1

ci sin
2 θi
2
· sin θi,

which means that the terms
∑n

i=1 ci sin θi and
∑n

i=1 ci sin
2 θi

2 · sin θi must have the
same orders of magnitude. Applying the Cauchy–Schwarz inequality on the second
sum we obtain that(

n∑
i=1

ci sin
2 θi
2
· sin θi

)2

≤
n∑

i=1

c2i sin
4 θi
2
·

n∑
i=1

sin2 θi =
n+ 1

2

n∑
i=1

c2i sin
4 θi
2
.

So, the order of magnitude of the term 2
n+1 (

∑n
i=1 ci sin θi)

2
must be less than or equal

to the one of
∑n

i=1 c
2
i sin

4 θi
2 , which is a contradiction. The assumption that the third

term is the greater one, in order of magnitude, gives similarly the same contradiction.
So, the ratio in (3.8) does not tend to zero as n tends to infinity.

We remark that the same idea to split the matrix Bnρ(zρ) into (Bn1(z1))
ρ
plus a

sum of Hankel matrices can be used for the proof of the above property in the case
of ρ > 2. In the case of m > 1, first the matrix Bnm(q) is written as a sum of the
terms Bnj(zj) j = 0(1)m, (Bn0(z0) = In) and the above idea can be applied. In both
cases the analysis becomes more and more complicated. Figures 5.1(b)–(d), 5.2(b),
5.3(b) fully confirm the above properties. Moreover they show that the main interval
eigenvalues appear in pairs and the elements of each pair tend to each other as n tends
to infinity. In view of this observation, the convergence analysis of the PCG method
in [1] assures us that our method will not be seriously affected and the convergence
of it will remain superlinear, which is the optimal cost for this method.

4. Computational analysis and modification of the method. In this sec-
tion we will try to compare, from the computational point of view, our preconditioner
with the most recent band Toeplitz preconditioner proposed in [21]. The latter has in
general the best performance from all the previous ones, when the generating function
f is nonnegative and has zeros of even order.

The main computational cost in every PCG iteration is due to the Toeplitz matrix-
vector product Tn(f)x and to the solution of a system with coefficient matrix the pre-
conditioner itself. The first one is the same for both methods and can be computed
by means of the fast Fourier transform (FFT) in 10(n log 2n) operations (ops) in a
sequential machine, or in O(log 2n) steps in the parallel PRAM model of computa-
tion, when O(n) processors are used. For the inversion of the preconditioners, things
slightly change. If we use band Toeplitz preconditioners, then their halfbandwidth
l̂1 represents the degree l1 of the Chebyshev approximation plus the degree ρ of the
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trigonometric polynomial, which eliminates the zeros of f . The inversion of such type
of matrices can be achieved using the LDLT factorization method in n(l̂21 + 8l̂1 + 1)
ops. We mention that this method is more preferable than the band Cholesky factor-
ization because the latter requires the computation of n square roots, which is quite
expensive when n is large.

In the case of our preconditioner the inversion requires two band matrix vector
products of total cost n(8m + 4) ops, where m is the halfbandwidth and coincides
with the degree of the denominator in the rational approximation. In addition, the
inversion of Bnl̂2

, as in the previous case, can be performed in n(l̂22 + 8l̂2 + 1) ops,

where l̂2 = ρ + 2l2 and l2 represents the degree of the numerator of the rational
approximation. So the total cost per iteration for this step of the algorithm of the
PCG method is about

Cost it = n(l̂22 + 8l̂2 + 8m+ 5).

We must mention here that more sophisticated techniques reduce the cost of approx-
imating the solution of such systems, up to within an O(ε) error, in O(n logm +
m log2m log log ε−1) [4]. In both cases, when n is large, the complexity of the method
is strongly dominated by that of the first step, which requires O(n log 2n) ops since

l̂2,m are independent of n. So the methods are essentially equivalent in complexity
per iteration. Thus the costs of finding B−1

nl̂1
and BnmB

−1

nl̂2
Bnm, where l1 = l2 +m,

are comparable.

In case n is not large enough, taking l2 = l1
2 − 1 and making some calculations,

we can see that the two preconditioning strategies are approximately equivalent even
when m = ρl1.

According to this observation, if we have two candidates of rational approxima-
tions of f with almost the same relative error and degrees (l1,m1), (l2,m2) with
l1 + m1 ≈ l2 + m2, it is preferable, from the computation point of view, to choose
as the generating function for our preconditioner the one which has the larger m and
the smaller l.

Finally, we will focus on the calculation of rational approximation of degree (l,m)
of a positive continuous function f . In the recent literature many different strategies
that produce this kind of approximation [17] can be found. Each of them is most
suitable for certain classes of functions, but the one which is based on the Remez
algorithm seems to be, in general, the most appropriate for a large variety of func-
tions. The starting point of this category of algorithms is to construct a rational
approximation using rational interpolation, and then this rational approximation is
used to generate a better approximation until an alternative set of m + l + 2 points
is reached. This procedure consists of adjusting the choice of the interpolation points
in such a way as to ensure that the relative error decreases. In practice this method
can fail in some cases. Usually, problems occur either because the extreme values of
the relative error occur more than m + l + 2 times, or because the starting rational
interpolation has zeros in the interval in which this approximation is sought. The first
difficulty is usually overcome by seeking a rational approximation of a different degree
or by designing a more robust algorithm. A trick that often works in the latter case
is, instead of seeking again for a rational approximation of a different degree, to start
with an approximation that is valid over a shorter interval and to use it as a starting
point for an approximation on a slightly larger interval. Iterative application of this
procedure may enable us to obtain a final approximation in the desired interval.
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For the convergence rate of the approximation method we cannot give a theo-
retical result, but the facts that its computational cost is independent of n and the
computations are done only once for a given function make us believe that this issue
does not play an important role in the whole procedure.

4.1. Modification of the method. The idea of constructing a preconditioner
from a rational approximation of a function can be used in exactly the same way in case
of rational interpolation at the Chebyshev points. The advantage of this modification
is the simplicity of its calculation. Nevertheless, it is worth noticing that we cannot
ensure that this interpolation would not have zeros in the interval of approximation.
Despite this, whenever the preconditioning gives us poor results, this technique may
give, at least for certain classes of f , results similar to the corresponding ones by the
best Chebyshev approximation.

5. Numerical examples and concluding remarks. In this section, we present
some numerical examples. The aim of these examples is twofold: (i) to show, by
numerical evidence, the correctness of our observations regarding the asymptotical
spectral analysis of the preconditioned matrices, and (ii) to compare the convergence
rate of our preconditioner with that of the band Toeplitz preconditioner proposed
in [21]. We use the latter to compare it with ours because it is the most efficient
technique for preconditioning Toeplitz matrices generating by functions with zeros of
even order. Our test functions are the following:

(i) f1(x) = x4,

(ii) f2(x) =
2x4

1 + 25x2
,

and

(iii) f3(x) =

{
(x− 3)4(x− 1)2, 0 ≤ x ≤ π,
(x+ 3)4(x+ 1)2, − π ≤ x ≤ 0.

An effort was made to choose functions of different behaviors which produce ill-
conditioned matrices Tn. The Toeplitz matrices produced have Euclidean condition
numbers of order O(n4). In our experiments we solve the system Tn(f)x = b, where
b is the vector having all its components equal to 1. As a starting initial guess of

solution the zero vector is used and as a stopping criterion the validity of ‖rk‖2

‖r0‖2
≤ 10−7

is considered, where rk is the residual vector after k iterations. The construction of
matrices and the rational approximations were performed using Mathematica in order
to have more accurate results, while all the other computations were performed using
MATLAB.

In Tables 5.1, 5.2, and 5.3 we report the number of iterations needed until conver-
gence is achieved in each case; B∗l

n denotes the optimal band Toeplitz preconditioner
[21] which is generated by the trigonometric polynomial zρgl, with gl being the best

Chebyshev approximation of f
zρ

out of Pl, B̂l
n is the band Toeplitz preconditioner

where ĝl is the interpolation polynomial at the Chebyshev points, M l,m
n denotes our

main proposed preconditioner obtained by the best rational approximation proce-
dure of degree (l,m), and Rl,m

n denotes the preconditioner that results after applying
rational interpolation of degree (l,m).
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Table 5.1
Number of iterations for f1(x).

n B∗1
n B̂1

n B∗3
n B̂3

n B∗4
n B̂4

n M0,1
n R0,1

n M1,1
n R1,1

n M1,2
n R1,2

n

16 9 8 9 7 7 6 8 7 6 6 5 5
32 10 10 11 8 9 7 10 9 7 7 6 6
64 13 12 11 10 9 8 11 11 9 9 8 8
128 15 15 12 11 10 10 12 13 11 11 10 10
256 16 16 12 13 10 10 13 13 12 12 11 11
512 16 16 13 13 10 11 13 14 13 13 11 12

Table 5.2
Number of iterations for f2(x).

n B∗3
n B∗4

n B∗5
n B∗6

n M1,1
n R2,2

n

16 8 8 7 8 8 6
32 13 13 12 11 11 7
64 19 18 15 13 12 9
128 24 19 17 14 12 11
256 25 21 18 15 13 13
512 27 22 18 16 14 14

Table 5.3
Number of iterations for f3(x).

n B∗3
n B∗5

n B∗7
n M1,2

n R
(1,2)
n

16 9 7 7 9 8
32 17 14 13 18 11
64 34 28 22 21 14
128 65 48 36 21 20
256 111 69 54 23 24
512 152 93 66 23 27

In Figures 5.1(a), 5.2(a), 5.3(a), the spectra of the matrices M−1
n Tn(fi), i =

1, 2, 3, are illustrated, while in Figures 5.1(b)-(d), 5.2(b), 5.3(b) we focus on the
behavior of the pairs of eigenvalues of the matrix lying outside the interval [hmin, hmax]
for different values of n. The boundness and the convergence in pairs is obvious
in all figures. Especially, we stress the case of Figures 5.1 and 5.3, where as we
expected from the theory at most eight eigenvalues would lie outside the interval
[hmin, hmax], but in practice, for the first test function, only three pairs of eigenvalues
lie outside this interval, one of which (the second lower pair) moves very close to the
lower bound hmin = 0.98214, while, for the third test function, only two pairs lie
outside this interval. Finally, we remark that in the case of f3 and for n = 512, the
preconditioning by band Toeplitz B∗3 “clusters” the eigenvalues of the preconditioned
matrix in [0.5, 584.3], B∗5 does so in [0.36, 104.7], while M1,2 collects the main mass
of them in [0.67, 1.65] and R1,2 collects it in [0.95, 14.25].
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Fig. 5.1. Spectra of (M2,2
n )−1Tn(f1) and (B∗5

n )−1Tn(f1) for n = 128 and behavior of the
pairs of eigenvalues that lie outside the interval [hmin, hmax] with hmin = 0.98214.
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Fig. 5.2. Spectra of (M1,1
n )−1Tn(f2) and (B∗3

n )−1Tn(f2) for n = 128 and behavior of the
pairs of eigenvalues that lie outside the interval [hmin, hmax].
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Fig. 5.3. Spectra of (M1,2
n )−1Tn(f3) and (B∗3

n )−1Tn(f3) for n = 256 and behavior of the
pairs of eigenvalues that lie outside the interval [hmin, hmax].
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