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ABSTRACT

Alexandros C. Fragkoulis. MSc, Department of Computer Science and Engineering, Uni-
versity of Toannina, Greece. April, 2014. Optimal Wireless Resource Allocation for Scal-
able Video Transmission over Cognitive Radio Networks. Thesis Supervisor: Lisimachos
Paul Kondi.

The increasing number of wireless multimedia networks and high-rate multimedia
applications, has caused an electromagnetic spectrum congestion. Cognitive Radio is
a promising technology that confronts the problem of spectrum scarcity, caused by the
current spectrum licensing policies. CR systems are intelligent wireless communication
systems which are aware of their environment and support reliable communication by
efficiently utilizing the available electromagnetic spectrum.

In the present thesis, we propose a method for the fair and efficient allocation of
wireless resources over a cognitive radio system network, to transmit multiple scalable
video streams to multiple users. We use a game-theoretic Nash Bargaining Solution (NBS)
framework to ensure that each user receives the minimum video quality requirements,
while maintaining fairness over the cognitive radio system. Moreover, we implement a
state-of-the-art approach, based on maximizing the aggregate visual quality of cognitive
users, to compare and evaluate the results.

Given the dynamic spectrum management of CR systems, both methods exploit the
dynamic architecture of the Scalable Video Coding extension of the H.264 standard, along
with the diversity that Orthogonal Frequency Division Multiple Access (OFDMA) net-
works provide. The SVC extension of the H.264 standard provides desirable features for
many multimedia applications, as it enables the adaptation to channel conditions and ful-
fils different transmission requirements. For further communication improvement, we use
multiple antennas at the cognitive base station (Multiple-Input-Single-Output antenna,
system).

With these system settings, for each method an optimization problem is formulated.
The objective in the proposed method is the maximization of the Nash product, while
in the second method the objective is the maximization of the aggregate visual qual-
ity. In both cases the minimization of resources waste is imposed as an optimization
criterion, to avoid allocating more resources than are necessary to attain a specific vi-
sual quality. Each problem is solved by a Swarm Intelligence optimizer, namely Particle
Swarm Optimization. Due to the high dimensionality of the problem, we also introduce

vil



a dimension-reduction technique.

The notions of fairness and efficiency are quantified by employing two metrics, namely
the Jain’s Index (fairness) and Aggregate Utility Index (efficiency). The performance of
each method in terms of fairness and efficiency is illustrated through comparisons with
the Peak Signal-to-Noise Ratio (PSNR) each cognitive user receives, which is a measure
of visual quality.

We conducted experiments to investigate two cases. The first case regarded the trans-
mission of a single video sequence to all cognitive users, whilst in the second case, multiple
video sequences were transmitted. The results of the conducted experiments exhibited the
superiority of the proposed method against the aggregate visual quality method in terms
of fairness. A slightly better performance of the second method in terms of efficiency was
also reported, as it was expected, since this method defines optimality in terms of the
aggregated visual quality of the received video sequences of all users.
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EKTETAMENH IIEPIAHUH STA EAAHNIKA

ANéZavdpoc Ppayxoiing tou Xopthdou xot tne Eprivne. MSc, Tuduo Mnyavixdy H/Y xat
IIinpogopwxtc, [laveniothuo lwavvivwy, Arpliiog, 2014. Béktiotn xatavour aclpudtwy
TOPWY YO T UETABOOT XAUAXODTOV ELXOVOCELRDY OE YVWOTIXA 3iXTUA PUSLETLXOLVOVLGY.
EnBiénovrac: Avoluayog Iadhoc Koving.

O ouvey e auavouevog aplthudc TV AoVPUATOY TOAUUECIXGOY SIXTUWY XAl TWY TOAUUE-
oGOV eQapuoYdY Tou arottoly udmiolc puuoic uetddoong TAngogoplag, €yel TEOXAAEGEL
TN CULPOETOT TOU NAEXTEOUAY VTIXOU Gaouatoq. Ta YVwoTixd GUGTAUATI PABLOETLXOLVMVL-
&v (Cognitive Radio systems) elvat uia todhd vnooyduevn teyvohoyla, n onola entyetpel
Vol aVTWETWTLOEL TO TRoBAnua g éAeldrne Swabéoluou @douatog Tou Tpoxaleltal and Tig
TpEyovoec TOAMTXES SLdbeoric Tou. TIpdxeital yia euQUY CUGTAUNTY ACUPUATWY ETLXOLVGVL-
OV, Ta oTolol 0LV YVOOY Tou TERLBAANOVTOC TOUC Xat UTOGTNEILoLY 0ZLOTLGTES ETLXOLVW V-
eg, olomoldvTag xatdihnha o Slabéouuo nhextpouayvnTind Pacud.

Y1y nopovoa SlatelBn, mpotelvouue ula uébodo yia Tny dixain xat anodoTixy xaTavour)
TOV AoUpUATOY TOPOVY G€ dIXTUN YVWOTIXOV PABLOETLXOLVOVLAY, YL TNV UETAS00Y, TOANI-
TAGY XAMUAXOTOV EXOVOCELP®Y 0 ToMhATAoUS yenotec. Xpnoluonololue €vo TAAloLo
Baolouévo otn Oewpta Haryviey xat ouyxexpuéva otn Adorn Awmpayudteuorne tou Nash,
étoL Hote va daopaiiletal 6t xdfe yernotne Ho Aaufdvel To eAdytoto arattoduevo eninedo
ToLOTNTAC, EVE TopdAAnha o e€oopalileTal 1 Slxaln AVTIUETOTLON TWV YENOTOY TOU YVOOTL-
%00 ouothuatoc. Emmiéov, vhonololue wa mpocéyyLon mou €yel epeuvniel tpdogata, 1
omola Baciletor oTn UEYLOTOTOINGT TS CUVOAXNG OTTIXAC TOLOTNTUC TOV YENOTOY TOU
YVWOTIXOY GUOTAUATOC, YLOL VO GUYXRLVOUUE Xal Vo aELOAOYHOOUUE TA ATOTEAECUATA.

Aedouévng tne duvauxrc Slayelplong Tou PAoUATOC TOU TAREYOLY T YVOOTIXE GUGTY-
uata, ol 8Vo uébodol mou Tapouctdlovue EXUETAANEVOVTAL T1 SUVAULXY) AEYLTEXTOVLXT| TNC
enéxtoone Scalable Video Coding (SVC) tou npétunou H.264, napdhhnho ue to TAEOVEXTY-
uata Tou mapéyouy ta Sixtua LloMarhic LpdoPaong ue Opoywvixt Awlpeorn Xuyvotntog
(Orthogonal Frequency Division Multiple Access-OFDMA). H SVC enéxtaon tou npoti-
mou H.264 moapéyel embuuntd yopaxtnetoTixd yia TOAEC TOAUUECLXES EQUPUOYES, XAOOC
TEOCQEREL T SUVATOTNTO TNEC TROCAUPUOYHC OTLC EXAGTOTE GUVOTXES TOU XAVAALOY UETABOOTC
XAl THY LXOVOTOINGT, SLH@opeTix®dy amatthoewy Uetddoone. [a mepotépw Bedtiwon twy
oLVONXOVY emxolvoviag, yenoluwonowolue ToAaThéS xepaleg 6T0 YVwoTX6 otaldud Bdong
(oVotnua xepardy Multiple-Input-Single-Output).

Xpnowonoldvtoag auth T Staudppworn cuoTRdaTog, Yo xd0e uébodo dlatundvetol and
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éva TpoBAnua Bedtiotomoinong. O otdyoc otny tpotelvouevr uébhodo etval n ueyiotoroinon
Tou yvouevou Nash, evé otn Sedtepn uéhodo elval 1 ueyLoTomolnoT TNE GUVOAXTC OTTLXHC
TOLOTNTAC TWY YENOTOV ToU YVOoTxol Sixtvou. Kau otic dVo nepintdoets, hauBdvetol
umoYN we xpLThELo BeEATLoTOTOINGNC XaL 1) EAAYLOTOTOLNGT TNC OTUTAANS ACoVPUATOY TOPWY,
€T0L OOTE VU ATOPEVYETAL 1) XATAVOUY| XL 1) XPNOLLOTOINOT) TEQLOGOTEPWY TOPWY ATO AUTOUS
TOU OMAULTOUVTAL YOl VO ETLTUYYAVETAL ULor dedouévn omtxy) mowdtnta.  Kdbe mpdBinua
Behtiotonolnong Adveton ue TN Borfela wag pebddou Bertiotonoinong Nonuootvng Xurvoug
(Swarm Intelligence), n onola ovoudZetar pébodoc Behtiotonolnone Luivoue Lwuatdiwy
(Particle Swarm Optimization-PSO). Adyw tng udmhic Sildotaong tou tpoBifuatog, elod-
YAUE XL YENoLUOTOoaUE Uia TeY VXY uelwong didotaong.

Ot évvoleg g dxAooUvNg XaL TNS aTod0TIXOTNTAC TOCOTIXOTOLADNXAY YETOLLOTOLG-
vtog dbo uetpuée, Tov Aelxtn tou Jain (Jain’s Index) xar tov Aelxtn Zuvohucic Qoéhetag
(Aggregate Utility Index), avtiotoiya. Ot emddoeic xdfe uehédou we npoc ) duxatocivy
XAl TNY onodoTIXOTNTA TopouctdlovTal UEcw ouyxploswy Tou Lnuatobopufixol Adyou
Kopugtc (Peak Signal-to-Noise Ratio) nou haupdver xdbe yprotne, o onolog Aéyoc anotehet
UETPO TNC OTTLXNC TOLOTNTAC.

Hpaypatomotfoaue Telpduata Yio Vo SLEpeLVAGOUUE SU0 TEPLTTMOOELS: 1) TE®TH TePlmTw-
OT) AQOPOUGCE TN UETAOOCT) UOVABLXNG ELXOVOGELRAC, EVED 1) dedTEPY TN UETAOOGT TOANATAGDY
exovooelp®dy. To anotehéouaTta TV TELPAUITOY ETESELEAY TNV AVOTEROTNTA TNS TROTELVO-
uevne uefddou oe oyéon ue tn UEHodO GUVOAMXTC OTTIXAC TOLOTNTAC WS TPOS TN dixaLoaivr.
H deidtepn uébodoc enideile ehagpd xahitepec enBOOELC WS TEOC TNV ATOSOTIXOTNTA, OTWC
ATV AVALEVOUEVO, SEBOUEVOL OTL, WS TPOGEYYLoT BedTioTonolnong, Téhnxe 1 ueyiotonolnon
NG OUYORLXTHC 0TI TOLOTNTOG, dpd oL ATOBOTIXOTNTAS, TWY YPNOTOV.



CHAPTER 1

INTRODUCTION

1.1 Motivation
1.2 Thesis Scope

1.3 Thesis Outline

1.1 Motivation

Over the recent years, the number of applications related to wireless multimedia broad-
casting has been increasing at a remarkable pace, illustrating the growing demand for
wireless communications. This fact has been spurred by the emergence of broadband wire-
less services, combined with the great advances in video compression technologies. The
rapid development of wireless telecommunications has led to the efficiency enhancement
of various video communication services such as video conferencing, Video-On-Demand
and IPTV. Many state-of-the-art wireless multimedia network system frameworks have
been employed to implement surveillance, monitoring and gaming applications.

All those high rate services require effective and efficient utilization of the electro-
magnetic spectrum. The increasing number of wireless multimedia networks has caused
a congestion of the electromagnetic spectrum. In 2002, The Spectrum Task Force was
established to assist the Federal Communications Commission in defining the changes in
spectrum policy that would increase the efficiency of the radio spectrum. Even though
several bands were expanded, those bands were assigned exclusively to specific primary
users, even for the time frame that they did not utilize them. The problem of spectrum
scarcity caused by the current spectrum allocation policies have become a barrier for those
high rate services. Another significant issue is the way the wireless resources are utilized.
It is of great importance for the modern wireless multimedia broadcasting applications
to maximize the throughtput to multiple users, while minimizing the resources waste, as

the surplus can be assigned to other simultaneous transmission tasks.



1.2 Thesis Scope

In this thesis, a method for fair and efficient allocation of wireless resources over a cogni-
tive radio system network, to transmit multiple scalable video streams to multiple users,
is proposed. Cognitive Radio (CR) systems have proved to be a remarkable solution
to the spectrum scarcity problem described above. CR systems are intelligent wireless
communication systems which are aware of their environment and support reliable com-
munication by efficiently utilizing the available electromagnetic spectrum. The spectrum
holes that are unoccupied by a primary user are exploited and the available bands of
frequencies are assigned to secondary communications to be used without interfering to
the primary communications [1]. In addition to that, we employ a Multiple-Input-Multiple
Output (MIMO) antenna system at the CR network. MIMO antenna systems perform
much better than Single-Input-Single-Output systems in multimedia transmission. They
employ beamforming techniques and, as a result, the secondary users’ received signal gain
is increased and the interferences to primary users are significantly reduced [2]. However,
the benefits from MIMO systems come at the cost of hardware and computational com-
plexity increase and the requirement of complete channel state information (CSI) at the
transmitter. Recent works, though, have demonstrated that even if the full CSI is not
available, antenna selection in MIMO systems is a promising technology offering reduced
cost and complexity [3]. In such channel conditions described above, Orthogonal Fre-
quency Division Multiple Access (OFDMA) is proposed, as it can deal with multipath
interference with more robustness and can achieve a higher MIMO spectral efficiency [4].

Scalable Video Coding has been considered in recent works as a highly attractive so-
lution to the challenges posed by the requirements of CR, systems. Due to the changing
channel conditions and the varying bandwidth availability of our system model, the dy-
namic nature of the SVC extension of the H.264 standard provides the system with the
ability to adjust to the fluctuations and enhance the Quality of Service (QoS) for each
user. SVC provides temporal, spatial and quality scalability. Quality scalability empow-
ers transporting complementary data in different layers in order to produce videos with
distinct quality levels. In this work, we exploit the quality scalability modality and MGS
coding mode.

In recent years, CR systems have been widely used as system models to related works.
First of all, in [5], the novel functionalities and current research challenges of the cognitive
networks are explained in detail, while in [6], the problem of robust downlink beamform-
ing design in a multiuser Multiple-Input Single-Output (MISO) Cognitive Radio Network
in which multiple Primary Users coexist with multiple Secondary Users, is addressed. In
[7], scalable video multicast in emerging CR networks is investigated; a sequential fixing
algorithm and a greedy algorithm are proposed, to solve a mixed integer nonlinear pro-
gramming (MINLP) problem. In [8], CGS and MGS modes are considered for allocating
resources among secondary users, defining optimality in terms of the aggregate visual
quality of the received video sequences. The problem is being solved using discrete pro-
gramming methods. Moreover, a Nash Bargaining Solution (NBS) framework is employed



for fair power allocation among the users of a CR Orthogonal Frequency Division Multiple
Access (OFDMA) system in [9]. Optimal power and bandwidth allocation is also studied
in [10], where the multicast groups of secondary users use Orthogonal Frequency Division
Multiplexing (OFDM). Additionally, a multiuser OFDM subcarrier, bit and power alloca-
tion algorithm to minimize the total transmit power is proposed in [11]. In [12], Fountain
codes are employed to compensate for data loss caused by the primary transmission and
in [13], resource management for scalable video transmission over a cognitive radio is
considered, using Time Division Multiple Access (TDMA ) method, allowing several users
to share the same frequency channel by dividing the signal into different time slots. The
merits of OFDM for a CR system are discussed in [14], CR systems and their requirements
of the physical layer are described and OFDM technique is investigated as a candidate
transmission technology for CR. A CR system utilizing OFDM is also described in [15].

In the present work, we consider the transmission of MGS video streams over a down-
link cognitive radio system. We propose Orthogonal Frequency Division Multiple Access
(OFDMA) as modulation scheme and multiple transmit antennas are used at the cogni-
tive base station to reduce the outage probability of secondary users [8]. We formulate
the problem of optimally allocating the system resources, specifically the subcarriers and
the antennas, among the secondary users, with respect to fairness and efficiency objec-
tives. Fairness is defined as the minimization of video quality deviation among users who
subscribe the same Quality of Service [24]. Efficiency is defined as the maximization of
the aggregate visual quality the secondary users achieve. Based on those objectives, we
present two methods. In the first method, a Nash Bargaining Solution (NBS) framework
is presented. We formulate an optimization problem with the purpose of achieving this
NBS, while minimizing the unnecessary resources utilization. The second method consid-
ers the aggregate visual quality as optimality measure. In this case, the objective of the
resource allocation is to maximize the aggregate Peak Signal-to-Noise Ratio (PSNR) of
received video sequences, avoiding allocating more resources than are necessary to attain a
given visual quality. To define the solutions for the formulated problems, we use a swarm
intelligence optimization method, the Particle Swarm Optimization (PSO) [25]. Because
of the high complexity of the formulated objective function, we reduce its dimension with
algorithms implemented based on the system’s structure.

1.3 Thesis Outline

The thesis is organized as follows:

Section 2 presents the system model features and essential background knowledge
about Cognitive Radio systems, MIMO systems, Orthogonal Frequency Division Multi-
plexing and the Video Coding scheme.

In Section 3, we describe the proposed method, the aggregate visual quality method
and their allocation frameworks along with the definition of the objective functions to be
optimized.



In Section 4, we present the experiments’ settings and simulation results and finally
the thesis concludes in Section 5.



CHAPTER 2

BACKGROUND KNOWLEDCE

2.1 Cognitive Radio Systems
2.2 Multiple-Input-Multiple-Output (MIMO) Antenna Systems
2.3 Orthogonal Frequency Division Multiplexing (OFDM)

2.4 Scalable Video Coding extension of H.264/AVC Standard

2.1 Cognitive Radio Systems

The term Cognitive Radio was first introduced by Joseph Mitola. CR systems have been
proposed to exploit the existence of the spectrum holes and promote the efficient use of
the spectrum. In 2005, Simon Haykin defined the cognitive radio as an intelligent wireless
communication system that is aware of its environment, learns from it and adapts its in-
ternal states to statistical variations in the incoming RF stimuli by making corresponding
changes in specific operating parameters (transmit power, frequency, modulation schemes)
in real-time, with two primary objectives in mind: The highly reliable communication and
the efficient utilization of the spectrum [1]. The changes performed in the parameters are
used for future decisions. A cognitive radio depends on a platform known as Software
Defined Radio (SDR) for the functionality of the network and the modification of the
system parameters.

2.1.1 Physical Architecture of a Cognitive Radio System

A basic physical architecture of a CR system is shown in Fig. 2.1. The transceiver
consists of the radio front-end and the baseband processing unit. The RF front-end is
responsible for the amplification of the received signal, the mixing and finally the A/D
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Figure 2.1: (a) Cognitive radio transceiver and (b) wideband RF front end architecture

[5]-

conversion. In the baseband processing unit, the signal is modulated/demodulated and
encoded /decoded.
The RF front-end consists of

a RF filter, which selects the desired band by filtering the received signal,

e a Low noise amplifier (LNA), for the amplification of the desired signal while mini-
mizing the noise effect,

e a Mixer, in which the received signal is mixed with locally generated RF frequency
and converted to the baseband or the intermediate frequency (IF),

a Voltage-controlled oscillator (VCO), which generates a signal at a specific fre-
quency for a voltage to mix with the received amplified signal,

a Phase locked loop (PLL), which ensures that the frequency of the signal does not
change,

the Channel Selection Filter, which is used to select the desired channel,



e the Automatic Gain Control (AGC), to maintain the gain of an amplifier constant
through the wide range of input signal levels. [5]

2.1.2 Cognitive Cycle

Radio Environment

Spectrum Holes
Information

SPECTRUM
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SPECTRUM
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Figure 2.2: Basic Cognitive Cycle [5]

The basic cognitive cycle for a cognitive radio network is depicted in Fig. 2.2. The
receiver is responsible for performing spectrum sensing and analysis before the transmis-
sion. In the receiver, the detection of spectrum holes is carried out, along with estimation
of Channel State Information (CSI) and the prediction of channel capacity to be used by
the transmitter. The transmitter controls the transmit-power, the data rate and/or the
modulation scheme, so that the interference to the primary users of the network does not
exceed specific levels.

The spectrum sensing involves the detection of spectrum bands which are unoccupied
by primary users and assign them to secondary users, as long as there is no harmful
interference to the primary users. It is one of the most important procedures in CR
networks. Then, the results of the spectrum sensing are estimated and assessed by the
spectrum analysis procedure. Finally, the parameters of the cognitive radio are defined
in the spectrum decision phase and the appropriate band is selected based on the user
requirements.



2.1.3 Cognitive Networks Reconfigurability

The cognitive systems have the capability of adjusting their operating parameters for the
transmission on the fly without any hardware components modification. This feature
is called Reconfigurability. The operating parameters employed by the cognitive radio
systems can be altered not only at the beginning of a transmission but also during the
transmission. Several of them are presented below:

e Operating frequency: Based on the information about the radio environment, the
appropriate operating frequency is selected dynamically for the optimal output.

e Modulation: The modulation scheme used by the cognitive system can be deter-
mined according to the user requirements and the channel conditions. Depending
on each application’s bit error rate requirement, the suitable modulation scheme is
enabled.

e Transmission power: Power control enables dynamic transmission power configu-
ration within the power constraints. If no high power operation is necessary, the
transmitter power is reduced to allow more users access the spectrum and minimize

the interference.

o Communication technology: A cognitive radio systems provides interoperability be-

tween different telecommunication systems.

2.1.4 The Cognitive Network architecture

The Cognitive Network architecture is depicted in Fig 2.3 [5]

The components of a Cognitive network can be classified into two groups: The Primary
Network and the Secondary Network. The basic elements of the primary and secondary
networks are the following:

e Primary Network: This network has an exclusive right to a certain spectrum band.
It consists of:

— Primary Users (PU): Primary Users (or licensed users) have a license to operate
in a specific spectrum band. This access can be controlled exclusively by the
primary base-station and should not be affected by the operations of any other

secondary user.

— Primary Base-Station: Primary base-station is a network component that has
spectrum license such as the base-station transceiver system in a cellular sys-
tem. The primary base-station does not have any cognitive capability for
sharing spectrum with secondary users.

e Secondary Network: The secondary network (or cognitive radio network, unlicensed
network) has not be granted with a license to operate in a specific spectrum band.

8
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Figure 2.3: Cognitive Network architecture

The access to spectrum is opportunistic. The components of a Secondary Network

are the following:

— Secondary Users: Secondary users (or unlicensed users), have no spectrum li-
cense and as a result any operation they perform presupposes licensed spectrum
band sharing.

— Secondary Base-Station: Secondary base-station (or cognitive base-station) is
a component with cognitive capabilities. Cognitive base-station enables the

secondary user access other networks.

There are three different access types in a cognitive network:

e Secondary network access: Secondary users can access their own cognitive base
station on both licensed and unlicensed bands.

e Secondary ad hoc access: Secondary users can communicate with each other through
ad hoc connection on both licensed and unlicensed bands.

e Primary network access: Secondary users can access the primary base station
though the licensed band.



2.1.5 Spectrum Sensing

As mentioned above, a cognitive radio system is designed to be aware and adaptable to
its surrounding environment. The spectrum sensing ability is used by the cognitive radio
to detect spectrum holes. The most direct way to perform that action is to detect the
primary users that are receiving data in the communication range of a secondary user.
However, it is difficult for a cognitive radio to have a direct measurement of a channel
between a primary receiver and a transmitter. For that reason, various techniques have
been implemented and focus on primary transmitter detection based on local observations
of secondary users. These techniques can be classified as transmitter detection, cooperative

detection, and interference-based detection [5]:

Transmitter detection

Transmitter detection method is based on the detection of the weak signal from a primary
transmitter through the local observations of secondary users. If z(¢) is the signal received
by a secondary user, s(t) is the signal transmitted by the primary user, n(t¢) is the AWGN
and h is the amplitude gain of the channel, then the decision model for the transmitter
detection technique can be defined as follows:

2(t) = { n(t) no primary user signal, (2.1)

There are three schemes used for transmitter detection according to the decision model
[16]:

o Matched filter detection: When the information of the primary user signal is known
to the secondary user, the optimal detector in stationary Gaussian noise is the
matched filter since it maximizes the received signal-to-noise ratio (SNR) [5],[16].

o Energy detection: If the receiver cannot gather sufficient information about the
primary user signal the optimal detector is an energy detector [16].

e (Cyclostationary feature detection: a cyclostationary feature detector can perform
better than the energy detector in noise discrimination because of its robustness to
the uncertainty in noise power [5].

Cooperative detection

Cooperative detection exploits the sensing information from other users to make a more
accurate decision. With the transmitter detection, the cognitive radio depends on weak
primary transmitter signals based on local observations of one secondary user. However,
a secondary network is physically separated by the primary network, so that there is no
interaction between them. Thus, the secondary user cannot avoid the interference due to
the lack of the primary receiver’s information [5]. Cooperative detection among unlicensed

10



users is theoretically more accurate since the uncertainty in a single user’s detection can
be minimized [17].

Interference-based detection

A new model for measuring interference has been introduced recently by the FCC, the in-
terference temperature model. The interference temperature model manages interference
at the receiver through the interference temperature limit, which is represented by the
amount of new interference that the receiver could tolerate [5]. If the secondary users do
not exceed this limit with their transmitting operations, they are allowed to utilize this
spectrum band.

2.1.6 Spectrum Analysis

Spectrum analysis enables the characterization of different spectrum bands, which can
be used to provide the secondary user with the appropriate band. Since the available
spectrum holes show different characteristics over time, depending on the primary user
activity and spectrum band informations, it is essential to define some parameters. Those
parameters describe the quality of a spectrum band, as follows [5]:

e [nterference: Depending on the amount of interference at the primary receiver, the
permitted power for a secondary user is derived, which is used for the estimation of
the channel capacity.

e Path loss: As the operating frequency increases, the path loss increases. If the
transmission power of a secondary user does not change, then its transmission range
decreases at higher frequencies. Accordingly, if transmission power is increased to
compensate for the increased path loss, higher interference for other users is caused.

o Wireless link errors: The channel’s error rate depends on the modulation scheme
and the interference level of the spectrum band.

o Link layer delay: To address different path loss, wireless link error, and interference,
different types of link layer protocols are required at different spectrum bands. This
results in different link layer packet transmission delay.

e Holding time: The activities of primary users affects the channel quality in cognitive
networks. This parameter refers to the expected time duration that the secondary
user can utilize a licensed band before getting interrupted.

The parameters described above, define the capacity of the channel, which is the most
important feature for spectrum characterization and analysis.
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2.1.7 Spectrum decision

Once all available spectrum bands are characterized, the appropriate operating spectrum
band can be defined, for the specified Quality of Service (QoS) requirements and the
spectrum characteristics. The data rate, acceptable error rate, delay bound, the trans-
mission mode and the bandwidth of the transmission can be determined, based on the
user requirements. Consequently, the appropriate spectrum bands can be selected.

2.2  Multiple-Input-Multiple-Output (MIMO) Antenna Systems

In this section, some fundamental knowledge about Multiple-Input-Multiple-Output An-
tenna systems will be presented, concerning their basic technology features and the general
MIMO model description, along with some special cases. In section 2.2.2 the utilization
of multiple-antennas in a cognitive radio system and its effects are described.

2.2.1 MIMO System description

A Multiple-Input-Multiple-Output (MIMO) system is an antenna system which employs
multiple antennas at the transmitter and the receiver, in order to provide space diversity.
MIMO technology constitutes a breakthrough in the design of wireless communication
systems. MIMO techniques provide significant performance enhancements in terms of
quality, data transmission rate and interference reduction. Multi-antennas can be utilized
to achieve many desirable enhancements for wireless transmissions, such as folded capacity
increase without bandwidth expansion, dramatic increase in transmission reliability via
space-time coding and effective co-channel interference suppression for multi-user trans-
missions [18]. A general block diagram of a MIMO system is depicted in Fig. 2.4.

Tx Rx

Figure 2.4: General block diagram of a MIMO system

Multiple-input single-output (MISO) systems are special cases of MIMO systems.
They employ multiple antennas at the transmitter but only one single antenna at the
receiver. Similarly, single-input multiple-output (SIMO) systems have a single antenna
at the transmitter and multiple antennas at the receiver.
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2.2.2 Cognitive MIMO Systems

The employment of the MIMO technology in cognitive radio systems brings the space
diversity to cognitive radio networks. MIMO cognitive radio systems employing beam-
forming techniques present a means of improving the throughput of secondary users while
minimizing the interference to primary users. Nonetheless, multi-antennas can be used to
allocate transmit dimensions in space and hence provide the secondary transmitter with
more degrees of freedom in space, in addition to time and frequency, so as to balance
between maximizing its own transmit rate and minimizing the interference powers at the
primary receivers [18].

However, the merits of MIMO technology in transmission and cognitive radio, in terms
of reducing interference and improving secondary link quality, come at the cost of hardware
and computational complexity increase. Additionally, complete Channel State Informa-
tion (CSI) at the transmitter is required. CSI refers to the known channel properties
of a communication link, representing the effects of scattering, fading, power decay with
distance and other transmission processes. CSI enables the adaptation of transmissions
to current channel conditions, which is crucial for achieving reliable communication with
high data rates in multi-antenna systems. Even though CSI at the transmitter is re-
quired, research studies on antenna selection in cognitive radio have proved that many
of the benefits of MIMO systems can be exploited even if full CSI at the transmitter is
not available [3],[8]. As a result, antenna selection is an effective way to exploit spatial
diversity in cognitive systems, at reduced cost.

2.3 Orthogonal Frequency Division Multiplexing (OFDM)

Orthogonal frequency-division multiplexing (OFDM) is a method of encoding digital data
on multiple carrier frequencies. A large number of closely spaced orthogonal sub-carrier
signals are used to carry data on several parallel data streams or channels. Fach sub-
carrier is modulated with a modulation scheme, such as QAM (Quadrature Amplitude
Modulation) or PSK (Phase-Shift Keying) at a symbol rate, maintaining total data rates

similar to conventional single-carrier modulation schemes in the same bandwidth.

2.3.1 OFDM basic characteristics

A significant advantage of Orthogonal Frequency-division Multiplexing over single carrier
schemes is its ability to encounter severe channel conditions, without any complex time-
domain equalization. Apart from that, OFDM enables the elimination of the Intersymbol
Interference (ISI). Intersymbol Interference is defined as the signal’s distortion caused
by the interference of a symbol with subsequent symbols and is considered as a major
factor of communications’ degradation. ISI is the result of multipath propagation or the
non-linear frequency response of a channel, causing successive symbols to ”blur” together
[19]. OFDM can cope not only with this form of distortion successfully, but also with
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narrow-band co-channel interference.
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Figure 2.5: Example of the OFDM Spectra

In Fig. 2.5 an example of OFDM spectra is depicted. Four subcarriers can be easily
discerned, each one with a different colour. Each subcarrier overlaps in some part all the
others. Despite this fact, the receiver can extract the data sent on every subcarrier, due
to the scheme’s orthogonality: at the maximum energy of each subcarrier (vertical lines),
the other subcarriers’ energy is zero valued.

If we denote with W the channel bandwidth and Af is the bandwidth of each subchan-
nel, which is considered narrow enough to consider the characteristics of each subchannel’s

frequency response ideal, then the number of subcarriers is N = A_f Different data sym-
bols can be transmitted simultaneously through the N subcarriers. For each subchannel,

a carrier is utilized, defined as

z(t) = sin(2rw fyt), k=0,1,2,...N—1 (2.2)

where f; is the central frequency of the k-th subchannel. Orthogonality demands the
symbol rate of each subchannel 1/7 (T denoting the sampling duration) to be equal to
Af, regardless of their relative phase. That leads to

T
/ sin(27 fit + ¢x) sin(27 f;t + ¢;)dt =0 (2.3)
0

where f, — f; =n/T, n=1,2, ..., regardless of the values of the phases ¢, and ¢,.

The symbol rate in an OFDM system is reduced to a factor of N related to the rate
symbol of a single-carrier system which utilizes a bandwidth of W and transmits data
in the same rate as the multi-carrier system. Consequently, the symbol duration of an
OFDM system is T' = NT, where T} is the sampling duration of the single-carrier system.
By choosing N sufficiently large, ISI can be drastically eliminated.
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Since the time synchronization between the subcarriers is retained, OFDM enables
the transmission of different number of bits per symbol on each subcarrier. As a re-
sult, the subcarriers with higher Signal-to-Noise Ratio (SNR) can support more bits per
symbol. This important feature enables OFDM to use different modulation schemes to
each subcarrier, i.e. a subcarrier can use BPSK, while others use QAM with different
constellations.

As previously mentioned, an OFDM system has the ability to completely remove ISI
between two OFDM symbols. This is implemented by simply inserting a guard interval
between the OFDM symbols, during which all the multipath reflections of the transmitted
OFDM symbol fade out, before the next OFDM symbol is transmitted. This guard
interval is called Cyclic Prefiz (CP). As it is depicted in Fig. 2.6, the Cyclic Prefix is
a periodic extension of the last part of an OFDM symbol that is added to the front of
symbol in a transmitter, and is removed at the receiver before demodulation.

CP OFDM Symbol CP OFDM Symbol

Figure 2.6: Cyclic Prefix

2.3.2 OFDM mathematical description

For a baseband OFDM system model with N subcarriers, each subcarrier can be expressed
as:

s(t) = eIkt (2.4)

with fy denoting the carrier frequency of the k-th subcarrier, f, = k/NTy, where T is
the symbol duration. Then, the multi-carrier output is given by
N-1
() =) Xyl HNT (2.5)
k=0
where Xj is a complex number in a given constellation, such as QPSK or QAM. By
considering ¢ = nT, the OFDM symbol is given by

=

x, = x(nTy) = X eI 2k (2.6)
0

ES
Il

It should be noted that the above equation is also the equation of an N-point Inverse
Discrete Fourier Transform (IDFT), with the exception of the multiplying constant 1/N.
This implies that the demodulation of the signal z,, can be done using a Discrete Fourier
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Transform (DFT). Usually, a Fast Fourier Transform (FFT) is used for the signal demod-
ulation because of the lower computational speed compared to the DFT. Accordingly, an
Inverse Fast Fourier Transform (IFFT) is used for the signal modulation.

2.3.3 Per-subcarrier Modulation Schemes

As mentioned in 2.3.1, each OFDM subcarrier can be modulated with a different mod-
ulation scheme. There are two modulation schemes that are usually employed, QAM
(Quadrature Amplitude Modulation) and PSK (Phase-Shift Keying).

Quadrature Amplitude Modulation (QAM)

Quadrature Amplitude Modulation is the modulation scheme that constructs signals by
impressing separate information bits on each of the quadrature carriers, cos(27 f.t) and
sin(27 f.t). The transmitted signal waveforms have the form:

U (1) = Apmegr(t) cos(2m fot) + Apsgr(t) sin(2r fet), m=1,2,...,. M (2.7)

where A,,. and A,,; are the sets of amplitude levels that are obtained by mapping k-
bit sequences into signal amplitudes. QAM may be viewed as a form of combined digital
amplitude and digital-phase modulation [20]. As in many digital modulation schemes, the
constellation diagram is useful for QAM. In QAM, the constellation points are usually
arranged in a square grid with equal vertical and horizontal spacing. Since in digital
telecommunications the data are usually binary, the number of points in the grid is usually
a power of 2 (2, 4, 8,...). The most common forms are 4-QAM, 16-QAM and 64-QAM.
Examples of signal space constellations for QAM are shown in Fig. 2.7.

Phase-Shift Keying (PSK)

Phase-Shift keying (PSK) is a digital modulation scheme that conveys data by changing
or modulating the phase of a carrier waveform. The general representation of a set of M
carrier-phase modulated signal waveform is

2
U (t) = gr cos(2m fut + %), m=0,1,..M—1, 0<t<T, (2.8)

where g7 is a baseband pulse shape, which determines the spectral characteristics of the
transmitted signal. In PSK, gr is a rectangular pulse, defined as

2B,

—, 0<t<T 2.9
S 0<ts<T 2.9

gr =

where E denotes the energy/signal or energy/symbol. The corresponding waveform, after

viewing the angle of the cosine function, is now

Um (t) = grAme(t) cos(2m fot) — grApms(t) sin(27 f.t), (2.10)
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Figure 2.7: Rectangular signal-space constellations for QAM

where A,,. = cos(2rm/M) and A,,s; = sin(2rm/M), it has a constant envelope and the
carrier phase changes abruptly at the beginning of each signal interval. Digital phase
modulated signals can be represented geometrically as two-dimensional vectors with com-
ponents

sm = (V/Es cos(2rm /M), /E, sin(2rm/M)), (2.11)

In Fig. 2.8, significant PSK signal constellations are depicted. If M = 2, the modulation
scheme is called binary phase-shift keying (BPSK) and its signal constellation is illustrated
in Fig. 2.8(a) [20].
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Figure 2.8: PSK signal constellations
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2.3.4 Orthogonal Frequency Division Multiple Access (OFDMA)

Orthogonal Frequency Division Multiple Access (OFDMA ) is a multi-user version of OFDM.
Multiple access is achieved by assigning subsets of subcarriers to multiple users, allowing
simultaneous low data rate transmission from several users. Each user in an OFDMA
system is usually given certain subcarriers during a certain time to utilize.

One of the most important advantages of OFDMA is that, due to its subcarrier struc-
ture, it can support a wide range of bandwidth. A significant advantage stemming from
this property, is the flexibility of deployment. OFDMA systems can be deployed in various
frequency band intervals to efficiently and flexibly correspond to different model system
requirements. Other systems, such as Time Division Multiple Access (TDMA) and Code
Division Multiple Access (CDMA), do not provide such a flexibility in such a natural
manner [4]. Since OFDMA is a multiple access scheme version of OFDM, it inherits all
the advantages described above.

2.3.5 OFDMA and Cognitive MIMO Systems

OFDMA transmission technologies can be further enhanced with MIMO antenna tech-
niques. As previously mentioned, OFDMA has the ability to eliminate IST and combat
multipath interference. MIMO systems present superb benefits in transmission and cog-
nitive radio, in terms of reducing interference and improving link quality. Moreover, due
to the fact that the processing of OFDMA signals provides frequency-flat channels ef-
fectively, full MIMO technologies can be combined with OFDMA. OFDM modulation
techniques have been actively researched and adopted in various state-of-the-art wireless
systems, such as IEEE 802.11 wireless local area network, IEEE 802.16 (WiMAX) and
the Third Generation Partnership Project Long-Term Evolution standard, suggesting that
OFDM can be adopted as a powerful and flexible modulation scheme for both primary
and cognitive radio systems.

2.4 Scalable Video Coding extension of H.264/AVC Standard

Scalable Video Coding (SVC) is a highly attractive solution to the problems posed by
the characteristics of modern video transmission systems. The term scalability refers to
the removal of parts of the video bitstream in order to adapt it to the various needs or
preferences of end users, as well as to varying terminal capabilities or network conditions.
The resulting substream forms another valid bitstream for some target decoder and the
substream represents the source content with a reconstruction quality lower than that
of the complete original bitstream, but higher than the quality of the remaining data.
The term SVC is used interchangeably for both the concept of SVC in general and for
the particular new design that has been standardized as an extension of the H.264/AVC
standard. The objective of the SVC standardization has been to enable the encoding of a
high-quality video bitstream that contains one or more subset bitstreams that can them-
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selves be decoded with a complexity and reconstruction quality similar to that achieved
using the existing H.264/AVC design with the same quantity of data as in the subset
bitstream [21].

The sophisticated architecture of the SVC extension of H.264 standard is particularly
designed to increase the codec capabilities while offering a flexible encoder solution that
supports three different types of scalability: temporal, spatial and SNR quality. Spatial
scalability and temporal scalability describe cases in which subsets of the bit stream
represent the source content with a reduced picture size (spatial resolution) or frame
rate (temporal resolution), respectively. In quality scalability, the same spatio-temporal
resolution is retained in the resulting substream as in the complete bitstream, but with a
lower quality (fidelity) where quality is usually referred to as Signal-to-Noise Ratio (SNR).
In the following subsections the three modalities are briefly described and we focus on
quality scalability and specifically on Medium Grain Scalability (MGS), which is the video
coding scheme we utilize in our work.

2.4.1 Temporal Scalability

The term “temporal scalability” refers to the ability to represent video content with
different frame rates by as many bitstream subsets as needed. The motion compensation
dependencies are structured so that complete pictures (i.e. their associated packets)
can be dropped from the bitstream. Encoded video streams can be composed by three
distinct type of frames: I (intra), P (predictive) or B (Bi-predictive). I frames exploit the
spatial prediction from neighboring regions within the picture, while P and B frames have
interrelation with different pictures, as they exploit directly the dependencies between
them. Temporal scalability with dyadic temporal enhancement layers can be provided
with the concept of hierarchical B-pictures, as depicted in Fig. 2.9. The numbers below
the pictures specify the coding order, the symbols 7T} specify the temporal layers and &
is the corresponding temporal layer. Group of Pictures (GOP) is defined as the group of
pictures between two successive pictures of the base layer and the next base layer picture
[21].

2.4.2 Spatial Scalability

In spatial scalability, the video stream is coded at multiple spatial resolutions (Fig. 2.10).
The data and decoded samples of lower resolutions can be used to predict data or samples
of higher resolutions in order to reduce the bit rate to code the higher resolutions. In each
spatial layer, motion compensated prediction and intra-prediction are employed as for
single-layer coding. In order to improve coding efficiency in comparison to simulcasting
different spatial resolutions, additional Inter-Layer Prediction (ILP) mechanisms are em-
ployed. The main goal of the ILP module is to increase the amount of reused data in the
prediction from inferior layers, so that the reduction of redundancies increases the over-
all efficiency. Three prediction techniques are supported by the ILP module: Inter-Layer

19



group of pictures (GOP)

Y.

- -

Figure 2.9: Temporal Scalability, Hierarchical B-pictures

Motion Prediction, where the motion vectors from lower layers can be used by superior en-
hancement layers, Inter-Layer Intra Texture Prediction, where texture for internal blocks
within the same reference layer (intra) is predicted, and Inter-Layer Residual Prediction,
which can be used after the motion compensation process to explore redundancies in the
spatial residual domain.

Second Layer

Figure 2.10: Spatial Scalability example, different spatial resolutions

2.4.3 Quality Scalability

In quality (SNR) scalability, the video stream is coded at the same spatio-temporal res-
olution but at different qualities (Fig. 2.11). Quality scalability can be considered as a
special case of spatial scalability with identical picture sizes for base and enhancement
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layer [21]. A significant feature of this type of scalability is that the data and decoded
samples of lower qualities can be used to predict data or samples of higher qualities in
order to reduce the bit rate to code the higher qualities. Quality scalability is based on
using distinct Quantization Parameters (QP) for each layer. The Quantization Parameter
defines the step size for associating the transformed coefficients of the difference between
the source and prediction signals, into the spatial frequency domain, with a finite set
of steps. Smaller values of QP indicate better video quality, thus higher bit rate, while
larger values of QP determine worse video quality and lower bit rate. There are two
quality scalability modalities:

e Coarse Grain Scalability (CGS): CGS can support only a predefined set of rate-
distortion points [8]. Moreover, each layer has an independent prediction procedure.
The same inter-layer prediction mechanisms as for spatial scalable coding are em-
ployed, but without using the corresponding up-sampling operations [21]. The CGS
strategy can be regarded as a special case of spatial scalability when consecutive
layers have the same resolution [22].

e Medium Grain Scalability (MGS): It it the modality employed in our system model.
With the MGS scheme the flexibility of bitstream adaptation and error robustness
are increased. Moreover, MGS strategy improves the coding efficiency for bit streams
that have to provide a variety of bit rates. Efficiency is increased by employing
a more flexible prediction module, where different layer types can be referenced.
However, this strategy can introduce a synchronism offset between the encoder and
the decoder (drift), if only the base layer is received. To overcome this issue, periodic
key pictures are used to immediately resynchronize the prediction loops at encoder

and decoder.

Second layer

Figure 2.11: Quality Scalability example, different number of layers
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CHAPTER 3

RESOURCE ALLOCATION METHODOLOGY

3.1 System Model
3.2 Nash Bargaining Solution Resource Allocation Method (NBSm)
3.3 Aggregate Visual Quality Resource Allocation Method (AVQm)

3.4 Particle Swarm Optimization

3.1 System Model

In this section, the considered system model is described, based on the background knowl-
edge provided in the previous chapter. In section 3.1.1, the radio network is presented
and in section 3.1.2 we describe the proposed video coding scheme.

3.1.1 Radio Network

We consider an OFDMA multiple-input-single-output (MISO) cognitive radio system
which co-exists with a Primary User Network, as shown in Fig. 3.1. The two networks
share the same spectrum. The secondary base station (SU-Tx) is equipped with M anten-
nas and transmits data to K different single antenna secondary users. The same config-
uration as in [8] and [6] is employed, where it is assumed that the primary transmitter is
far enough from cognitive users such that the interference power from the primary trans-
mitter to the secondary receivers is much less than the signal power from the secondary
transmitter to the secondary receivers. Consequently, the interference at the secondary
receivers can be accumulated in the noise power.

The bandwidth is divided into /N subcarriers, which are shared by the two networks.
We denote with Hy the channel gains between the cognitive base station and the kth SU
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Network

Figure 3.1: System Model

and with G the interference channel between the cognitive transmitter and the primary
receiver. These quantities are defined as,

L O R
hE hE .o hE

H,=| o % S (3.1)
Mg Phe o hiou

where hﬁym is the frequency response of the £th SU from the mth transmit antenna of the
cognitive base station through the nth subcarrier and,

gia 912 0 Gum
921 922 0 go.Mm

G = , : (3.2)
gn1 gnz2 " gNM

where g, ,, is the channel power gain between the primary receiver and the mth transmit
antenna of the cognitive base station through the nth subcarrier. It is assumed that the
cognitive system has perfect knowledge of the channels between the secondary transmitter
and the primary receiver and that between the secondary transmitter and the secondary
receivers.

Considering the OFDM modulation with overlapping subcarriers that both primary
and secondary system use and in order to ensure the protection of the primary network
communications, an interference power limit is imposed on a per-subcarrier basis, as in [8].
If we imposed a sum interference power limit on this system, a number of subcarriers might
experience very high interference power, leading to unacceptable data loss for the licensed
user. If I,., is the interference power limit we described, then the maximum power that
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can be loaded on the nth subcarrier by the mth antenna of the cognitive transmitter is
given by

_ . Imax
pnam = min 27pmax J (33)

| Gnm

where phax is the maximum power that the transmitter can load on any subcarrier. In this
framework, a single primary user is considered. However, all the presented techniques can
be extended to multiple primary users that access the channel. In this case, the maximum
power that can be loaded on each subcarrier at the cognitive transmitter would depend
on the channel gains of the primary users to which the subcarriers are assigned.

We consider a system that employs M-ary quadrature amplitude modulation (M-
QAM) and binary phase-shift keying modulation (BPSK) as modulation schemes per
subcarrier, with M = {4,16,64}. By this formulation, BPSK is used to carry one
bit/symbol, while 4-QAM, 16-QAM and 64-QAM are used to carry two, four and six
bits/symbol respectively.

The maximum number of bits that can be loaded on each subcarrier can be com-
puted given a target bit error rate (BER). For M-QAM, the bit-error probability is upper
bounded by the symbol error probability, which is tightly approximated by 4@[%],
where d is the minimum distance between the points in the signal constellation. Since
the average energy of a M-QAM symbol is equal to (M — 1)d?/6, the required power for
carrying ¢ bits/symbol at a given BER is

E = N? [Q‘l (%)r (2¢ —1). (3.4)

Consequently, the SNR required to achieve a target BER, P., for 2¢-ary QAM, is calculated
using

3o ()

and for BPSK modulation using

Lo 2
v=75 Q" (P.)], (3.6)
where () is the Q-function, which gives the probability that a single sample taken from a
random process with zero-mean and unit-variance Gaussian probability density function

will be greater or equal to z:

Qx) = \/%_W/Ooeﬁmdt = %erfc (%) , x>0 (3.7)

It has been proved ([8]) that the difference of the PSNR (Peak Signal-to-Noise Ratio)
of a reception compared to the PSNR of an error-free reception is minimal when BER
has a value of 107%. To have a BER P, = 1079, the calculated SNR values for different
modulation schemes are depicted in Table 3.1. The fourth column presents the number
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Table 3.1: Required SNR to attain P, = 107% for different modulation schemes and the
corresponding number of bits/symbol.

Case Modulation Yease(dB) Bits per symbol
1 BPSK 10.53 1
2 4-QAM 14.03 2
3 16-QAM 21.01 4
4 64-QAM 97.95 6

of bits per symbol that each modulation scheme supports. To find the maximum number
of bits that can be loaded on the nth subcarrier of kth SU by the mth antenna cj 1, We
compute,
gl
Ven,m = pn,m?7 (38)

v

where o2 is the noise variance, which is assumed to have the same value for all the subcar-

riers. It should be mentioned here that if the interference from the primary transmitter

2

< must be replaced

to the secondary receivers were not considered negligible, the term o
by 02 + o, where o7 is the interference power from the primary transmitter. The mod-
ulation scheme, thus the maximum number of bits supported by the subcarrier, is then

determined by the following:

if v < Yepm <72 then cppm=c =1,
if v < Yewm <3 then  cppm =co =2,
if 73 < Ye,n,m < Ya then Cknm = €3 = 47

i Yeam = 7 then  cppm=1c1=6

3.1.2 Video coding scheme (H.264 SVC Extension - MGS)

As mentioned in section 2.4, the Scalable Video Coding extension of the H.264 standard
has been chosen for the sequences’ coding, because it provides QoS enhancement for each
user and adapts to the CR systems fluctuations by selectively discarding video packets.
Each cognitive secondary user receives an encoded video sequence. The SVC quality scal-
ability mode enables the generation of substreams having different quality levels (layers).
Depending on the bit loading method that we described, each user receives data at a
specific bit rate, which determines the substreams that will be transmitted. In Fig. 3.2
we demonstrate a graph that shows the relationship between the Peak-Signal-to-Noise
Ratio (PSNR) and bit-rate for a MGS encoded sequence. The extractable rate points and
the corresponding PSNR values were obtained by JSVM (Joint Scalable Video Model)
software V. 9.19.14, Fraunhofer HHI.
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PSNR suggests a quality measure and we can identify 13 levels of quality (layers)
for different rate values. An important observation is that an increase in rate does not
lead to an increase in quality between extractable points, but results in utilizing unnec-
essary resources for the same outcome. This is taken into consideration in the problem’s
formulation.
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Figure 3.2: Quality-rate plot with MGS encoding for “Bus” sequence.

3.2 Nash Bargaining Solution Resource Allocation Method (NBSm)

This resource allocation method is based on a Game Theory framework, performing a
bargaining game where the secondary users of the cognitive radio systems are considered as
the players. The bargaining game is one kind of cooperative games where the players, who
have conflicts of interest, have the opportunity to reach a mutually beneficial agreement.
A Bargaining Solution produces the pay-off where all the users agree on, not just for one
bargaining problem but for all bargaining problems. We are especially interested in the
Nash Bargaining Solution (NBS).

3.2.1 Nash Bargaining Solution

In the Nash bargaining game, two or more players demand a portion of a utility. If the
total amount requested by the players is less than that available, both players get their
request. On the other hand, if their request is greater than that available, neither player
gets their request. A Nash bargaining solution is a Pareto efficient solution to a Nash
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bargaining game. This means that this kind of solution is produced after reaching a state
where it is impossible to improve any player’s gain without reducing another’s.

A K-player bargaining problem is a pair (X, (d?,d9,...,d%)), where X is a compact
and convex set, and there exists at least one utility set (x1,zs,...,2x) € X, for which
> dY, k=1,2,..,K. A bargaining solution is a function F' that assigns a bargaining
problem (X, (d9,dS,...,d%)) to a unique element of X. The vector d = (dY,d3, ..., d%)"
consists of the disagreement points, which express the value of the utility each player can
expect to receive, when negotiations break down. The Nash Bargaining Solution (NBS),
is the solution set that maximizes the Nash product:

(€1, Do, .., Tx) = argmax(x; — d°)P (zy — d3)P2 - - - (zx — d% )P¥, (3.9)
K
subject to zy > dY, Vk and Z bpr = 1. The value bpy, is the bargaining power, which is a

k=1
weighting factor that expresses the advantage of a player over the others, in the bargaining

procedure. When a player has a higher bargaining power, the bargaining game favours
him over the others and when all players have the same value of bargaining powers, then
they are all considered equal to each other.

A pay-off pair = is feasible if the players can agree on a deal that results in their
receiving the pay-offs specified by x. We always assume that the set X of feasible pay-off
pairs satisfies three requirements:

e The set X is convex.

e The set X is closed and bounded above, which means that the set contains all its
boundary points and there exists b, so that x < b, Vx in the set.

e Free disposal is allowed.

Free disposal is the player’s ability to dispose of utility and it is usually a harmless
addition. If z is a pay-off profile on which the players can agree and = > y, then the
players can achieve y by agreeing that each player will dispose of a certain amount of
utility, after = has been implemented. Fig. 3.3 illustrates the difference in the co-operative
pay-off region, when free disposal is permitted.

John Nash introduced four axioms that any generalized Nash Bargaining Solution
must satisfy [28]:

1. The bargaining solution lies in the bargaining set.

(a) F(X,d)>d,
(b) y2F<X7d):>y€X-

2. The final outcome does not depend on how the players calibrate their utility scales.
This means that, given any strictly increasing affine transformation 7, then

F(r(X),7(d) = 7(F(X,d)).
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(a) (b)

Figure 3.3: Co-operative pay-off regions (a)without permitting free disposal and
(b)permitting free disposal

3. If the players sometimes agree on the pay-off pair s when ¢ is feasible, then they
never agree on t when s is feasible (Independence of Irrelevant Alternatives). In Fig.
3.4 the set Y is a subset of X that contains F'(X,d). The elements of X that are
not in Y are irrelevant alternatives. If the bargaining solution selects F'(X,d) for
the bargaining problem (X, d), then it should also select F'(X,d) for the bargain-
ing problem (Y, d) because the choice should be independent of the availability or
unavailability of irrelevant alternatives: if d € Y C X, then

F(X,d) €Y = F(Y,d) = F(X,d).

4. In symmetric situations, both players get the same amount of utility. This axiom
declares that the bargaining solution does not depend on who is player with label
A and who is player with label B. If the labels are reversed, each will still get the
same pay-off. If function p is defined by p(z1,z2) = (x2, 1), then

F(p(X), p(d)) = p(F(X,d)).

3.2.2 Problem formulation

This method focuses on allocating resources is such a way that provides mutual agreement
of the users (fairness). Based on Nash Bargaining Solution theory described in 3.2.1, one
of our major concern is the maximization of Nash product. For our problem, the K
players of the Bargaining Game are the /K secondary cognitive users and the utilities for
which they bargain, are the Peak Signal-to-Noise Ratio (PSNR) values dy, ds, ..., dg. The
NBS of (3.9), which maximizes the Nash product, now becomes
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K
(1, da, ... di) = argmax | [ (di — dp)"*, with di > d}, VE, (3.10)
k=1
where dj, is the received PSNR for user k, and d° = (dY,dY, ...,d% )T is the vector of the
disagreement points.

As mentioned in 3.1, the secondary base station (SU-Tx) is equipped with M antennas
and transmits data to K different single antenna secondary users. The bandwidth is
divided in N subcarriers. The problem formulation continues with the introduction of an
indicator variable ay y, ,,, which is defined as:

1, if user k receives from the mth
Qknm = antenna through the nth subcarrier, (3.11)
0, otherwise.

The rate at which kth user receives through all the antennas and subcarriers assigned to
him, can be expressed as,

M N
T = Z Z Ckn,mAk,nm- (312)

m=1n=1
If rj, is determined, the visual quality of the sequence of kth user, di(ry), can be defined
by using the quality-rate plot, as the one presented in Fig. 3.2.
Apart from the maximization of the Nash product, another major concern is the

minimization of resources’ waste. As mentioned above, given the staircase quality-rate
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form of the MGS sequence, a higher bit-rate does not always lead to PSNR improvement.
For instance, in Fig. 3.2 at a rate of 3000 kbits/sec a user receives PSNR = 36.88 dB
and, at a rate of 3500 kbits/sec, receives the same quality leading to a waste in resources.
Moreover, due to the fact that many possible solutions were produced by considering
only the maximization of the Nash product, a restriction should be imposed to limit
those results. With respect to this, we introduce a penalty term that expresses the
difference between the rate at which each user receives the substream and the actual
rate for achieving the same quality level. The resource allocation solution can now be
formulated as,

K
(de — )™ = (re —ri0) | (3.13)
k=1

::]w

o = argmax | W

x>
Il
—

under the constraint,

M
Zaknm =1, Vn, (3.14)

1 m=1

]~

=
Il

where « is the allocation matrix consisting of the elements ay,  m; d% is the element of the
disagreement point vector of the Nash bargaining solution that corresponds to k-th user,
which we consider to be the PSNR of the base layer of the video sequence transmitted to
each secondary user, to ensure that each user will receive the minimum QoS; and 74 is the
minimum rate to achieve the distortion level that the kth user achieves. The first term of
the objective function concerns the maximization of Nash product and the second part is
the penalty term mentioned above. The constant W is a weight factor (generally a large
number), which implies that the maximization of the Nash product is more important
than the minimization of the resources waste [8]. By assigning a large enough number to
W1, the maximization process will always converge to the solution at the higher number
of layers. The constraint 3.14 is introduced to state that any subcarrier can be assigned
to exactly one secondary user and one antenna. It should be noted that in this problem
formulation, the relationship between transmission rate and video quality is known, as
there values can be derived from the encoding process described in 3.1.2.

3.3 Aggregate Visual Quality Resource Allocation Method (AVQm)

In this section the resource allocation method for allocating subcarriers and antennas
among multiple cognitive users such that the aggregate visual quality of all video sequences
is improved while minimizing the unnecessary utilization of resources, is presented. Based
on the rate-quality characteristics of the encoded video sequence, provided by the R-D
plot (i.e. Fig. 3.2), the PSNR value that corresponds to the rate each user receives the
video sequence can be extracted. It follows that a candidate objective function for the
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resource allocation problem would be

max  dg(rg) (3.15)

Tk

where 7, is the rate achieved by k-th user and dj is the PSNR value achieved at this rate.
However, as already described, because of the staircase quality-rate form of the MGS se-
quence does not always lead to visual quality enhancement. To encounter this difficulty,
we introduce the penalty term described in 3.2.2. The formulation of the objective func-
tion focuses on the maximization of the aggregate visual quality as described in [8] and
the resource allocation problem solution for this formulation is,

K K
a = argmax | Ws Z diy — Z(Tk — i), (3.16)

k=1 k=1

under the constaint,

K M
DY thnm =1, ¥, (3.17)

k=1 m=1
where « is the allocation matrix consisting of the elements ay y, ,; dj is the PSNR value
obtained if user k receives all layers up to the [th layer, and 7, is the minimum rate
to achieve the distortion level that the kth user achieves. The first part of the objective
function corresponds to the maximization of the sum visual quality for all the secondary
users, while the second part indicates the difference between the rate at which each user
receives the substream and the actual rate for achieving the same quality level. To favour
the first part of the objective function (maximization of aggregate visual quality) we
introduce W5, as the corresponding weight factor mentioned above, which has a large
value. The constraint of assigning any subcarrier to at most one SU and one antenna
(equation 3.17) applies to this objective function as well, in addition to each cognitive
user’s receiving at least the base layer.

3.4 Particle Swarm Optimization

To solve the formulated problem, the employed optimizer is the Particle Swarm Opti-
mization (PSO) algorithm due to its efficiency in similar problems [30], [31] and the fact
that it has the ability to deal with discrete values, with low computational complexity.
Particle Swarm Optimization is a stochastic optimization algorithm that belongs to the
category of swarm intelligence methods and draws inspiration from the social dynamics
of living organisms.

The optimizer utilizes a swarm of search points, called particles, which simultaneously
and iteratively move in the search space with an adaptable velocity, locating the most
promising regions. Fach particle has a memory where it retains the best position it has
ever visited in the search space, which can be communicated also to (some of) the rest.
Each particle assumes a set of other particles to be its neighbours and it shares its best
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visited position only with them, instead of with the whole swarm. Particles alter their po-
sition and velocity according to the other particles that belong to their neighbourhood. The
particles belonging to a neighbourhood form a neighbourhood topology, which is a scheme
representing the connections between the particles (nodes) of a neighbourhood [25]. The
most common type or neighbourhood topology is the ring topology, depicted in Fig. 3.5.

Figure 3.5: Ring topology.

Let the swarm S{X;, Xy, X3, ..., Xy} consist of N particles. Each particle is a n-
dimensional vector X; € S, ¢ = 1,2,..., N, where S is the search space. Let V; and
P, denote the velocity and the best position, respectively, of the ith particle, and g; the
index of the particle that attained the best previous position among all the particles in
the neighbourhood of X;. If £ denotes the current iteration, the velocity and position of
X, are updated according to the following equations:

Vit +1) = x[Vi(t) + CiRy (Pi(t) — X;(t)) + CoRs (Py, (1) — X;(1))],  (3.18)
X;(t+1) = X;(t)+Vi(t+1), (3.19)

where x is the constriction coefficient; C7 and C5 are positive constants, also known as
cognitive and social parameter, respectively; and R, and Ry are random vectors with com-
ponents uniformly distributed within the range [0, 1]. All vector operations in Egs. (3.18)
and (3.19) are performed componentwise [25]. Assume that a function f(x) is to be min-
imized. At each iteration, after the update and evaluation of particles, best positions are
also updated. The new best position of X; at iteration ¢ + 1 is defined as follows:

Xi(t+1), if f(X(t+ 1) < f(B(1))
P;(1), otherwise.

ri - {

The new determination of index g; for the updated best positions completes a PSO iter-
ation. The particles are usually initialized randomly.
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Clerk and Kennedy [29], after investigating the stability of PSO algorithm, proposed
a set of parameter values for x, C; and C that lead to algorithm’s convergence to the
optimal solutions, namely y = 0.729, C; = C5 = 2.05.

The resource allocation variable oy, indicates the CS transmission antenna and the
user each subcarrier is assigned to. If N is the number of subcarriers, K the number of
secondary users, and M the number of transmit antennas, then «y ,, , could be represented
as a set of M x N vectors of K elements, where each element & belongs in {0, 1} and each
array can contain at most one element valued 1, because (as mentioned in Section 3.2.2)
each subcarrier can be assigned to only one user and one transmit antenna. Additionally,
with respect to this restriction, exactly one non-zero single vector and M — 1 zero-valued
vectors can be assigned to each subcarrier. There are K + 1 possible single vectors
representations. For illustration purposes, we consider the case where K = 3, N = 64
and M = 2. The indicator variable oy, can be represented as a set of 2V = 128 single
vectors of three (K') elements and there is a set of four (K + 1) possible single vector
representations: [0,0,0],[1,0,0],[0,1,0],[0,0,1]. This formulation sets the dimension of
the problem to (K + 1)M*V,

To perform a dimensionality reduction, we adopted the following formulation: since
only one antenna transmits to one user through a subcarrier, we can employ N integers
(expressing each subcarrier) to indicate to which antenna the non-zero vector is assigned
(expressing which antenna is being used by this subcarrier), and N integers expressing
which non-zero vector this is. This leads to a (2N)-dimensional vector. In the previous
example, a 128-element vector is constructed with the first 64 elements indicating which
antennas are being used by the 64 subcarriers, respectively, and the next 64 elements indi-
cating which user is being serviced by this pairing. With this formulation, the dimension
is reduced to (M x K)V.
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CHAPTER 4

EXPERIMENTAL RESULTS

4.1 System Configuration and Simulation Settings
4.2 Efficiency and Fairness evaluation

4.3 Results

In this chapter, the results of the experiments that were conducted to evaluate the
proposed methods are presented. For each testing case, a number of experiments was
performed, with different channel simulation settings and system configuration. Initially,
the system settings and the metrics used for the evaluation of the methods are presented.
After introducing these prerequisite descriptions, the results of the experiments are pre-
sented.

4.1 System Configuration and Simulation Settings

This section describes and presents the settings of the channel and the video encoding
parameters that were used to produce the experimental results.

4.1.1 Channel Settings

The frequency selective fading channel consisted of L=8 Rayleigh fading paths. The
channel fading between users and channels were modeled as an independent and identically
distributed complex Gaussian. The Rayleigh multipath fading is defined in the time
domain by

R(t) = idlé(t —I7), (4.1)

where @; is the complex amplitude of path [ and L is the number of channel taps: ¢, =
x: + jui, where x; and t¢; are normally distributed. The frequency domain channel is
given by its Fourier Transform.



We considered M = 4 antennas at the cognitive base station, contributing to inter-
ference reduction to multiple users and rate performance enhancement. The number of
the subcarriers N, the number of the cognitive users K and the Channel-to-Noise ratio
CNR, were the parameters modified for each simulation case. The C' NR is defined as

h
L

El|af*)

Il
o

CNR =" (4.2)

N,

An interference power limit I,,,, = 0.2 units of power was imposed on every subcarrier.

This threshold ensured that the primary user’s data on any subcarrier are not lost due to

secondary transmission. The maximum transmit power on any subcarrier was ppax = 1

unit of power. The rate at which the symbols were transmitted was set to R, = 10800
symbols/sec (54 OFDM symbols in 5msec transmission frame period).

4.1.2 Video Encoding Settings

Four video sequences were considered for the experiments: “Bus”, “Foreman”, “Coast-
guard” and “Akiyo” sequences, obtained in 4:2:0 YUV format [32]. The first three se-
quences are high-motion while ” Akiyo” is a low-motion sequence. For the encoding pro-
cess, the JSVM 9.19.14 software was used [23]. The four different video sequences were
obtained in Common Intermediate Format (CIF) (spatial 352 x 288 resolution) and were
encoded at 30 frames per second using MGS techniques. Fach bitstream was encoded
in five video layers, one base layer with quantization parameter QP, = 48, and four en-
hancement layers with quantization parameters QP, = (16,24,32,40). To generate the
MGS bitstream, each enhancement layer was split further into three MGS enhancement
layers and the MGS vectors chosen in the encoding process were [4,4, 8].

To obtain the rate-quality plots for the SNR scalable bitstreams, a set of 13 rate
points were extracted and decoded from each scalable bitstream, representing the 13
quality layers of the video sequence. The results are shown in the following tables. For
the four sequences, the rate-quality diagrams are depicted in Fig. 4.1, 4.2, 4.3 and 4.4.
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Table 4.1: Extracted rate points and the corresponding PSNR values, for “Bus” sequence.

Rate (kbps) PSNR (dB)
106.62 23.94 L1
458.32 27.40 L2
951.11 29.93 L3
1232.91 31.01 L4
1974.47 32.56 L5
2705.53 34.92 L6
3609.72 36.88 L7
4710.62 37.99 L8
5264.39 38.91 L9
5953.11 40.40 L10
6291.31 41.61 L11
6680.73 42.67 L12
7244.51 44.01 L13

4z A
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]
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Rate (kbits/sec)

Figure 4.1: Quality-rate plot with MGS encoding for “Bus” sequence.
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Table 4.2: Extracted rate points and the corresponding PSNR values, for “Foreman”

sequence.
Rate (kbps) PSNR (dB)
42.92 26.84 L1
142.72 29.74 L2
268.90 30.70 L3
444 .41 32.28 L4
705.91 33.31 L5
950.07 34.03 L6
1291.35 35.22 L7
1600.84 36.67 L8
2598.43 38.31 L9
3381.78 39.39 L10
3906.10 40.11 L11
4729.34 43.10 L12
5194.01 44.32 L13
45
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Figure 4.2: Quality-rate plot with MGS encoding for “Foreman” sequence.
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Table 4.3: Extracted rate points and the corresponding PSNR values, for “Coastguard”

sequence.
Rate (kbps) PSNR (dB)

36.67 25.11 L1

148.02 27.45 L2

442.27 29.23 L3

744.37 31.43 L4

1279.99 32.24 L5

1646.74 33.14 L6

2095.74 34.11 L7

2482.53 36.16 L8

3389.07 37.00 L9

4602.94 38.44 L10

5296.32 40.42 L11

5999.37 42.50 L12

6607.88 43.93 L13

43 -

L
oo

L
L

Y-PSNR [dB)
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23 T T T T T T
a 1000 2000 3000 4000 5000 &000 7000

Rate (kbits/sec)

Figure 4.3: Quality-rate plot with MGS encoding for “Coastguard” sequence.
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Table 4.4: Extracted rate points and the corresponding PSNR values, for “Akiyo” se-

quence.
Rate (kbps) PSNR (dB)
10.92 30.84 L1
01.12 34.86 L2
93.14 36.39 L3
139.50 39.07 L4
232.20 39.67 L5
299.21 41.27 L6
347.79 43.05 L7
589.44 43.24 L8
637.97 44.01 L9
761.62 44.71 L10
845.83 47.37 L11
874.69 47.70 L12
944.82 48.22 L13
49
47
45
43
5 41
= 39
E 37
35
33
31
29 | . . |
0 200 400 500 800 1000

Rate (kbits/zec)

Figure 4.4: Quality-rate plot with MGS encoding for “Akiyo” sequence.
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4.2 Efficiency and Fairness evaluation

The performance of the methods described in Chapter 3, was evaluated on the basis
of efficiency and fairness criteria. Two metrics were used for the evaluation. The first
one was the Aggregate System Utility Index (AUT), which is used in [8] and assesses the
efficiency and the aggregate system utility. The second one is the Jain’s Index (JI), which
assesses the fairness of the resource allocation, defined as the minimization of video quality
deviation among users who subscribe the same Quality of Service.

4.2.1 Aggregate Utility Index (AUI)

This metric examines the total utility that a scheme will bring cumulatively from all
secondary users. According to Aggregate Utility Index (AUI) metric, the most efficient
scheme is the one that gathers the highest overall system utility [31]. In our case, the
utility is the received PSNR for each user, which is related to the video quality. We define
the Aggregate Utility Index as,

K
AUT = " dy. (4.3)
k=1

4.2.2 Jain’s Index (JI)

The Jain’s Index (JI) metric expresses how close to a state of equality is a resource
allocation scheme, and it is defined as,

: (4.4)

where Ly is the number of video layers that user k receives. JI takes values between 0
and 1. The closer its value is to 1, the more equal is the resource allocation scheme. This
is the reason for employing this metric as a fairness estimator [31].

4.3 Simulation Results

In this section, we present the simulations cases along with the corresponding generated
results. In each simulation instance, the two resource allocation methods described in
Chapter 3, the Nash Bargaining Solution method (NBSm) and the Aggregate Visual
Quality method (AVQm), were applied and compared in terms of efficiency and fairness.
For each experiment, the Aggregate Utility Index (AUI) and the Jain’s Index (JI) has
been calculated and presented. Since the NBS method is formulated in a game theoretic
mathematical framework and considers the maximization of Nash product as optimality,
it was expected that, by applying it, fairness (expressed by JI) would be attained among
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secondary users. Correspondingly, since AV(Q method considers the maximization of
aggregate PSNR as optimality, AVQm was expected to prevail in terms of efficiency
(expressed by AUI).

Regarding PSO, the swarm size and the number of iterations were estimated after
preliminary experimentation for each simulation case, recording the best detected solution.
The discrete parameters were allowed to take continuous values for the position and
velocity update, although they were rounded to the nearest integer for the evaluation of
the particle. Since PSO is a stochastic algorithm, for each problem instance we conducted

30 independent experiments.

4.3.1 Single Video Transmission

CNR effect on resource allocation performance

In this experiment series, all secondary users were receiving the same video sequence, the
“Foreman” sequence, encoded using the settings described above. At first, we inquired
the impact of Channel-to-Noise Ratio (CNR) on the resource allocation performance.
The number of subcarriers was set to N=128. The following table reports the video
PSNR value and the corresponding number of layers (in parenthesis) each user receives,
for different values of CNR.

Table 4.5: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI values
(N=128, K=6, M=4), for different values of CNR, Single Video transmission.

CNR=21 dB

CNR=23 dB

CNR=25 dB

CNR=27 dB

CNR=29 dB

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

SU1 (dB)
SU2 (dB)
SU3 (dB)
SU4 (dB)
SU5 (dB)

SUG6 (dB)

36.67 (8)
35.22 (7)
34.03 (6)
36.67 (8)
34.03 (6)

35.22 (7)

36.67 (8)
34.03 (6)
36.67 (8)
36.67 (8)
33.31 (5)

35.22 (7)

36.67 (8)
36.67 (3)
35.22 (7)
35.22 (7)
35.22 (7)

34.03 (6)

36.67 (8)
36.67 (8)
36.67 (8)
36.67 (8)
34.03 (6)

34.03 (6)

36.67 (8)
36.67 (8)
34.02 (6)
36.67 (8)
35.22 (7)

35.22 (7)

36.67 (8)
36.67 (8)
36.67 (8)
36.67 (8)
32.28 (4)

36.67 (8)

36.67 (8)
36.67 (8)
36.67 (8)
35.22 (7)
35.22 (7)

36.67 (8)

36.67 (8)
36.67 (8)
36.67 (8)
36.67 (8)
34.03 (6)

36.67 (8)

36.67 (8)
36.67 (8)
36.67 (8)
36.67 (8)
36.67 (8)

36.67 (8)

36.67 (8)
36.67 (8)
36.67 (8)
38.31 (9)
35.22 (7)

36.67 (8)

AUI (dB)

211.84

212.57

213.03

214.74

215.21

215.63

217.12

217.38

220.02

220.21

JI

0.9866

0.9735

0.9909

0.9837

0.9898

0.9603

0.9962

0.9906

1.0000

0.9948

Table (4.5) depicts that as CNR increases, which corresponds to channel conditions
improvement, Aggregate Utility Index increases as well, for both NBSm and AVQm,
implying efficiency improvement. This was expected because as the channel conditions
improve, the probability of supporting more bits on each subcarrier increases as well. In
the vast majority of the simulation experimental instances, the AVQm prevailed in terms
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of efficiency, but performed inferiorly in terms of fairness, as for this method the Jain’s

Index values were smaller compared to the NBSm ones.

Efficiency and Fairness Performance for different number of secondary users

In the following tables the PSNR for each secondary user and the AUI, JI values after the
optimal resource allocation for each method, are presented. All secondary users were re-

ceiving the same video sequence, the “Bus” sequence, encoded using the settings described

above. Due to the fact that the channel fading between users and channels was modelled

as an independent and identically distributed complex Gaussian, we performed several

simulation instances for each case, setting C'NR=25 dB. In each table four instances are

reported.

Table 4.6: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI values

for four experiment instances (K=2, M=4), Single Video transmission.

Instance 1 Instance 2 Instance 3 Instance 4
NBSm AVQm NBSm AVQm NBSm AVQm NBSm AVQm
SU1 (dB) | 34.92 (6) 34.92 (6) | 36.88 (7) 36.88 (7) | 36.88 (7) 36.88 (7) | 34.92 (6) 34.92 (6)
SU2 (dB) | 34.92 (6) 34.92 (6) | 36.88 (7) 36.88 (7) | 34.92 (6) 34.92 (6) | 34.92 (6) 34.92 (6)
AUI (dB) | 69.84 69.84 73.76 73.76 71.8 71.8 69.84 69.84
JI 1.0000 1.0000 | 1.0000 1.0000 | 0.9941 0.9941 | 1.0000 1.0000

Table 4.7: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI values

for four experiment instances (K=3, M=4), Single Video transmission.

Instance 1 Instance 2 Instance 3 Instance 4
NBSm AVQm NBSm AVQm NBSm AVQm NBSm AVQm
SU1 (dB) | 32.56 (5) 31.01 (4) | 32.56 (5) 31.01 (4) | 31.01 (4) 31.01 (4) | 32.56 (5) 32.56 (5)
SU2 (dB) | 32.56 (5) 34.92 (6) | 32.56 (5) 34.92 (6) | 34.92 (6) 34.92 (6) | 34.92 (6) 36.88 (7)
SU3 (dB) | 31.01 (4) 31.01 (4) | 34.92 (6) 34.92 (6) | 34.92 (6) 36.88 (7) | 31.01 (4) 31.01 (4)
AUI (dB) | 96.13 96.94 100.04 100.85 | 100.85 102.81 98.49 100.45
JI 0.9899 0.9607 | 0.9922 0.9697 | 0.9697 0.9538 | 0.9740 0.9481
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Table 4.8: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI values

for four experiment instances (K=4, M=4), Single Video transmission.

Instance 1

Instance 2

Instance 3

Instance 4

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

SU1 (dB)
SU2 (dB)
SU3 (dB)

SU4 (dB)

31.01 (4)
32.56 (5)
32.56 (5)

31.01 (4)

31.01 (4)
31.01 (4)
31.01 (4)

34.92 (6)

31.01 (4)
31.01 (4)
32.56 (5)

31.01 (4)

32.56 (5)
31.01 (4)
31.01 (4)

31.01 (4)

31.01 (4)
32.56 (5)
32.56 (5)

31.01 (4)

31.01 (4)
31.01 (4)
34.92 (6)

31.01 (4)

31.01 (4)
32.56 (5)
32.56 (5)

31.01 (4)

31.01 (4)
31.01 (4)
31.01 (4)

34.92 (6)

AUI (dB)

127.14

127.95

125.59

125.59

127.14

127.95

127.14

127.95

JI

0.9878

0.9304

0.9897

0.9897

0.9878

0.9304

0.9878

0.9304

Table 4.9: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI values

for four experiment instances (K=5, M=4), Single Video transmission.

Instance 1

Instance 2

Instance 3

Instance 4

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

SU1 (dB)
SU2 (dB)
SU3 (dB)
SU4 (dB)

SU5 (dB)

31.01 (4)
31.01 (4)

31.01 (4)

31.01 (4)

31.01 (4)
31.01 (4)
31.01 (4)
34.92 (6)

31.01 (4)

31.01 (4)
31.01 (4)
31.01 (4)
31.01 (4)

31.01 (4)

31.01 (4)
31.01 (4)
29.93 (3)
32.56 (5)

31.01 (4)

31.01 (4)
31.01 (4)
32.56 (5)
32.56 (5)

31.01 (4)

31.01 (4)
32.56 (5)
31.01 (4)
34.92 (6)

31.01 (4)

31.01 (4)
31.01 (4)
31.01 (4)
31.01 (4)

31.01 (4)

31.01 (4)
31.01 (4)
29.93 (3)
32.56 (5)

32.56 (5)

AUI (dB)

156.6

158.96

155.05

155.52

158.15

160.51

155.05

157.07

JI

0.9897

0.9680

1.0000

0.97561

0.9878

0.9706

1.0000

0.9692
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Table 4.10: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI

values for four experiment instances (K=6, M=4), Single Video transmission.

Instance 1

Instance 2

Instance 3

Instance 4

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

SU1 (dB)
SU2 (dB)
SU3 (dB)
SU4 (dB)
SU5 (dB)

SU6 (dB)

29.93 (3)
29.93 (3)
29.93 (3)
31.01 (4)
31.01 (4)

31.01 (4)

31.01 (4)
27.40 (2)
32.56 (5)
32.56 (5)
29.93 (3)

31.01 (4)

31.01 (4)
31.01 (4)
29.93 (3)
31.01 (4)
31.01 (4)

29.93 (3)

32.56 (5)
29.93 (3)
31.01 (4)
29.93 (3)
31.01 (4)

29.93 (3)

29.93 (3)
31.01 (4)
31.01 (4)
31.01 (4)
29.93 (3)

31.01 (4)

31.01 (4)
29.93 (3)
31.01 (4)
31.01 (4)
31.01 (4)

31.01 (4)

31.01 (4)
31.01 (4)
31.01 (4)
31.01 (4)
29.93 (3)

31.01 (4)

31.01 (4)
31.01 (4)
31.01 (4)
32.56 (5)
29.93 (3)

29.93 (3)

AUI (dB)

182.82

184.47

183.9

184.37

183.9

184.98

184.98

185.45

JI

0.9800

0.9280

0.9837

0.9603

0.9906

0.9795

0.9906

0.9688

Table 4.11: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI

values for four experiment instances (K=7, M=4), Single Video transmission.

Instance 1

Instance 2

Instance 3

Instance 4

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

SU1 (dB)
SU2 (dB)
SU3 (dB)
SU4 (dB)
SU5 (dB)
SUG (dB)

SU7 (dB)

29.93 (3)
29.93 (3)
29.93 (3)
29.93 (3)
29.93 (3)
29.93 (3)

27.40 (2)

31.01 (4)
27.40 (2)
31.01 (4)
31.01 (4)
29.93 (3)
29.93 (3)

27.40 (2)

29.93 (3)
29.93 (3)
29.93 (3)
31.01 (4)
29.93 (3)
29.93 (3)

29.93 (3)

31.01 (4)
27.40 (3)
31.01 (4)
31.01 (4)
29.93 (3)
31.01 (4)

29.93 (3)

31.01 (4)
27.40 (3)
29.93 (3)
31.01 (4)
29.93 (3)
29.93 (3)

31.01 (4)

27.40 (2)
29.93 (2)
32.56 (5)
29.93 (3)
31.01 (4)
31.01 (4)

29.93 (3)

27.40 (2)
31.01 (4)
29.93 (3)
31.01 (4)
27.40 (2)
29.93 (3)

29.93 (3)

27.40 (2)
29.93 (2)
29.93 (3)
32.56 (5)
27.40 (2)
29.93 (3)

31.01 (4)

AUI (dB)

206.98

207.69

210.59

211.3

210.22

211.77

206.61

208.16

JI

0.9852

0.9344

0.9878

0.9568

0.9566

0.9351

0.9403

0.9098
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Table 4.12: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI

values for four experiment instances (K=8, M=4), Single Video transmission.

Instance 1

Instance 2

Instance 3

Instance 4

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

SU1 (dB)
SU2 (dB)
SU3 (dB)
SU4 (dB)
SU5 (dB)
SUG (dB)
SU7 (dB)

SUS (dB)

29.93 (3)
29.93 (3)
29.93 (3)
29.93 (3)
29.93 (3)
27.40 (2)
29.93 (3)

29.93 (3)

27.40 (2)
31.01 (4)
31.01 (4)
29.93 (3)
29.93 (3)
27.40 (2)
29.93 (3)

31.01 (4)

31.01 (4)
27.40 (2)
27.40 (2)
31.01 (4)
29.93 (3)
27.40 (2)
29.93 (3)

29.93 (3)

29.93 (3)
27.40 (2)
31.01 (4)
31.01 (4)
27.40 (2)
27.40 (2)
31.01 (4)

31.01 (4)

31.01 (4)
27.40 (2)
27.40 (2)
29.93 (3)
29.93 (3)
27.40 (2)
31.01 (4)

29.93 (3)

29.93 (3)
27.40 (2)
29.93 (3)
29.93 (3)
29.93 (3)
29.93 (3)
29.93 (3)

27.40 (2)

27.40 (2)
27.40 (2)
29.93 (3)
29.93 (3)
31.01 (4)
29.93 (3)
29.93 (3)

29.93 (3)

27.40 (2)
27.40 (2)
31.01 (4)

29.93 (3)

31.01 (4)
27.40 (2)

29.93 (3)

AUI (dB)

236.91

237.62

234.01

236.17

234.01

234.38

235.46

236.64

JI

0.9869

0.9413

0.9313

0.9191

0.9474

0.9231

0.9583

0.9191
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Table 4.13: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI

values for four experiment instances (K=9, M=4), Single Video transmission.

Instance 1

Instance 2

Instance 3

Instance 4

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

SU1 (dB)
SU2 (dB)
SU3 (dB)
SU4 (dB)
SU5 (dB)
SU6 (dB)
SU7 (dB)
SUS (dB)

SU9 (dB)

27.40 (2)
27.40 (2)
27.40 (2)
29.93 (3)
31.01 (4)
29.93 (3)
27.40 (2)
27.40 (2)

27.40 (2)

27.40 (2)
31.01 (4)
29.93 (3)
31.01 (4)
27.40 (2)
27.40 (2)
27.40 (2)
27.40 (2)

27.40 (2)

31.01 (4)
29.93 (3)
29.93 (3)
27.40 (2)
29.93 (3)
27.40 (2)
29.93 (3)
27.40 (2)

27.40 (2)

31.01 (4)
29.93 (3)
27.40 (2)
27.40 (2)
29.93 (3)
27.40 (2)
29.93 (3)
27.40 (2)

31.01 (4)

29.93 (3)
27.40 (2)
27.40 (2)
27.40 (2)
29.93 (3)
29.93 (3)
29.93 (3)
27.40 (2)

27.40 (2)

31.01 (4)
27.40 (2)
27.40 (2)
27.40 (2)
27.40 (2)
27.40 (2)
29.93 (3)
29.93 (3)

31.01 (4)

27.40 (2)
27.40 (2)
27.40 (2)
27.40 (2)
31.01 (4)
27.40 (2)
27.40 (2)
27.40 (2)

29.93 (3)

27.40 (2)
27.40 (2)
27.40 (2)
27.40 (2)
31.01 (4)
27.40 (2)
27.40 (2)
27.40 (2)

31.01 (4)

AUI (dB)

255.27

256.35

260.33

261.41

256.72

258.88

252.74

253.82

JI

0.9272

0.9043

0.9412

0.9259

0.9603

0.9160

0.9245

0.8962
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In the following graphs the average Aggregate Utility Index (AUI) values and the Jain’s
Index (JI) values, for different number of secondary users K = {2,3, ..., 9}, are depicted.
The blue bars correspond to Nash Bargaining Solution resource allocation method, while
the red bars to Aggregate Visual Quality method.
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The results of tables (4.6)-(4.13) and Figures 4.5 and 4.6 suggest that the AVQ method
performed slightly better than the NBS method in terms of efficiency, as the AUI received
higher values in all instances. This result was anticipated because the AVQ method
considers the maximization of the aggregate visual quality as optimality measure. On
the other hand, in the vast majority of the experimental results there was a distinct
superiority of the NBS method over the AV(Q method in terms of fairness, as dictated
by the significantly greater values of the JI metric in most problem instances. These
significant observations are optically illustrated in Fig. 4.5 and Fig. 4.6, where the relative
performance of both methods is depicted.

Nash Bargaining Solution resource allocation method with unequal bargaining
powers

As explained in 3.2.1, bargaining power is a weighting factor that expresses the advantage
of a secondary user over the others, in the bargaining procedure. When a secondary user
has a higher bargaining power, the resource allocation process favours him over the others
and when all secondary users have the same value of bargaining powers, then they are all
considered equal to each other. The previous experiments were conducted considering all
the secondary users equal to each other, having the same value of bargaining powers. We
performed several simulations considering the case that some users were favoured over
the others, thus they were assigned a higher bargaining power. Specifically we considered
a system with M =4 antennas, N=64 subcarriers and K=6 secondary users, SU 1 and
SU 6 had bp; = bps = 0.4, while all the other users had bargaining powers equal to
0.05 (the sum of the bargaining powers equals to one). The “Foreman” video sequence
was transmitted to each secondary user. We performed several simulations instances.
For each instance, the resource allocation was performed with NBS method retaining the
same fading channel and system settings, at first with equal bargaining powers and then
with unequal bargaining powers. The following tables report the received PSNR for each
secondary user and the AUI values, for eight simulation instances.
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Table 4.14: PSNR for each user and AUI values for NBS method, considering the cases
of equal(bp; = bpy = bps = bpy = bps = bps = 1/6) and unequal (bp; = bps = 0.4,
bpy = bps = bpy = bps = 0.05) bargaining powers among the secondary users, K=6,
M=4, Single Video transmission, experiment instances 1-4.

Instance 1 Instance 2 Instance 3 Instance 4

Equal bp Unequal bp | Equal bp Unequal bp | Equal bp Unequal bp | Equal bp Unequal bp

SU1 (dB) 33.31 36.67 32.28 36.67 33.31 36.67 33.31 36.67
SU2 (dB) 32.28 29.74 32.28 29.74 32.28 29.74 32.28 30.70
SU3 (dB) 33.31 29.74 34.03 30.70 33.31 29.74 32.28 29.74
SU4 (dB) 32.28 29.74 33.31 29.74 33.31 29.74 33.31 32.28
SU5 (dB) 33.31 29.74 32.28 29.74 33.31 29.74 33.31 29.74
SU6 (dB) 32.28 34.03 32.28 34.03 32.28 35.22 33.31 35.22

AUI 196.77 189.66 196.46 190.62 197.80 190.85 197.80 194.35

Table 4.15: PSNR for each user and AUI values for NBS method, considering the cases
of equal(bp; = bpy = bps = bpy = bps = bps = 1/6) and unequal (bp; = bps = 0.4,
bpy = bps = bpy = bps = 0.05) bargaining powers among the secondary users, K=6,
M=4, Single Video transmission, experiment instances 5-8.

Instance 5 Instance 6 Instance 7 Instance 8

Equal bp Unequal bp | Equal bp Unequal bp | Equal bp Unequal bp | Equal bp Unequal bp

SU1 (dB) 32.28 34.03 33.31 36.67 32.28 36.67 32.28 35.22
SU2 (dB) 32.28 30.70 32.28 29.74 33.31 30.70 32.28 30.70
SU3 (dB) 33.31 29.74 32.28 29.74 34.03 29.74 33.31 30.70
SU4 (dB) 33.31 30.70 33.31 30.70 33.31 29.74 33.31 29.74
SU5 (dB) 33.31 29.74 32.28 29.74 32.28 30.70 34.03 30.70
SU6 (dB) 32.28 36.67 33.31 36.67 32.28 36.67 32.28 35.22

AUI 196.77 191.58 196.77 193.26 197.49 194.22 197.49 192.28

The results, obviously, confirm the precedent theory. The first column of each instance,
corresponding to equal bargaining powers case, reports the fairness attainment among all
secondary users, considering them equal to each other. However, the second column,
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corresponding to unequal bargaining powers, with bp; and bpg much larger than the other
users’ bp, depicts that SU1 and SU6 have been considered of higher prioritization and
importance throughout the bargaining process. This assumption is generated by observing
the PSNR values for these users; while SU1 and SU6, when considered equal to all the
other users, have PSNR approximately of definitely equal to the other users’, if they are
considered favoured over the others, they attain a PSNR value higher, not only than the
other users’ PSNR, but also than the value they had in the equal bargaining power case.
SU2, SU3, SU4 and SU5 in both cases are considered equal to each other and try to reach
a mutually beneficial agreement on the resource allocation.

Another observation made from there tables, is that employing an unequal bargaining
power scheme to favour some secondary users over the others, comes at the cost of the
Aggregate Utility Index values’ reduction, thus the overall efficiency performance of the
system.

4.3.2 Multiple Videos Transmission

We performed a number of experiments, transmitting multiple videos to multiple sec-
ondary users. Specifically, we used three video sequences, the “Foreman”,“Coastguard”
and “Akiyo” sequences, all encoded using the settings described above. Fach user was
receiving one predefined video sequence and the assignment was defined serially, i.e. the
first user received “Foreman”, the second “Coastguard”, the third “Akiyo”, the fourth
“Foreman”, the fifth “Coastguard”, and so on. As mentioned above, the first two se-
quences (“Foreman” and “Coastguard”) are high-motion while “Akiyo” is a low-motion
sequence. This means that the PSNR values for low rate values are higher in “Akiyo”,
compared to the other two sequences, as depicted in Figures 4.4, 4.2 and 4.3. As a result,
for the same rate, different video quality layer will be transmitted to each user, depending
on the video sequence that it has been assigned to him. This explains the differences in
PSNR values and corresponding layers in the following result tables.

CNR effect on resource allocation performance

We firstly inquired the impact of Channel-to-Noise Ratio (CNR) to the resource allocation
performance. The number of subcarriers was set to N=128. The following table reports
the video PSNR value and the corresponding number of layers (in parenthesis) each user
receives, for different values of CNR.
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Table 4.16: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI
values (N=128, K=6, M=4), for different values of CNR, Multiple Video transmission.

CNR=21 dB CNR=23 dB CNR=25 dB CNR=27 dB CNR=29 dB

NBSm AVQm NBSm AVQm NBSm AVQm NBSm AVQm NBSm AVQm

SU1 (dB) | 33.31 (5) 34.03 (6) | 34.03 (6) 34.03 (6) | 34.03 (6) 36.67 (8) | 36.67 (8) 36.67 (8) | 36.67 (8) 36.67 (8)
SU2 (dB) | 31.43 (4) 3143 (4) | 31.43 (4) 3143 (4) | 32.24 (5) 3143 (4) | 32.24 (5) 31.43 (4) | 32.24 (5) 32.24 (5)
SU3 (dB) | 47.70 (12) 48.22 (13) | 47.70 (12) 48.22 (13) | 47.70 (12) 48.22 (13) | 47.70 (12) 48.22 (13) | 47.70 (12) 48.22 (13)
SU4 (dB) | 35.22 (7) 34.03 (6) | 36.67 (8) 36.67 (8) | 36.67 (8) 36.67 (8) | 36.67 (8) 36.67 (8) | 36.67 (8) 36.67 (8)
SU5 (dB) | 31.43 (4) 31.43(4) | 32.24 (5) 3143 (4) | 32.24 (5) 31.43 (4) | 32.24 (5) 31.43 (4) | 33.14 (6) 32.24 (5)
SU6 (dB) | 47.70 (12) 48.22 (13) | 47.70 (12) 48.22 (13) | 47.70 (12) 48.22 (13) | 47.70 (12) 48.22 (13) | 47.70 (12) 48.22 (13)
AUI (dB) | 226.79 227.36 229.77 230.00 230.58 232.64 233.22 232.64 234.12 234.26
JI 0.8190 0.7979 0.8582 0.8170 0.8767 0.8367 0.8941 0.8367 0.9088 0.8734

The observations made in the single video transmission case, apply also in this case.

As the channel conditions increase, the Aggregate Utility Index values increase as well.
The AUI metric confirmed that the AVQ method performed better in terms of efficiency
(greater AUI values), while JI metric proved that NBS method provided better results in

terms of fairness (greater JI values).

Efficiency and Fairness Performance for different number of secondary users

In the following tables the PSNR for each secondary user and the AUI, JI values after
the optimal resource allocation for each method, are presented. Due to the fact that the

channel fading between users and channels was modelled as an independent and identically

distributed complex Gaussian, we performed several simulation instances for each case,

setting C'’NR=25 dB and N=64 subcarriers. In each table four instances are reported.
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Table 4.17: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI

values for four experiment instances (K=3, M=4), Multiple Video transmission.

Instance 1 Instance 2 Instance 3 Instance 4
NBSm AVQm NBSm AVQm NBSm AVQm NBSm AVQm
SU1 (dB) | 32.28 (4) 32.28 (4) |32.28 (4) 30.70 (3) | 30.70 (3) 32.28 (4) | 33.31 (5) 32.28 (4)
SU2 (dB) | 31.43 (4) 27.45 (2) | 29.23 (3) 27.45 (2) | 31.43 (4) 27.45 (2) | 29.23 (3) 27.45 (2)
SU3 (dB) | 43.05 (7) 48.22 (13) | 43.05 (7) 48.22 (13) | 43.05 (7) 47.70 (12) | 43.05 (7) 48.22 (13)
AUI (dB) | 106.76 107.95 104.56 106.37 105.18 107.43 105.59 107.95
JI 0.9259 0.6367 0.8829 0.5934 0.8829 0.6585 0.9036 0.6367

Table 4.18: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI

values for four experiment instances (K=4, M=4), Multiple Video transmission.

Instance 1 Instance 2 Instance 3 Instance 4

NBSm AVQm NBSm AVQm NBSm AVQm NBSm AVQm

SU1 (dB) | 32.28 (4) 30.70 (3) |32.28 (4) 30.70 (3) | 30.70 (3) 32.28 (4) | 30.70 (3) 29.74 (2)
SU2 (dB) | 29.23 (3) 27.45 (2) |27.45(2) 27.45(2) |29.23 (3) 27.45(2) |29.23 (3) 27.45 (2)
SU3 (dB) | 43.05 (7) 47.70 (12) | 43.05 (7) 48.22 (13) | 43.05 (7) 47.70 (12) | 43.05 (7) 47.70 (12)
SU4 (dB) | 30.70 (3) 30.70 (3) | 32.28 (4) 30.70 (3) | 32.28 (4) 32.28 (4) | 32.28 (4) 30.70 (3)
AUI (dB) | 135.26 136.55 135.06 137.07 135.26 139.71 135.26 135.59
JI 0.8705 0.6024 0.8500 0.6024 0.8705 0.6722 0.8705 0.5606
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Table 4.19: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI

values for four experiment instances (K=5, M=4), Multiple Video transmission.

Instance 1 Instance 2 Instance 3 Instance 4

NBSm AVQm NBSm AVQm NBSm AVQm NBSm AVQm

SU1 (dB) | 32.28 (4) 29.74 (2) |32.28 (4) 30.70 (3) | 29.74 (2) 29.74 (2) | 30.70 (3) 29.74 (2)
SU2 (dB) | 27.45 (2) 2745 (2) | 27.45 (2) 27.45 (2) | 29.23 (3) 27.45 (2) | 29.23 (3) 27.45 (2)
SU3 (dB) | 43.05 (7) 47.70 (12) | 43.05 (7) 47.70 (12) | 43.05 (7) 47.70 (12) | 43.05 (7) 47.70 (12)
SU4 (dB) | 32.28 (4) 30.70 (3) | 32.28 (4) 30.70 (3) | 32.28 (4) 30.70 (3) | 32.28 (4) 30.70 (3)
SU5 (dB) | 27.45 (2) 27.45 (2) | 27.45 (2) 27.45(2) | 27.45 (2) 27.45 (2) | 2745 (2) 27.45 (2)
AUI (dB) | 162.51 163.04 162.51 164.00 161.75 163.04 162.71 163.04
JI 0.8112 0.5345 0.8112 0.5694 0.7902 0.5345 0.8299 0.5345

Table 4.20: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI

values for four experiment instances (K=6, M=4), Multiple Video transmission.

Instance 1

Instance 2

Instance 3

Instance 4

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

SU1 (dB)
SU2 (dB)
SU3 (dB)
SU4 (dB)
SU5 (dB)

SU6 (dB)

30.70 (3)
27.45 (2)
43.05 (7)
30.70 (3)
27.45 (2)

39.07 (4)

29.74 (2)
27.45 (2)
43.05 (7)
30.70 (3)
27.45 (2)

43.05 (7)

30.70 (3)
27.45 (2)
39.07 (4)
30.70 (3)
29.23 (3)

43.05 (7)

30.70 (3)
27.45 (2)
43.05 (7)
29.74 (2)
27.45 (2)

43.05 (7)

32.28 (4)
27.45 (2)
39.07 (4)
32.28 (4)
27.45 (2)

43.05 (7)

32.28 (4)
27.45 (2)
43.05 (7)
29.74 (2)
27.45 (2)

43.05 (7)

30.70 (3)
27.45 (2)
39.07 (4)
30.70 (3)
29.23 (3)

43.05 (7)

30.70 (3)
27.45 (2)
43.05 (7)
30.70 (3)
27.45 (2)

43.05 (7)

AUI (dB)

198.42

201.44

200.20

201.44

201.58

203.02

200.20

202.40

JI

0.8077

0.7409

0.8403

0.7409

0.8397

0.7619

0.8403

0.7742
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Table 4.21: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI

values for four experiment instances (K=7, M=4), Multiple Video transmission.

Instance 1

Instance 2

Instance 3

Instance 4

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

SU1 (dB)
SU2 (dB)
SU3 (dB)
SU4 (dB)
SU5 (dB)
SUG (dB)

SU7 (dB)

30.70 (3)
27.45 (2)
43.05 (7)
30.70 (3)
27.45 (2)
39.07 (4)

30.70 (3)

33.31 (5)
27.45 (2)
43.05 (7)
29.74 (2)
27.45 (2)
43.05 (7)

30.70 (3)

30.70 (3)
27.45 (2)
43.05 (7)
30.70 (3)
27.45 (2)
39.07 (4)

29.74 (2)

29.74 (2)
27.45 (2)
43.05 (7)
29.74 (2)
27.45 (2)
43.05 (7)

29.74 (2)

32.28 (4)
27.45 (2)
43.05 (7)
29.74 (2)
27.45 (2)
39.07 (4)

30.70 (3)

30.70 (3)
27.45 (2)
43.05 (7)
29.74 (2)
27.45 (2)
43.05 (7)

29.74 (2)

30.70 (3)
27.45 (2)
43.05 (7)
29.74 (2)
27.45 (2)
43.05 (7)

29.74 (2)

29.74 (2)
27.45 (2)
43.05 (7)
29.74 (2)
27.45 (2)
43.05 (7)

30.70 (3)

AUI (dB)

229.12

234.75

228.16

230.22

229.74

231.18

231.18

231.18

JI

0.8229

0.7259

0.7955

0.6973

0.8067

0.7259

0.7259

0.7259
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Table 4.22: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI
values for four experiment instances (K=8, M=4), Multiple Video transmission.

Instance 1 Instance 2 Instance 3 Instance 4

NBSm AVQm NBSm AVQm NBSm AVQm NBSm AVQm

SUT (dB) | 30.70 (3) 29.74 (2) | 29.74 (2) 29.74 (2) | 29.74 (2)  29.74 (2) | 30.70 (3) 29.74 (2)
SU2 (dB) | 27.45 (2) 27.45 (2) | 27.45 (2) 27.45 (2) | 27.45 (2) 27.45 (2) | 27.45 (2) 27.45 (2)
SU3 (dB) | 39.07 (4) 43.05 (7) | 43.05 (7) 43.05 (7) | 39.07 (4) 43.05 (7) | 39.07 (4) 41.27 (6)
SU4 (dB) | 29.74 (2) 29.74 (2) | 29.74 (2) 29.74 (2) | 29.74 (2) 29.74 (2) | 29.74 (2) 29.74 (2)
SU5 (dB) | 27.45 (2) 27.45 (2) | 27.45 (2) 25.11 (1) | 27.45 (2) 27.45 (2) | 27.45 (2) 25.11 (1)
SUG (dB) | 39.07 (4) 39.07 (4) | 39.07 (4) 43.05 (7) | 43.05 (7) 43.05 (7) | 39.07 (4) 43.05 (7)
SU7 (dB) | 30.70 (3) 29.74 (2) | 30.70 (3) 29.74 (2) | 29.74 (2)  29.74 (2) | 30.70 (3) 29.74 (2)
SUS (dB) | 27.45 (2) 25.11 (1) | 27.45 (2) 2745 (2) | 27.45 (2)  25.11 (1) | 27.45 (2) 25.11 (1)

SU9 (dB) | 39.07 (4) 43.05 (7) | 39.07 (4) 39.07 (4) | 39.07 (4) 39.07 (4) | 39.07 (4) 43.05 (7)

AUI (dB) | 290.70 294.40 | 293.72 294.40 292.76 294.40 290.70 294.26

JI 0.9160 0.6922 | 0.7919 0.6922 | 0.771429 0.692181 | 0.9160 0.6579
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Table 4.23: PSNR and corresponding layer (in parenthesis) for each user and AUI, JI

values for four experiment instances (K=9, M=4), Multiple Video transmission.

Instance 1

Instance 2

Instance 3

Instance 4

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

NBSm

AVQm

SU1 (dB)
SU2 (dB)
SU3 (dB)
SU4 (dB)
SU5 (dB)
SU6 (dB)
SU7 (dB)
SUS (dB)

SU9 (dB)

27.40 (2)
27.40 (2)
27.40 (2)
29.93 (3)
31.01 (4)
29.93 (3)
27.40 (2)
27.40 (2)

27.40 (2)

27.40 (2)
31.01 (4)
29.93 (3)
31.01 (4)
27.40 (2)
27.40 (2)
27.40 (2)
27.40 (2)

27.40 (2)

31.01 (4)
29.93 (3)
29.93 (3)
27.40 (2)
29.93 (3)
27.40 (2)
29.93 (3)
27.40 (2)

27.40 (2)

31.01 (4)
29.93 (3)
27.40 (2)
27.40 (2)
29.93 (3)
27.40 (2)
29.93 (3)
27.40 (2)

31.01 (4)

29.93 (3)
27.40 (2)
27.40 (2)
27.40 (2)
29.93 (3)
29.93 (3)
29.93 (3)
27.40 (2)

27.40 (2)

31.01 (4)
27.40 (2)
27.40 (2)
27.40 (2)
27.40 (2)
27.40 (2)
29.93 (3)
29.93 (3)

31.01 (4)

27.40 (2)
27.40 (2)
27.40 (2)
27.40 (2)
31.01 (4)
27.40 (2)
27.40 (2)
27.40 (2)

29.93 (3)

27.40 (2)
27.40 (2)
27.40 (2)
27.40 (2)
31.01 (4)
27.40 (2)
27.40 (2)
27.40 (2)

31.01 (4)

AUI (dB)

255.27

256.35

260.33

261.41

256.72

258.88

252.74

253.82

JI

0.9272

0.9043

0.9412

0.9259

0.9603

0.9160

0.9245

0.8962
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In the following graphs the average Aggregate Utility Index (AUI) values and the Jain’s

Index (JI)

values, for different number of secondary users K = {3,...,9}, are depicted.

The blue bars correspond to Nash Bargaining Solution resource allocation method, while
the red bars to Aggregate Visual Quality method.
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The results of tables (4.17)-(4.23) and Figures 4.7 and 4.8 confirm that the AVQ
method performed slightly better than the NBS method in terms of efficiency, while in
the vast majority of the experimental results there was a distinct superiority of the NBS
method over the AVQ method in terms of fairness. These significant observations are
depicted in Fig. 4.7 and Fig. 4.8, where the relative performance of both methods is
reported.

Nash Bargaining Solution resource allocation method with unequal bargaining
powers

Finally, we performed several simulations considering the case that some users were
favoured over the others, thus they were assigned a higher bargaining power, when mul-
tiple videos sere transmitted. Specifically we considered a system with M =4 antennas,
N=64 subcarriers and K=6 secondary users, SU 1 and SU 6 had bp; = bps = 0.4, while
all the other users had bargaining powers equal to 0.05. The “Foreman”, “Coastguard”
and “Akiyo” video sequences were transmitted to the secondary users, the same way as
in previous experiments, i.e. SU 1 and SU 4 receive “Foreman” sequence, SU 2 and 5
receive “Coastguard” sequence, and finally SU 3 and SU 6 receive the “Akiyo” sequence.
We performed several simulations instances. For each instance, the resource allocation
was performed with NBS method retaining the same fading channel and system settings,
at first with equal bargaining powers and then with unequal bargaining powers. The
following tables report the received PSNR for each secondary user and the AUI values,
for eight simulation instances.

Table 4.24: PSNR for each user and AUI values for NBS method, considering the cases
of equal(bp; = bpy = bps = bpy = bps = bps = 1/6) and unequal (bp; = bps = 0.4,
bpy = bps = bpy = bps = 0.05) bargaining powers among the secondary users, K=6,
M=4, Multiple Video transmission, experiment instances 1-4.

Instance 1 Instance 2 Instance 3 Instance 4
Equal bp Unequal bp | Equal bp Unequal bp | Equal bp Unequal bp | Equal bp Unequal bp
SU1 (dB) 33.31 36.67 32.28 36.67 33.31 35.22 32.28 36.67
SU2 (dB) 31.43 27.45 31.43 27.45 31.43 27.45 31.43 29.23
SU3 (dB) 43.05 43.05 43.05 39.07 43.05 43.05 47.70 43.05
SU4 (dB) 32.28 30.70 33.31 29.74 32.28 30.70 32.28 29.74
SU5 (dB) 31.43 27.45 31.43 27.45 3143 27.45 31.43 27.45
SU6 (dB) 43.05 48.22 43.05 47.37 43.05 48.22 43.05 48.22
AUI 214.55 213.54 214.55 207.75 214.55 212.09 218.17 214.36
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Table 4.25: PSNR for each user and AUI values for NBS method, considering the cases
of equal(bp; = bpy = bps = bpy = bps = bps = 1/6) and unequal (bp; = bps = 0.4,
bpy = bps = bpy = bps = 0.05) bargaining powers among the secondary users, K=6,

M=4, Multiple Video transmission, experiment instances 5-8.

Instance 5 Instance 6 Instance 7 Instance 8
Equal bp Unequal bp | Equal bp Unequal bp | Equal bp Unequal bp | Equal bp Unequal bp
SU1 (dB) 32.28 36.67 32.28 34.03 32.28 35.22 32.28 34.03
SU2 (dB) 31.43 27.45 31.43 27.45 31.43 27.45 31.43 29.23
SU3 (dB) 47.37 39.07 43.05 43.05 43.05 39.07 43.05 43.05
SU4 (dB) 32.28 30.70 33.31 32.28 32.28 30.70 32.28 30.70
SU5 (dB) 31.43 27.45 31.43 27.45 3143 27.45 31.43 27.45
SU6 (dB) 43.05 48.22 43.05 48.22 43.24 48.22 43.05 48.22
AUI 217.84 209.56 214.55 212.48 213.71 208.11 213.52 212.68

The assumptions made for the Single Video transmission, apply to the Multiple Video
transmission as well. The first column of each instance, which corresponds to the equal
bargaining powers case, reports the fairness attainment among all secondary users, con-
sidering them equal to each other. On the other hand, the second column, corresponding
to unequal bargaining powers, with bp; and bpgs much larger than the other users’ bp,
depicts that SU1 and SU6 have been considered of higher prioritization and importance
throughout the bargaining process. This assumption is generated by observing the PSNR
values for these users; while SU1 and SU6, when considered equal to all the other users,
have PSNR approximately of definitely equal to the other users’, if they are considered
favoured over the others, they attain a PSNR value higher, not only than the other users’
PSNR, but also than the value they had in the equal bargaining power case. SU2, SU3,
SU4 and SUS5 in both cases are considered equal to each other and try to reach a mutually
beneficial agreement on the resource allocation.

Finally, employing an unequal bargaining power scheme to favour some secondary
users over the others, comes to the cost of the Aggregate Utility Index values’ reduction,
thus the overall efficiency performance of the system.
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CHAPTER 5

(CONCLUSIONS AND FUTURE WORK

5.1 Conclusions

5.2 Future work

5.1 Conclusions

In the present thesis, we proposed a game-theoretic resource allocation method for trans-
mitting video sequences among multiple users, over a multiple-input-single-output (MISO)
cognitive radio network. A basic consideration for this method was its ability perform
effectively in terms of two essential service objectives: fairness and efficiency. Fairness
concerned the video quality deviation among users who subscribe the same quality of
service, while efficiency relates to how to attain the highest overall video quality using
the available system resources.

The cognitive base station of the CR network was equipped with multiple transmit
antennas, as the superiority of MIMO cognitive radio systems over single antenna cogni-
tive systems in terms of throughput improvement and interference limitations, has been
widely researched and confirmed. The transmitted video sequences were encoded using
the Medium-grain quality scalability (MGS) scheme of Scalable Video Coding (SVC) ex-
tension of the H.264/AVC standard, which enables the adaptation of the video coding
process to the bandwidth restrictions and channel conditions fluctuations.

After setting up the system model characteristics, we introduced a game-theoretic
Nash Bargaining Solution framework, to explore fairness attribution to subscribed sec-
ondary users. Moreover, a method based on maximizing the aggregate visual quality of
secondary users was implemented to compare and evaluate the results. We transformed
the two methods of resource allocation to two optimization problems; in the first method
the objective was the maximization of Nash product of the secondary users, whilst in the
second the objective was the maximization of aggregate visual quality. In both methods,
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the formulated optimization problems were taking into consideration the minimization of
resources waste, an issue which was provoked by the staircase quality-rate characteristic
of MGS coding scheme.

To solve each optimization problem we employed the PSO algorithm, which belongs
to swarm intelligence optimization methods. Because of the problem high dimensionality
we introduced a method of reducing it, by exploiting the system features. Regarding the
results evaluation, we used two metrics to assess our approach: one to evaluate efficiency
(Aggregate Utility Index) and another to evaluate fairness (Jain’s Index).

We performed several experiments for both methods, simulating the aforementioned
system model, and the results were evaluated. We examined two cases: the first one was
the case of single video transmission to all the secondary users and the other one was
the case of multiple video transmission, where the three different transmitted videos had
different motion characteristics. Over all systems settings and scenarios, the experiments
reported the superiority of the proposed NBS method in terms of fairness among the
secondary users, over the AVQ method. However, as it was expected, the second method
performed better in terms of efficiency, as it was formulated upon an aggregate visual
quality maximization framework. Nevertheless, the efficiency performance difference was
slight; this fact, combined with the NBS method’s enhanced fairness attribution, proves
that the proposed method can provide notably efficient and fairer allocation solutions
against the AVQ method.

Moreover, the results showed that as the CNR increases, thus the channel condi-
tions enhance, the efficiency of both methods increases as well. Finally, we performed
simulations for the NBS method to investigate the system’s performance when unequal
bargaining powers are assigned to the secondary users, during the bargaining game proce-
dure. We set higher values of bargaining power for several users and the remaining users’
bargaining powers were considered equal to each other. The results confirmed what Nash
claimed; these several users were favoured in the bargaining game, as the video quality
they attained was higher compared not only to the quality level the other users attained,
but also to the quality level they would achieve considering the case of equal bargaining
powers among all users. This feature of the NBS method could be applied for setting user

prioritization rules or to cope with different user requirements.

5.2 Future work

In section 5.1 we presented the scope of the present work. Since the proposed framework
consists of several schemes and parameters settings, there can be some directions for
future work.

Firstly, as far as the system model is concerned, several channel coding schemes could
be employed and its contribution to throughput enhancing could be investigated. It should
be noted that in this case, a table for different modulation and coding schemes would be
used instead of equations (3.5) and (3.6).
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Apart from that, instead of using exclusively the MGS quality scalability of H.264
SVC standard, and since modern telecommunications demand the video transmission to
portable devices that support different spatial resolutions, spatial scalability or combined
scalability modalities could be taken into consideration for future work. The minimiza-
tion of service deviation among secondary users or the correspondence to different user
requirements is of great importance in such systems.

Further enquiry in objective function formulation could be also performed. Since
NBSm contributes to fairness attainment and AVQm performs slightly better in terms of
efficiency, an objective function that would maximize the Nash product along with the
aggregate visual quality with the employment of corresponding weighting factors, while
minimizing the resources waste, could be formulated.
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