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1.1 Cardiovascular diseases burden 

Cause-specific mortality is arguably one of the most fundamental metrics of 

population health. The rates and numbers of people who die, where, at what age, 

and from what, is a crucial input into policy debates, planning interventions, and 

prioritising research for new health technologies. Cardiovascular diseases (CVD) 

is the leading global cause of death, accounting for 17.3 million deaths per year, a 

number that is expected to grow to >23.6 million by 2030.1 The World Health 

Organisation (WHO) estimates about 20 million cardiovascular associated deaths 

in 2015, accounting for 30% of all deaths worldwide. As the burden of this disease 

affects practically all hospital systems around the globe, in terms of costs and 

availability of resources, there has also been permanent interest among 

healthcare providers to examine and improve prevention and prediction. 

Reducing the burden of CVD has been a public health priority for more than 50 

years and will continue to be in foreseeable future.2 Targeting interventions to 

reduce the risk of cardiovascular disease by identifying those who are at high risk 

for development of CVD are now key components in national policies.3  
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1.2 What is prognosis and why is important? 

Hippocrates included prognosis as a principal concept of medicine.4 In medicine, 

numerous decisions are made by care providers, often in shared decision making, 

on the basis of an estimated probability that a specific disease or condition is 

present (diagnostic setting) or a specific event will occur in the future (prognostic 

setting) in an individual. In the prognostic context, predictions can be used for 

planning lifestyle or therapeutic decisions on the basis of the risk for developing a 

particular outcome or state of health within a specific period.5 Such estimates of 

risk can also be used to risk-stratify participants in therapeutic intervention 

trials.6-9 Prognosis simply means foreseeing, predicting, or estimating the 

probability or risk of future conditions; familiar examples are weather and 

economic forecasts. In medicine, prognosis commonly relates to the probability 

or risk of an individual developing a particular state of health (an outcome) over a 

specific period of time (Figure 1.2.1), based on patient’s clinical (baseline 

characetristics and symptoms) and non-clinical profile (i.e. information derived 

from imaging tests). 

Outcomes are often specific events, such as death, specific diseases (i.e. 

cardiovascular disease) or complications of medical interventions, but they may 

also be quantities, such as disease progression, or quality of life. In medical 

textbooks, however, prognosis commonly refers to the expected course of an 

illness. This terminology is too general and has limited utility in practice. Doctors 

do not predict the course of an illness but the course of an illness in a particular 

individual. Prognosis may be shaped by a patient’s age, sex, history, symptoms, 

signs, and other test results. Moreover, prognostication in medicine is not limited 

to those who are ill. Healthcare professionals, especially primary care doctors, 

regularly predict the future in healthy individuals—for example, using the Apgar 

score to determine the prognosis of newborns, cardiovascular risk profiles to 

predict heart disease in the general population, and prenatal testing to assess the 

risk that a pregnant woman will give birth to a baby with Down’s syndrome. 
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Figure 1.2.1: Schematic representation of prediction studies.  The prediction is 
about whether an individual will experience a specific outcome within a certain 

period of time (longitudinal relationship).10 
 

Medical prognostication and prognostic models are widely used in various 

settings and for various reasons. The main reasons are to inform individuals 

about the future course of their illness (or their risk of developing illness) and to 

guide doctors and patients in joint decisions on further appropriate management 

of the patient and treatment.  Furthermore, prognostic models are important at 

different stages in pathways leading to improvements in health (Figure 1.2.2). 

The use of prognostic models ties in with the strong movement towards stratified 

medicine, where decisions regarding treatment choices are informed by an 

individual’s profile of prognostic factors. Prognostic models aim to assist (but not 

replace) clinicians with their prediction of a patient’s future outcome and to 

enhance informed decision making with the patient. For example, modifications 

of the Framingham cardiovascular risk score11 are used in primary care setting to 

identify those individuals who are at high risk of developing cardiovascular 

disease and therefore determine the indication for cholesterol lowering and 

antihypertensive drugs. Examples from secondary care include use of the HAS-

BLED score to assess the individual 1-year bleeding risk of real-world patients 
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with atrial fibriblation12, Nottingham prognostic index to estimate the long term 

risk of cancer recurrence or death in breast cancer patients13, the acute 

physiology and chronic health evaluation (APACHE) score and simplified acute 

physiology score (SAPS) to predict hospital mortality in critically ill patients14-16. 

 

 

  

Figure 1.2.2: Position of prognostic models along the translational pathways. 

 

Another reason for prognostication and use of prognostic models is to 

select relevant patients for therapeutic research. For example, researchers used a 

previously validated prognostic model to select women with an increased risk of 

developing cancer for a randomised trial of tamoxifen to prevent breast cancer.17 

Another randomised trial on the efficacy of radiotherapy after breast conserving 

resection used a prognostic model to select patients with a low risk of cancer 

recurrence.18 Prognostic models are also used to compare differences in 

performance between hospitals. For example, the clinical risk index for babies 

(CRIB) was originally developed to compare performance and mortality among 

neonatal intensive care units.19   

Many national and international guidelines endorse the use of such risk 

prediction models to guide individualised decision-making for lifestyle 

recommendations and medical treatments as part of primary or secondary 
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prevention of specific medical conditions. Well-known examples are the Pooled 

Cohort Equations (PCE) of the American Heart Association, the SCORE model in 

various European countries, and QRisk in the UK. Risk scores to predict 

cardiovascular disease risk are abundant, as shown by a recent comprehensive 

review of the literature, which identified 796 cardiovascular disease risk models 

published between 1990 - 2012.20 Moreover, the findings of the comprehensive 

review21 and others showed that most cardiovascular disease prediction models 

are never validated for predictive accuracy in individuals outside the population 

they were developed for.22 Moreover, most cardiovascular disease prediction 

models are developed from single-country cohort or registry studies, which are, 

generally, from North American or European countries. However, cardiovascular 

disease burden is also rapidly increasing in low-income and middle-income 

countries, including those in Asia, Africa, and Latin America.23  Therefore, now is 

the time for either cardiovascular disease prediction models to be developed from 

and validated in datasets from these countries, or for existing cardiovascular 

disease prediction models to be tailored or recalibrated to these populations. 

Previously developed and newly introduced risk prediction models, such 

as the Framingham risk score24, the Reynolds risk score25,26, and QRISK27-31 have 

been used to identify people who are at high risk (≥20%)3 of developing (10 year) 

cardiovascular disease and could benefit from intervention targeting in primary 

prevention. In the United States, about 10.2 million people have chest pain 

complaints each year1, and more than 1.1 million diagnostic procedures of 

catheter based coronary angiography are performed on inpatients each year.32  In 

a recent report based on the national cardiovascular data registry of the American 

College of Cardiology33,  only 41% of patients undergoing elective procedures of 

catheter based coronary angiographies are diagnosed with obstructive coronary 

artery disease.  These findings highlight the need for better risk stratification and 

further diagnostic investigation in such patients presenting with chest pain; 

whereas similar examples are available for various settings.34-36 

Although there are clear similarities in the design and analysis of 

prognostic and aetiological studies, predicting outcomes is not synonymous with 

explaining their cause.37 In aetiological research, the mission is to explain 
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whether an outcome can reliably be attributed to a particular risk factor, with 

adjustment for other causal factors (confounders) using a multivariable 

approach. In prognostic research the mission is to use single or multiple variables 

to predict, as accurately as possible, the risk of future outcomes. Although a 

prognostic model may be used to provide insights into causality or 

pathophysiology of the studied outcome, that is neither an aim nor a 

requirement. All variables potentially associated with the outcome, not 

necessarily causally, can be considered in a prognostic study. Every causal factor 

is a predictor—albeit sometimes a weak one—but not every predictor is a cause. 

Nice examples of predictive but non-causal factors used in everyday practice are 

skin colour in the Apgar score and tumour markers as predictors of cancer 

progression or recurrence. Both are surrogates for obvious causal factors that are 

more difficult to measure. 

Furthermore, to guide prognostication in individuals, analysis and 

reporting of prognostic studies should focus on absolute risk estimates of 

outcomes given combinations of predictor values. Relative risk estimates (i.e. 

odds ratio, risk ratio, or hazard ratio) have no direct meaning or relevance to 

prognostication in practice. In prediction research, relative risks are used only to 

obtain an absolute probability of the outcome for an individual. In contrast, 

aetiological and therapeutic studies commonly focus on relative risks—for 

example, the risk of an outcome in presence of a causal factor relative to the risk 

in its absence. Also, other metrics, such as the calibration and discrimination of a 

multivariable model are highly relevant to prognostic research but meaningless in 

aetiological research.  

Prognostic models are important at different stages in pathways leading to 

improvements in health. The use of prognostic models ties in with the strong 

movement towards stratified medicine, where decisions regarding treatment 

choices are informed by an individual’s profile of prognostic factors. Prognostic 

models aim to assist (not replace) clinicians with their prediction of a patient’s 

future outcome and to enhance informed decision making with the patient. The 

results from randomised therapeutic trials can be used to estimate how a specific 

treatment would modify a patient’s estimated prognosis. Under the common 
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assumption that a particular treatment has a constant relative benefit across all 

risk groups, the absolute treatment benefit depends on a person’s predicted risk 

of the outcome without treatment.7 Expensive therapies or those with harmful 

potential side effects may thus be reserved for those at higher risk, as estimated 

by a prognostic model. 

Some prognostic models are used in clinical practice without being 

identified as such, such as the Apgar score for assessing the wellbeing of newborn 

babies.38 Other examples of well-used prognostic models include the Nottingham 

Prognostic Index39, the Oerebro Musculoskeletal Pain Screening Questionnaire to 

help clinicians identify patients with low back pain at risk of poor recovery40, and 

the Manchester Triage System to assign priority based on clinical need among 

patients visiting an emergency department.41 A prognostic model can thus be 

seen as an intervention that requires preclinical development, validation, and 

subsequent evaluation of its impact on health outcomes and cost effectiveness of 

care. Prognostic models are also important to help improve the design and 

analysis of randomised therapeutic trials42,43, and to adjust for case mix variation 

in health services research38, such as in understanding variations in patients’ 

outcome across hospitals.44 
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1.3 Multivariable prognostic research 

Given the variability among patients and in the aetiology, presentation, and 

treatment of diseases and other health states, a single predictor or variable rarely 

gives an adequate individual estimate of prognosis. To improve the targeting of 

interventions to patients based on their predicted individual risk of subsequent 

outcomes, decision makers can use multiple prognostic factors combined within a 

prognostic model. Other names for a prognostic model include prognostic (or 

prediction) index or rule, risk (or clinical) prediction model, and predictive 

model. For an individual with a given state of health (startpoint), a prognostic 

model converts the combination of predictor values to an estimate of the risk of 

experiencing a specific outcome within a specific period of time. Ideally this 

produces an estimate of the absolute risk (absolute probability) of experiencing 

the endpoint, but it may instead provide a relative risk or risk score.5,45 Using 

prognostic models to make predictions for individual patients is more accurate 

and so is often preferred to risk grouping, although risk groups may inform 

treatment choices and enable stratification for risk severity in clinical trials. 

Nowadays, the majority of the prognostic models are easily accessible as web 

tools, providing additional details in individual level. Doctors—implicitly or 

explicitly—use a combination of multiple predictors to estimate an absolute risk 

or probability that an outcome will occur in an individual - patient’s level 

prognosis. Prognostic studies therefore need to use a multivariable approach in 

design and analysis to determine the important predictors of the studied 

outcomes and to provide outcome probabilities for different combinations of 

predictors, or to provide tools to estimate such probabilities.46-55 A multivariable 

prediction model is a mathematical equation that relates multiple predictors for a 

particular individual to the probability of or risk for the presence (diagnosis) or 

future occurrence (prognosis) of a particular outcome.54,56,57  

A multivariable approach also enables researchers to investigate whether 

specific prognostic factors or markers that are, more invasive or costly to 

measure, have worthwhile added predictive value beyond cheap or simply 

obtained predictors—for example, from patient history or physical examination. 
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Nonetheless, many prognostic studies still consider a single rather than multiple 

predictors.58 Predictors are also referred to as covariates, risk indicators, 

prognostic factors, determinants, test results, or—more statistically—independent 

variables. They may range from demographic characteristics (for example, age 

and sex), medical history–taking, and physical examination results to results 

from imaging, electrophysiology, blood and urine measurements, pathologic 

examinations, and disease stages or characteristics, or results from genomics, 

proteomics, transcriptomics, pharmacogenomics, metabolomics, and other new 

biological measurement platforms that continuously emerge. In 2013, a wide 

scale systematic search was performed in Medline and Embase to identify studies 

that described the development, validation or incremental value of a 

multivariable prognostic model predicting CVD in the general population.59 314 

studies were included, describing the development of 373 prognostic models, 519 

external validations and 278 incremental value assessments. Most prevalent 

predictors were age and smoking (n=323 and n=332 respectively, Figure 1.3.1), 

with frequently (n=234) separate models for males and females; whereas 

substantial heterogeneity in predictor and outcome definitions was seen between 

models. 

 

Figure 1.3.1: Single predictors included in models for CVD prediction. 
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In a prognostic model, multiple predictors are combined to estimate the 

probability of a particular event (i.e. mortality, disease recurrence, complication, 

or therapy response) occurring in a certain period in the future. This period may 

range from hours (i.e. predicting postoperative complications60) to weeks or 

months (i.e. predicting 30-day mortality after cardiac surgery61) or years (i.e. 

predicting the 5-year risk for developing type 2 diabetes62). Prognostic models are 

developed and are to be used in individuals at risk for developing that outcome. 

They may be models for either ill or healthy individuals. For example, prognostic 

models include models to predict recurrence, complications, or death in a certain 

period after being diagnosed with a particular disease. But they may also include 

models for predicting the occurrence of an outcome in a certain period in 

individuals without a specific disease: for example, models to predict the risk for 

developing type 2 diabetes63 or cardiovascular events in middle-aged nondiseased 

individuals64, or the risk for preeclampsia in pregnant women65. We thus use 

prognostic in the broad sense, referring to the prediction of an outcome in the 

future in individuals at risk for that outcome, rather than the narrower definition 

of predicting the course of patients who have a particular disease with or without 

treatment.5 

The multivariable character of prognostic research makes it difficult to 

estimate the required sample size. There are no straightforward methods for this. 

When the number of predictors is much larger than the number of outcome 

events, there is a risk of overestimating the predictive performance of the model. 

Ideally, prognostic studies that aim to build a multivariable prediction model, 

require at least several hundred outcome events. Various studies have suggested 

that for each candidate predictor studied at least 10 events are required,52,54,66,67 

although a more recent study showed that this number could be lower in certain 

circumstances.68 
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1.4 Use of prognostic models 

Medical prognostication and prognostic models are used in various settings and 

for various reasons. The main reasons are to inform individuals about the future 

course of their illness (or their risk of developing illness/specific outcome) and to 

guide doctors and patients in joint decisions on further treatment, if any. For 

example, several modifications of the Framingham cardiovascular risk score11 are 

widely used in primary care to determine the indication for cholesterol lowering 

and antihypertensive drugs. Examples from secondary care include use of the 

CHA2DS2-VASc score for esrtimation the risk of stroke in patients with atrial 

fibrillation69, and the GRACE score for estimation the risk of 6-month 

postdischarge death in patients hospitalised due to acute coronary syndromes70.  

Another reason for prognostication and use of prognostic models is to 

select relevant patients for therapeutic research. For example, researchers used a 

previously validated prognostic model to select women with an increased risk of 

developing cancer for a randomised trial of tamoxifen to prevent breast cancer.17 

Another randomised trial on the efficacy of radiotherapy after breast conserving 

resection used a prognostic model to select patients with a low risk of cancer 

recurrence.18 

Prognostic models are also used to compare differences in performance 

between hospitals. For example, the clinical risk index for babies (CRIB) was 

originally developed to compare performance and mortality among neonatal 

intensive care units.19 More recently Jarman et al developed a model to predict 

the hospital standardised mortality ratio to explain differences between English 

hospitals.71 Prognostic models are also important to help improve the design and 

analysis of randomised therapeutic trials42,43, and to adjust for case mix variation 

in health services research38, such as in understanding variations in patients’ 

outcome across hospitals44. 

The results from randomised therapeutic trials can be used to estimate 

how a specific treatment would modify a patient’s estimated prognosis. Under the 

common assumption that a particular treatment has a constant relative benefit 

across all risk groups, the absolute treatment benefit depends on a person’s 



 

 

28

predicted risk of the outcome without treatment.7 Expensive therapies or those 

with harmful potential side effects may thus be reserved for those at higher risk, 

as estimated by a prognostic model. 
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1.5 Developing prediction models 

Development of a multivariable prognostic model, includes identification of the 

important predictors, assigning relative weights to each predictor, and estimating 

the model’s predictive performance through calibration and discrimination and 

its potential for optimism using internal validation techniques, and, if necessary, 

adjusting the model for overfitting. The goal is to construct an accurate and 

discriminating prediction model from multiple variables. Models may be a 

complicated function of the predictors, as in weather forecasting, but in clinical 

applications considerations of practicality and face validity usually suggest a 

simple, interpretable model.  

 Examples of logistic regression models are shown. A logistic regression 

model of the final ADVANCE model for prediction of CVD is illustrated below.74 

Positive regression coefficients indicate an increased risk of CVD. 

 
the numbers are the estimated regression coefficients for the predictors, which 

indicate their mutually adjusted relative contribution to the outcome risk. 

  

 Surprisingly, there is no widely agreed approach to build a multivariable 

prognostic model from a set of candidate predictors. The best design to answer 

prognostic questions is a cohort study. A prospective study is preferable as it 

enables optimal measurement of predictors and outcomes. Studies using cohorts 

already assembled for other reasons allow longer follow-up times but usually at 

the expense of poorer data. Unfortunately, the prognostic literature is dominated 

by retrospective studies. Case-control studies are sometimes used for prognostic 

analysis, but they do not automatically allow estimation of absolute risks because 

cases and controls are often sampled from a source population of unknown size. 

Since investigators are free to choose the ratio of cases and controls, the absolute 

log itPCVD  0.062Age  0.083Diabetes duration  0.007Pulse pressure 0.242Hypertension

 0.193log(urinary albu min/ creatinin)  0.099HbA1c  0.126Non HDL 0.383Retinopathy

0.601Atrial fibrillati on0.474Gender
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outcome risks can be manipulated.75 An exception is a case-control study nested 

in a cohort of known size.76  

Data from randomised trials of treatment can also be used to study 

prognosis. When the treatment is ineffective (relative risk=1.0), the intervention 

and comparison group can simply be combined to study baseline prognosis. If the 

treatment is effective the groups can be combined, but the treatment variable 

should then be included as a separate predictor in the multivariable model. Here 

treatments are studied on their independent predictive effect and not on their 

therapeutic or preventive effects. However, prognostic models obtained from 

randomised trial data may have restricted generalisability because of strict 

eligibility criteria for the trial, low recruitment levels, or large numbers refusing 

consent. 

Before starting to develop a multivariable prediction model, numerous 

decisions must be made that affect the model and therefore the conclusions of the 

research. These are provided below: 

 

- Selecting clinically relevant candidate predictors for possible 

inclusion in the model. 

Studies often measure more predictors than can sensibly be used in a model, and 

pruning is required. Predictors already reported as prognostic would normally be 

candidates. Candidate predictors can be obtained from patient demographics, 

clinical history, physical examination, disease characteristics, test results, and 

previous treatment. Prognostic studies may focus on a cohort of patients who 

have not (yet) received prognosis modifying treatments—that is, to study the 

natural course or baseline prognosis of patients with that condition. They can 

also examine predictors of prognosis in patients who have received treatments.  

Studied predictors should be clearly defined, standardised, and reproducible to 

enhance generalisability and application of study results to practice.77 Predictors 

requiring subjective interpretation, such as imaging test results, are of particular 

concern in this context because there is a risk of studying the predictive ability of 

the observer rather than that of the predictors. Also, predictors should be 
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measured using methods applicable—or potentially applicable—to daily practice. 

Specialised measurement techniques may yield optimistic predictions. 

Predictors that are highly correlated with others contribute little independent 

information and may be excluded beforehand.78 However, predictors that are not 

significant in univariable analysis should not be excluded as candidates.54,79,80  

 

- Evaluating the quality of the data and judging what to do with 

missing values. 

There are no secure rules for evaluating the quality of data. Judgment is required. 

In principle, data used for developing a prognostic model should be fit for 

purpose. Measurements of candidate predictors and outcomes should be 

comparable across clinicians or study centres. Predictors known to have 

considerable measurement error may be unsuitable because this dilutes their 

prognostic information.  

Modern statistical techniques (such as multiple imputation) can handle 

data sets with missing values.81,82
 However, all approaches make critical but 

essentially untestable assumptions about how the data went missing. The likely 

influence on the results increases with the amount of data that are missing. 

Missing data are seldom completely random. They are usually related, directly or 

indirectly, to other subject or disease characteristics, including the outcome 

under study. Thus exclusion of all individuals with a missing value leads not only 

to loss of statistical power but often to incorrect estimates of the predictive power 

of the model and specific predictors.82 A complete case analysis may be sensible 

when few observations (say <5%) are missing.78 If a candidate predictor has a lot 

of missing data it may be excluded because the problem is likely to recur. 

 

- Data handling decisions. 

For the appropriate building of a new prediction model, new variables may need 

to be created (for example, diastolic and systolic blood pressure may be combined 

to give mean arterial pressure). For ordered categorical variables, such as stage of 

disease, collapsing of categories or a judicious choice of coding may be required. 

Including continuous predictors as they are provided is recommended.83 Keeping 
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variables continuous is preferable since much more predictive information is 

retained.84,85  

 

- Choosing a strategy for selecting the important variables in 

the final model. 

Suprisingly, no consensus exists on the best method for selecting the appropriate 

variables in the final prediction model. Two main strategies have been proposed, 

each with variants. In the full model approach all the candidate variables are 

included in the model. This model is claimed to avoid overfitting and selection 

bias and provide correct standard errors and P values.78 However, as many 

important preliminary choices must be made and it is often impractical to include 

all candidates, the full model is not always easy to define. 

The backward elimination approach starts with all the candidate variables. 

A nominal significance level, often 5%, is chosen in advance. A sequence of 

hypothesis tests is applied to determine whether a given variable should be 

removed from the model. Backward elimination is preferable to forward selection 

(whereby the model is built up from the best candidate predictor). The choice of 

significance level has a major effect on the number of variables selected. A 1% 

level almost always results in a model with fewer variables than a 5% level. 

Significance levels of 10% or 15% can result in inclusion of some unimportant 

variables, as can the full model approach. A variant is the Akaike information 

criterion,86 a measure of model fit that includes a penalty against large models 

and hence attempts to reduce overfitting. For a single predictor, the criterion 

equates to selection at 15.7% significance.86 

Selection of predictors by significance testing, particularly at conventional 

significance levels, is known to produce selection bias and optimism as a result of 

overfitting, meaning that the model is (too) closely adapted to the data.78,79,86 

Selection bias means that a regression coefficient is overestimated, because the 

corresponding predictor is more likely to be significant if its estimated effect is 

larger (perhaps by chance) rather than smaller. Overfitting leads to worse 

prediction in independent data; it is more likely to occur in small data sets or 

with weakly predictive variables. Note, however, that selected predictor variables 
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with very small P values (say, <0.001) are much less prone to selection bias and 

overfitting than weak predictors with P values near the nominal significance 

level. Commonly, prognostic data sets include a few strong predictors and several 

weaker ones. 

 

- Deciding how to model continuous variables. 

Handling continuous predictors in multivariable prognostic modelling is 

important. It is unwise to assume linearity as it can lead to misinterpretation of 

the influence of a predictor and to inaccurate predictions in new patients.84 

Simple predictor transformations intended to detect and model non-linearity can 

be systematically identified using, for example, fractional polynomials, a 

generalisation of conventional polynomials (linear, quadratic, etc).87,88 Power 

transformations of a predictor beyond squares and cubes, including reciprocals, 

logarithms, and square roots are allowed. These transformations contain a single 

term, but to enhance flexibility can be extended to two term models (eg, terms in 

log x and x2). Fractional polynomial functions can successfully model non-linear 

relationships found in prognostic studies. The multivariable fractional 

polynomial procedure is an extension to multivariable models including at least 

one continuous predictor,87 and combines backward elimination of weaker 

predictors with transformation of continuous predictors. Restricted cubic splines 

are an alternative approach to modelling continuous predictors. Their main 

advantage is their flexibility for representing a wide range of perhaps complex 

curve shapes. Drawbacks are the frequent occurrence of wiggles in fitted curves 

that may be unreal and open to misinterpretation89-91 and the absence of a simple 

description of the fitted curve. 

 

- Selecting measure(s) of model performance. 

The performance of a logistic regression model may be assessed in terms of 

calibration and discrimination. Calibration can be investigated by plotting the 

observed proportions of events against the predicted risks for groups defined by 

ranges of individual predicted risks; a common approach is to use 10 risk groups 

of equal size. Ideally, if the observed proportions of events and predicted 
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probabilities agree over the whole range of probabilities, the plot shows a 45° line 

(that is, the slope is 1). This plot can be accompanied by the Hosmer-Lemeshow 

test,91 although the test has limited power to assess poor calibration. The overall 

observed and predicted event probabilities are by definition equal for the sample 

used to develop the model. This is not guaranteed when the model’s performance 

is evaluated on a different sample in a validation study.  

 Various statistics can summarise discrimination between individuals with 

and without the outcome event. The area under the receiver operating curve,54,92  

or the equivalent c (concordance) index, is the chance that given two patients, 

one who will develop an event and the other who will not, the model will assign a 

higher probability of an event to the former. The c index for a prognostic model is 

typically between about 0.6 and 0.85 (higher values are seen primarly in 

diagnostic settings).93 Another measure is R2, which for logistic regression 

assesses the explained variation in risk and is the square of the correlation 

between the observed outcome (0 or 1) and the predicted risk.94  

 

 As discussed above, the prognostic value of treatments can also be studied, 

especially when randomised trials are used. However, caution is needed in 

including treatments as prognostic factors when data are observational. 

Indications for treatment and treatment administration are often not 

standardised in observational studies and confounding by indication could lead 

to bias and large variation in the (type of) administered treatments.95 Moreover, 

in many circumstances the predictive effect of treatments is small compared with 

that of other important prognostic variables such as age, sex, and disease stage. 

Finally, of course, studies should include only predictors that will be available at 

the time when the model is intended to be used.96 If the aim is to predict a 

patient’s prognosis at the time of diagnosis, for example, predictors that will not 

be known until actual treatment has started are of little value. 

Preferably, prognostic studies should focus on outcomes that are relevant 

to patients, such as occurrence or remission of disease, death, complications, 

tumour growth, pain, treatment response, or quality of life. Surrogate or 

intermediate outcomes, such as hospital stay or physiological measurements, are 
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unhelpful unless they have a clear causal relation to relevant patient outcomes, 

such as CD4 counts instead of development of AIDS or death in HIV studies. The 

period over which the outcome is studied and the methods of measurement 

should be clearly defined. Finally, outcomes should be measured without 

knowledge of the predictors under study to prevent bias, particularly if 

measurement requires observer interpretation. Blinding is not necessary when 

the outcome is all cause mortality. But if the outcome is cause specific mortality, 

knowledge of the predictors might influence assessment of outcomes (and vice 

versa in retrospective studies where predictors are documented after the outcome 

was assessed). 

 Clinical prediction models are usually developed in a single large cohort 

using multivariate models to determine which variables are associated with 

disease or disease outcomes.97 These variables are often weighted to produce a 

score that is predictive of the outcome. To maximize utility, prediction models 

should be developed using data from patients who are representative of those for 

whom the rule will eventually be used, include all of the variables that might be 

predictive, and target an appropriate clinical outcome.97,98 Variables that might 

be included in a prediction model include demographics, symptoms, physical 

findings, laboratory test results, imaging, pathology findings, and other variables. 

Measurement of these variables must be clear and reproducible,52,97 or others will 

not be able to reliably calculate the risk score. For example, a risk prediction 

score that relies on subjectively measured muscle strength or degree of confusion 

is unlikely to be reproducible.  

Although there is no clear consensus on the best method of model 

building, the importance of having an adequate sample size and high quality data 

is widely agreed. Model building from small data sets requires particular care. A 

model’s performance is likely to be overestimated when it is developed and 

assessed on the same dataset. The problem is greatest with small sample sizes, 

many candidate predictors, and weakly influential predictors. The amount of 

optimism in the model can be assessed and corrected by internal validation 

techniques. 



 

 

36

Developing a model is a complex process, so readers of a report of a new 

prognostic model need to know sufficient details of the data handling and 

modelling methods.99 All candidate predictors and those included in the final 

model and their explicit coding should be carefully reported. All regression 

coefficients should be reported (including the intercept) to allow readers to 

calculate risk predictions for their own patients. 

The predictive performance or accuracy of a model may be adversely 

affected by poor methodological choices or weaknesses in the data. But even with 

a high quality model there may simply be too much unexplained variation to 

generate accurate predictions. A critical requirement of a multivariable model is 

thus transportability, or external validity—that is, confirmation that the model 

performs as expected in new datasets of similar patients.50  
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1.6 Validating prediction models 

Before any prognostic model might be adopted in practice it is necessary to show 

that it provides predictions that are valid outside the specific context of the 

sample that was used for model development (external validation) and ideally has 

real clinical impact. To show that a prognostic model is valuable, it is not 

sufficient to show that it successfully predicts outcome in the initial development 

data. We need evidence that the model performs well for other groups of patients, 

out of the development set. Quantifying the predictive ability of a model on the 

same data from which the model was developed will tend to give an optimistic 

estimate of performance, owing to overfitting (too few outcome events relative to 

the number of candidate predictors) and the use of predictor selection 

strategies.79,100,101 Studies developing new prediction models should therefore 

always include some form of internal validation to quantify any optimism in the 

predictive performance (for example, calibration and discrimination) of the 

developed model and adjust the model for overfitting. Internal validation 

techniques use only the original study sample and include such methods as 

bootstrapping or crossvalidation. Internal validation is a necessary part of model 

development. 

 Various statistical or clinical factors may lead a prognostic model to 

perform poorly when applied to other patients.50,102 Prediction models are 

generally accurate in the cohort in which the risk model was developed, but they 

are often not accurate in other populations.  There are a number of reasons for 

this failure. Prediction models are generally developed as a fitted statistical 

model, assuring that the rule will perform optimally in the cohort in which it was 

developed. However, accuracy almost always decreases when the rule is applied 

in other clinical settings, even if the patients are similar.  The model’s predictions 

may not be reproducible because of deficiencies in the design or modelling 

methods used in the study to derive the model, if the model was overfitted, or if 

an important predictor is absent from the model (which may be hard to know).56 

Poor performance in new patients can also arise from differences between the 

setting of patients in the new and derivation samples, including differences in 
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healthcare systems, methods of measurement, and patient characteristics. 

Prediction models are often applied in clinical settings that differ significantly 

from the cohort in which the model was initially developed. For example, 

differences in age, sex, prevalence of disease, or severity of disease may make the 

prediction model much less predictive in a different group of patients.98 Thus, 

prediction models intended for broad clinical use should be shown to be accurate 

in a wide variety of clinical settings. 

When a validation study shows disappointing results, researchers often 

reject the original prediction model and develop a new one from their own data. 

48,103 However, the redeveloped model also often has several limitations, and 

multiple models for the same outcome create an impracticable situation where 

the user has to decide which model to use. Clearly, many more models are 

developed than are implemented or used in clinical practice. Moreover, if a new 

clinical prediction model is developed from every new population sample, 

previous predictive information already captured in previous studies and models 

is lost.48,103 This goes against the intention that scientific inferences should be 

based on evidence from as many sources and individuals as possible; a principle 

that is well recognised and used in intervention studies (eg, cumulative meta-

analyses of randomised trials). An alternative solution to redevelopment, is to 

adjust or update existing prediction models with the external validation set data 

at hand.48,103 

The main ways to assess or validate the performance of a prognostic model 

on a new dataset are to compare observed and predicted event rates for groups of 

patients (calibration) and to quantify the model’s ability to distinguish between 

patients who do or do not experience the event of interest (discrimination).54,104 A 

model’s performance can be assessed using new data from the same source as the 

derivation sample, but a true evaluation of generalisability (also called 

transportability) requires evaluation on data from elsewhere. After developing a 

prediction model, it is strongly recommended to evaluate the performance of the 

model in other participant data than was used for the model development. 

External validation50,105 (Figure 1.6.1) requires that for each individual in the 
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new participant data set, outcome predictions are made using the original model 

(that is, the published model or regression formula) and compared with the 

observed outcomes.  

 

 

 

Figure 1.6.1. Types of prediction model studies (TRIPOD statement)10. 

 

- Internal validation 

A common approach is to split the dataset randomly into two parts (often 2:1), 

develop the model using the first portion (often called the “training” set), and 

assess its predictive accuracy on the second portion (“testing test”). This 

approach will tend to give optimistic results because the two datasets are very 

similar. Non-random splitting (for example, by centre) may be preferable as it 

reduces the similarity of the two sets of patients.50,56 If the available data are 

limited, the model can be developed on the whole dataset and techniques of data 

re-use, such as cross validation and bootstrapping, applied to assess 

performance.56 Internal validation is helpful, but it cannot provide information 

about the model’s performance elsewhere. 
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- Temporal and geographical validation 

An alternative is to evaluate the performance of a model on subsequent patients 

from the same centre(s).102,106 Temporal validation is no different in principle 

from splitting a single dataset by time. There will clearly be many similarities 

between the two sets of patients and between the clinical and laboratory 

techniques used in evaluating them. However, temporal validation is a 

prospective evaluation of a model, independent of the original data and 

development process. Temporal validation can be considered external in time 

and thus intermediate between internal validation and external validation. A 

temporal validation may allow for more variation if not only owing to changes in 

healthcare over timed when it involves a prospective study specifically designed 

for the validation purpose, which starts after the model has been developed. 

 Temporal validation cannot examine the transportability or generalisability 

of the predictive performance of the model to other institutes or countries; which 

can be done through the geographical validation. Geographical validation studies 

commonly apply different in/exclusion criteria, and predictor and outcome 

definitions and measurements, as compared with the development study. As with 

temporal validation, geographical validation can again be done by non-random 

splitting of an existing study dataset by centre or country in for example, 

multicentre studies, or by validating a previously developed model in another 

centre or country that was not involved in the original development study. The 

latter geographical validation study involves a more stringent ‘proof of concept 

(prediction)’ owing to the probably greater differences in case mix, predictors and 

outcome measurements. Moreover, geographical validation may also be done 

retrospectively; that is, using existing datasets from other institutes or countries, 

or prospectively, by including new individuals in a specifically predesigned 

validation study. 

 

- External validation 

Neither internal nor temporal/geographical validation examines the 

generalisability of the model, for which it is necessary to use new data collected 

from an appropriate (similar) patient population in a different centre. The data 
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can be retrospective data and so external validation is possible for prediction 

models that need long follow-up to gather enough outcome events. Clearly, the 

second dataset must include data on all the variables in the model. Fundamental 

design issues for external validation, such as sample selection and sample size, 

have received limited attention.107 

Model validation is not simply repeating the analytical steps applied in the 

development study in other individuals to see whether the same predictors and 

weights are found. Model validation is also not refitting the final developed model 

in the new individuals and checking whether the model performance that is, 

discrimination, calibration and classification, is different as was found in the 

development study. Model validation is taking the original model or simplified 

score, with its predictors and assigned weights (eg, regression coefficients), as 

estimated from the development study; measuring the predictor and outcome 

values in the new individuals; applying the original model to these data; and 

quantifying the model’s predictive performance.  External validation may use 

participant data collected by the same investigators, typically using the same 

predictor and outcome definitions and measurements, but sampled from a later 

period (temporal or narrow validation); by other investigators in another hospital 

or country (though disappointingly rare108 ), sometimes using different 

definitions and measurements (geographic or broad validation); in similar 

participants, but from an intentionally different setting (for example, a model 

developed in secondary care and assessed in similar participants, but selected 

from primary care); or even in other types of participants (for example, model 

developed in adults and assessed in children, or developed for predicting fatal 

events and assessed for predicting nonfatal events).50,97,102,105,109,110 In case of poor 

performance (for example, systematic miscalibration), when evaluated in an 

external validation data set, the model can be updated or adjusted (for example, 

recalibrating or adding a new predictor) on the basis of the validation data 

set.98,103,105  

Randomly splitting a single data set into model development and model 

validation data sets is frequently done to develop and validate a prediction model; 

this is often, yet erroneously, believed to be a form of external validation. 
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However, this approach is a weak and inefficient form of internal validation, 

because not all available data are used to develop the model.100,111 If the available 

development data set is sufficiently large, splitting by time and developing a 

model using data from one period and evaluating its performance using the data 

from the other period (temporal validation) is a stronger approach. With a single 

data set, temporal splitting and model validation can be considered intermediate 

between internal and external validation. 

 

External validation 

 

� Objective: To apply a previously developed model to new individuals 

whose data were not used in the model development, and quantify the 

model’s predictive performance. 

� Study individuals: An adequate sample of “different but related 

individuals” compared to the development study sample. Related refers to 

“individuals at risk of developing the same event” for prognostic models. 

� Temporal validation: new individuals are from the same institution as in 

the development sample, but in a different (preferably later) time period. 

� Geographical external validation, new individuals are from different 

institutions or countries as in the development sample.  

� Domain validation, new individuals are very different from the 

individuals from which the model was developed. 

� Procedure: External validation of any type consists of taking the original 

model, with its predictors and assigned weights (eg, regression 

coefficients), as estimated from the development study; obtaining the 

measured predictor and outcome values in the new individuals; applying 

the original model to these data; and quantifying the model’s predictive 

performance. 

� Performance measures: Discrimination, calibration, re-classification. 

-  
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- Domain validation 

A specific, and more rigid form of geographical validation or transportability test, 

is the validation of a developed model in very different individuals than those 

from whom it is developed, sometimes referred to as domain or setting 

validation.93,98 Examples are validating a prediction developed in secondary care 

individuals suspected of having venous thromboembolism in a primary care 

setting,112 validating a model developed in healthy individuals to predict the risk 

of cardiovascular events within 10 years (such as the Framingham risk score) in 

individuals diagnosed with diabetes mellitus type52,113 or validating a model 

developed in adults to children.114 Note that like geographical validation, domain 

validation may also be carried out retrospectively; that is, using existing datasets, 

or prospectively, by including new individuals in a specifically predesigned 

validation study. 

 

 Validation studies are necessary because performance in the original data 

may well be optimistic,102 but temporal and (especially) external validation 

studies are scarce.22,46,115,116 Proper validation requires that we use the fully 

specified existing prognostic model (that is, both the selected variables and their 

coefficients) to predict outcomes for the patients in the second dataset and then 

compare these predictions with the patients’ actual outcomes. This analysis uses 

each individual’s event probability calculated from their risk score from the first 

model.56 

 Both calibration and discrimination should be evaluated.56 Calibration can 

be assessed by plotting the observed proportions of events against the predicted 

probabilities for groups defined by ranges of predicted risk, as discussed in the 

previous article.56 This plot can be accompanied by the Hosmer-Lemeshow test, 

although the test has limited statistical power to assess poor calibration and is 

oversensitive for very large samples. For grouped data, as in the examples below, 

a χ2 test can be used to compare observed and predicted numbers of events. It 

may also be helpful to compare observed and predicted outcomes in groups 

defined by key patient variables, such as diagnostic or demographic subgroups. 
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Discrimination may be summarised by the c index (area under the receiver-

operator curve) or R2.56 

 It may be helpful to prespecify acceptable performance of a model in terms 

of calibration and discrimination. If this performance is achieved, the model may 

be suitable for clinical use. It is, however, unclear how to determine what is 

acceptable, especially as prognostic assessments will still be necessary and even 

moderately performing models are likely to do better than clinicians’ own 

assessments.117,118 Simplicity of models and reliability of measurements are 

important criteria in developing clinically useful prognostic models.5 Experience 

shows that more complex models tend to give overoptimistic predictions, 

especially when extensive variable selection has been performed, but there are 

notable exceptions. 

As the aim of most prognostic studies is to create clinically valuable risk 

scores, the definition of risk groups should ideally be driven mainly by clinical 

rather than statistical criteria. If a clinician would leave untreated a patient with 

at least a 90% chance of surviving five years, would apply aggressive therapy if 

the prognosis was 30% survival or less, and would use standard therapy in 

intermediate cases, then three prognostic groups seem sensible. Validation of the 

model would investigate whether the observed proportions of events were similar 

in groups of patients from other settings and whether separation in outcome 

across those groups was maintained. 

Few prognostic models are routinely used in clinical practice, probably 

because most have not been externally validated.46 To be considered useful, a risk 

score should be clinically credible, accurate (well calibrated with good 

discriminative ability), have generality (be external validated), and, ideally, be 

shown to be clinically effective—that is, provide useful additional information to 

clinicians that improves therapeutic decision making and thus patient outcome.46 

It is crucial to quantify the performance of a prognostic model on a new series of 

patients, ideally in a different location, before applying the model in daily 

practice to guide patient care. Although still rare, temporal and external 

validation studies do seem to be becoming more common. 
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1.7 Updating prediction models 

Researchers probably encounter a poorer performance of a prediction model 

when tested in new individuals compared with that found in the development 

study. The likelihood of finding a lower predictive accuracy will increase if a more 

stringent form of validation is used: this is more likely in a geographical or 

domain validation than in a temporal validation. When a lower predictive 

accuracy is found, “validation investigators” tend to simply reject that model and 

develop or fit a new one, sometimes by completely repeating the entire selection 

of predictors. This leads to a loss of previous scientific information captured in 

the previous (development) study, which is counterintuitive to the notion that 

inferences and guidelines to enhance evidence-based medicine should be based 

on as much information as possible. In addition, doctors are faced with the 

impracticable situations of having to decide which model to use in their patients, 

when many have been developed for the same outcome. A much better 

alternative to redeveloping new models in each new patient sample is to update 

existing prediction models and adjust or recalibrate them to the local 

circumstances or setting of the validation sample at hand. As a result, the 

adjusted, or updated, models combine the information captured in the original 

model with information from new individuals.48,50,93,119,120 Hence, the updated 

models are adjusted to the characteristics of new individuals and probably have 

improved transportability to other individuals.  

Updating a model is often desirable.48,93,103 In particular, some systematic 

miscalibration is common for predictions obtained from prognostic models in 

settings that differ from that of the development sample. Updating methods 

include recalibrating the model to the new setting or investigating the addition of 

new prognostic factors, including biomarkers, to an existing model.48 Ideally 

there should be an ongoing process of model validation and updating.48,93,103 The 

contribution of genomic, proteomic, or metabolomics measures and new imaging 

tests over and above established prediction models is a key issue in current 

prognostic research.119,121  For example, a simple model for patients with 

traumatic brain injury that included just three strong prognostic factors was 



 

 

46

extended with computed tomography results in a second stage, and laboratory 

test results in a third stage.122  The more extended model yielded more refined 

predictions and better discrimination.  

 The importance of assessing the impact of new markers on the accuracy of 

a model is widely agreed, but how best to quantify any changes in prediction is an 

active topic of methodological research.123-125 The recent trend when comparing 

models is to consider the extent of reclassification of individual patients between 

risk groups rather than using global measures of discrimination such as the area 

under a receiver operating characteristic (ROC) curve.124,126 These different 

statistics are mathematically related, however.127,128  The addition of new markers 

may yield only marginal benefit.129  Because standard models generally include 

important predictors, the independent effects of new prognostic factors need to 

be quite strong before a clinically useful improvement is achieved.130 

Furthermore the measurement of new markers carries cost implications.119 

 Several methods for updating prediction models have been proposed and 

evaluated (Table 1.7.1).48,103 Most often, differences are seen in the outcome or 

event frequency between the development and new validation sample. These 

result in poor calibration of the model in the latter, due to predicted probabilities 

being systematically too high or too low. By adjusting the baseline risk or hazard 

(if known) of the original prediction model to the individuals in the validation 

sample, calibration can easily be improved.98,103 This requires the adjustment of 

only one parameter of the original model (Method 1 presented in Table 1.7.1). 

Additional updating methods vary from overall adjustment of all predictor 

weights simultaneously, adjustment of a particular predictor weight, to the 

addition of a completely new predictor or marker to the existing model (Table 

1.7.1). Note that simple updating methods (Methods 1 and 2 in Table 1.7.1) at 

best improve calibration; discrimination remains unchanged as the relative 

ranking of the model’s predicted probabilities stays the same after the updating. 

To improve discrimination, methods 3-6 are needed.  

Application of the above methods leads to updated models which are 

adjusted to the circumstances of the validation sample. However, just like a newly 

developed model, updated models should still be tested on their transportability 
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and impact before they can be applied in routine practice.93 Individual 

participant data from the new sample are needed for model updating, using 

standard methods (Table 1.7.1) and these may not be available in some settings. 

In this case, it still may be possible to perform a simple adjustment to the 

prediction model should the frequency of the outcome and mean levels of the 

predictors in the new population be available.98,131 

 

Table 1.7.1: Updating methods for prediction models. 

Method Updating method Reason for updating 

0 
No adjustment (the original 
prediction model) 

-  

1 
Adjustment of the intercept 
(baseline risk) 

Difference in the outcome frequency 
(prevalence or incidence) between 
development and validation sample 

2 

Method 1 + adjustment of all 
predictor regression 
coefficients by one 
overall adjustment factor 

Regression coefficients of the original 
model are overfitted (or underfitted) 

3 

Method 2 + extra 
adjustment of regression 
coefficients for predictors 
with different strength in 
the validation sample as 
compared with the 
development sample 

As in method 2, and the strength 
(regression coefficient) of one or 
more predictors may be 
different in the validation sample 
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4 
Method 2 + stepwise 
selection of additional 
predictors 

As in method 2, and one or more 
potential predictors were not 
included in the original model, 
or a newly discovered marker may 
need to be added 

5 

Re-estimation of all 
regression coefficients, 
using the data of the 
validation sample only 

The strength of all predictors may be 
different in the validation sample, or 
the validation 
sample is much larger than the 
development sample 

6 
Method 5 + stepwise 
selection of additional 
predictors 

As in method 5, and one or more 
potential predictors were not 
included in the original model 

 
 

A particular motivation to update a prognostic model is to replace existing 

predictors that suffer from substantial interobserver variability (such as physical 

examination, imaging, and histopathological techniques) with more reliably 

measured markers. Moreover, prognostic models that include factors or markers 

with a causal effect on the outcome under study may be expected to be more 

generalisable to other populations. Such models may also be better used, since 

they are linked to biological (or other) pathways rather than merely based on 

statistical association. While these suggestions are plausible, empirical evidence 

is lacking. 
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1.8 Impact studies 

Impact studies aim to quantify whether the use of a prognostic model by 

practising physicians truly effectively improves their decision-making and 

ultimately patient outcomes. A prognostic model can influence patient outcome 

or the cost effectiveness of care only when changes in clinical management are 

made based on the prognostic information provided. Prognostic models are 

developed to provide estimates of outcome probabilities to complementary 

support clinical intuition and guidelines.5,97 The effect of a previously developed 

and validated prognostic model on doctors decisions and behaviour and patient 

outcomes should be studied separately in so called impact studies. Validation and 

impact studies differ in their design, study outcome, statistical analysis, and 

reporting. A validation study ideally uses a prospective cohort design and does 

not require a control group.109 For each patient, predictors and outcome are 

documented, and the rule’s predictive performance is quantified. By contrast, 

impact studies quantify the effect of using a prognostic model on doctors’ 

decisions, patient outcome, and/or cost effectiveness of care compared with and 

without using such model. They require a control group of healthcare 

professionals who provide usual care. Model impact studies thus follow a 

comparative intervention design, rather than the single cohort design used in 

model development or validation studies, and are ideally randomized trials.46 If 

behaviour changes of professionals is the main outcome, a randomised study 

without follow-up of patients would suffice. Follow-up is required if patient 

outcome or cost effectiveness is assessed. However, since changes in outcome 

depend on changes in doctors’ behaviour, it may be sensible to start with a 

randomised study assessing the model’s impact on therapeutic decisions, 

especially when long follow-up times are needed to assess patient outcome.  

Impact studies may use an assistive approach—simply providing the 

model’s predicted probabilities of an outcome between 0% and 100%—or a 

decisive approach that explicitly suggests decisions for each probability 

category.46 The assistive approach clearly leaves room for intuition and judgment, 

but a decisive approach may have greater effect.132,133 Introduction of 
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computerised patient records that automatically give predictions for individual 

subjects, enhances implementation and thus impact analysis of prognostic 

models in routine care.132  

The comparison in impact studies is scientifically strongest when a cluster 

randomised trial is used.93 One may randomize healthcare professionals (as 

clusters) or centres (practices). Randomising individual patients in an impact 

study may result in learning effects because the same doctor will alternately apply 

and not apply the model to subsequent patients, reducing the contrast between 

both randomised groups. Randomisation of doctors (clusters) is preferable, 

although this requires more patients.134 Randomising centres is often the best 

method as it avoids exchange of experiences between doctors within a single 

centre. Although impact studies are scarce, are a few good examples exist.135,136 

An appealing variant, of a cluster randomised trial, particularly for complex or 

multifaceted interventions that need to be introduced into routine care, is the 

stepped-wedge (cluster randomised) trial.137-139 Stepped wedge means that 

clusters for example, hospitals or general practitioner practices, are randomly 

allocated a time period when they are given the intervention, here the prediction 

model. All the clusters will be applying both care-as-usual (control) and the 

prediction model (intervention), but the time when they receive this prediction 

model is randomly ordered across the clusters. This is one-way crossover cluster 

trial, where the clusters cross over typically from control to intervention137-140 at 

regular, randomly allocated time intervals. 

Because randomised trials are expensive, time consuming and difficult to 

be properly conducted, other approaches are possible. One such approach is the 

prospective “before-after” impact study, in which comparison is made on the 

outcomes that are measured in a time period before the model was introduced 

versus a time period after which the model was made available to the same care 

providers. However, this design is sensitive to temporal changes in, for example, 

therapeutic approaches. A subtle variant to the beforeeafter approach, and 

therefore sharing the same limitations, is the “on-off” impact study where the 

outcome is measured in alternating time periods when the prediction model is or 
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is not available in a particular centre.46 Here, a problem is that the practising care 

providers in the centre may have changed over time, which may bias results. 

An attractive alternative when outcomes are relatively rare, or when a long 

follow-up is required, is decision analytic modelling.119 This approach starts with 

a well-developed and externally validated (and perhaps updated) model, and 

combines information on model predictions with information about the 

effectiveness of treatments from randomised therapeutic trials or meta-analyses. 

If such an approach fails to show improved outcome or favourable cost-

effectiveness, a long-term randomised impact study may not even be indicated.  

 However, do all prognostic models require a three step assessment 

(development, validation/updating, evaluation in impact studies) before they are 

used in daily care? Does a model that has shown adequate prediction for its 

intended use in validation studies—adequately predicting the outcome—still 

require an impact analysis using a large, multicentre cluster randomised study? 

For models with less perfect performance, only an impact analysis can determine 

whether use of the model is better than usual care. Impact studies also provide 

the opportunity to study factors that may affect implementation of a prognostic 

model in daily care, including the acceptability of the prognostic model to 

clinicians and ease of use. 
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1.9 Evaluating prediction models 

1.9.1 Discrimination 

Discrimination is a measure of how well the prediction model can separate those 

who will and will not develop the outcome of interest. If the predicted values for 

cases are all higher than for non-cases, we say the model can discriminate 

perfectly, even if the predicted risk does not match the proportion with disease. 

The most popular measure of model fit in the cardiovascular literature has been 

the c statistic, a measure of discrimination also known as the area under the ROC 

curve, or the c index, its generalization for survival data.92,141 The ROC curve and 

its associated c statistic are functions of the sensitivity and specificity for each 

value of the measure or model. The ROC curve is a plot of sensitivity versus 1-

specificity (often called the false-positive rate) that offers a summary of 

sensitivity and specificity across a range of cut points for a continuous predictor. 

Discrimination is of most interest when classification into groups with or without 

prevalent disease is the goal, such as in diagnostic testing.142  

ROC analysis is a useful tool for evaluating the performance of prognostic 

models and more generally for evaluating the accuracy of a statistical model (eg, 

logistic regression, linear discriminant analysis) that classifies subjects into 1 of 2 

categories, diseased or nondiseased. The area under the curve (AUC), that uses 

the ROC curve, is a nonparametric test statistic (the Mann–Whitney U test 

equivalent to a Wilcoxon rank sum test) of equality of distribution of estimated 

risk in cases and controls. AUC equals 0.5 when the ROC curve corresponds to 

random chance and 1.0 for perfect accuracy. The value of 0.80 seems to be a 

common cut-off between acceptable and poor models. On rare occasions, the 

estimated AUC is <0.5, indicating that the test does worse than chance. Because 

the AUC is based solely on ranks, it is less sensitive than measures based on the 

likelihood or other global measures of model fit. This characteristic may make it a 

poor choice for the selection of variables to be used in a predictive model. 

The difference between the clinical and statistical views is manifested in 

one particularly important way: the role of variability in the risk. Less variability, 

or more homogeneity, in risk within cases and controls increases the AUC and 
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other measures of discrimination; in contrast, greater variation in risk in the 

study population for which decisions are to be made increases the potential for 

assigning an intervention for those at extreme risks different from the 

intervention appropriate for one at average risk. In other words, small variance in 

risk, conditional on disease, increases discrimination, but large unconditional 

variance increases the potential for clinical utility. Of course, the variation needs 

to be real, not a consequence of random variation of risk estimates or 

misclassification of markers in the model. 

 

1.9.2 Calibration 

The AUC (or c-statistic), achieved popularity in diagnostic testing, in which the 

test characteristics of sensitivity and specificity are relevant to discriminating 

diseased versus nondiseased patients. The AUC, however, may not be optimal in 

assessing models that predict future risk or stratify individuals into risk 

categories. In this setting, calibration is as important to the accurate assessment 

of risk. Calibration quantifies how closely the predicted probabilities of an event 

match the actual experience.143 In other words, calibration is a measure of how 

well predicted probabilities agree with actual observed risk. When the average 

predicted risk within subgroups of a prospective cohort, for example, matches the 

proportion that actually develops disease, we say a model is well calibrated. The 

Hosmer-Lemeshow statistic compares these proportions directly and is a 

popular, though imperfect, means to assess model calibration.144 When 

evaluating the performance of a model after addition of a new marker, it is 

essential to check for improvement (or at least no adverse effect if other measures 

improve) in calibration, which can be quantified by, for example, the Hosmer–

Lemeshow’s chisquare or its modifications. 

Recalibration of prediction models to other settings can be done by 

adjustment at three levels: the baseline disease risk, the average predictor values, 

and the predictor-outcome associations. The most popular measure of 

calibration, the Hosmer-Lemeshow goodness-of-fit test, forms such subgroups, 

typically using deciles of estimated risk. Within each decile, the estimated 

observed proportion and average estimated predicted probability are estimated 
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and compared. The statistic has a x2 distribution with g – 2 degrees of freedom, 

where g is the number of subgroups formed. Although deciles are most 

commonly used to form subgroups, other categories, such as those formed on the 

basis of the predicted probabilities themselves (such as 0 to <5%, 5 to <10%, 

etc.), may be more clinically useful. 

Because groups must be formed to evaluate calibration, this test is 

somewhat sensitive to the way such groups are formed.144 Ideally the predicted 

probability would estimate the underlying or true risk for each individual (perfect 

calibration). Since we cannot know the underlying risk, but can only observe 

whether the individual gets the disease, a stochastic event, the Hosmer-

Lemeshow statistic is a somewhat crude measure of model calibration. 

 

1.9.3 Assessing improvement in model performance (net 

reclassification improvement (NRI), integrated discrimination 

improvement (IDI))   

Identification of key factors associated with the risk of developing cardiovascular 

disease and quantification of this risk using multivariable prediction algorithms 

are among the major advances made in preventive cardiology and cardiovascular 

epidemiology in the 20th century. The ongoing discovery of new risk markers by 

scientists presents opportunities and challenges for statisticians and clinicians to 

evaluate these biomarkers and to develop new risk formulations that incorporate 

them. One of the key questions is how best to assess and quantify the 

improvement in risk prediction offered by these new models. Demonstration of a 

statistically significant association of a new biomarker with cardiovascular risk is 

not enough. Some researchers have advanced that the improvement in the area 

under the receiver-operating-characteristic curve (AUC) should be the main 

criterion, whereas others argue that better measures of performance of prediction 

models are needed. New risk factors or markers are being identified and 

proposed constantly, and as with each other for consideration for incorporation 

into risk prediction algorithms. The critical question arises as to how to evaluate 

the usefulness of a new marker. The most basic necessary condition required of 

any new marker is its statistical significance. It is hard to imagine that one would 



 

 

55

argue for an inclusion of a new marker into a risk prediction formulation if it is 

not related to the outcome of interest in a statistically significant manner. 

Statistical significance, however, does not imply either clinical significance or 

improvement in model performance. Indeed, many biomarkers with weak or 

moderate relations to the outcome of interest can be associated in a statistically 

significant fashion if examined using a large enough sample size. 

 Researchers, extending existing methodology, began evaluating new 

markers based on their ability to increase the AUC. It quickly became apparent 

that, for models containing standard risk factors and possessing reasonably good 

discrimination, very large ‘independent’ associations of the new marker with the 

outcome are required to result in a meaningfully larger AUC.130,145,146
 None of the 

numerous new markers proposed comes close in magnitude to these necessary 

levels of association. In response to this, some scientists have argued that we 

need to wait for new and better markers; other researchers have sought model 

performance measures beyond the AUC to evaluate the usefulness of markers. 

Reassignment of subjects into risk categories (reclassification tables) and 

predictiveness curves form opposite ends of the spectrum of new ideas.147 

 Net reclassification and integrated discrimination improvements have 

been proposed as alternatives to the increase in the AUC for evaluating 

improvement in the performance of risk assessment algorithms introduced by the 

addition of new phenotypic or genetic markers. These two metrics are used to 

assess improvement in model performance offered by a new marker. The NRI 

and IDI provide supplementary information over the difference in the areas 

under the receiver operating characteristic (ROC) curves (AUCs). The NRI 

focuses on reclassification tables constructed separately for participants with and 

without events, and quantifies the correct movement in categories—upwards for 

events and downwards for non-events. The improvement in AUC for a model 

containing a new marker is defined simply as the difference in AUCs calculated 

using a model with and without the marker of interest. This increase, however, is 

often very small in magnitude; for example, Wang et al. show that the addition of 

a biomarker score to a set of standard risk factors predicting CVD increases the 

model AUC only from 0.76 to 0.77.148 Ware and Pepe show simple examples in 
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which enormous odds ratios are required to meaningfully increase the AUC.130,145 

Reclassification tables have been gaining popularity in medical literature.26,149 

Unfortunately, reclassification tables constructed and interpreted in this manner 

offer limited means of evaluating improvement in performance. Relying solely on 

the number or percentage of subjects who are reclassified can be misleading. 

Additionally, calculating event rates among the reclassified individuals does not 

lead to an objective assessment of the true improvement in classification. For 

instance, even if someone reclassify 100 people from the 10–20% 10-year CVD 

risk category into the above 20% group and the ‘actual’ event rate among these 

individuals is 25%, improved the placement of 25 people, but not the remaining 

75 who should have stayed in the lower risk category. Therefor a different way of 

constructing and interpreting the reclassification tables is suggested. The 

reclassification of people who develop and who do not develop events should be 

considered separately. Any “upward” movement in categories for event subjects 

(i.e. those with the event) implies improved classification, and any “downward” 

movement indicates worse reclassification. The interpretation is opposite for 

people who do not develop events. The improvement in reclassification can be 

quantified as a sum of differences in proportions of individuals moving up minus 

the proportion moving down for people who develop events, and the proportion 

of individuals moving down minus the proportion moving up for people who do 

not develop events. This sum is called NRI. Equivalently, the NRI can be 

calculated by computing the difference between the proportions of individuals 

moving up and the proportion of individuals moving down for those who develop 

events and the corresponding difference in proportions for those who not develop 

events, and taking a difference of these two differences.  

The IDI assesses the improvement in average sensitivity without 

sacrificing average specificity. The IDI does not require categories, and focuses on 

differences between improve integrated sensitivities and one minus specificities’ 

for models with and without the new marker. The IDI can be defined as the 

difference in discrimination slopes between two models-- one with, and the other 

without, the added variable. Discrimination slope was initially introduced as a 

“useful performance measure for it quantifies in a simple manner the separation 
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of positive and negative outcomes”. Recently this argument was further 

supported by calling it “a highly recommendable” measure of explanatory power 

for binary outcome models. It is defined as a difference in the means of the 

model-based event probabilities, that is, a subtraction of the nonevents from the 

events.150 
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1.10 Clinical utility of prediction models 

The clinical use of prognostic models should be dependent on evidence of 

successful validation and, preferably, on evidence of studies of clinical impact 

when using the model. Statistical and clinical perspectives on risk models can be 

very different, even with agreement on the objective: to develop accurate and 

precise risk estimates for rational, effective, and cost-effective prevention 

strategies. A good prediction model needs to be relatively easy to incorporate into 

routine clinical practice. A model will have no clinical impact unless measuring 

the variables needed for the model is feasible, using the model is acceptable to 

clinicians, and applying the model does not markedly increase workload or 

cost.151,152 Application of prognostic models requires unambiguous definitions of 

predictors and reproducible measurements using methods available in clinical 

practice. Practitioners may be less experienced in properly coding this predictor 

for a patient, leading to misclassification that potentially compromises the rule’s 

predictive performance. A complex prediction model that adds little to known 

risk factors will not (and probably should not) be used by most clinicians.153  

 A model that improves prognostic accuracy may be helpful to clinicians 

and to patients, but the model will have much more clinical impact if the outcome 

predicted (i.e. death, disease) can be prevented or delayed with effective 

treatment or if treatment can be individualized to improve outcomes. For 

example, the Framingham Risk Score154  is widely used to determine which 

patients should receive lipid-lowering treatment for cardiovascular disease, and 

the Model for End-Stage Liver Disease (MELD)155 score is used to prioritize 

patients for liver transplantation. The clinical usefulness of these scores depends 

on the availability of effective treatments for the predicted outcome. 

 Interestingly, a key factor for successful implementation of a prognostic 

model seems to be whether a model is supported by leading professionals in the 

field of application. Other factors that might be associated with use of prognostic 

models in practice include the complexity of the model (a few or many prognostic 

factors), the format of the model in which is available (as a score chart on paper, 

web based, or as standard part of an electronic patient record), the use of cut-off 
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values for model predictions to guide decision making (rather than only 

providing the predicted probability), the ease of use in the consulting room, the 

clinical context, and the fear of ‘‘cookbook medicine’’ or medicolegal 

consequences of undue reliance on model based predictions and decisions.46,93 

Like other tests, prediction models can increase harm to patients and costs 

if their use leads to testing or procedures that might not otherwise be performed. 

For example, a cardiac risk stratification algorithm that included cardiac 

computed tomographic scanning might increase radiation exposure compared 

with one that included only stress echocardiography.35,156 Whether the potential 

harms and increased cost of a prediction model are balanced by improved 

diagnostic accuracy is an empirical question that should be addressed before a 

model is widely used. Of course, clinical utility also depends on the efficacy of 

available interventions; a model with prefect predictions has no clinical utility 

without an effective intervention. 
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1.11 Aims and outline 

There is great interest in moving beyond established risk factors for the 

prediction of cardiovascular disease outcomes by incorporating a variety of 

information inclusive of demographic characteristics, biomarkers, and genetic 

factors among others into risk prediction models. Given the abundance of 

published prediction models across almost all clinical domains, critical appraisal 

and synthesis (whenever possible) of the available evidence is a requirement to 

allow researchers, care providers, and policymakers to identify possible pitfalls of 

newly introduced models, and in addition to determine which models may be 

useful in different situations. While the objective of all predictive models is to 

develop accurate and precise risk estimates for rational, effective, and cost-

effective prevention and treatment strategies, the statistical and clinical 

perspectives on risk models can be very different. The aim of this work was to 

evaluate prognostic studies aimed at predicting outcomes using risk prediction 

models rather than studies investigating single variables. We aimed to evaluate 

the discriminating performance of predictive tools for death and the variability in 

this performance across different clinical settings and studies. Moreover, we 

evaluated the evidence on comparisons of established and widely used 

cardiovascular risk prediction models and collected comparative information on 

their relative prognostic performance. Finally, we focused on how often newly 

developed risk prediction models undergo independent external validation and 

how well they perform in such validations, an important step of model evaluation 

before wide application. 
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Predicting death: Seemingly well-validated 
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2.1 BACKGROUND 

The ability to predict death accurately is crucial for conveying information to 

patients about their future; for making sound medical decisions for management, 

treatment, and prevention; and for having realistic expectations.  Prediction 

models (also called clinical prediction rules, clinical decision rules, or risk scores) 

are tools designed to assist clinical decision-making. Prediction models generally 

provide an estimate of the risk of disease, disease outcome, or the benefit of a 

diagnostic or therapeutic action.52,97 For example, the well-known Framingham 

Risk Score154 uses age, sex, total cholesterol level, high-density lipoprotein 

cholesterol level, smoking status, blood pressure, and use of hypertension 

medication to estimate the risk of myocardial infarction or coronary death during 

the next 10 years. Because prediction models are designed to guide clinical care, it 

is important that they be accurate and reliable. 

Over the past few years, many studies describing the development and/or 

validation of prediction models have been published, undoubtedly facilitated by 

access to large electronic databases; whereas many others have never achieved to 

be published. Why is a good prediction model so hard to find? While prediction 

models are reasonably easy to develop, a prediction model that remains accurate 

across different populations and is clinically useful is rare. Prognostic tools 

should be evaluated in several sequential stages: initial model performance 

(model development), prospective validation in independent cohorts (external 

validation of a model), impact on patient management and outcome and cost-

effectiveness. However, even for established and widely used prognostic tools, 

many of these steps suffer from methodological limitations and in many cases are 

missing. 

With heightened interest in predictive medicine, many studies try to 

document information that can improve prediction of major clinical outcomes. 

Evidence suggests that physicians perform poorly in predicting when patients will 

die.158-160 However, numerous models have been developed to predict mortality in 

diverse settings.161-163 Herein we aim to empirically evaluate the ability of 

available predictive tools (multivariate or single variables) to predict the risk of 
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death accurately for diverse conditions and populations. We assess how 

accurately and consistently these tools perform to help understand their potential 

clinical utility. 

 

2.2 METHODS 

Search Strategy 

The PubMed literature search was filtered by the specific clinical study categories 

of “prognosis” and “clinical prediction guides”, which was further limited by the 

filter of a narrow and specific search (Narrow/Specific [filter]). The terms “AUC 

OR area under the curve OR c statistic OR c index” and “death OR mortality OR 

survival” were applied. We set no limits for publication type or language. All 

items were initially evaluated for eligibility based on title and abstract. Potentially 

eligible studies were retrieved and scrutinized in full-text. 

 

Study Selection 

In this empirical evaluation, we included studies of any design published in 2009 

that assessed the accuracy of tools to predict mortality (either single predictors or 

multivariable models); included assessment of accuracy based on the area under 

the receiver operating characteristic curve (AUC) (aka, C statistic or C index); and 

focused on all-cause death as the primary outcome. The AUC92,148,164,165 is the 

most commonly used metric for assessing the accuracy/discriminatory ability of 

predictive tools.166 The AUCs can be compared across different tools, while 

relative risk metrics depend on the unit to which they are expressed and cannot 

directly compare predictive tools expressed for different units of 

measurement.130,166 

We excluded studies that only had data on the development of a new 

predictive tool or validated the predictive tool in the same cohort where it was 

developed because new, non-validated predictive tools are likely to have inflated 

estimates of accuracy.50,111,167 We also excluded articles that did not provide 

primary data (eg, reviews) and studies where death was part of a composite 

outcome or was determined as cause-specific (rather than all-cause) mortality. 
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When there were several eligible predictive tools and/or they assessed the 

ability to predict death at different lengths of follow-up in the same cohort, each 

proposed predictive tool and each time of follow-up assessment was included 

separately. For example, studies that examined 2 or more different predictive 

tools at different follow-up periods. 

 

Data Extraction 

When studies examined previously developed predictive tools, we extracted the 

AUC values of all previously developed tools corresponding to all-cause mortality. 

When studies developed and proposed new predictive tools, we extracted the 

AUC values of all examined tools (newly and previously developed) in the 

external validation set only. We gave preference to keep information on the whole 

study population over subgroups. For each eligible AUC we extracted the specific 

value and the respective 95% confidence interval whenever available. 

For each eligible prognostic study we recorded the first author, journal, 

impact factor of the journal (according to Thomson Journal Citation Reports), 

country of origin of the corresponding author or group investigators (USA, 

Europe, other), the study design (assessment of overall death prediction in a 

prospectively collected study population or in a retrospectively evaluated 

dataset), whether the assessment of the variables included in the predictive tool 

was blinded, and the percentage of losses to follow-up. 

For each study and for each predictive tool, we recorded the total sample 

size and the number of deaths when a previously developed predictor/model was 

used and the sample size and number of deaths for the validation group, when a 

new tool was developed. Study populations were categorized according to their 

baseline status as healthy, acute disease (conditions that need acute evaluation 

and intervention e.g. trauma, sepsis, emergency surgery), chronic disease, or 

populations with both acute and chronic disease patients. Moreover, we recorded 

whether primarily adults or children were involved. 

Studies were categorized into the following general fields based on the 

disease/clinical condition: cardiovascular diseases, critical illnesses, infectious 

diseases, gastroenterology-related diseases, malignancies, trauma, or other. We 
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recorded the average follow-up corresponding to each of the extracted AUCs, 

giving preference to mean>median>in-hospital follow-up estimates. When no 

information was given in the text, duration of follow up was derived from Kaplan-

Meier curves, where applicable. When only maximum follow-up duration under 

investigation was given, we approximated the mean follow-up by using the 

formula mean follow-up=maximum follow-up * (1 - (0.5 * proportion of deaths)) 

which assumes that each dying patient contributes on average half of the 

maximum follow-up. The death rate (per month of follow up) was calculated by 

the number of events / (sample size * mean follow-up). 

We noted whether a single predictor or a predictive model with multiple 

predictors was used. For each prognostic model we recorded the number and the 

included set of variables. Furthermore, we noted whether the accuracy of the 

prediction in each study was assessed by any measure of calibration,168 and, if so, 

recorded the applied method, and whether the authors presented the calibration 

results. Calibration examines whether the risk prediction is equally good for 

patients at different levels of risk or there is a lack of fit. Finally, we identified the 

studies in which reclassification analysis125,169,170 was performed and recorded the 

respective metrics. Reclassification examines whether the predictive tool helps 

classify patients in different, more appropriate risk categories compared with 

what could be done without its knowledge or compared with some other model. 

The selection of the eligible studies and data extraction was performed 

independently by two investigators; whereas any discrepancies were resolved by 

consensus and arbitration by a third investigator. 

 

Statistical Analysis 

The AUC was defined as mean (SD) or median (interquartile range [IQR]). An 

AUC of 1 indicates perfect discrimination, while an AUC of 0.5 indicates 

discrimination no better than chance. While there are no absolute thresholds, 

usually an AUC of greater than 0.80 is considered to show very good 

discrimination, and AUC greater than 0.90 suggests excellent discrimination.92 

For predictive tools where there was more than 1 assessment available, we noted 

the range of AUC values. For predictive tools with at least 4 data sets where both 
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the AUC and corresponding 95% confidence intervals were available, we 

summarized the AUC estimates using random effect models, weighting the AUC 

of each data set by the inverse of the sum of the between and within-study 

variances. We quantified the heterogeneity in AUC values by the I2 metric and its 

95% confidence intervals. The I2 metric takes values between 0% and 100%, and 

it is independent of the number of data sets (50%-75% indicates moderate 

heterogeneity, while >75% indicates very large heterogeneity).171 We compared 

the AUC values among pre-specified subgroups based on prevalence of disease 

and predictive tool characteristics using 1-way analysis of variance for categorical 

variables and the Spearman correlation coefficient for continuous variables. All 

analyses were performed with STATA software, version 10.0 (StataCorp LP, 

College Station, Texas). 

 

2.3 RESULTS 

Eligible Studies and Predictive Tools  

Overall 544 items were retrieved from Medline, of which 235 were reviewed in 

full text. Of those, 94 articles (2.5.1 Supplementary references) were deemed 

eligible (Figure 2.1). The interrater agreement for the selection of the eligible 

studies had κ value of 0.86. These 94 manuscripts presented data on 240 

assessments (224 multivariate models and 16 single predictors) of the accuracy of 

118 predictive tools. Characteristics of studies and predictive tool assessments are 

provided below (Table 2.1). 
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Figure 2.1: Selection of eligible studies of all-cause death prediction. 

 

Most of the studies were performed in the United States or Europe, had a 

prospective cohort design, and pertained to acute disease conditions. 

Cardiovascular, critical-illness, infectious, gastroenterology-related, 

and malignant diseases accounted for 83% of the cohorts, but many other 

diseases were also assessed (Table 2.1, 2.5.2 and 2.5.3 Supplementary 

tables). The median (IQR) sample size for the assessments was 502 (185-2016); 

the median (IQR) number of deaths was 71 (32-157); the median (IQR) 

proportion of deaths was 14% (5%-29%); and the median (IQR) death rate was 

13% (4%-44%) per month. Among the whole data set (94 studies), in only 1 study 

(S85 in 2.5.1 Supplementary references) did the investigators review and 

abstract patient data blinded to patients’ hospital course and clinical status 

(Table 2.1). For 78 studies, the percentage of losses to follow-up was available 

(70 studies reported no losses, while for the rest loss was generally low (median 

[IQR] loss to follow-up, 3.5% [1.25%-10.25%]). 
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Table 2.1: Characteristics of eligible studies and predictive tools. 

Characteristic 

No. (%) 
Prognostic 

studies 
(n=94) 

Predictive 
tools 

(n=240) 
Type of study   
 New externally validated 

tools 
29 (31) 72 (30) 

 Previously developed 
predictive tools 

65 (69) 168 (70) 

Area of origin   
 United States 21 (22) 49 (20) 
 Europe 43 (46) 113 (47) 
 Other 30 (32) 78 (33) 
Study design   
 Prospective  53 (56) 139 (58) 
 Retrospective  41 (44) 101 (42) 
Disease status   
 Acute disease 55 (59) 130 (54) 
 Chronic disease 29 (31) 91 (38) 
 Mixed (acute/chronic) 10 (11) 19 (8) 
Study population   
 Pediatric 5 (5) 7 (3) 
 Adult 88 (94) 225 (94) 
 Both 1 (1) 8 (3) 
Disease/Clinical condition   
 Cardiovascular 18 (19) 40 (17) 
 Critical illness 16 (17) 42 (18) 
 Gastroenterology 14 (15) 50 (21) 
 Infectious 15 (16) 37 (15) 
 Malignancies 9 (10) 30 (13) 
 Other  22 (23) 41 (17) 
In-hospital mortality   
 Yes 44 (47) 99 (41) 
 No 50 (53) 141 (59) 
Predictive variables were assessed 
blinded to the outcome 

  

 Yes 1 (1) 1 (0.4) 
 No 93 (99) 239 (99.6) 
Information on loss to follow-up   
 Not available 16 (17) 40 (17) 
 Available 78 (83) 200 (83) 
        Loss of follow-up 0% 70 (90) 158 (79) 
        Loss of follow-up >0% 8 (10) 42 (21) 
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Predictive Tools 

Overall, 110 different predictive models and 8 different predictors were examined 

in the 240 assessments. The most commonly evaluated models included the 

Acute Physiology And Chronic Health Evaluation (APACHE) II model (n=19) and 

the MELD score (Model for End-Stage Liver Disease) (n=17) (Table 2.2). The 

predictive models included a wide range of variables (2.5.2 and 2.5.3 

Supplementary tables). The number of variables in the models ranged from 2 

to 30, and the median (IQR) number was 6 (4-12). All of the identified single 

predictors were biomarkers (2.5.3 Supplementary tables). 

 

Table 2.2: AUC values of predictive tools examined >1 assessment. 

Predictive tool 
No. of 

assessments
AUC 

Median IQR Min Max

AMIS model 2 0.86 0.84-0.87 0.84 0.87 
APACHE II 19 0.77 0.71-0.81 0.69 0.94
BCLC score 2 0.85 0.84-0.86 0.84 0.86
BISAP score 2 0.82 NA 0.82 0.82
BNP 3 0.66 0.63-0.69 0.63 0.69
CLIP score 5 0.88 0.64-0.88 0.62 0.96
CRIB II 2 0.91 0.90-0.92 0.90 0.92
CTP score 11 0.73 0.72-0.84 0.61 0.88
CURB-65 score 5 0.78 0.73-0.78 0.64 0.82
CCI 3 0.67 0.63-0.74 0.63 0.74
EuroSCORE 6 0.74 0.70-0.77 0.70 0.80
ISS 2 0.63 0.54-0.72 0.54 0.72
Intermountain Risk Score 3 0.87 0.84-0.87 0.84 0.87
JIS 5 0.85 0.64-0.87 0.59 0.87
MELD score 17 0.81 0.78-0.86 0.77 0.89
MELD - Sodium score 4 0.81 0.78-0.86 0.77 0.89
MESO index 3 0.87 0.69-0.88 0.69 0.88
MPI 3 0.80 0.79-0.83 0.79 0.83
MPM II 2 0.73 0.66-0.79 0.66 0.79
NT-proBNP 6 0.74 0.71-0.76 0.67 0.77
Pediatric death prediction model 2 0.92 0.91-0.94 0.91 0.94
PSI 7 0.75 0.69-0.81 0.63 0.83
Procalcitonin 2 0.73 0.65-0.81 0.65 0.81
RIFLE classification 3 0.75 0.70-0.91 0.70 0.91
Ranson's criteria 2 0.89 0.82-0.95 0.82 0.95
SAPS II 8 0.77 0.73-0.82 0.51 0.85
SAPS III 3 0.74 0.71-0.84 0.71 0.84
SOFA score 9 0.84 0.75-0.85 0.71 0.93
Simple risk index 2 0.80 0.78-0.82 0.78 0.82
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TIMI risk score 5 0.73 0.72-0.75 0.68 0.84
TIMI-risk score & Labor index 2 0.77 0.76-0.78 0.76 0.78
TNM 2 0.80 NA 0.80 0.80
TRISS 2 0.75 0.64-0.85 0.64 0.85
Tokyo score 2 0.87 0.86-0.87 0.86 0.87

 

AUC, area under the curve; IQR, interquartile range; Min, minimum; Max, 
maximum; NA, not applicable; AMIS, Acute Myocardial Infarction in 
Switzerland; APACHE II, Acute Physiology And Chronic Health Evaluation II; 
BCLC, Barcelona Clinic Liver Cancer; BISAP, Bedside Index for Severity in Acute 
Pancreatitis; BNP, B-type natriuretic peptide; CLIP, Cancer of the Liver Italian 
Program; CRIB, Clinical Risk Index for Babies; CTP, Child–Turcotte–Pugh; CCI, 
Charlson Comorbidity Index; EuroSCORE, European system for cardiac 
operative risk evaluation; ISS, Injury Severity Score; JIS, Japan Integrated 
Staging; MELD, Model for End-Stage Liver Disease; MPI, Multidimensional 
Prognostic Index; MPM, Mortality Probability Models; NT-proBNP, N-terminal-
pro-B-type natriuretic peptide; PSI, Pneumonia Severity Index; RIFLE, Risk of 
renal failure, Injury to the kidney, Failure of kidney function, Loss of kidney 
function, and End-stage renal disease; SAPS, Simplified Acute Physiology Score; 
SOFA, Sequential Organ Failure Assessment; TIMI, Thrombolysis In Myocardial 
Infarction; TRISS, Trauma Revised Injury Severity Score. 
 

Accuracy 

The AUC values ranged from 0.43 to 0.98 (Figure 2.2), and the median (IQR) 

AUC value was 0.77 (0.71-0.83). A total of 95 of the AUC values were higher than 

0.80 (very good discrimination) (40%), but only 23 were higher than 0.90 

(excellent discrimination) (10%).  
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Figure 2.2: Cumulative frequency histogram of area under the receiver 
operating characteristic curve (AUC) values for mortality. 

 

The AUC data for all predictive tools with 2 or more assessments are listed in 

(Table 2.2). For each of these 34 tools, the range of AUC estimates was large, 

sometimes spanning the spectrum from inaccurate to excellent accuracy. The 

median AUC values suggested modest accuracy. For only 2 predictive tools 

(Clinical Risk Index for Babies [CRIB] II (S25 and S27 in 2.5.1 Supplementary 

references) and Pediatric death prediction model (S92 in 2.5.1 

Supplementary references)), the median AUC value suggested excellent 

accuracy (AUC, 0.91 and 0.92, respectively), but this was based on only 2 

assessments of each tool. Four or more assessments of the accuracy of a 
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predictive tool were available for only 9 tools (APACHE, MELD, SOFA 

[Sequential Organ Failure Assessment], CTP [Child-Turcotte-Pugh], SAPS 

[Simplified Acute Physiology Score] II, PSI, CLIP [Cancer of the Liver Italian 

Program], CURB-65 [confusion–blood urea nitrogen–respiratory rate–blood 

pressure–age >65 years], JIS [Japan Integrated Staging]) and 1 biomarker (NT-

pro-BNP [N-terminal-pro-B-type natriuretic peptide]). Using random effects 

meta-analysis, we found that the summary AUC estimates for these 10 tools Ca 

(Figure 2.3). For each of the 9 multivariable tools, there was marked 

heterogeneity of AUC values across diverse settings and studies (heterogeneity I2 

estimates in AUC ranged from 68% to 95%). The 95% confidence intervals of the 

I2 were also consistent with a large or very large heterogeneity. For NT-pro-BNP, 

the I2 estimate was 25%. Meta-analyses retaining only the longest follow-up 

assessment when several follow-up assessments were available from the same 

study showed similar results (all changes in summary AUC estimates were <5% 

compared with the primary analysis including all data).  

 

 

Figure 2.3: Area under the receiver operating characteristic curve (AUC) values 
for predictive tools that were examined in 4 or more assessments (n=number of 
assessments) with 95% confidence intervals (CIs). Summary results of AUC and 

95% CIs are provided using random effects meta-analysis. 
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Calibration and Reclassification 

Calibration of the examined predictive tools was examined in fewer than half of 

the included studies (n=45; 48%), mainly by using the Hosmer-Lemeshow 

statistic (n=35; 78%) and observed/predicted ratio (n=5; 11%). Results were 

available in 44 studies (105 predictive tool assessments), indicating lack of fit for 

8 studies (17 predictive tools). Only 1 study (S83 in 2.5.1 Supplementary 

references) examined reclassification analysis by means of the net 

reclassification improvement and the integrated discrimination index. This study 

investigated the added predictive value of radiographic ascites over and above the 

MELD-Na score in patients with cirrhosis. 

 

Correlates of Accuracy 

As listed in Table 2.3, predictive tools published in journals of lower impact 

factor had higher reported AUC estimates than those published in journals of 

higher impact factor. Predictive tools were more accurate in predicting mortality 

when a smaller proportion of study participants died. The AUC values were also 

higher in pediatric than in adult populations. Finally, studies with larger sample 

size tended to have higher AUC values than smaller studies. There was no 

evidence that study design (retrospective vs. prospective), area of origin, disease 

status, clinical condition examined, death rate per month, loss to follow- up, or 

number of variables included in the predictive tool were associated with the AUC 

values. 
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Table 2.3: Association between AUC values and study characteristics  

Study 
characteristics 

All predictive tools 
No.a Mean SD p valueb 

Journal impact factor 222   0.021 
 ≤2.13 46 0.78 0.11  
 2.13 – 2.32 45 0.79 0.07  
 2.32 – 3.15 45 0.78 0.08  
 3.15 – 5.39 43 0.77 0.07  
 ≥5.39 43 0.75 0.10  
Study population 240   <0.0001 
 Pediatric 7 0.92 0.02  
 Adult 225 0.77 0.09  
 Both 8 0.78 0.04  
Sample size 240   0.014 
 ≤147 48 0.76 0.11  
 147 – 287 49 0.76 0.11  
 287 – 810 48 0.76 0.08  
 810 – 2558 48 0.80 0.09  
 ≥2558 47 0.79 0.08  
Proportion of study 
participants who died 

238   0.002 

 ≤0.06 49 0.82 0.08  
 0.06 – 0.13 47 0.76 0.10  
 0.13 – 0.21 46 0.78 0.10  
 0.21 – 0.33 50 0.78 0.06  
 ≥0.30 46 0.73 0.10  

 

Abbreviations: AUC, area under the curve; SD, standard deviation; USA, United 
States of America; NA, not applicable. 
a number of the predictive tools related to the respective extracted variable. 
b one-way ANOVA for categorical variables (study population) and Spearman 
correlation coefficient for continuous variables (impact factor, sample size, 
proportion of death). 
 

2.4 DISCUSSION 

This systematic evaluation of a large number of seemingly well-validated 

predictive tools reported in the recent literature shows that these tools are not 

very accurate and that there is wide variation in their predictive accuracy for 

death. Most of the tools included into this analysis are not sufficiently accurate 

for wide use in clinical practice. Moreover, calibration was assessed in fewer than 

half of the tools, and of those tested, several showed lack of fit, meaning that 

prediction was not equally good for patients at different levels of risk. Studies 
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published in journals with lower impact factor tended to show better AUC values, 

while tools performed better when they tried to predict death only for the 

highest-risk patients. 

For a proposed predictive tool to be useful in clinical practice, there are 

several prerequisites. The tool must be validated in populations other than the 

one in which was developed; it should be reproducible; and it should have good 

accuracy and calibration. Such a predictive tool can make accurate predictions in 

diverse settings across the range of both low- and high-risk patients. Few tools for 

predicting risk of death currently fit these criteria. Even tools that meet these 

criteria may not necessarily result in improvement in patient management and 

outcomes. This depends on whether effective, feasible interventions are available, 

the use of which is based on accurate knowledge of patient risk. However, 

reclassification, the ability to reclassify individuals into more appropriate risk 

categories where different actions/interventions might be indicated, is almost 

never assessed in the current literature of death prediction. Moreover, 

randomized trials on the use of predictive models, the ultimate proof of benefit, 

are few and difficult to conduct. Finally, clinicians are unlikely to use complex 

tools that require collection of extensive information, including data derived from 

expensive tests. It is possible that other predictive tools, based on far more 

limited clinical data, may perform equally well or better. In our empirical 

evaluation, models with more variables did not seem to perform clearly better 

than models with few variables. 

Some characteristics of predictive tools were significantly associated with 

higher AUC estimates. For example, tools performed better when they tried to 

predict death only for the highest-risk patients. Excellent performance was seen 

in a small number of pediatric tools, while performance was substantially worse 

in predictive tools for adults. Larger studies tended to have slightly higher AUC 

estimates. These associations are exploratory and should be viewed with caution. 

In this broad evaluation we focused on validated tools. However, even for 

some of the most widely applied predictive tools (such as APACHE II, MELD 

score, and SAPS II), we found great within-tool variability in accuracy across 

different studies and clinical settings. The observed variation of the accuracy for 
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the same predictive tool may be partly ascribed to the selective analysis and 

reporting of studies of predictive tools that may lead to exaggerated results of 

predictive discrimination in some studies. Efforts at standardization of reporting 

are important in this regard.172,173 The inverse correlation between journal impact 

factor and reported AUC that we observed may represent lower methodologic 

quality with spuriously high reported predictive performance in some articles 

published in journals with low impact factor.174 Moreover, studies often test 

predictive tools in populations that are very different than the one the model was 

developed for and for a wide range of outcomes. This may further contribute to 

the variability seen in their discriminatory performance. 

Some limitations should be mentioned. This empirical assessment was 

restricted to studies published during a single year. An effort to appraise the 

entire predictive literature would be a task requiring extensive international 

effort by hundreds of researchers, much as the Cochrane Collaboration has done 

for clinical trials. Moreover, we included only studies dealing with prediction of 

all-cause death, and we did not evaluate the accuracy of tools designed to predict 

other outcomes. However, death from any cause is a common outcome with great 

clinical impact, and it is possible to standardize unambiguously. Finally, we 

considered only predictive studies that assessed accuracy using the AUC. 

However, AUC is not the only metric to assess predictive ability,124 and like any 

single metric, it can have limitations.125,147,175,176 For example, the AUC does not 

provide information on the actual predicted probabilities, and it does not convey 

the exact risk distribution in the respective study population. Also, improvements 

in AUC are more difficult in the high-range values than when AUC is closer to 

0.50.164 Nevertheless, AUC is a very useful metric125,147 and is the most widely 

used standardized metric in the predictive literature. 

 

Conclusions 

Given the very wide variability in the AUC, even for the same predictive tool, we 

believe that systematic efforts are needed to organize and synthesize the 

predictive literature, such as those proposed by the Cochrane Prognosis Methods 

Group. Such efforts are needed to enhance the evidence derived from predictive 
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research and to establish standard methods for developing, evaluating, reporting, 

and eventually adopting new predictive tools in clinical practice. Clinicians 

should be cautious about adopting new, initially promising predictive tools, 

especially complex ones based on expensive measurements that have not been 

extensively validated and shown to be consistently useful in practice.        
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2.5.2 Supplementary table: Assessed prediction models and their variables. 

sRef 
Disease/Clinical 

condition 
Predictive model Set of variables in each predictive model 

S15 
Cardiovascular 
disease 

Acute Kidney Injury Network 
(AKIN)  

serum creatinine criteria or urine output criteria 

S67 Critical illness Acute Lung Injury (ALI) score chest X-ray, hypoxemia, PEEP, compliance 

S94 
Cardiovascular 
disease 

Acute Myocardial Infarction in 
Switzerland (AMIS) model 

age, Killip class, systolic blood pressure, heart rate, 
prehospital cardiopulmonary resuscitation, history of heart 
failure, history of cardiovascular disease 

S1 

S6 

S8 

S9 

S17 

S26 

S29 

S30 

S33 

S36 

S50 

S51 

S53 

S54 

S64 

S67 

S71 

S73 

S82 

Critical illness 

Gastroenterology-
related 

Malignancies 

Infectious disease 

Other 

Acute Physiology And Chronic 
Health Evaluation (APACHE) II 

temperature, mean arterial pressure, heart rate, respiratory 
rate, oxygenation or PaO2, arterial pH, serum sodium, serum 
potassium, serum creatinine, hematocrit, white blood cell 
(WBC) count, Clasgow Coma Score 



 

 

S23 Critical illness 
Acute Physiology And Chronic 
Health Evaluation (APACHE) III 

pulse, mean blood pressure (BP), temperature, respiratory 
rate, PaO2, A-aDO2, Hct, WBC, Cr-No ARF, Cr-ARF, urine 
output, BUN (mmol/l), soium (mmol/l), albumin (g/l), 
bilirubin (mmol/l), Glu (mmol/l) 

S31 Other Prognostic model (unnamed) age, burned surface area (BSA), inhalation injury

S41 Malignancies 

American Joint Committee on 
Cancer/International Union 
Against Cancer (AJCC/UICC) TNM 
classification 

Child-Pugh score, tumor morphology, serum a-fetoprotein 
(ng/dL), portal vein thrombosis 

S64 Infectious disease 

American Thoracic 
Society/Infectious Diseases Society 
of America (ATS/IDSA) major 
criteria 

respiratory rate>30 breaths/min, PaO2/FiO2 ratio<250, 
multilobar infiltrates, confusion/disorientation, uremia 
(BUN level > 20mg/dL, leukopenia (WBC count, <4000 
cells/mm, thrombocytopenia (PLT<100000 cells/mm), 
hypothermia (core temperature <36 C), hypotension 
requiring aggressive fluid resusciatation, invasive 
mechanical ventilation, septic shock with the need for 
vasopressors 

S78 
Cardiovascular 
disease 

Aristotle Basic Complexity (ABC) 
score 

mortality component, morbidity component, technical 
difficulty component 

S70 
Gastroenterology-
related 

AST to platelet ratio index (APRI) platelet count, aspartate aminotransferase (AST) 

S21 
Cardiovascular 
disease 

AusSCORE 

age, New York Heart Association (NYHA) class, urgency of 
procedure, ejection fraction estimate, previous cardiac 
surgery, hypercholesterolemia (lipid-lowering treatment), 
peripheral vascular disease, cardiogenic shock 

S57 Malignancies 
Barcelona Clinic Liver Cancer 
(BCLC) 

early stage (A) includes patients with asymptomatic early 
tumors suitable for radical therapies, intermediate stage (B) 
comprises patients with asymptomatic multinodular HCC, 
advanced stage (C) includes patients with symptomatic 
tumors and/or an invasive tumoral pattern (vascular 
invasion/extrahepatic spread), end-stage disease (D) contain 
patients with extremely grim prognosis  



 

 

S6 
S54 

Gastroenterology-
related 

Bedside Index for Severity in Acute 
Pancreatitis (BISAP) score 

BUN>25 mg/dl, impaired metal status (Glasgow coma scale 
score<15), systematic inflammatory response syndrome 
(SIRS), age>60 years, pleural effusion detected on imaging 

S93 Other BODE index BMI, airflow obstruction, dyspnea, exercise capacity

S20 
Cardiovascular 
disease 

British Columbia Percutaneous 
Coronary Intervention (PCI) risk 
score 

age, gender, emergency, left main disease, triple vessel 
disease, left ventricular ejection fraction (LVEF), New York 
Heart Association (NYHA), critical preprocedural sate, ST-
elevation myocardial infarction (STEMI), other acute 
coronary syndrome (ACS), creatinine 

S1 Critical illness C4.5 classification tree 
inotropic therapy (INOT), Glasgow value, (A-a)O2, gradient 
((A-a)O2), age, chronic organ insufficiency (COI), mean 
arterial pressure (MAP) 

S41 
S57 
S69 

Malignancies 
Cancer of the Liver Italian Program 
(CLIP) 

Child-Pugh score, tumor morphology, serum alfa-fetoprotein 
(ng/dL) levels, portal vein thrombosis 

S1 Critical illness CHAID algorithm 
inotropic therapy (INOT), Glasgow value, (A-a)O2 gradient 
((A-a)O2), age, chronic organ insufficiency (COI), mechanical 
ventilation, trauma 

S76 
S82 
S88 

 
Critical illness 
Other 
 

Charlson Comorbidity Index (CCI) 

age, AIDS, cerebrovascular disease, chronic pulmonary
disease, congestive heart failure, connective tissue disease, 
dementia, hemiplegia, leukemia, malignant lymphoma, 
myocardial infarction, peripheral vascular disease, ulcer 
disease, diabetes mellitus, liver disease, renal disease, 
malignant solid tumor 

S7 
S9 
S12 
S19 
S22 
S60 
S87 
S91 

Critical illness 
Gastroenterology-
related 

Child–Turcotte–Pugh (CTP) score 
bilirubin, albumin, prothrombin time prolong, ascites, 
encephalopathy 



 

 

S60 Other CHS index 
shrinking, weakness, poor energy, slowness, low physical 
activity 

S1 Critical illness 
Classification And Regression Trees 
(CART) 

inotropic therapy (INOT), Glasgow value, (A-a)O2 gradient 
((A-a)O2), age, chronic organ insufficiency (COI) 

S25 Other 
Clinical Risk Index for Babies 
(CRIB) 

birthweight, gestational age, maximum and minimum 
fraction of inspired oxygen and maximum base excess during 
the first 12 h, presence of congenital malformations 

S25 

S27 
Other 

Clinical Risk Index for Babies 
(CRIB) II 

sex, birthweight, gestational age, temperature at admission, 
base excess  

S59 Infectious disease 
Community-acquired pneumonia-
90 (CAP-90) index 

pre-illness functional status, Charlson index (composite 
measure of co-morbid illnesses) and severity on admission 

S6 
Gastroenterology-
related 

Computed Tomography Severity 
Index (CTSI) 

Balthazar grade and necrosis percentage 

S63 Infectious disease CRB65 
new confusion, respiratory rate >30/min, systolic blood 
pressure <90 mmHg or diastolic blood pressure =<60 
mmHg, age >65 years 

S14 Malignancies CR-POSSUM 

age, pre-existing cardiac failure, systolic blood pressure, 
pulse, haemoglobin, serum urea nitrogen, operative severity, 
peritoneal soiling, cancer stage, mode of surgery, observed 
30-day mortality 

S2 

S18 

S42 

S63 

S80 

Infectious disease CURB-65 score 
new confusion, urea>7 mM, respiratory rate >30/min, 
systolic blood pressure <90 mmHg or diastolic blood 
pressure =<60 mmHg, age >65 years 

S13 Critical illness 
customized Simplified Acute 
Physiology Score (SAPS) III 

age, co-morbidities, length of stay before ICU admission, 
intra-hospital location before ICU admission, use of major 
therapeutic options before ICU admission, ICU admission: 
planned or unplanned, reasons for ICU admission, surgical 
status at ICU admission, anatomical site of surgery, acute 



 

 

infection at ICU admission, estimated GCS (lowest), total 
bilirubine (highest) in mg/dL, total bilirubin (highest) 
μmol/L, body temperature (highest), creatinine (highest) in 
mg/dL, creatinine (highest) μmol/L, heart rate (highest), 
leukocytes, hydrogen ion concettration (lowest), platelets, 
systolic blood pressure, oxygenation 

S88 Other Elixhauser comorbidity score 

congestive heart failure, cardiac arrhythmias, valvular 
disease, pulmonary circulation disorders, peripheral vascular 
disorders, hypertension (uncomplicated and complicated), 
paralysis, other neurological disorders, chronic pulmonary 
disease, diabetes - uncomplicated, diabetes complicated, 
hypothyroidism, lymphoma, metastatic cancer, solid tumor 
without metastasis, rheumatoid arthritis/collagen vascular 
disease, coagulopathy, obesity, weight loss, fluid and 
electrolyte disorders, blood loss anemia, deficiency anemias, 
alcohol abuse, drug abuse, psychoses, depression  

S40 Other 
Emergency trauma score 
(EMTRAS) 

age, Glagow Coma Scale, base excess, prothrombin time 

S21 

S35 

S45 

S56 

S74 

Cardiovascular 
disease 

European system for cardiac 
operative risk evaluation 
(EuroSCORE) 

age (years), gender, chronic pulmonary disease, extracardiac 
arteriopathy, neurological dysfunction, previous cardiac 
surgery, creatinine > 200 Μmol/L, active endocarditis, 
critical preoperative state, unstable angina, LV function, 
recent MI, pulmonary hypertension, emergency, operation 
other than isolated CABG, surgery on thoracic aorta, post 
infarct septal rupture 

S70 
Gastroenterology-
related 

FIB4 
platelet count, alanine aminotransferase (ALT), aspartate 
aminotransferase (AST) 

S70 
Gastroenterology-
related 

FibrometerA 
prothrombin index (PI),  a-2 macroglobulin, hyaluronic acid, 
age 

S70 
Gastroenterology-
related 

Fibrosis staging at biopsy scale runs from 0 to 4 



 

 

S70 
Gastroenterology-
related 

FibroTest 
 α-2 macroglobulin, haptoglobin, gamma glutamyl 
transpeptidase (GGT), apolipoprotein A1, total bilirubin 
corrected for age, gender 

S70 
Gastroenterology-
related 

Forns 
age, gamma-glutamyl transferase (GGT), cholesterol, platelet 
count, prothrombin time 

S39 
Cardiovascular 
disease 

Glasgow Aneurysm Score (GAS)  
age, shock, myocardial disease, cerebrovascular disease, 
renal insufficiency 

S49 Critical illness Glasgow Coma Scale (GCS) eye opening, verbal response, motor response 

S53 
Gastroenterology-
related 

Glasgow criteria 

on admission (age >55 yrs, WBC Count >15 x109/L, Blood 
Glucose >200 mg/dL (No Diabetic History), Serum Urea >16 
mmol/L ( No response to IV fluids), Arterial Oxygen 
Saturation <76 mmHg), within 48 hours (Serum Calcium <2 
mmol/L, Serum Albumin <34 g/L, LDH >219 units/L, 
AST/ALT >96 units/L) 

S81 
Cardiovascular 
disease 

Global Registry of Acute Coronary 
Events (GRACE) risk score 

age (years), heart rate (bpm), systolic blood pressure 
(mmHg), creatinine (mg/dL), Killip class, cardiac arrest at 
admission, elevated cardiac markers, ST segment deviation 

S26 Critical illness 
Global Simplified Acute Physiology 
Score (SAPS) III 

age (years), co-morbidities, length of stay before intensive 
care unit (ICU) admission, intra-hospital location before ICU 
admission, use of major therapeutic options before ICU 
admission, ICU admission (planned or unplanned), reasons 
for ICU admission, surgical status at ICU admission, 
anatomical site of surgery, acute infection at ICU admission, 
estimated Glagow Coma Scale, total bilirubine (mg/dL), total 
bilirubine (μmol/L), body temperature, degrees celcius, 
creatinine (mg/dL), creatinine (μmol/L), heart rate 
(beats/min), leukocytes, hydrogen ion concentration, 
platelets, systolic blood pressure, oxygenation 



 

 

S76 Other 
Hematopoietic Cell Transplantation 
Comorbidity Index (HCT-CI) 

arrhythmia, cardiac, inflammatory bowel disease, diabetes, 
cerebrovascular disease, psychiatric disturbance, hepatic 
(mild), obesity, infection, rheumatologic, peptic ulcer, 
moderate/severe renal, moderate pulmonary, prior solid 
tumor, heart valve disease, severe pulmonary, 
moderate/severe hepatic 

S70 
Gastroenterology-
related 

Hepascore 
bilirubin, gamma glutamyl transpeptidase (GGT), hyaluronic 
acid,  α-2 macroglobulin, age, gender 

S79 Infectious disease HIV biomarkers CD4 cell count, HIV RNA, AIDS-defining conditions 

S79 Infectious disease 
HIV biomarkers + Non-HIV 
biomarkers 

CD4 cell count, HIV RNA, AIDS-defining conditions, 
haemoglobin, transaminases, platelets, creatinine, hepatitis 
B and C serology 

S30 

S40 
Other Injury Severity Score (ISS) 

regions of injury (head and neck, face, chest, abdomen, 
extremity, external) 

S17 Malignancies 
Intensive Care National Audit & 
Research Centre (ICNARC) 
physiology score 

highest heart rate, lowest systolic blood pressure, highest 
temperature, lowest respiratory rate, PaO1/FiO2 ratio, lowest 
arterial pH, highest serum urea, highest serum creatinine, 
highest serum sodium, urine output, lowest white blood 
count, sedated-paralyzed- Glagow Coma Scale 

S32 Other Intermountain Risk Score 

age, sex, hematocrit, white blood cell count, platelet count, 
mean corpuscular volume, mean corpuscular hemoglobin 
concentration, red cell distribution width, mean platelet 
volume, sodium, potassium, bicarbonate, calcium, glucose, 
creatinine 

S61 Other 
International Classification Injury 
Severity Score (ICISS) 

simply determining the product of the survival risk ratios 
(SRRs) for each individual injury ICD-9 codes. Included 
variables not given. 

S49 Critical illness 
Intra Cerebral Haemorrhage (ICH) 
score 

Glagow Coma Scale, age over 80, ICH volume over 30 ml, 
intraventricular hemorrhage, infratentorial origin of 
hemorrhage  



 

 

S41 
S57 
S69 

Malignancies Japan Integrated Staging (JIS) 
Child-Pugh score, tumor morphology, serum a-fetoprotein 
(ng/dL), portal vein thrombosis 

S90 
Cardiovascular 
disease 

Laboratory index (LI) 
hemoglobin (Hb) levels and renal function (creatinine 
clearance) 

S41 Malignancies 
Liver Cancer Study Group of Japan 
(LCSGJ) 

Child-Pugh score, tumor morphology, serum a-fetoprotein 
(ng/dL), portal vein thrombosis 

S1 Critical illness Logistic Regression model 
Age, heart rate, Glasgow Coma Scale, (A-a)O2 gradient, 
inotropic therapy, mechanical ventilation, acute renal failure, 
COI, trauma 

S7 
S19 

Gastroenterology-
related 

MESO index MELD to SNa ratio x 10 

S57 
S60 
S83 

Gastroenterology-
related 
Malignancies 

Model for End-Stage Liver Disease 
(MELD) - Sodium score 

serum creatinine, the international normalized ratio (INR) 
for prothrombin time, serum bilirubin, cirrhosis etiology 
(alcohol or cholestasis, other), sodium 

S4 
S7 
S9 
S12 
S16 
S19 
S22 
S38 
S57 
S60 
S83 
S87 
S91 

Critical illness 
Gastroenterology-
related 
Infectious disease 
Malignancies 
Other 

Model for End-Stage Liver Disease 
(MELD) score 

serum creatinine, the international normalized ratio (INR) 
for prothrombin time, serum bilirubin, cirrhosis etiology 
(alcohol or cholestasis, other) 

S5 Malignancies 
Prognostic model for hepatocellular 
carcinoma 

alpha-fetoprotein, total albumin concentration, venous 
infiltration, tumor size, new AJCC stage, number of tumor 
nodule 



 

 

S11 Other 
Mortality Probabilistic Model at 24-
Hours (MPMHOS-24) 

age, type of admission, chronic heart failure, chronic 
respiratory failure, chronic liver disease, cancer, dementia, 
haemoglobin <110 mg/dL, creatinine ≥2 mg/dL 

S1 

S36 

Critical illness 

Infectious disease 
Mortality Probability Models 
(MPM) II 

age, prothrombin time, PaO2<60 mmHg, vasoactive drugs>1 
hour, mechanical ventilation, intracranial mass effect, 
confirmed infection, coma, urine output<150 mL/8 hours, 
creatinine >2.0 mg/dl, cirrhosis, metastatic neoplasm, 
medical or unscheduled surgery admission 

S72 
Gastroenterology-
related 

Mortality risk model among 
patients with bleeding peptic ulcers 

age>70 y, presence of listed comorbidities, more than 1 listed 
comorbidity, hematemesis, initial systolic blood 
pressure<100 mmHg, in-hospital bleeders, presence of H. 
pylori, development of rebleeding, need of operation. 

S47 Infectious disease 
Multidimensional Prognostic Index 
(MPI) 

age, sex, the presence of comorbid illnesses, vital sign 
abnormalities, and some laboratory and radiographic 
abnormalities  

S40 Other New Injury Severity Score (NISS) 
sums the severity score for the three most severe injuries, 
regardless of body region (according to ISS) 

S53 
Gastroenterology-
related 

new Japanese severity score (JSS) 

age>70 years, SIRS score>3, CRP>15 mg/dl, Ca<7.5 mg/dl, 
PLT<1 x 10000/mm3, LDH>2 folds of upper normal limit, 
BUN>40 mg/dl or creatinine>2 mg/dl, PaO2<60 mmHg or 
respiratory failure, BE<-3 mEq/L or shock 

S79 Infectious disease Non-HIV biomarkers 
haemoglobin, transaminases, platelets, creatinine, hepatitis 
B and C serology 

S43 Other 
Paediatric Logistic Organ 
Dysfunction (PELOD) score 

heart rate, systolic blood pressure, PaO2/FiO2, PaCO2, 
mechanical ventilation,creatinine, Glascow Coma Scale, 
pupillary reactions, white blood cell count, platelet count, 
serum glutamic oxaloacetic transaminase, prothrombin time 
or international normalized ratio, pulmonary score, CVS 
score, hepatic score, neurologic score, renal score, 
hematologic score 



 

 

S35 
Cardiovascular 
disease 

Parsonnet score 2000-version 

age, gender, body weight, aortic stenosis, congenital heart 
defect, arterial hypertension, pulmonary hypertension, LV 
aneurysm, LV ejection fraction, asthma, dialysis, acute renal 
failure, diabetes, paraplegia, pacemaker, intra-aortic balloon 
pump, cardiogenic shock, combined surgery, 
urgent/emergency operation, reoperation 

S92 Other Pediatric death prediction model Not given 

S2 
S42 
S47 
S63 
S80 

Infectious disease Pneumonia Severity Index (PSI) 

age of more than 50 years, five coexisting illnesses 
(neoplastic disease, congestive heart failure, cerebrovascular 
disease, renal disease, and liver disease), and five physical-
examination findings (altered mental status; pulse,  125 per 
minute; respiratory rate,  30 per minute; systolic blood 
pressure,  90 mm Hg; and temperature,  35°C or  40°C), 
male sex, nursing home residence, blood urea nitrogen 
concentration (30 mg per deciliter [11 mmol per liter]), 
glucose concentration (250 mg per deciliter [14 mmol per 
liter]), hematocrit (30 percent), sodium concentration (130 
mmol per liter), partial pressure of oxygen (60 mm Hg), 
arterial pH, pleural effusion 

S3 Other 
Predictors of Respiratory 
Insufficiency and Mortality (PRIM) 
score 

severe injury (Asia impairement Scales A and B), 
hemodynamic instability, neurological deterioration, 
mechanical ventilation 

S72 
Gastroenterology-
related 

Pre-endocopic prediction score 
age>70 y, presence of listed comorbidities, more than 1 listed 
comorbidity, hematemesis, initial systolic blood 
pressure<100 mmHg, in-hospital bleeders 

S76 Other 
Pretransplantation Assessment of 
Mortality (PAM) 

age, donor type (related matched, unrelated, related 
mismatched), disease risk category, conditioning regimens, 
pretransplant serum creatinine (mg/dL), serum glutamic 
pyruvic transaminase (mg/dL), percent of predicted forced 
expiratory volume in one secong (FEV1), percent of 
predicted carbon monoxide diffusion capacity adjusted for 
hematocrit 



 

 

S53 
Gastroenterology-
related 

old Japanese severity score (JSS) The included variables are not listed. 

S70 
Gastroenterology-
related 

Pugh prognostic score Not given 

S6 

S53 
Gastroenterology-
related 

Ranson's criteria 

on admission (age in years > 55 years, white blood cell count 
> 16000 /mcL, blood glucose > 11 mmol/L (>200 mg/dL), 
serum AST > 250 IU/L, serum LDH > 350 IU/L); after 48 
hours (Haematocrit fall > 11.3444%, increase in BUN by 1.8 
or more mmol/L (5 or more mg/dL) after IV fluid hydration, 
hypocalcemia (serum calcium < 2.0 mmol/L (<8.0 mg/dL)), 
hypoxemia (PO2 < 60 mmHg), base deficit > 4 Meq/L, 
estimated fluid sequestration > 6 L) 

S11 Other 
Rapid Emergency Medicine Score 
(REMS) 

Age, blood pressure, respiratory rate, heart rate, Glasgow 
coma scale, peripheral oxygen saturation 

S40 Other Revised Trauma Score (RTS) 
Glasgow Coma Scale, systolic blood pressure, respiratory 
rate 

S78 
Cardiovascular 
disease 

Risk Adjustment for Congenital 
Heart Surgery (RACHS-1) 
categories 

scale runs from 1 to 6 

S85 Infectious disease 
Risk model for elderly emergency 
department (ED) patients 

respiratory failure (respiratory rate>20, pulse 
oximetry<90%, pulse oximetry<94% on supplemental 
oxygen, or need for intubation), tachycardia, cardiac failure 
(systolic blood pressure<90 mmHg after a fluid challenge, 
need for vasopressors, or venous lactic acid level > 4 
mmol/L), pre-existing terminal illness, 
platelets<150.000/μL 

S58 
Cardiovascular 
disease 

risk model for perioperative 
mortality of endovascular vs open 
repair of Abdominal Aortic 
Aneurysm 

age, sex, renal failure, congestive heart failure (CHF), 
peripheral vascular disease (PVD) or cerebrovascular disease 
(CBVD) 



 

 

S36 Infectious disease 
Risk model for short-term mortality 
of severe sepsis 

logistic organ dysfunction, septic shock, multiple sites of 
infection, SAPS, fatal illness by McCabe Score, no chroni 
illness (one, two, or more) 

S66 Malignancies 
Risk model for survival of NSCLC 
patients 

gender, World Health Organization performance status 
(WHO-PS), forced expiratory volume in 1 s (FEV1), number 
of positive lymph node sations (PLNSs), gross tumor volume 
(GTV) 

S9 

S15 

S67 

Critical illness 

Cardiovascular 
disease 

Risk of renal failure, Injury to the 
kidney, Failure of kidney function, 
Loss of kidney function, and End-
stage renal disease (RIFLE) 
classification 

serum creatinine, glomerular filtration rate (GFR) 

S84 Malignancies 
Risk score for in-hospital mortality 
for Liver Resection for Metastases 

age group, Charlson score, procedure type 
(RFA/enucleation, wedge resection, lobectomy), sex, hospital 
type (teaching, nonteaching) 

S75 
Cardiovascular 
disease 

Risk score for in-hospital mortality 
in patients hospitalized with heart 
failure 

age, systolic blood pressure, blood urea nitrogen, heart rate, 
sodium, chronic obstructive pulmonary disease, nonblack 
race 

S77 Other 
Risk score for mortality in Renal 
Transplant Recipients 

age, pretransplant diabetes, positive Hepatitis C virus 
antibodies, new onset of diabetes after transplantation at the 
first year, serum creatinine at the first year (mg%), 
proteinuria>1 g at the first year, use of tacrolimus at the first 
year, use of mycophenolate mofetil at the first year  

S72 
Gastroenterology-
related 

Rockall score age, shock, comorbidity, diagnosis, evidence of bleeding 

S65 Other 
Scoring system predicting 
mortality following acute burn 
injury 

age (years), burned surface area (%), inhalation injury 



 

 

S9 
S22 
S26 
S46 
S51 
S52 
S67 
S68 

Critical illness 
Gastroenterology-
related 
Infectious disease 
Malignancies 

Sequential Organ Failure 
Assessment (SOFA) score 

respiratory system (PaO2/FiO2), nervous system (Glasgow 
coma scale), cardio-vascular system (mean arterial pressure 
or administration of vasopressors required), liver (bilirubin 
(mg/dl)), coagulation (platelet count x1000/mcl), renal 
system (creatinine (mg/dl) (or urine output) 

S2 Infectious disease 
Severe Community Acquired 
Pneumonia (SCAP) score 

systolic blood pressure <90 mm Hg, arterial pH<7.30, 
respiratory rate >30 breaths/min, blood urea nitrogen 
(BUN) >30 mg/dl, oxygen arterial pressure <54 mm Hg or 
PaO2/FiO2 <250 mm Hg, altered mental status, age>80 yr, 
multilobar/bilateral lung affectation in X-rays 

S35 
Cardiovascular 
disease 

Simple graphic pocket-card score 
for cardiac surgery 

age, gender, indulin dependent, renal failure, peripheral 
vascular disease, reoperation, urgent-emergent-salvage 
status, preoperative intra-aortic balloon pump, aortic-mitral 
valve replacement, aortic-mitral valve repair, thoracic aorta 
replacement, aortic acute dissection, heart transplant, 
surgery combined, one-two-three vessel disease, moderate-
severe left ventricular dysfunction 

S94 
Cardiovascular 
disease 

Simple risk index age, heart rate, systolic blood pressure 

S10 Other Simple risk score 
serum urea nitrogen level>25mg/dL, acute mental status 
change, pulse>109/min, age<65 years  

S1 
S17 
S29 
S36 
S37 
S49 
S71 
S89 

Critical illness 
Infectious disease 
Malignancies 

Simplified Acute Physiology Score 
(SAPS) II  

type of admission, chronic diseases, Glasgow coma scale, 
age, systolic blood pressure, heart rate, temperature, 
mechanical ventilation or CPAP PaO2/FiO2, urine output, 
serum urea or BUN, white blood cell count, potassium, 
sodium, HCO3, bilirubin 



 

 

S37 

S89 
Critical illness 

Simplified Acute Physiology Score 
(SAPS) III 

age, co-morbidities, use of vasoactive drugs before intensive 
care unit (ICU) admission, intrahospital location before ICU 
admission, length of stay in the hospital before ICU 
admission, reason(s) for ICU admission, planned/unplanned 
ICU admission, surgical status at ICU admission, anatomical 
site of surgery, presence of infection at ICU admission and 
place acquired, lowest estimated GCS, highest heart rate, 
kowest systolic blood pressure, highest bilirubine, highest 
body temperature, highest creatinine, highest leukocytes, 
lowest platelets, lowest hydrogen ion concentration (pH), 
ventilatory support and oxygenation 

S78 
Cardiovascular 
disease 

Society of Thoracic Surgeons (STS)-
European Association for 
Cardiothoracic Surgery (EACTS) 
categories 

scale runs from 1 to 5 

S78 
Cardiovascular 
disease 

Society of Thoracic Surgeons (STS)-
European Association for 
Cardiothoracic Surgery (EACTS) 
score 

scale runs from 0.1 to 5 

S86 Other Thoracoscore 
patient’s age, gender, priority of the procedure, ASA class, 
Zubrod score, number of co-morbidities, presence of 
malignancy, dyspnea score, and type of procedure 

S55 

S90 

S94 

Cardiovascular 
disease 

Thrombolysis In Myocardial 
Infarction (TIMI) risk score 

age >75 and 65-74 years, systolic blood pressure 
<100mmHg, heart rate > 100 beats/min, Killip classes II-IV, 
anterior ST-elevation myocardial infarction or left-bundle 
branch block, history of diabetes, hypertension, or angina, 
body weight < 67 kg, time to start of intravenous 
thrombolysis of >4 h 

S90 
Cardiovascular 
disease 

TIMI-risk score + Laboratory index 
(age >75 and 65-74 years, systolic blood pressure 
<100mmHg, heart rate > 100 beats/min, Killip classes II-IV, 
anterior ST-elevation myocardial infarction or left-bundle 



 

 

branch block, history of diabetes, hypertension, or angina, 
body weight < 67 kg, time to start of intravenous 
thrombolysis of >4 h) and hemoglobin levels, baseline 
creatinine clearance 

S57 Malignancies TNM size and nuber of tumors, node, metastasis 

S57 Malignancies Tokyo score serum albumin, bilirubin, size and number of tumours 

S34 Other 
Trauma Injury Severity Score 
(TRISS) 

Injury Severity Score (ISS), Revised Trauma Score (RTS) 
(including ISS, systolic blood pressure, respiratory rate, 
coma score), and age 

S30 

S40 
Other 

Trauma Revised Injury Severity 
Score 

age, Glagow Coma Scale, base excess, prothrombin time 

S34 Other 
Trauma Risk Adjustment Model 
(TRAM) 

anatomic injury severity is represented by the AIS score of 
the 2 most severe injuries and the body region of the most 
severe injury, physiological response to injury by the 
Glasgow coma scale, systolic blood pressure and heart rate; 
and physiological reserve by age and number of 
comorbidities 

 

  



 

 

                      2.5.3 Supplementary table: Assessed single predictors. 

 
sRef 

 

Disease/Clinical 
condition 

 
Single predictor 

 

Type of 
predictor 

S44 Other Base deficit Biomarker 
S24 
S48 
S68 

Cardiovascular disease 
Infectious disease 
Other 

B-type natriuretic peptide (BNP) Biomarker 

S68 Infectious disease C2 Biomarker 

S68 
Critical illness 
Infectious disease 

C-reactive protein (CRP) Biomarker 

S44 Other lactate Biomarker 

S42 Infectious disease 
Midregional proadrenomedullin (MR-
proADM) 

Biomarker 

S24 
S28 
S48 
S62 
S73 

Cardiovascular disease 
Critical illness 
Other 

N-terminal-pro-B-type natriuretic peptide 
(NT-proBNP) 

Biomarker 

S42 
S68 

Infectious disease procalcitonin Biomarker 
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3.1 BACKGROUND 

Cardiovascular disease carries major morbidity and mortality.1  To effectively 

implement prevention strategies clinicians need reliable tools to identify 

individuals without known cardiovascular disease who are at high risk of a 

cardiovascular event.177,178 Risk prediction models have great potential to support 

clinical decision making and are increasingly incorporated into clinical 

guidelines. For this purpose, multivariable risk assessment tools, such as the 

Framingham risk score, are recommended for clinical use;179  whereas besides the 

Framingham risk score, several other risk prediction tools combining different 

sets of variables have been developed and validated for cardiovascular disease - 

SCORE, QRISK, and the Reynolds risk score— to mention just a few.180,181  With 

so many prediction models for similar outcomes or target populations, clinicians 

have to decide which model should be used on their patients. To make this 

decision they need to know, as a minimum, how well the score predicts disease in 

people outside the populations used to develop the model (“what is the external 

validation?”) and which model performs best.109  A plea for more direct 

comparisons is increasingly heard in the field of therapeutic intervention and 

diagnostic research and may be echoed in that of prediction model validation 

studies. Many more prediction models have been developed than have been 

validated in independent datasets. Moreover, few models developed for similar 

outcomes and target populations have been directly validated and compared.109  

Some investigators have evaluated the performance of two or more risk 

prediction models in the same populations. The purpose of this evaluation was to 

systematically summarize the available evidence on comparisons of established 

cardiovascular risk prediction models. For this, we systematically collected 

comparative information on discrimination, calibration, and reclassification 

performance and evaluated whether specific biases may have affected the 

inferences of studies comparing such models. 
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3.2 METHODS 

Eligible Models and Literature Search 

Prediction models for the risk of cardiovascular disease in general populations 

that were considered in two recent expert reviews180,181 were considered: the 

Framingham risk score24,64,154  (and the national cholesterol education program–

adult treatment panel III version182), the assessing cardiovascular risk to Scottish 

Intercollegiate Guidelines Network to assign preventative treatment (ASSIGN) 

score183, systematic coronary risk evaluation (SCORE) score184, Prospective 

Cardiovascular Münster (PROCAM) score185, QRESEARCH cardiovascular risk 

(QRISK1 and QRISK2) algorithms29,31, Reynolds risk score25,26, and the World 

Health Organization/International Society of Hypertension score.186 Different 

versions of the Framingham risk score were categorised as Framingham risk 

score (including the Framingham risk score described by Anderson et al for risk 

of coronary heart disease and stroke24 and the Framingham risk score proposed 

by Wilson et al154) (also proposed by National Institute for Health and Clinical 

Excellence guidelines) and as FRS (CVD) (which included the global Framingham 

risk score equations to predict cardiovascular disease64). Additional details are 

provided in Table 3.1. 

Medline (last update July 2011) was searched for articles with data on the 

performance of at least two of these models. We also scrutinised the received 

citations (through SCOPUS) of the primary publications of these models 

(whenever applicable) and the references of all eligible papers for any additional 

relevant studies. The primary screening algorithm for the identification of eligible 

articles consisted of the full name of the prognostic models, the respective 

abbreviation, and any other known variation of these terms ((Framingham OR 

FRS OR Framingham risk score OR NCEP ATP III OR National Cholesterol 

Education Program Adult Treatment Panel III), (Systematic Coronary Risk 

Evaluation), (Assessing Cardiovascular Risk to Scottish Intercollegiate 

Guidelines Network/SIGN to Assign Preventative Treatment score OR ASSIGN-

SCORE OR ASSIGN SCORE OR ASSIGN OR SHHEC OR Scottish Heart Extended 

Cohort), (QRISK* OR QRESEARCH), (PROCAM OR Prospective Cardiovascular 
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Münster Study OR Prospective Cardiovascular Münster Scoring System), 

(WHO/ISH OR WHO ISH OR World Health Organization/International Society 

of Hypertension), (RRS OR Reynolds Risk Score)). Titles and abstracts were 

screened first and potentially eligible articles scrutinised in full text. No year or 

language restrictions were applied. 

 

 



 

 

Table 3.1: Details of the examined risk models for cardiovascular disease prediction. 

Risk Model Set of variables Outcomes 
Geographical 

origin 
Web site/Risk calculator 

FRS24,64,154 

age, diabetes, HTN-
related  medications, 

HDL, sex, SBP, 
smoking, TC 

CHD (angina, MI, 
sudden death) 

United States 

www.nhlbl.nih.gov/guidelines/cholest
erol/index/htm  and 
www.framinghamheartstudy.com and  

http://cvdrisk.nhlbi.nih.gov/calculato
r.asp  

SCORE184 

age, sex, smoking, 
SBP, TC or TC/HDL 
ratio (higher & lower 

CVD risk) 

CVD mortality Europe www.HeartScore.org  

ASSIGN-SCORE183 

age, area-based 
index, diabetes, 

family history, HDL, 
sex, SBP, smoking, 

TC 

CVD mortality, 
CHD admission, 

coronary 
revascularization 

(CABG, PTCA) 

Scotland www.assign-score.com  

QRISK131, QRISK229 

QRISK1: age, area-
based index of 

deprivation, BMI, 
diabetes, family 

history, HTN-related  
medications, sex, 

SBP, smoking, 
TC/HDL ratio 

QRISK2: QRISK1 
variables & chronic 
disease, ethnicity 

CVD (MI, CHD, 
stroke, TIA) 

United 
Kingdom 

www.qrisk.co.uk  



 

 

PROCAM185 
age, diabetes, HDL, 

LDL, sex, SBP, 
smoking 

major CV events 
(coronary and 

cerebrovascular) 
Germany www.chd-taskforce.com/calculator  

WHO/ISH186 

age, diabetes, sex, 
SBP, smoking, +/- 

TC (different charts 
for worldwide 

regions) 

CVD None 

www.who.int/cardiovascular_diseases/ 

guidelines/Pocket_GL_information/e
n/index.html   

RRS25,26  

age, family history, 
HbA1c (if diabetes), 
HDL, hsCRP,  sex, 
SBP, smoking, TC 

CVD mortality, 
coronary 

ravsvularization, 
MI, stroke 

United States 
www.reynoldsriskscore.com and 
http://www.reynoldsriskscore.org/def
ault.aspx  

 

FRS, Framingham risk score; NCEP ATP III, National Cholesterol Education Program Adult Treatment Panel III; SCORE, 
Systematic Coronary Risk Evaluation; ASSIGN-SCORE, Assessing Cardiovascular Risk to Scottish Intercollegiate 
Guidelines Network/SIGN to Assign Preventative Treatment score; SHHEC, Scottish Heart Extended Cohort; PROCAM, 
Prospective Cardiovascular Münster Scoring System; WHO/ISH, World Health Organization/International Society of 
Hypertension; RRS, Reynolds Risk Score; BP, blood pressure; HTN, hypertension; TC, total cholesterol; HDL, high-
density lipoprotein; CHD, coronary heart disease; SBP, systolic blood pressure; MI, myocardial infarction; CABG, 
coronary artery bypass graft; PTCA, percutaneous transluminal coronary angioplasty; TIA, transient ischemic attack; BMI, 
body-mass index. 
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Study Eligibility 

Articles were eligible if they examined at least two pertinent risk models for the 

prediction of cardiovascular disease in populations without cardiovascular 

disease or general populations. We included original articles irrespective of 

sample size and duration of follow-up. Eligible outcomes were cardiovascular 

disease (and any composite cardiovascular disease end point), cardiovascular 

disease mortality, and coronary heart disease, including stable disease and acute 

coronary syndromes. When different published data on identical comparisons 

were identified comparing the same models, in the same cohort, and for the same 

outcome, we kept only the data that included the largest number of events. We 

excluded cross sectional studies, studies where all-cause mortality was the only 

outcome, studies that used models to calculate the baseline risk without 

providing outcome data, and studies including exclusively patients with specific 

morbidities—that is, patients with known cardiovascular disease, diabetes, or 

other diseases. Two investigators independently carried out the literature 

searches and assessed the studies for eligibility. Discrepancies were resolved by 

consensus and arbitration by two other investigators. 

 

Data Extraction 

Two investigators independently extracted data from the main paper and any 

accompanying supplemental material. The following items of interest were 

recorded in standardised forms: study design (prospective or retrospective), year 

of publication, sample size, type of population, percentage of baseline population 

with pre-existing cardiovascular disease, and reported risk models. We recorded 

the clinical end points assessed in each study (cardiovascular disease, 

cardiovascular disease mortality, coronary heart disease) and the respective 

number of events. When multiple different eligible outcomes or populations were 

identified in the same model comparison, we considered each outcome or cohort 

separately. Similarly, when more than two prognostic models were presented in 

an article, we considered all possible pairwise comparisons as eligible. Whenever 

a study also examined subgroups, such as males and females, we focused on the 



 

 

115

whole population unless only data per subgroup were provided; in those cases, 

we extracted data for each eligible subgroup separately. 

 Moreover, for each study we also captured whether the authors reported 

the presence of missing data on examined outcomes and on variables included in 

risk prediction models; and, if so, we recorded how missing data were managed 

(with imputation and by which methods, exclusion of missing observations, or 

other). We further extracted information on the geographical origin of each study 

and noted whether it was the same country to the one in which one (or both) of 

the compared models was initially developed. 

For each model in each article we extracted metrics on discrimination (area 

under the receiver operating characteristic curve (or the equivalent C statistic), 

D statistic, R2 statistic, and Brier score), their 95% confidence intervals, and the 

P value for comparison between models when available.147,165 We also captured 

calibration168 and reclassification125,169 metrics. We extracted information on 

whether the observed versus predicted ratio and lack of fit statistics were 

reported, and whether the calibration plot was shown. Finally, we extracted 

information on reclassification statistics, such as the net reclassification index, 

and on the classification percentages of each model along with the thresholds used 

by each study. 

 

Data Analysis and Evaluation of Biases 

We analysed each risk model pairwise comparison separately. For each 

comparison we noted the model with a numerically higher area under the 

receiver operating characteristic curve estimate, and whether there was formal 

statistical testing of the difference in areas under the receiver operating 

characteristic curve. When confidence intervals were not available, we estimated 

them as previously proposed.92  We also recorded separately which pairwise 

comparisons had a relative difference in area under the receiver operating 

characteristic curve exceeding 5% (for example, if the worse score had an area 

under the receiver operating characteristic curve of 0.70, the better score had 

one >0.70×1.05=0.735). The choice of a 5% threshold was chosen for descriptive 

purposes only. Furthermore, we noted whether models differed in other 
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performance metrics. Calibration was considered better when the observed to 

predicted ratio was closer to 1. 

We also evaluated the potential for outcome selection and optimism 

biases. Some of the examined risk scores have been originally developed for 

different cardiovascular outcomes (Table 3.1). We evaluated whether the 

examined outcome in each comparison was used in the original development of 

only one of the two compared models and, if so, whether the outcome-congruent 

model showed better performance. Owing to optimism bias, a new model may 

have better performance than the competing standard model when it is first 

presented, but not in subsequent comparisons. Therefore we noted whether each 

article described the application of previously established models or was the first 

to describe or validate a specific model or models. Moreover, authors who 

developed one model may favour publishing results that show its superiority 

against competing models. We thus noted whether any of the study authors had 

been involved in the development of any of the assessed models. Finally, we 

recorded the authors’ comments on the relative performance of the model and 

examined whether these were affected by such potential biases. Analyses were 

done in Stata 10.1 (College Station, TX). P values are two tailed. 

 

3.3 RESULTS 

Inclusion of Studies  

Of 672 published articles screened at title and abstract level, 74 were identified as 

potentially eligible for inclusion in the review. Of these, 58 articles were excluded 

because they only compared models using a baseline risk calculation without 

association with outcomes (n=20); assessed only patients with specific conditions 

(diabetes (n=11), HIV infection (n=4), known cardiovascular disease (n=3), liver 

transplantation (n=1), schizoaffective disorder (n=1), systemic lupus 

erythematosus or rheumatoid arthritis (n=1)); or had ineligible model 

comparisons (n=10), ineligible outcomes (non-cardiovascular disease outcomes) 

(n=6), or duplicate comparisons (n=1) (Figure 3.1). Searches of references and 

citations yielded another four eligible articles. Overall, 20 articles26-29,31,183,185,187-199 

were analysed (Table 3.2). 
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Figure 3.1: Selection of eligible studies of risk models comparisons. 

 

Characteristics of Eligible Studies and Risk Models 

All articles were published after 2002 (Table 3.2). All but two187,189 studies had 

prospective designs. Most (n=17) articles assessed populations of European 

descent. The median sample size was 8958 (interquartile range 2365-327 136). 

 

 



 

 

Table 3.2: Characteristics of the included studies. 

First author Year 
Data 

collection 
period 

Study 

design 
Study 

population 
Sample size 

(men/women)
Models Outcome(s) 

Events 
(men/women) 

Pandya et al.189 2011 1988-1994 retrospective 
NHANES III 

cohort 
5999 

(3501/2498) 

FRS, 

FRS (CVD)d, 

SCORE 

(low and 
high risk) 

CVD mortality 
176 

(118/58) 

de la Iglesia et 
al.188 

2011 1995-2006 prospective THIN cohort 

1072289 

(529506/ 

542783) 

FRS, 

FRS (CVD)d, 

ASSIGN 

CVD 

(MI, CHD, stroke, 
TIA) 

44375 
(26202/18173) 

Barroso et al.187 2010 ND retrospective Cohort in Spain 
608 

(263/345) 

FRS, 

SCORE 

CHD 

(angina, fatal and 
non-fatal MI), 
CVD mortality 

57 

(41/16) 

Collins et al.27  2010 1993-2008 prospective THIN cohort 

1583106 

(785733/ 

797373) 

FRS, 

QRISK1, 

QRISK2 

CVD 

(angina, MI, 
CHD, stroke, TIA) 

71465 
(42408/29057) 

van der Heijden 
et al.190 

2009 1989-1992 prospective 
Cohort in 

Netherlands 
1125 

(509/616)a 

FRS, 

SCORE 
CHD, CHD 
mortality 

108 (CHD), 

27 (fatal CHD) 

Chen et al.191 2009 2003-2005 prospective 
Cohort in 
Australia 

1998 

(808/1190) 

FRS, 

SCORE 

(low and 
high risk) 

CVD mortality 
62 

(36/26) 

Collins et al.28 2009 1995-2006 prospective THIN cohort 

1072800 

(529813/ 

542987) 

FRS (CVD)d, 

QRISK1 

CVD 

(MI, CHD, stroke, 
TIA) 

43990 
(25963/18027) 

Woodward et 
al.192 

2009 
1984-1987, 

1989, 
1992, 1995 

prospective SHHEC cohort 
13060 

(6509/6551) 

FRS, 

ASSIGN 

CVD mortality, 
CHD or 

cerebrovascular 
disease, CABG or 

PTCA 

2626 (1634/992) 



 

 

Scheltens et 
al.193 

2008 1987-1992 prospective 
Cohort in 

Netherlands 

40316 

(18814/21502) 

FRS, 

SCORE 
CVD mortality 

256 

(189/67) 

Hippisley-Cox 
et al.29 

2008 1993-2008 prospective 
QRESEARCH 

cohort 

750232 

(374469/ 

375763)b 

FRS, 

QRISK1, 

QRISK2 

CVD 

(CHD, stroke, 
TIA) 

NDe 

Hippisley-Cox 
et al.31  

2007 1995-2007 prospective 
QRESEARCH 

cohort 

614553 

(305140/ 

309413) 

FRS, 

QRISK1, 

ASSIGN 

CVD 

(MI, CHD, stroke, 
TIA) 

30812 
(17705/13107) 

Mainous et al.194 2007 1987-1989 prospective ARIC study 
14343 

(6239/8104) 

FRS, 

SCORE 

CHD 

(MI, fatal CHD, 
cardiac 

procedure) 

1108 

Ridker et al.26 2007 1992-2004 prospective WHS cohort 8158 

FRS, 

Reynolds 
Risk Score 

CVD 

(MI, ischemic 
stroke, coronary 

revascularization, 
CVD mortality) 

262 

Woodward et 
al.183  

2007 
1984-1987, 

1989, 
1992, 1995 

prospective 
Cohort in 
Scotland 

13297 

(6540/6757) 

FRS, 

ASSIGN 

CVD mortality, 
CHD or 

cerebrovascular 
disease, CABG or 

PTCA 

1165 

(743/422) 

Störk et al.195 2006 ND prospective 
Cohort in 

Netherlands 
403c 

FRS, 

PROCAM 

CVD and all-cause 
mortality 

31c 

Cooper et al.196 2005 ND prospective 
Cohort in United 

Kingdom 
2732c 

FRS, 

PROCAM 
CHD 219c 

Ferrario et al.197 2005 1982-1996 prospective CUORE study 6865c 
FRS, 

PROCAM 

fatal and non-
fatal major CHD 

312c 

Dunder et al.198  2004 1970-1973 prospective 

Uppsala 
Longitudinal 

Study of Adult 
Men cohort 

534c 
FRS, 

PROCAM 

fatal and non-
fatal MI 

116c 



 

 

Empana et al.199 

2003 1991-1993 prospective 
PRIME cohort 

(Belfast cohort) 
2399c 

FRS, 

PROCAM 

CHD 

(angina, fatal 
CHD, MI) 

120c 

2003 1991-1993 prospective 
PRIME cohort 

(France cohort) 
7359c 

FRS, 

PROCAM 

CHD 

(angina, fatal 
CHD, MI) 

197c 

Assmann et 
al.185 

2002 1979-1985 prospective PROCAM cohort 5389c 
FRS, 

PROCAM 
MI or CHD 
mortality 

325c 

 

ND, no data; NHANES III, National Health and Nutrition Examination Survey III; THIN, The Health Improvement 
Network; SHHEC, Scottish Heart Health Extended Cohort Study; ARIC, Atherosclerosis Risk In Communities; WHS, 
Women Health Study; PRIME, Prospective Epidemiological Study of Myocardial Infarction; PROCAM, Prospective 
Cardiovascular Münster; CVD, cardiovascular disease; FRS, Framingham risk score; ASSIGN-SCORE, Assessing 
Cardiovascular Risk to Scottish Intercollegiate Guidelines Network/SIGN to Assign Preventative Treatment score; SCORE, 
Systematic Coronary Risk Evaluation; PROCAM, Prospective Cardiovascular Münster score; MI, myocardial infarction; 
CHD, coronary heart disease; TIA, transient ischemic attack; CABG, coronary artery bypass graft; PTCA, percutaneous 
transluminal coronary angioplasty. 
a Cohort subpopulation with normal glucose tolerance.  
b Derived from validation cohort. 
c Only males.  
d Global FRS for total CVD prediction.64 
e Data not shown, available from the corresponding author.  
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Eight different risk models were evaluated (all of those considered upfront 

eligible, except the World Health Organization/International Society of 

Hypertension score). Of the 28 possible types of pairwise comparisons of these 

eight risk scores, 14 existed in the literature. After excluding overlapping data 

(same models compared, same outcome, same cohort), independent data were 

available on 56 individual comparisons of risk models. Eight articles reported 

data for men and women separately (44 comparisons), four reported overall data 

(four comparisons), seven assessed only males (seven comparisons), and one 

assessed only women (one comparison, Table 3.3). The Framingham risk score 

or FRS (CVD) were involved in 50 of 56 comparisons (Tables 3.2 and 3.3). In 

four articles (eight comparisons) the authors reported information on missing 

data on the examined outcomes, and in all cases the investigators excluded the 

respective participants (Table 3.4). Information on missing data for variables 

included in risk models was reported in 11 articles (44 comparisons). Different 

strategies were implemented to deal with missing data and sometimes different 

strategies were applied to different predictors: exclusion of participants with 

missing data27-29,31,190-192,198 (27 comparisons), multiple imputation technique27,29,31 

(16 comparisons), value generation by multivariate regression methods189 (10 

comparisons), replacement by the mean value of the variable28,188,196 (nine 

comparisons), and assumption that participants without information on smoking 

were non-smokers28,188 (eight comparisons, also see Table 3.4). In 25 

comparisons, the geographical origin of the study population was the same as the 

origin of the population in which at least one of the examined models was initially 

developed (see 3.5.1 Supplementary table). 

 

 

 

 

 

 



 

 

Table 3.3: Discrimination performance according to the AUC metric.  

First 
author 

Year Model Outcome 
AUC (95% CI) 

Men Women Overall 

Pandya et 
al.189 

2011 

FRS 

CVD mortality 

0.781 (0.738-0.823) 0.821 (0.766-0.876) ND 

FRS (CVD)d 0.776 (0.733-0.819) 0.834 (0.782-0.885) ND 

SCORE 

Low risk: 
0.785 (0.743-0.826) 

High risk: 
0.785 (0.743-0.826) 

Low risk: 
0.792 (0.730-0.854) 

High risk: 
0.792 (0.731-0.854) 

ND 

de la Iglesia 
et al.188 

2011 

FRS CVD 
(MI, CHD, stroke, 

TIA) 

0.740 (0.736-0.744)c 0.765 (0.761-0.769)c ND 

FRS (CVD)d 0.752 (0.749-0.755)c 0.771 (0.767-0.775)c ND 

ASSIGN 0.756 (0.753-0.759)c 0.792 (0.788-0.796)c ND 

Barroso et 
al.187 

2010 

FRS CHD 
(angina, fatal and 

non-fatal MI), 
CVD mortality 

- - 0.70 (0.63-0.78) 

SCORE - - 0.86 (0.77-0.96) 

Collins et al.27 2010 

FRS CVD 
(angina, MI, CHD, 

stroke, TIA) 

0.75 (0.747-0.753)c 0.774 (0.771-0.777)c ND 

QRISK1 0.771 (0.768-0.774)c 0.799 (0.796-0.802)c ND 

QRISK2 0.773 (0.770-0.776)c 0.801 (0.798-0.804)c ND 

van der 
Heijden et 
al.190 

2009 

FRS 

CHD, CHD 
mortality 

ND ND 0.68 (0.63-0.74) 

SCORE ND ND 0.71 (0.66-0.76) 

FRS ND ND 0.71 (0.61-0.82) 

SCORE ND ND 0.79 (0.70-0.87) 

Chen et al.191 2009 

FRS 

CVD mortality 

0.72 (0.65-0.80) 0.72 (0.64-0.80) ND 

SCORE 

Low risk: 
0.75 (0.68-0.83), 

High risk: 
0.75 (0.68-0.82) 

Low risk: 
0.70 (0.62-0.79),   

High risk: 
0.70 (0.62-0.79) 

ND 



 

 

Collins et 
al.28 

2009 
FRS (CVD)d 

CVD 
(MI, CHD, stroke, 

TIA) 

 
0.752 (0.749-0.755)c 

 
0.770 (0.766-0.774)c 

 
ND 

QRISK1 0.762 (0.759-0.765)c 0.789 (0.785-0.793)c ND 

Woodward et 
al.192 

2009 

FRS CVD mortality, 
CHD or 

cerebrovascular 
disease, CABG or 

PTCA 

0.7183 (0.715-0.7213) 0.737 (0.733-0.741) ND 

ASSIGN 0.7248 (0.722-0.728) 0.7618 (0.757-0.766) ND 

Scheltens et 
al.193 

2008 
FRS 

CVD mortality 
ND ND 0.86 (0.84-0.88) 

SCORE ND ND 0.85 (0.83-0.87) 

Hippisley-
Cox et al.29 

2008 

FRS 
CVD 

(CHD, stroke, TIA)

0.779 (0.776-0.782) 0.800 (0.797-0.803) ND 

QRISK1 0.788 (0.786-0.791) 0.814 (0.811-0.817) ND 

QRISK2 0.792 (0.789-0.794) 0.817 (0.814-0.820) ND 

Hippisley-
Cox et al.31 

2007 

FRS CVD 
(MI, CHD, stroke, 

TIA) 

0.7598 (0.756-0.764)c 0.7744 (0.77-0.778)c ND 

QRISK1 0.7674 (0.763-0.772)c 0.7879 (0.785-0.79)c ND 

ASSIGN 0.7644 (0.760-0.769)c 0.7841 (0.78-0.787)c ND 

Mainous et 
al.194 

2007 
FRS CHD 

(MI, fatal CHD, 
cardiac procedure) 

0.691 (0.67-0.712) 0.808 (0.792-0.823) ND 

SCORE 0.619 (0.597-0.641) 0.687 (0.668-0.705) ND 

Ridker et al.26 2007 

FRS CVD 
(MI, ischemic 

stroke, coronary 
revascularization, 

CVD mortality) 

NA 0.787 (0.754-0.82)c NA 

RRS NA 0.808 (0.776-0.84)c NA 

Woodward et 
al.183 

2007 

FRS CVD mortality, 
CHD or 

cerebrovascular 
disease, CABG or 

PTCA 

0.716 (0.694-0.738)c 0.741 (0.72-0.762)c ND 

ASSIGN 0.727 (0.706-0.748)c 0.765 (0.744-0.786)c ND 



 

 

Störk et al.195 2006 
FRS CVD and all-cause 

mortality 

0.60 (0.49-0.69) NA NA 

PROCAM 0.55 (0.45-0.65) NA NA 

Cooper et 
al.196 

2005 
FRS 

CHD 
0.62 (0.58-0.66) NA NA 

PROCAM 0.63 (0.59-0.67) NA NA 

Ferrario et 
al.197 

2005 
FRS fatal and non-fatal 

major CHD 

0.723 (0.670-0.779) NA NA 

PROCAM 0.735 (0.678-0.790) NA NA 

Dunder et 
al.198 

2004 
FRS fatal and non-fatal 

MI 

0.61 (0.55-0.67)c NA NA 

PROCAM 0.63 (0.57-0.69)c NA NA 

Empana et 
al.199 

2003 

FRSa 
CHD 

(angina, fatal 
CHD, MI) 

0.66 (0.606-0.714)c NA NA 

PROCAMa 0.61 (0.555-0.665)c NA NA 

FRSb 0.68 (0.638-0.722)c NA NA 

PROCAMb 0.64 (0.598-0.682)c NA NA 

Assmann et 
al.185 

2002 
FRS MI or CVD 

mortality 

0.778 (0.748-0.808)c NA NA 

PROCAM 0.824 (0.796-0.852)c NA NA 

 
AUC, area under the curve; CI, confidence interval; FRS, Framingham risk score; ATP III, Adult Treatment Panel III; 
SCORE, Systematic Coronary Risk Evaluation; ASSIGN-SCORE, Assessing Cardiovascular Risk to Scottish Intercollegiate 
Guidelines Network/SIGN to Assign Preventative Treatment score; RRS, Reynolds Risk Score; PROCAM, Prospective 
Cardiovascular Münster Scoring System; CVD, cardiovascular disease; NICE, National Institute for Health and Clinical 
Excellence; MI, myocardial infraction; CHD, coronary heart disease; TIA, transient ischemic attack; CV, cardiovascular; 
ND, no data; NA, not applicable. 
a North Ireland cohort 
b France cohort 
c Confidence intervals calculated as desribed in reference 24.  
d Global FRS for total CVD prediction.64 
 

  



 

 

  Table 3.4: Reporting and management of missing data.  

First author 

Outcome(s) Variables included in risk models 

Missing 
data 

Management 
of missing 

data 
Missing data 

Management of missing 
data 

Pandya et al.189 
No/Not 

reporting 
NA 

currently smoker, 
history of diabetes, 

systolic blood pressure, 
total cholesterol, high 
density lipoprotein, 

body-mass index 

Independent draws from 
predictive distributions 

generated by using 
multivariate regression 

methods 

de la Iglesia et al.188 
No/Not 

reporting 
NA 

smoking, systolic blood 
pressure, total 

cholesterol, high 
density lipoprotein, 

body-mass index 

missing data on smoking 
status: the patient was 

assumed to be a non-smoker 
 

other missing values: replaced 
by the mean for the sex and 

age-band (5 years bands) 

Barroso et al.187 
No/Not 

reporting 
NA Not reporting NA 

Collins et al.27 
No/Not 

reporting 
NA 

Townsend scores 
(social deprivation), 

smoking status, systolic 
blood pressure, total 

serum cholesterol:high 
density lipoprotein 

ratio, body mass index. 

missing Townsend scores: 
these patients were excluded 

 
other missing values: multiple 

imputation technique 



 

 

van der Heijden et al.190 Yes 
Patients 

excluded from 
the study 

Not specified which 
Patients were excluded from 

the study 

Chen et al.191  Yes 
Patients 

excluded from 
the study 

smoking, blood 
pressure, total 

cholesterol 

Patients were excluded from 
the study 

Collins et al.28 
No/Not 

reporting 
NA 

Townsend scores 
(social deprivation), 

smoking status, systolic 
blood pressure, total 

serum cholesterol:high 
density lipoprotein 

ratio, body mass index. 

missing Townsend scores: 
patients were excluded 

 
missing data on smoking 

status: patients assumed to be 
non-smokers 

 
other missing values: replaced 

with unpublished age-sex 
reference values from the 

QRESEARCH cohort 

Woodward et al.192 
No/Not 

reporting 
NA Not specified which 

Patients were excluded from 
the study 

Scheltens et al.193 Yes 
Patients 

excluded from 
the study 

Not reporting NA 

Hippisley-Cox et al.29 
No/Not 

reporting 
NA 

Townsend scores 
(social deprivation), 

smoking status, systolic 
blood pressure, total 

serum cholesterol:high 
density lipoprotein 

ratio, body mass index. 

missing Townsend scores: 
these patients were excluded 

 
other missing values: multiple 

imputation technique 



 

 

Hippisley-Cox et al.31 
No/Not 

reporting 
NA 

Townsend scores 
(social deprivation), 

others (not specified) 

missing Townsend scores: 
these patients were excluded 

 
other missing values: multiple 

imputation technique 

Mainous et al.194 
No/Not 

reporting 
NA Not reporting NA 

Ridker et al.26 
No/Not 

reporting 
NA 

 
No 

 
NA 

Woodward et al.183 
No/Not 

reporting 
NA 

 
No 

 
NA 

Störk et al.195 
No/Not 

reporting 
NA 

 
Not reporting 

 
NA 

Cooper et al.196 
No/Not 

reporting 
NA 

 
Not specified which 

 
Average values were used 

Ferrario et al.197 Yes 
Patients 

excluded from 
the study 

No NA 

Dunder et al.198 
No/Not 

reporting 
NA Not specified which 

Patients were excluded from 
the study 

Empana et al.199 
No/Not 

reporting 
NA 

 
Not reporting 

 
NA 

Assmann et al.185 
No/Not 

reporting 
NA 

 
Not reporting 

 
NA 
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Discrimination Performance 

Area under the receiver operating characteristic curve estimates were available 

for all 56 pairwise comparisons (Table 3.3). Confidence intervals were given for 

only 20 pairs and P values for the comparison of area under the receiver 

operating characteristic curve were available for only two comparisons (in a 

single study183). The relative difference between the area under the receiver 

operating characteristic curve estimates exceeded 5% in only 10 (18%) 

comparisons, but even these differences were inconsistent: compared with 

SCORE, the Framingham risk score was worse in two cases but better in another 

two; compared with PROCAM, the Framingham risk score was worse in one case 

but better in another three; finally, FRS (CVD) was worse than SCORE in two 

cases. Among the 50 comparisons that included variants of the Framingham risk 

score, in 37 (74%) the area under the receiver operating characteristic curve 

estimate was higher for the comparator model. Use of other discrimination 

metrics (D statistic, R2 statistic, Brier score) was inconsistent. At least one of 

these metrics was available for 26 comparisons (see 3.5.2 Supplementary 

table). 

 

Calibration 

Calibration performance was reported in 38 comparisons (see 3.5.3 

Supplementary table). Observed versus predicted ratio estimates were 

available for 23 comparisons and results were quite inconsistent. The 

Framingham risk score was better than FRS (CVD) in one comparison but worse 

in another. The Framingham risk score was worse than ASSIGN in two 

comparisons, SCORE in two, QRISK1 in five, and PROCAM in one comparison, 

but it was better than ASSIGN in two comparisons, PROCAM in two, and QRISK1 

in one comparison. FRS (CVD) was worse than ASSIGN in two comparisons and 

QRISK1 in one comparison, but it was better than QRISK1 in another 

comparison. Finally, QRISK1 was better than ASSIGN in two comparisons. The 

95% confidence intervals of the observed to predicted ratio were available in only 

two comparisons, so we could not tell whether differences were beyond chance. 
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Risk Reclassification 

Reporting of risk classification and reclassification was uncommon; information 

was available for 10 comparisons. In nine comparisons a dichotomous cut-off 

point of 20% 10 year risk was used; one study used 0-5, 5-10, 10-20, >20% as risk 

thresholds. All comparisons reported the number of participants reclassified with 

use of alternative models along with the predicted and observed risk in each risk 

category. The net reclassification index was calculated for six comparisons 

between non-nested models, all using the 20% threshold: ASSIGN versus 

Framingham risk score (n=2, net reclassification index 4%, 16%), ASSIGN versus 

FRS (CVD) (n=2, 0%, 12%), and FRS (CVD) versus Framingham risk score (n=2, 

4% for both). 

 

Outcome Selection Bias 

In 13 comparisons the examined outcome was the one for which both compared 

models had been developed and validated, whereas in 32 comparisons only one of 

the compared models had been originally developed for that outcome, and in the 

other 11 comparisons none of the compared models had been developed 

originally for that outcome. When an outcome was used that had been used in the 

original development of only one of the compared models, it was more common 

for the outcome-congruent model to have a better area under the receiver 

operating characteristic curve than the comparator (25 versus 7, P<0.001, based 

on point estimates). 

 

Optimism Bias 

Five articles26,29,31,183,185 (12 comparisons) described a model for the first time 

Table 3.5. In all 12 comparisons, the new model had a higher area under the 

receiver operating characteristic curve estimate than Framingham risk score 

versions, although the relative improvement exceeded 5% only for one model185 

(PROCAM better than Framingham risk score). Ten subsequently published 

articles addressed one or more of these same comparisons (Table 3.5). In 

three29,31,192 articles at least one of the authors had been previously involved in 

the development of one of the compared models, and that model continued to 
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have a better area under the receiver operating characteristic curve. Conversely, 

two195,199 of the seven27,188,195-199 articles published by entirely independent 

authors showed the older model to have a better area under the receiver 

operating characteristic curve.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

   Table 3.5: Potential optimism bias.  

 First description of a model Subsequent comparisonsa 

First author Model Comparator
Performed 

better than the 
comparator(s)a 

Involving some 
of the same 

authors 

Involving 
independent 

authors 

Hippisley-Cox et al.29 
 

QRISK2 
 

FRS, QRISK1 Yes None 
QRISK2>FRS and  

QRISK1 27 

Hippisley-Cox et al.31 
 

QRISK1 
 

FRS, 
ASSIGN 

Yes QRISK1>FRS29 QRISK1>FRS27 

Ridker et al.26 
 

RRS 
 

FRS Yes None None 

Woodward et al.183 
 

ASSIGN 
 

FRS Yes ASSIGN>FRS31,192 ASSIGN>FRS188 

Assmann et al.185 
 

PROCAM 
 

FRS Yes None 
PROCAM<FRS195,199;
PROCAM>FRS196-198

 
RRS, Reynolds Risk Score; ASSIGN, Assessing Cardiovascular Risk to Scottish Intercollegiate Guidelines Network/SIGN 
to Assign Preventative Treatment score; PROCAM, Prospective Cardiovascular Münster Scoring System; FRS, 
Framingham risk score. 
a Better performance of models in comparisons is based on AUC point estimates. 
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Author Interpretation 

Overall, the authors claimed superiority of one model in 31 of 56 comparisons 

(3.5.1 Supplementary table). In 25 of these 31 comparisons a Framingham 

risk score version was one of the models compared and in all 25 cases the 

comparator model was claimed to be superior: SCORE>Framingham risk score 

(n=3), ASSIGN>Framingham risk score (n=6), PROCAM>Framingham risk 

score (n=1), QRISK1>Framingham risk score (n=4), QRISK2>Framingham risk 

score (n=4), FRS (CVD)>Framingham risk score (n=2), ASSIGN>FRS (CVD) 

(n=2), QRISK1>FRS (CVD) (n=2), and Reynolds risk score>Framingham risk 

score (n=1). The other six pairs where superiority was claimed were 

QRISK2>QRISK1 (n=4) and QRISK1>ASSIGN (n=2). For 22 comparisons the 

authors either claimed that both models had good or equal discriminatory ability 

or did not comment on their relative performance. In eight articles the authors 

favoured models they had themselves developed (five first publications, three 

subsequent publications). Authors involved in the development of a model never 

favoured a comparator. 

 

3.4 DISCUSSION 

Comparative studies on the relative performance of established risk models for 

prediction of cardiovascular disease often suggest that one model may be better 

than another. In particular, the Framingham risk score usually had inferior 

performance compared with other models newly developed, but the results were 

sometimes inconsistent across studies, and inferences may be susceptible to 

potential biases and methodological shortcomings. Most studies did not compare 

statistically the models that they examined. Models were usually reported to be 

superior against comparators when the examined outcome was the one that the 

model was developed for but not the one for which the comparator was 

developed. Articles presenting new models or including authors involved in the 

original development of a model favoured the model that the authors had 

developed.  
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Comparison with other studies 

Head to head comparisons of emerging risk models are important to perform so 

as to document improvements in risk prediction. We showed that such data are 

limited and, when available, difficult to interpret. Discrimination, the ability of a 

statistical model to distinguish those who experience cardiovascular disease 

events from those who do not, was presented for all comparisons but the 

differences were usually small. Only in 18% of the comparisons did the relative 

difference between the two areas under the receiver operating characteristic 

curve exceed 5%. Most studies did not report the confidence intervals of the area 

under the receiver operating characteristic curve or the P values for the 

comparison between models. Calibration, which assesses how closely predicted 

estimates of absolute risk agree with actual outcomes, was reported in two thirds 

of the comparisons, but again formal statistical testing was lacking. Although the 

area under the receiver operating characteristic curve is the most commonly used 

discrimination metric, it has limitations.164   Similarly, assessment of model 

calibration by the Hosmer-Lemeshow goodness of fit test is sensitive to sample 

size and gives no information on the extent or direction of miscalibration.200,201 

Evaluating calibration graphically either by 10ths of predicted risk or by key 

prognostic variables, such as age, is more informative than a single P value. 

 Assessment of risk reclassification was sparse and, when assessed, it was 

sub-optimally described, in agreement with previous empirical evaluations.166,202 

Reclassification is a clinically useful concept. It makes most sense when the 

categories of risk are clearly linked to different indications for interventions. It 

may be informative to report the percentage of patients changing risk categories 

and their direction of change. However, summary metrics such as the net 

reclassification index are problematic, especially when the compared models are 

non-nested (that is, they include different predictors and are derived from 

different datasets), and the problems are even worse when at least one model is 

poorly calibrated.150 

Choices of comparators and outcomes are particularly important in such 

studies. Models were often claimed to be superior when the outcome examined 

was different from what the comparator model had been developed for. In those 
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cases, the comparator is disadvantaged and becomes a strawman comparator 

towards which superiority can easily be claimed; a phenomenon analogous to 

that observed in clinical trial studies where an intervention is compared against a 

placebo or ineffective intervention.203  In addition, we observed some evidence of 

potential optimism bias, with potentially unwarranted belief in the predictive 

performance of newer models204 by the scientists developing them. Authors 

consistently claimed superiority of the models that they have developed versus 

comparators. While genuine progress in predictive ability is a possible 

explanation for this pattern, it is worthwhile to ensure that such favourable 

results are also validated by completely independent investigators.  

 

Limitations 

Some limitations need to be mentioned. Firstly, most of the analysed studies and 

models pertained to populations of European descent. Risk models may, 

however, perform differently in populations of different racial or ethnic 

backgrounds.143,205 Systematic efforts for model validation in other populations 

are essential.206  Secondly, most confidence intervals of area under the receiver 

operating characteristic curve estimates were unavailable and were derived as 

previously described.92  We examined whether 95% confidence intervals did or 

did not overlap. A more formal statistical testing would have required access to 

individual level data to account for the fact that models were evaluated in the 

same population in each comparison using the pairwise individual level 

correlation in the calculations.207 

 

Conclusions 

� Direct comparisons of the most established risk prediction models for CVD 

are few. 

� Studies that suggest one model is better than another often have potential 

biases and methodological shortcomings. Current studies comparing 

predictive models often have limitations or are missing information, which 

makes it difficult to reach robust conclusions about the best model or the 

ranking of performance of models. It should also be acknowledged that the 
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answers to these questions may be different in different populations and 

settings. The box shows several items and pieces of information that would 

be useful to consider in the design and reporting of results in studies 

comparing different predictive models to make these evaluations more 

useful, unbiased, and transparent, and to allow a balanced interpretation 

of the relative performance of these models. 

� The Framingham risk score may often require recalibrating when used as a 

comparator. In many of the studies examined in our evaluation a new 

model was compared against the Framingham risk score. Although the 

Framingham risk score—developed in the United States during the 

1970s—has stood the test of time, it has been shown to be miscalibrated in 

several other settings.208 It is not surprising that without recalibration 

comparisons against it will often favour the new model, especially if the 

validation dataset covers specific subpopulations that were not covered in 

the original Framingham study. 

� There is a lack of consistency between studies that compare prediction 

models because different statistical measures are used to describe the 

performance of the models. Statistical properties such as discrimination 

and calibration are widely recommended characteristics to evaluate; yet 

calibration is rarely examined. As important as the statistical 

characteristics of the model are, they do not ensure its clinical usefulness. 

There should therefore be more emphasis on demonstrating net benefit, 

for example209, or, preferably, on conducting a randomised trial to 

evaluate the model’s ability to change clinicians’ decision making and 

patient outcomes.93,105 

� The clinical usefulness of these models should be ultimately established on 

the basis of their potential for affecting decisions on treatment and 

prevention and improving health outcomes.210 Ideally, this would require 

randomised trials where patients are allocated to being managed using 

information from different predictive models. Given that such trials are 

difficult to perform and costly, evidence from well conducted studies of 

comparative predictive performance will remain important. Our empirical 
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evaluation suggests that such studies may benefit from using standardised 

reporting of discrimination, calibration, and reclassification metrics with 

formal statistical comparisons; and standardised outcomes that are 

clinically appropriate and, whenever possible, relevant to both compared 

models. Finally, improved performance of new models versus established 

ones should ideally be documented in several studies carried out by 

independent investigators. 

 

Box: Proposed items and pieces of information that would be useful to be 
considered in the design and reporting of results in studies comparing different 
predictive models. 
 

Suggestions for studies comparing risk prediction models 

• Comparative studies should be carried out in independent samples from those 
where each model was originally developed, and ideally by investigators other 
than those who originally proposed these models. 

• The study setting, country, and type of population should be described; it 
should also be recognised whether these characteristics are expected to offer 
any clear advantage to one of the compared models. 

• The main outcome of the study should be clearly defined and clinically 
relevant; it should be recognised that models originally developed to predict 
other outcomes may exhibit inferior predictive performance. 

• Models should be calculated using the same exact predictors and coefficients 
as when they were originally developed and validated. 

• The follow-up time should correspond to the same follow-up as when the 
models were developed (for example, 10 year risk); deviations should be 
clarified and an explanation about choice given. 

• The discrimination of each model should be given with point estimates and 
confidence intervals; differences between the discrimination of compared 
models should be formally tested, reporting the magnitude of the difference 
and the accompanying uncertainty. 

• The calibration of each model may be assessed with statistical tests, but there 
is no good formal test for comparing calibration performance; it is useful to 
also show graphically the expected versus predicted risk for different levels of 
risk or levels of predictors. 

• Examination of reclassification performance of examined risk scores is 
meaningful when there are well established clinically relevant risk thresholds; 
it is useful to provide information on the number of correct and incorrect 
classifications; avoid using the net reclassification improvement for non-
nested models. 

• The extent of missing information for outcomes and predictors should be 
described, also explaining how missing information was handled. 



 

 

3.5 SUPPLEMENTARY MATERIAL 

 

3.5.1 Supplementary table: Potential biases and authors’ comments on the performance of risk models. 

Models 
Number of 
available 

comparisons 

Geographic 
origin of 

cohort(s) a 

Comparisons 
potentially affected by 

Authors claim Authors’ comment 

Optimism 
bias b 

Outcome 
selection b 

First model 
is superior 

Second model 
is superior 

 

FRS 
vs. 

SCORE 
14 

Australia; 
Netherlands; 
Spain; USA 

0 0 0 3 

“…conclusion that the SCORE model provides a more accurate 
prediction than the Framingham one… we conclude that the 
former should be chosen over the latter to categorize the risk of 
cardiovascular …”187, “…The use of the Framingham function 
for prediction of the first CHD event is likely to overestimate 
an individual's absolute CHD risk. In CHD prevention, 
application of the SCORE and UKPDS functions might be 
useful in the absence of a more valid tool…”190, “…The findings 
of this study show that both the SCORE and the Framingham 
model function have a good discriminative ability but are 
insufficient in predicting absolute risks… ”193, “… Every score 
discriminated risk of CVD death well… We observed strong 
agreement in risk characterization between the non-laboratory 
based and laboratory-based scores, and that all scores 
performed well in discriminating 10-year risk of CVD death in 
an external validation cohort (the NHANES III population)… 
NO FURTHER COMMENT…”189. No comment on FRS vs. 
SCORE”191,194. 

FRS 
vs. 

ASSIGN 
8 UK 

2 
(out of 6) 

4 
(out of 6) 

0 6 

“…ASSIGN showed better discrimination for both men and 
women with recorded family history who appear to be at a 
much higher risk of the disease according to the K-M 
incidence.”188, “…The slightly higher AUCs found for 
ASSIGN than for Framingham in this study were, as 
expected, due to socioeconomic status being accounted for in 
ASSIGN only…”192, “…Our analysis shows that neither the 
Framingham nor ASSIGN equations is well calibrated for this 
UK population, with both scores tending to over-predict 
risk.”31, “…The ASSIGN score receiver operating 
characteristic area under the curve was significantly (but 
marginally) higher than the Framingham equivalent in both 
sexes…”183. 



 

 

FRS 

vs. 

PROCAM 

7 

France; 
Germany; 

Italy; 
Netherlands; 
Sweden; UK 

1 

(out of 1) 
0 0 1 

“…Both the Framingham Score and the PROCAM Risk 
Function had no discriminatory power when applied to our 
cohort…”195, “…the present study shows that while the use of 
Framingham and possibly PROCAM risk functions may be 
suitable for ordering individuals according to their estimated 
CHD absolute risk, their use seems inappropriate to estimate 
CHD absolute risk of healthy middle-aged men from low risk 
(France) and high-risk (Belfast) populations since it leads to 
a clear overestimation.”199, “…The area under the ROC curve 
derived by use of the Framingham score (77.8%) was 
significantly less than that achieved with either the PROCAM 
Cox model (82.9%) or the PROCAM score (82.4%, P<0.001 
for both comparisons)…”185 “…No comment on FRS vs. 
PROCAM”197,198. 

FRS 

vs. 

QRISK1 

4 UK 0 
4 

(out of 4) 
0 4 

“In this large cohort of 1.6 million patients, the NICE 
Framingham equation had inferior performance compared 
with either QRISK2 or its predecessor, QRISK1.”27, “…The 
QRISK2 algorithm, like its predecessor, has better calibration 
and is a better discriminator of risk of cardiovascular disease 
than the modified Framingham score…”29.  

FRS 

vs. 

QRISK2 

4 
UK 

 

2 

(out of 4) 

4 

(out of 4) 
0 4 

“…We have assessed the performance of QRISK2 against the 
NICE version of the Framingham equation and have 
provided evidence to support the use of QRISK2 in favour of 
the NICE Framingham equation.”27, “…The QRISK2 
algorithm, like its predecessor, has better calibration and is a 
better discriminator of risk of cardiovascular disease than the 
modified Framingham score…”29. 

FRS 

vs. 
FRS(CVD) 

4 
USA; 

UK 
0 0 0 2 

“… Every score discriminated risk of CVD death well … We 
observed strong agreement in risk characterization between 
the non-laboratory based and laboratory-based scores, and 
that all scores performed well in discriminating 10-year risk 
of CVD death in an external validation cohort (the NHANES 
III population)... NO FURTHER COMMENT …”189, “… 
Generally, Anderson Framingham made worse predictions 
than ASSIGN and Cox Framingham… ”188. 

QRISK1 

vs. 

QRISK2 

4 UK 
2 

(out of 4) 
0 0 4 

“…The difference in performance between QRISK2 and 
QRISK1 was slight, with QRISK2 marginally outperforming 
QRISK1.…”27, “…The QRISK2 model was marginally superior 
to the original QRISK1 equation”29. 



 

 

FRS(CVD) 
vs. 

SCORE 
4 USA 0 0 0 0 

“… Every score discriminated risk of CVD death well… We 
observed strong agreement in risk characterization between 
the non-laboratory based and laboratory-based scores, and 
that all scores performed well in discriminating 10-year risk 
of CVD death in an external validation cohort (the NHANES 
III population)… NO FURTHER COMMENT …”189. 

FRS(CVD) 
vs. 

ASSIGN 
2 UK 0 0 0 2 

“…ASSIGN showed better discrimination for both men and 
women with recorded family history who appear to be at a 
much higher risk of the disease according to the K-M 
incidence…”188. 

FRS(CVD) 
vs. 

QRISK1 
2 UK 0 

2 
(out of 2) 

0 2 

“…the QRISK model gives a more accurate estimate of 
predicted risk compared with either Framingham 
equation…”28. 

QRISK1 
vs. 

ASSIGN 
2 UK 

2 
(out of 2) 

0 2 0 

“…QRISK performed at least as well as the Framingham 
model for discrimination and was better calibrated to the UK 
population than either the Framingham model or ASSIGN… 
”31. 

FRS 
vs. 

RRS 
1 USA 

1 
(out of 1) 

1 
(out of 1) 

0 1 

“…We developed, validated, and demonstrated highly 
improved accuracy of 2 clinical algorithms for global 
cardiovascular risk prediction that reclassified 40% to 50% of 
women at intermediate risk into higher- or lower-risk 
categories…”26. 

 
FRS, Framingham risk score; SCORE, Systematic Coronary Risk Evaluation; ASSIGN, Assessing Cardiovascular Risk to 
Scottish Intercollegiate Guidelines Network/SIGN to Assign Preventative Treatment score; PROCAM, Prospective 
Cardiovascular Münster Scoring System; RRS, Reynolds Risk Score; CVD, cardiovascular disease.  

 

a Geographic origin of cohorts used in each comparison pair. 
b Among comparisons where one model is claimed to be superior to the other. 
  



 

 

3.5.2 Supplementary table: Discrimination performance according to metrics other than the AUC. 

First author Model 
D statistic (95% CI) R2 statistic (95% CI) Brier score (95% CI) 

Men Women Men Women Men Women 

 
de la Iglesia et 
al.188 
 

FRS 1.26 (1.24-1.28) 1.39 (1.36-1.41) 27.57 (27.1-28.1) 31.5 (30.9-32.2) 0.0536 0.0335 

FRS (CVD)a  1.32 (1.30-1.34) 1.41 (1.39-1.44) 29.52 (29-30.2) 32.37 (31.6- 33) 0.0535 0.0334 

ASSIGN 1.35 (1.33-1.37) 1.58 (1.56-1.60) 30.5 (29.8-31.2) 37.4 (36.7-37.9) 0.0517 0.0351 

Barroso et al.187 
FRS ND ND ND ND 0.1200 0.0396 

SCORE ND ND ND ND 0.0221 0.0079 

 
Collins et al.27 
 

FRS  1.30 (1.12-1.48) 1.47 (1.29-1.64) 28.7 (23.1-34.3) 33.8 (28.5-39.2) 0.08 (0.08-0.09) 0.05 (0.05-0.06) 

QRISK1 1.42 (1.28-1.55) 1.61 (1.50-1.71) 32.3 (28.3-36.4) 38.2 (35.1-41.3) 0.08 (0.07-0.08) 0.05 (0.05-0.05) 

QRISK2 1.45 (1.31-1.59) 1.66 (1.56-1.76) 33.3 (28.9-37.8) 39.5 (36.6-42.4) 0.08 (0.07-0.08) 0.05 (0.05-0.05) 

Collins et al.28 
FRS (CVD)a 1.33 (1.31-1.34) 1.41 (1.39-1.44) 29.5 (28.9-30.1) 32.3 (31.6-33.1) 0.0530 0.0330 

QRISK1 1.39 (1.38-1.41) 1.56 (1.53-1.58) 31.7 (31.1-32.3) 36.6 (35.9-37.3) 0.0470 0.0321 

Hippisley-Cox et 
al.29 

FRS  1.495 (1.47-1.52) 1.632 (1.61-1.66) 34.8 (34.1-35.5) 38.- (38.1-39.6) 0.18 (0.17-0.18) 0.09 (0.09-0.09) 

QRISK1 1.59 (1.568-1.61) 1.776 (1.75-1.80) 37.6 (36.9-38.3) 42.9 (42.2-43.7) 0.13 (0.13-0.13) 0.08 (0.08-0.08) 

QRISK2 1.62 (1.594-1.64) 1.795 (1.77-1.82) 38.4 (37.8-39.0) 43.5 (42.8-44.2) 0.14 (0.13-0.14) 0.09 (0.08-0.09) 

Hippisley-Cox et 
al.31 

FRS 1.31 (SE: 0.012) 1.39 (SE: 0.014) 29.1 (SE: 0.38) 31.7 (SE: 0.44) ND ND 

QRISK1 1.45 (SE: 0.013) 1.55 (SE: 0.014) 33.3 (SE: 0.39) 36.4 (SE: 0.43) ND ND 

ASSIGN 1.36 (SE: 0.012) 1.47 (SE: 0.014) 30.5 (SE: 0.38) 34.1 (SE: 0.43) ND ND 

 
FRS, Framingham risk score; ASSIGN, Assessing Cardiovascular Risk to Scottish Intercollegiate Guidelines 
Network/SIGN to Assign Preventative Treatment score; SCORE, Systematic Coronary Risk Evaluation; NICE, National 
Institute for Health and Clinical Excellence; PROCAM, Prospective Cardiovascular Münster score; ATP III, Adult 
Treatment Panel III; ND, no data; SE, standard error. 
 
 a Global FRS for total CVD prediction.64  

  



 

 

          3.5.3 Supplementary table: Calibration metrics. 

First author Model 
Predicted/Observed ratio 

Other information 
Men Women 

de la Iglesia et al.188 

FRS  1.25 1.02 calibration plot 

FRS (CVD)a 1.25 1.04 calibration plot 

ASSIGN 1.20 1.20 calibration plot 

Barroso et al.187 
FRS 1.33 2.50 ND 

SCORE 1.30 1.55 ND 

Collins et al.27 

FRS  ND ND calibration plot (men/women) 

QRISK1 ND ND calibration plot (men/women) 

QRISK2 ND ND calibration plot (men/women) 

van der Heijden et 
al.190 

FRS ND ND calibration plot (overall) 

SCORE ND ND calibration plot (overall) 

FRS ND ND calibration plot (overall) 

SCORE ND ND calibration plot (overall) 

Chen et al.191 

FRS ND ND 
H-L=11.60 (men) and 12.92 

(women) 

SCORE ND ND 

H-L=4.40 (men low risk) and 
12.92 (women low risk); 

32.78 (men high risk) and 
27.25 (women high risk) 

Collins et al.28 
FRS (CVD)a 1.25 1.04 calibration plot 

QRISK1 0.87 0.90 calibration plot 

Scheltens et al.193 
FRS ND ND H-L=64 (overall) 

SCORE ND ND H-L=35 (overall) 



 

 

Hippisley-Cox et 
al.29 

FRS ND ND calibration plot (men/women) 

QRISK1 ND ND ND 

QRISK2 ND ND calibration plot (men/women) 

Hippisley-Cox et 
al.31 

FRS 1.47 1.18 ND 

QRISK1 1.00 1.02 ND 

ASSIGN 1.35 1.38 ND 

Ridker et al.26 

FRS NA ND H-L p value <0.001 

Reynolds Risk 
Score 

NA ND H-L p value =0.62 

Cooper et al.196 
FRS 0.47 NA ND 

PROCAM 0.46 NA ND 

Ferrario et al.197 
FRS ND NA H-L=27.1 & calibration plot 

PROCAM ND NA H-L=220.3 & calibration plot 

Empana et al.199 

FRSb 1.34 (1.12-1.60) NA calibration plot 

PROCAMb 1.78 (1.38-2.28) NA calibration plot 

FRSc 2.35 (2.05-2.71) NA calibration plot 

PROCAMc 2.76 (2.28-3.34) NA calibration plot 

 
FRS, Framingham risk score; ATP III, Adult Treatment Panel III; SCORE, Systematic Coronary Risk Evaluation; ASSIGN, 
Assessing Cardiovascular Risk to Scottish Intercollegiate Guidelines Network/SIGN to Assign Preventative Treatment 
score; PROCAM, Prospective Cardiovascular Münster Scoring System; CVD, cardiovascular disease; NICE, National 
Institute for Health and Clinical Excellence; MI, myocardial infraction; CHD, coronary heart disease; TIA, transient 
ischemic attack; CV, cardiovascular; ND, no data; NA, not applicable; H-L, Hosmer-Lemeshow statistic. 
 
a Global FRS for total CVD prediction9 
b North Ireland cohort  
c France cohort 
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4.1 BACKGROUND 

Risk prediction models, as have been highlighted above, can be useful tools to 

guide clinical decision making, including treatment selection and patient 

counseling. Numerous such models are constantly being developed in the medical 

literature; however, very few of them are actually used in clinical practice.211 

Some models are only described once and never used afterward in subsequent 

publications. For example, there are 94 models to assess risk of incident diabetes 

in the medical literature, and only 14 of those have been calculated again in 

subsequent publications.212 

Successful application of a risk prediction model requires validation in 

different populations (external validation).109 External validation may be done in 

different geographical areas, periods, and settings (eg, secondary vs. primary 

care), and this may involve the same authors or different authors. Moreover, 

external validation may be performed as part of the same article that describes 

the original development of the model, a different article by the same or 

overlapping authors, or by completely different teams in different investigations. 

These steps of increasing independence document that the model can perform 

well in diverse circumstances and in the hands of different investigators. 

Clinicians who trust the original claim of predictive ability of a new model that 

has not been externally validated may have an unrealistically optimal impression 

about how good the predictive tool is. For example, the Mortality Probability 

Models (MPM II) for the prediction of mortality in critically ill patients had very 

good discriminating ability when it was first developed [area under the curve 

(AUC), 0.837]213, but in a study published 16 years later by different investigators, 

its performance was very modest (AUC, 0.66) and could not compete with other 

models.214 

Authors who develop a new risk prediction model using their data and 

then compare it with an existing model often report better performance for the 

new model. Prediction models tend to perform better on the dataset from which 

they were developed and usually, if not always, perform better than existing 

models when validated on that dataset. This is simply because the model is tuned 
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to the dataset at hand, which is why a model’s performance should be evaluated 

in other datasets, preferably by independent investigators. However, some form 

of reporting bias must play a role here,215 because a newly developed prediction 

model that performed worse than an existing one would probably not be 

submitted or published. Greater emphasis should therefore be placed on 

methodologically sound and appropriately detailed external validation studies, 

ideally of multiple models at once, to show which model is most useful.93 

Methodologists have long established the importance and implications of 

external validation of multivariate models.50,102 However, it is unclear whether 

these practices are adhered in the literature, and lack of proper external 

independent validation may result in unrealistic expectations for the performance 

of these models. For example, for highly cited and popular single 

biomarkers216,217, validation efforts in large studies have shown much smaller 

(or even null) effects compared with early studies. Comparisons of risk prediction 

models for cardiovascular disease have also shown allegiance or optimism bias: 

when the authors of the comparative study have developed one of the models, 

they report favorable results for their own model.116 To our knowledge, there is no 

large-scale systematic evaluation on the performance of diverse proposed risk 

prediction models when these are tested in external independent validation 

efforts by the same or different teams than those who originally developed them. 

An evaluation of a large number of such studies is needed to get a sense of the 

external independent performance of such models because single models and 

validations may have results that are difficult to generalize. 

Here, we aimed to perform an empirical evaluation on the external 

independent validation practices of risk prediction models. We aimed to evaluate 

how often external validations were performed, in particular by different authors 

than those who had developed the model. We also evaluated whether the 

estimates of model performance deteriorated substantially during external 

validation efforts by overlapping or different authors. 
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4.2 METHODS 

Literature Search  

Two different searches in ISI Thomson Web of Science database with the 

following keywords were adopted: Search A: Title = (‘‘risk score’’ OR ‘‘risk model’’ 

OR ‘‘prognostic model’’ OR ‘‘prognostic score’’ OR ‘‘predictive model’’ OR 

‘‘predictive score’’) AND Title = (‘‘new’’ OR ‘‘novel’’) and search B. Topic = (‘‘novel 

risk score’’ OR ‘‘novel risk model’’ OR ‘‘novel prognostic model’’ OR ‘‘novel 

prognostic score’’ OR ‘‘novel predictive model’’ OR ‘‘novel predictive score’’ OR 

‘‘new risk score’’ OR ‘‘new risk model’’ OR ‘‘new prognostic model’’ OR ‘‘new 

prognostic score’’ OR ‘‘new predictive model’’ OR ‘‘new predictive score’’). The 

search strategies did not aim to identify all newly developed risk prediction 

models but to generate a pool of articles that would be enriched in eligible studies 

where a new model was presented for the first time. Search was limited to 

derivation studies published until the end of 2010, so as to allow at least 2.5 years 

for the publication of subsequent external validation studies. 

 

Eligibility Criteria for Derivation Studies of Risk Prediction Models 

For this evaluation, we deemed eligible those original derivation studies that 

describe risk prediction models that are developed for the first time, built from a 

set of candidate predictors, pertain to biomedical application (eg, we excluded 

prediction models on economics), and include more than one variable (eg, 

excluding single biomarkers). We did not consider animal studies, reviews, 

editorials, letters, and studies not published in English. 

 

Eligibility Criteria and Search Strategy for Subsequent Validation 

Studies 

For each eligible derivation study, we searched the citations made to this study by 

subsequently published articles. These citations were retrieved from ISI Web of 

Science (search last updated on July 1, 2013), and among them, we identified 

citing articles that have claimed to validate the same model in different 

populations (validation studies) by either at least one author in common with the 
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initial author group (overlapping author(s) validation) or completely different 

authors (different authors validation). As a validation study, we considered any 

study that claimed to apply the same model for the same disease and same 

outcome as the derivation study. The searched time span was ‘‘all years,’’ and 

retrieved citations were limited to those classified as ‘‘articles’’ by ISI Web of 

Science. We searched the citations of each eligible derivation study starting with 

the first (oldest) citation that had received and moving to the newer ones in the 

chronological order of entry in the Web of Science. We identified and included 

the first (oldest) appeared validation study with at least one overlapping 

author(s) and one with completely different author group compared with the 

derivation study. 

 

Data Extraction 

From each eligible derivation study where the new model was built, we extracted 

the listed authors and year of publication, type of population in relation to nature 

of underlying disease (acute, chronic, or mixed), type of patients (cardiovascular 

diseases, gastrointestinal-related diseases, malignancies, or other), study sample 

size, the newly developed risk prediction model and the included variables of the 

proposed model, the examined outcome(s) for which the model was developed 

[mortality related (death or composite including also death) or other], and 

model’s discriminatory ability (expressed as area under the receiver operating 

characteristic curve92 or equivalently C index or C statistic) for every examined 

outcome. Any given calibration metric in derivation and validation studies was 

also recorded. 

The derivation study publication could have assessed the discriminatory 

ability of a model (1) only directly in the training set (thus expected to suffer 

from optimism due to overfitting), (2) through some unbiased procedure 

(crossvalidation, split sample, and bootstrap) on the training set (unbiased in 

the sense that, if properly conducted, it does not suffer from training set 

overestimation of performance due to overfitting), and/or (3) in a totally different 

testing set. We preferred (3) over (2) over (1) to get the most unbiased and 

generalizable estimate of discriminatory ability. We also gave preference to keep 
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information on the whole study population over subgroups. When only a 

subgroup of the derivation study was eligible for our analysis, we kept the 

respective information only for that sample. Finally, when different risk 

prediction models were developed for different outcomes and/or follow-up 

periods in the same study, we extracted the respective information for each 

model in separate. 

From each eligible subsequent validation article (validation by overlapping 

or different authors) that cited an eligible derivation study and validated the 

newly proposed model, we recorded the listed authors and year of publication, 

type of population and disease/clinical condition, the included outcome(s), study 

sample size, and the discriminatory performance (based on AUC) of the validated 

model for any given outcome matched to the respective model in the derivation 

study. 

 

Statistical Analysis 

Descriptive statistics are presented as median and interquartile range (IQR) or 

absolute counts and percentages. When models for different outcomes and/or 

different follow-up periods were proposed/included in the same article, these 

were considered independently in the analyses. We noted how many of the 

eligible risk prediction models have been validated externally in subsequent 

publications and of those how many were validated by overlapping and/or by 

different authors. When the model’s AUC performance was not given directly by 

the authors, we estimated it by using the available number of patients with an 

event or the probability of being event free at specified follow-up in each group of 

risk according to the evaluated model. 

Kaplan-Meier plots assessed the probability of having a published 

validation study as a function of time from the publication of each newly 

proposed model. Time was censored at the time of citation search (July 2013). 

We further investigated the relationship between the time of any external 

independent validation and the year of publication of the derivation study. For 

each validated model, we examined whether the estimated AUC deteriorated with 

subsequent more stringent validation steps: derivation, overlapping, and 
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different authors validation. In addition, we performed a sensitivity analysis for 

the probability of external independent validation limited to derivation studies 

published in the last decade (2003-2013). Derivation vs. validation AUCs were 

compared with paired t-test, and the frequency of AUC changes of 0.03 or more 

and 0.05 or more in either direction was also assessed with the sign test. The 

correlation of AUC between derivation and validation studies was evaluated with 

Spearman’s correlation coefficient. 

We also performed a sensitivity analysis in which we also counted as first 

external independent validations by overlapping authors those validations that 

were part of the derivation studies but had used entirely different data sets than 

the training data set (not just splitting the same sample but using data sets from 

different time and/or location of recruitment). All analyses were performed in 

Stata software, version 12.0 (StataCorp, College Station, TX, USA). P-values are 

two tailed. 

 

4.3 RESULTS 

Eligible Studies  

The study selection process of eligible derivation studies and identification of 

newly proposed models is illustrated in Figure 4.1. Search A: Seventy-nine 

potentially eligible studies were evaluated in full-text for eligibility. Of those, 

11 studies were excluded for the following reasons: non-multivariable prediction 

tool (n=3), not in-vivo model (n=3), based on previously developed models 

(n=2), study not included in biomedicine field (n=1), study not in English (n=1) 

and study without any prognostic impact (n=1). Finally, 68 derivation studies 

each proposing newly introduced models were identified and included in our 

analysis. Search B: Ninety studies were initially evaluated for eligibility, while 

only 20 studies were finally deemed eligible. Seventy studies were excluded: 

studies in duplicate (Search A) (n=30), nonmultivariable prediction tool (n=3), 

previously developed models (n=18), study written not in English (n=1), study 

without any prognostic impact (n=16), and studies not available in full text (n=2). 

In total, 88 derivation studies proposing 127 new prediction models were deemed 

eligible and included in our analysis. Of the 127 risk prediction models, 95 (75%) 
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had no subsequently published external validation study (S1-S66 listed in 4.5.1 

Supplementary references) (4.5.2 Supplementary table). Of the 

remaining 32 models12,31,218-241 (4.5.3 Supplementary table), 10 

models31,218,220,221,227,241 had been validated in subsequent publications only by 

overlapping author(s)30,242-245, 16 models219,222-224,228-237,240 only by different 

authors246-260, and only 6 models12,225-227,238,239 had subsequent validation 

publications by both overlapping261-266 and different authors267-272 (4.5.4 

Supplementary table). 

 

 
 

Figure 4.1: Selection of eligible derivation studies proposing new risk prediction 
models and their subsequent validation studies through two different searches. 

 

Characteristics of Derivation and Validation Studies 

Derivation studies with or without subsequent validation(s) were published 

between 1973 and 2010 (median 2007; Table 4.1, 4.5.2 and 4.5.3 

Supplementary table). Study populations included both acute (36%) and 

chronic (53%) settings. Most models pertained to malignancies or cardiovascular 

diseases. Most studies examined only one outcome (76%). Death or composite 

outcomes including death were chosen in 36% of the studies. The median sample 

size (IQR) was 445 (153 - 1,127). Calibration metrics were suboptimally reported 

(Table 4.1, 4.5.2 and 4.5.3 Supplementary table). 
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Table 4.1: Characteristics of derivation studies proposing new predictive models 
and of subsequent validation studies. 
 

Characteristic 
Derivation studies 

(n=88) 

Validation studies 

Overlapping 

author(s) 

(n=11)

Different 

authors 

(n=20)

Year of publication [range, median 

(IQR)] 

1973-2010 

2007 

(2003-2009) 

1982-2012 

2008 

(2006-2011) 

1987-2013 

2009 

(2005-2011) 

Type of population (n (%))  

 Acute 32 (36) 5 (45) 10 (50) 

 Chronic 47 (53) 5 (45) 9 (45) 

 Other 9 (11) 1 (10) 1 (5) 

Disease/Clinical condition (n (%))  

 Cardiovascular diseases 19 (22) 4 (36) 5 (25) 

 GI-related diseases 12 (14) 1 (9) 2 (10) 

 Malignancies 36 (41) 4 (36) 7 (35) 

 Other 21 (23) 2 (18) 6 (30) 

No. of outcomes (n (%))  

 One 67 (76) 8 (73) 16 (81) 

 Two 12 (14) 2 (18) 3 (14) 

 Three 6 (7) 1 (9) 1 (5) 

 Four 2 (2) 0 0 

 Five 1 (1) 0 0 

Type of outcome (n (%))  

 Mortality-related 32 (36) 3 (27) 9 (45) 

 Other 56 (64) 8 (73) 11 (55) 

Sample size [median (IQR)]  445 (153-1127) 340 (173-7329) 190 (70-345) 

Calibration metrics 24 (27) 3 (27) 1 (5) 

 Hosmer-Lemeshow statistic 15 (17) 1 (9) 1 (5) 

 Predicted/Observed ratio 9 (10) 2 (18) 0 

 

Publications of validation studies by overlapping authors appeared between 1982 

and 2012 (4.5.2 and 4.5.4 Supplementary table). The median (IQR) sample 

size was 340 (173 - 7,329). Also, 20 external validation studies by different 

authors were identified between 1987 and 2013, all of them published later than 

validation studies by overlapping author(s) (4.5.2 and 4.5.4 Supplementary 

table). External validation studies by different authors were usually small 

[median (IQR) of 190 (70 - 345)]; in 11 of 22 cases, they were at least five times 

smaller than the sample size of population where the model was first derived. 
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Probability of Model Validation 

As shown in Figure 4.2A, the probability of a newly introduced model to be 

validated in subsequent publications by any author group at 2, 5, and 10 years 

was 13%, 25%, and 38%, respectively. Five years after the publication of the 

derivation study, the probability of having a validation by overlapping author(s) 

was 9% (Figure 4.2B) and the probability of having a validation by different 

authors was 16% (Figure 4.2C). No validations occurred more than 10 years 

after the derivation of a model. When we focused only on derivation studies 

published during the last decade (2003 - 2013), the probability of validation of a 

new model by any author group at 2, 5, and 10 years remained low (14%, 28%, 

and 34%, respectively). Finally, the year of derivation study publication was not 

associated with subsequent validation of the newly proposed model (hazard ratio 

1.02 per year, P = 0.53).  

 

Discrimination Performance in Subsequent Validations 

Derivation study AUCs were given or inferred (for eight models) in 76 (60%) risk 

prediction models [training set (n = 29); cross-validation, split sample, or 

bootstrap method on the training test (n = 20); and testing set (n = 27)]. AUC 

metrics were available in 14 of 16 (88%; inferred for five models) for overlapping 

author validations and 17 of 22 (77%; inferred for six models) for different author 

validations. AUC was lower with subsequent validations. AUC was higher in 

derivation than the external validation study in 11 of 14 cases when the external 

validation involved overlapping author(s) (median AUC change: −0.04 lower in 

external validation, P = 0.009 by paired t-test); in 14 of 17 cases when only 

different authors were involved (median AUC change: −0.05 lower in external 

validation, P < 0.001 by paired t-test); and 25 of 31 cases overall (median AUC 

change: −0.05 lower in external validation, P < 0.001 by paired t-test). There 

were very sparse data on comparisons of overlapping author vs. different author 

validations of the same model. 



 

 

156

 
 

Figure 4.2: Time to validation. (A) Any validation. (B) Validation by  

overlapping author(s). (C) Validation by different authors. 

 

When considering only the testing set and unbiased estimates in the 

training set, the AUC during external validation in a subsequent study decreased 

on average by 0.062 (P < 0.001 by paired t-test). The decrease in AUC from 
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derivation to any subsequent validation exceeded 0.03 in 19 cases, whereas 

increase of such magnitude was not seen (P < 0.001 by the sign test). Decreases 

exceeding 0.05 in the AUC were seen in 15 cases, whereas no increase of such 

magnitude was seen in any case (P < 0.001 by the sign test). Derivation AUCs 

were strongly correlated with AUCs in subsequent validation steps 

[ρderivation/overlapping author validation = 0.70 (P = 0.006), ρderivation/different author validation = 

0.69 (P = 0.002), and ρderivation/any validation = 0.72 (P < 0.001); Figure 4.3]. 

 

Figure 4.3: Correlation of models’ predictive performance between derivation 
and validation studies. AUC, area under the curve; HAS-BLED, hypertension, 

abnormal renal/liver function, stroke, bleeding history or predisposition, labile 
international normalized ratio, elderly, drugs/alcohol concomitantly; FPR, 

florence prediction rule; GAG-HCC score, guide with age, gender, HBV DNA, core 
promoter mutations and cirrhosis; POP score, pancreatitis outcome prediction 
score; ICNARC-model, intensive care national audit & research centre model; 

SCS, simplified comorbidity score; ACS, acute coronary syndrome; ASA model, 
ASA status-based model; REMS, rapid emergency medicine score; PTCL-U, 

peripheral T-cell lymphoma unspecified model; GISSI-2, gruppo italiano per lo 
studio della sopravvivenza Nell’infarto miocardico-2; OSIRIS, osteoporosis index 

of risk; CRS, cardiac risk score; PaP score, palliative prognostic score; CML, 
chronic myelogenous leukemia. 
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Independent External Validation in the Derivation Study  

For 58 of 127 models, some validation was included even in the same derivation 

study. Of those 58, 24 models had been validated in the same data set [cross-

validation (n = 6), split sample (n = 13), or bootstrap method (n = 5)]. Another 34 

models used a different independent sample that came from a different data set 

(recruited at a different time and/or location) than the training sample. AUC 

estimates were given for the training sample and any independent validation in 

the same derivation study for 18 of these 34 models. 

 

Sensitivity Analysis 

We performed a sensitivity analysis considering as external validation by 

overlapping author(s) any independent external validation presented that had 

been published in either the very same derivation study or another subsequent 

publication. The probability of a new model to be validated externally by either 

the same/overlapping or different authors at 2, 5, and 10 years was 13%, 39%, 

and 57%, respectively. The probability of a new model to be validated externally 

by same/overlapping author(s) at 2, 5, and 10 years was 9%, 25%, and 40%, 

respectively. In the sensitivity analysis, the AUC estimate was higher in 

derivation than the external validation by same/overlapping author(s) in 23 of 31 

cases (median AUC change: 0.02 lower in external validation, P = 0.001 by 

paired t-test); it was higher in the external validation by same/overlapping 

author(s) than by different authors in four of seven cases (median AUC change: 

lower by 0.05 with different authors, P = 0.59 by paired t-test). 

 

4.4 DISCUSSION 

Our empirical evaluation shows that the performance of risk prediction models 

during external validation by overlapping or different authors is typically 

substantially worse than what is described when a model is first developed. 

Moreover, most risk prediction models never undergo some external validation in 

any subsequent study, and very few are externally validated by different authors 

than those who developed these models. Thus, their predictive ability in the 

literature may be overestimated. 
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Newly introduced risk prediction models should ideally follow a set of 

careful development steps from derivation to establishment and ultimately use in 

clinical practice.57,109 Prospective validation of a prediction model in an 

independent sample other than the one where it was developed is crucial to 

examine the model’s stability, reproducibility, and external validity.102,109,273 

Analyses in the derivation sample, even when complemented with appropriate 

internal validation techniques, are not sufficient.100,111 Recently published 

systematic reviews of studies in prognostic research field have raised concerns 

about the proper validation and reporting strategies of new risk models.212,274,275 

Besides discrimination, other metrics, such as calibration or reclassification, may 

also need to be reported in both derivation and validation studies.54,56,57 Poor 

reporting may result in difficult or even misleading interpretations.274,276-278 

Currently, numerous prediction models have been developed for a variety 

of clinical conditions, settings, and outcomes212,279-283, but few such models have 

been properly derived, validated, reported in medical literature, and finally 

implemented in clinical practice.284,285 Moreover, even among apparently well-

validated and established predictive tools, appropriate for wide clinical use, there 

is significant within-tool variability in predictive accuracy across different studies 

and clinical settings.157 A promising initial predictive performance in the 

derivation sample may not be reproduced when applied in a completely 

independent study sample.286,287 

Our results should also be interpreted with caution because we have 

studied a sample of articles that cover a 40-year span. In early years, it is 

understandable that methodological issues about multivariate prediction models 

were poorly understood and many methods were not fully developed. However, 

even when we limited to studies published in the last decade, the conclusions did 

not change and external independent validation still remained infrequent. With 

further methodological developments in the last few years56,288 and sensitization 

to these issues, it is conceivable that further improvements may ensue in the 

validation practices of currently published studies, but this will require several 

years of follow-up to examine. 
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Limitations 

We should acknowledge that we did not capture every single multivariate 

prediction model that has been published in the literature. There is no efficient 

search to do this, and even if there were such a search, the volume of information 

would have been prohibitive because it is likely that there are many hundreds and 

possibly several thousands of multivariate predictive models that have been 

proposed in the literature. There are standard searches for identifying the space 

of prognostic and diagnostic prediction studies in PubMed that have high 

sensitivity, that is, the Ingui and broad Haynes searches claim to have 98% and 

96% sensitivity, respectively289, and these can be very useful to apply in situations 

where searches are performed to identify studies on one or a few models, as for a 

topic-focused systematic review. However, the specificity of 86% and 79%, 

respectively, makes these searches prohibitive to search for models regardless of 

topic and field because one would then have to screen in detail 14% or 21%, 

respectively, of the entire PubMed. Our searches aimed to specifically identify 

models where the authors specifically describe them as new or novel. Removing 

the terms new and novel from the two searches yields 17,877 and 13,386 items, 

respectively, a number that is 30 times larger than the one that we had to screen 

and that is prohibitively large to screen in detail. One may speculate whether 

models whose authors emphasize the novelty are a selected sample with different 

performance than other models. However, it is unlikely that authors would 

emphasize novelty to camouflage shortcomings in the development and 

validation of the model. Moreover, it is unlikely that independent authors would 

have a lower propensity to try to validate a model because its original authors 

described it as new or novel. 

Second, AUCs were sometimes not reported, and we estimated them as 

described previously. Inferred AUCs depend on how risk group categories are 

defined and (for prospective outcomes) on length of follow-up. Third, the 

retrieved studies had very limited reported data on other features of model 

performance, that is, calibration. Thus, we cannot examine whether these also 

deteriorate as external validation efforts are performed. Fourth, derivation and 

validation studies may have differed in the exact characteristics of their study 
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populations. Although we carefully matched conditions and outcomes, such 

population differences are unavoidable and may explain in part the deterioration 

in AUC performance during external validation. It is unclear whether clinicians 

who might wish to apply a model may consider applying it to patients with 

characteristics similar to those of the participants of the derivation study or the 

validation study or may even extend its use to patients with very different 

characteristics. 

 

Conclusions 

Allowing for these caveats, our study establishes that predictive risk models may 

have worse performance when externally validated in other patients with the 

same condition and for the same outcome as they were first developed. The 

clinical relevance of these changes in performance needs to be considered and 

discussed on a case-by-case basis. For models that have clear applicability, a 

small or modest drop in performance may not invalidate their clinical use, 

whereas for others where their role is more unclear, this may be sufficient to 

make them clinically useless. For example, the Framingham Risk Score does 

not have particular high AUC but is largely used and considered useful. 

Moreover, the availability of other models to predict the same outcome may also 

be influential, if the loss of performance on external validation is such that a 

model is no longer competitive against other models that serve the same purpose. 

This is likely to represent more closely also their performance when a clinician 

wants to apply them to yet another external population, his/her own patients. 

Models may offer misleadingly high expectations of risk prediction in the absence 

of rigorous external independent validation. 
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4.5.2 Supplementary table: Details of the derivation studies of newly introduced risk prediction models without any 

further validation studies. 

First author (year) Model Outcome(s) 
Study 

population 

Disease / 
Clinical 

condition 
Sample size 

AUC
(95% CI) 

Derivation / 
[Validation*] 

Calibration 
metric 

Hippisley-Cox J, et al. 
(2010)S1  

QRISK CVD 

general 
population free of 

cardiovascular 
disease and not 
taking statins 

CVD 

2343759 
(development); 

1267159 
(validation) 

ND / [Validation: 
0.828 (95% CI, 

0.826-
0.830)(men); 

0.842 (95% CI, 
0.840-

0.844)(women)] 

Predicted / 
Observed ratio 

Stamatopoulos B, et al. 
(2010)S2 

quantitative 
PCR score for 

CLL 

treatment-free 
survival, 

overall survival 

patients with 
chronic 

lymphocytic 
leukemia 

malignancies 170 ND ND 

Campbell HE,et al. 
(2010)S3 

number of 
positive axillary 

lymph nodes, 
tumour grade 
and size, age 

first recurrent 
event 

women with early 
breast cancer 

malignancies 
1844 

(development); 
1787 (validation)

0.745 
(95% CI, 0.717-

0.773) / 
[Validation: 0.720 

(95% CI, 0.693-
0.746)] 

Predicted / 
Observed ratio 

Maluenda G, et al. 
(2010)S4 

Novel PCI risk 
score 

1-year 
mortality 

consecutive 
patients undergo 

PCI 
CVD 

6932 
(development); 
973 (validation) 

0.818 (ND) / 
[Validation: 0.836 

(ND)] 

Hosmer-
Lemeshow 

goodness-of-fit 
test 

Chung JW, et al. (2010)S5 

model to 
predict 

development of 
severe ischemic 

colitis 

severe ischemic 
colitis 

patients with 
ischemic colitis 

GI-related 153 
ND / [Validation: 

0.91 (95% CI, 0.86-
0.96)] 

Hosmer-
Lemeshow 

goodness-of-fit 
test 



 

 

Drenthen W, et al. 
(2010)S6 

modified risk 
score for 
cardiac 

complications 
during 

completed 
pregnancies 

composite 
cardiac 

complications 

women with 
congenital heart 

disease 
CVD 714 0.762 

Hosmer-
Lemeshow 

goodness-of-fit 
test 

Phillips AA, et al. (2010)S7 

new prognostic 
model for 

patients with 
HTLV-1-

associated 
ATLL 

overall 
response rate, 

overall survival 

patients with 
HTLV-1 

associated ATLL 
malignancies 89 ND ND 

Hsu CY, et al. (2010)S8 
Taipei 

Integrated 
Scoring System 

survival 
patients with 

hepatocellular 
carcinoma 

malignancies 2030 ND ND 

Röllig C, et al. (2010)S9 

novel 
prognostic 

model in elderly 
patients with 
acute myeloid 

leukemia 

disease-free 
survival 

elderly patients 
with AML 

malignancies 909 ND ND 

Nowak AK, et al. (2010)S10 

prognostic 
nomogram for 

malignant 
pleural 

mesothelioma 

survival 
patients with 

malignant pleural 
mesothelioma 

malignancies 89 0.652 (ND) ND 

Elley CR, et al. (2010)S11 

Diabetes Cohort 
Study risk 
prediction 

model 

first fatal or 
nonfatal 

cardiovascular 
event 

patients with type 
2 diabetes 

without previous 
CVD 

other 

36127
(development); 

12626 
(validation) 

0.673 (ND) / 
[Validation: 0.68 

(ND)] 

Predicted / 
Observed ratio 



 

 

Ananthakrishnan AN, et 
al. (2010)S12 

simple 
quantitative risk 

score to 
measure the 
severity of 

Crohn’s disease 
hospitalizations 

severe 
hospitalization 

course 

patients with 
Crohn's disease 

GI-related 
25938 

(developement); 
ND (validation) 

0.68 (ND) / 
[Validation: 0.68 

(ND)] 
ND 

Itoh K, et al. (2010)S13 

simple 
prognostic 
model for 
Hodgkin 

Lymphoma 

overall survival 

patients with 
advanced 
Hodgkin 

lymphoma 

malignancies 167 ND ND 

Ananthakrishnan AN, et 
al. (2010)S14 

colectomy risk 
model 

total colectomy 
hospitalized 
patients with 

ulcerative colitis 
GI-related 

15142 
(development); 
ND (validation) 

ND ND 

Andersson B, et al. 
(2010)S15 

GICS 

gastrointestinal 
complications 
after cardiac 

surgery 

patients 
undergoing 

cardiac surgery 
procedures 

CVD 
5593 

(development); 
1123 (validation) 

0.81 (ND) / 
[Validation: 0.83 

(ND)] 

Hosmer-
Lemeshow 

goodness-of-fit 
test 

Hernández D, et al. 
(2009)S16 

model for 3 year 
mortality in 
post kidney 
transplant 

patients 

mortality 
kidney 

transplantation 
recipients 

other 

2542 
(development); 

2476 
(validation) 

0.75 
(95% CI, 0.72-0.78) 
/ [Validation: 0.74 

(95% CI, 0.70-
0.77)] 

ND 



 

 

Menza TW, et al. 
(2009)S17 

full and simple 
HIV acquisition 
model - 1 and 4 

years 

HIV 
acquisition 

men who have sex 
with men who 
tested for HIV 

other 

1903 
(development); 

2081 
(validation) 

ND / [Validation: 
Full-1 0.68 (95% 
CI, 0.62-0.75); 

Full-4 0.67 (95% 
CI, 0.62-0.71); 

Simple-1 0.67 (95% 
CI, 0.60-0.75); 
Simple-4 0.66 

(0.61-0.71) 

Predicted / 
Observed ratio 

Cattermole GN, et al. 
(2009) S18 

PEDS 

death or 
admission to 

the ICU within 
7 days of ED 
attendance; 

30-day 
mortality 

critically ill 
patients in ED 

other 330 

0.909 (95% CI, 
0.872-0.938); 

0.898 (95% CI, 
0.860-0.928) 

ND 

Iacob S, et al. (2009)S19 

model to 
predict death on 

transplant list 
prior to 

receiving liver 
transplant 

death 
adults patients 
with end-stage 

liver disease 
GI-related 372 0.85 (ND) ND 

Kim HK, et al. (2010)S20 

simple 
assessment tool 
for better early 

bedside risk 
stratification for 
both short- and 

long-term 
clinical 

outcomes 

death from any 
cause 

patients with 
NSTEMI 

CVD 2148 
0.815 

(95% CI, 0.79-0.84)
ND 



 

 

Moore L, et al. (2009)S21 
Trauma Risk 
Adjustment 

Model (TRAM) 

hospital 
mortality 

adult patients 
with blunt trauma

other 

72527
(development); 

178377 
(validation) 

0.944 (ND) / 
[Validation: 0.942 

(ND)] 

Hosmer-
Lemeshow 

goodness-of-fit 
test 

Suh SY, et al. (2010)S22 
Objective 

Prognostic 
Score (OPS) 

survival 
terminally ill 

cancer patients 
malignancies 209 ND ND 

Bria E, et al. (2009)S23 

clinical 
prognostic score 

in non-small-
cell lung cancer 

overall 
survival, 

cancer-specific 
survival, 

disease-free 
survival 

resected non-
small-cell lung 
cancer patients 

malignancies 
415 

(development); 
297 (validation) 

ND / [Validation: 
ND] 

ND 

Negassa A, et al. (2009)S24 

tree-structured 
prognostic 

classification 
for 

postprocedural 
complications 
after PCI for 

aMI 

postprocedural 
complications 

(in-hospital 
death, stroke, 

or CABG 
surgery) 

patients who 
underwent 

emergency PCI 
CVD 

5385 
(development); 

7414 (validation)

ND / [Validation: 
0.78 (95% CI, 0.75-

0.80)] 
ND 

Capodanno D, et al. 
(2009)S25 

DERIVATION 
score 

stent 
thrombosis 

patients who 
underwent PCI 

with DES as 
treatment of 

symptomatic CAD

CVD 1377 ND ND 

Hernandez DJ, et al. 
(2009)S26 

logistic-
regression 

based model 

prostate 
cancer, high-

grade prostate 
cancer 

(Gleason 
score≥7) 

men scheduled 
for prostate 

biopsy 
malignancies 1108 71.2 (ND) ND 



 

 

Yuen MF, et al. (2009)S27 
GAG-HCC score 

(5- and 10-
years) 

hepatocellular 
carcinoma 

patients with 
chronic HBV 

infection 
GI-related 820 

Full model-5 years: 
0.88 (95% CI, 0.82-
0.93); Full model-

10 years: 0.89 (95% 
CI, 0.85-0.93); 

Simple model-10 
years: 0.88 (95% 

CI, 0.82-0.92) 

ND 

Nobre SR, et al. (2008)S28 

predictive 
model for in-

hospital 
mortality for 
patient with 

end-stage liver 
disease 

in-hospital 
mortality 

cirrhotic patients 
with spontaneous 

bacterial 
peritonitis 

other 73 
0.88 

(95% CI, 0.78-0.97) 
ND 

Kitai S, et al. (2008)S29 

The biomarker 
combined 

Japan 
Integrated 

Staging (bm-
JIS) score 

overall survival 
patients with 

hepatocellular 
carcinoma 

malignancies 1924 ND ND 

García-Almagro FJ, et al. 
(2008)S30 

improved TIMI 
risk score with 

diabetes and EF 

cardiac events 
(MI, 

revascularizati
on, cardiac 

death) 

patients with 
chest pain 

without ST-
segment elevation 

CVD 711 ND ND 

Tice JA, et al. (2008)S31 

Breast Cancer 
Surveillance 
Consortium 

breast density 
model 

algorithm 

breast cancer 
(invasive 

cancer and 
ductal 

carcinoma in 
situ) 

women 
undergoing 

mammography 
who had no 

previous 
diagnosis of 

breast cancer 

malignancies 
377 440 

(derivation); 251 
789 (validation) 

0.657 
(95% CI, 0.65-0.67) 
/ [Validation: 0.66 

(95% CI, 0.651-
0.669)] 

Predicted / 
Observed ratio 



 

 

Mountzios G, et al. 
(2008)S32 

prognostic 
factors in 

RMEC after 
taxane-based 
chemotherapy 

mortality 

patients who had 
received 

paclitaxel-based 
chemotherapy for 

recurrent or 
metastatic 

endometrial 
adenocarcinoma 

malignancies 110 ND ND 

Tsimberidou AM, et al. 
(2007)S33 

new prognostic 
score 

(3 different 
modesl) 

survival 
patients with CLL 

and SLL 
malignancies 

1417 
(derivation); 710 

(validation) 
ND ND 

Kim SJ, et al. (2007)S34 
new prognostic 

score 

overall and 
disease free 

survival 

patients with 
localized 

extranodal 
natural killer 
(NK)/T-cell 
lymphoma 

malignancies 50 ND ND 

Xu X, et al. (2007)S35 
post-transplant 

model 

3, 6 months 
and 1 year 

post-
transplantation 

mortality 

patients who 
underwent liver 
transplantation 
for benign end-

stage liver 
diseases 

other 161 
0.876 (ND)(3 mo); 
0.878 (ND)(6 mo); 

0.849 (ND)(1 y) 

Hosmer-
Lemeshow 

goodness-of-fit 
test 

Aletti GD, et al. (2007)S36 

risk-adjusted, 
multicenter 

outcomes model 
for ovarian 

cancer surgery 

30 days 
morbidity, 3 

months 
mortality, 

chemotherapy 
non-feasible 

gynecologic 
cancer surgery 

malignancies 564 ND ND 



 

 

Cianchi F, et al. (2007)S37 

model to 
identify patients 

with high-risk 
Stage IIA 
colorectal 

cancer 

mortality 
patients with 

Stage II colorectal 
cancer 

malignancies 238 ND ND 

Tischendorf JJ, et al. 
(2007)S38 

Primary 
sclerosing 
cholangitis 
(PSC) score 

survival 

patients with 
primary 

sclerosing 
cholangitis 

GI-related 
182 (derivation); 

91 (validation) 
ND ND 

Senni M, et al. (2006)S39 

CardioVascular 
Medicine Heart 
Failure (CVM-

HF) index 

 
mortality 

 
 

patients with 
stable heart 

failure 
CVD 

292 (derivation); 
515 (validation) 

0.844 
(95% CI, 0.779-

0.89) / [Validation: 
0.812 (95% CI, 

0.76-0.86)] 

Hosmer-
Lemeshow 

goodness-of-fit 
test 

Ballesteros MA, et al. 
(2007)S40 

model for early 
apoptosis rate 

6-months 
mortality 

patients who had 
suffered from 

acute brain injury 
requiring 

intensive care 

other 70 ND 

Hosmer-
Lemeshow 

goodness-of-fit 
test 

Park YH, et al. (2006)S41 

high-grade 
primary gastric 

lymphoma 
(HG-PGL) risk 

model 

overall survival 

patients with 
high-grade 

primary gastric 
lymphoma 

malignancies 214 ND ND 

Went P, et al. (2006)S42 

modified 
Prognostic 

Index for T-cell 
lymphoma 

Disease-
specific 
survival 

patients with 
peripheral T-cell 
lymphomas/unsp
ecified (PTCLs/U)

malignancies 93 ND ND 



 

 

Williams BA, et al. 
(2006)S43 

a new simplified 
immediate 

prognostic risk 
score 

1-month 
mortality 

patients with aMI CVD 
809 

(derivation); 
403 (validation) 

0.78 (ND) / 
[Validation: 0.81 

(ND)] 
ND 

Tekesin I, et al. (2005)S44 
CLEOPATRA I, 
CLEOPATRA II 

preterm 
delivery 

pregnant women 
at risk of preterm 

delivery 
other 

85 (derivation); 
85 (validation 

ND / [Validation: 
0.692 (95% CI, 
0.562-0.821) 

(Cleopatra I); 0.811 
(95% CI, 0.694-

0.928) (Cleopatra 
II)] 

ND 

Miyake Y, et al. (2005)S45 

prognostic 
scoring model 

for liver 
transplantation 

2-weeks fatal 
outcome 

patients with 
fulminant hepatic 

failure 
other 

80 (derivation); 
26 (validation) 

ND ND 

Alvares CL, et al. 
(2005)S46 

multiparametric
risk-adapted 

model 
overall survival 

patients with 
previously 
untreated 

multiple myeloma

malignancies 383 ND ND 

Meyer S, et al. (2005)S47 

mortality risk 
score for 

paediatric 
cancer patients 
admitted to ICU 

non-survival 
paediatric cancer 

patients 
malignancies 32 ND ND 

Sadanandan S, et al. 
(2004)S48 

Coronary Artery 
Bypass Graft 
(CABG) risk 

score 

in-hospital 
CABG surgery 

patients with UA 
and NSTEMI 

CVD 

2220 
(derivation); 

3722 
(validation) 

ND / [Validation: 
0.61 (ND)] 

ND 

Skírnisdóttir I, et al. 
(2004)S49 

prognostic 
model for early 
stage epithelial 

ovarian 
carcinoma 

disease-free 
survival 

patients with 
ovarian 

carcinomas in 
FIGO stages IA-

IIC 

malignancies 226 ND ND 



 

 

Haferlach T, et al. 
(2004)S50 

cytogenetically 
based risk score 

complete 
remission, 

overall 
survival, event-

free survival, 
relapse-free 

survival 

patients with de 
novo AML 

malignancies 321 ND ND 

Halonen KI, et al. 
(2003)S51 

Severe Acute 
Pancreatitis 
(SAP) score 

mortality 

patients in the 
early phase of 
severe acute 
pancreatitis 

GI-related 
234 

(development); 
60 (validation) 

ND / [Validation: 
0.862 (0.761-

0.962)] 
ND 

von Eyben FE, et al. 
(2003)S52 

risk model for 
survival 

prediction in 
patients with 

testicular germ 
cell tumor 

survival 

patients with 
metastatic 

testicular germ 
cell tumours 

malignancies 81 0.77 (ND) ND 

Freedland SJ, et al. 
(2002)S53 

risk 
stratification 
model after 

radical 
prostatectomy 

adverse 
pathological 
features or 

biochemical 
recurrence 

patients who 
underwent 

radical 
prostatectomy 

malignancies 
325 

(development); 
490 (validation) 

ND ND 

Castellanos-Ortega A, et 
al. (2002)S54 

new prognostic 
scoring system 

for 
meningococcal 
septic shock in 

children 

mortality 

children admitted 
to the pediatric 

ICU with 
presumed or 

confirmed 
meningococcal 

septic shock 

other 
192 

(development); 
158 (validation) 

[Development: 0.91 
(ND)] / 

[Validation: 0.88 
(ND)] 

Hosmer-
Lemeshow 

goodness-of-fit 
test 

Smith MA, et al. (2002)S55 

novel predictive 
model of 

outcome in de 
novo AML 

complete 
remission 

AML patients 
with de novo 

disease 
other 30 ND ND 



 

 

Josting A, et al. (2002)S56 

German 
Hodgkin’s 

Lymphoma 
Study 

Group (GHSG) 
database risk 

score 

freedom from 
second failure 

patients with 
relapsed 

Hodgkin’s disease 
malignancies 422 0.59 (ND)† ND 

Djoulah S, et al. (1999)S57 

model based on 
the 

characteristics 
of the relevant 

pockets of HLA-
DR and 

-DQ molecules 

risk 
susceptibility 
prediction of 

insulin-
dependent type 

I diabetes 

healthy controls CVD 337 ND 
Predicted / 

Observed ratio 

Wong DT, et al. (1999)S58 
Cardiac Risk 
Scores (CRS) 

prologned ICU 
length of stay; 

delayed 
extubation 

patients 
undergoing CABG 
surgery with fast-

track cardiac 
anesthesia 

CVD 
885 

(development); 
885 (validation) 

[Development: 
prologned ICU 

0.889 (ND); 
delayed extubation 

0.728 (ND)] / 
[Validation: 

prologned ICU 
0.851 (ND); 

delayed extubation 
0.707 (ND)] 

Predicted / 
Observed ratio 

Duong DH, et al. (1998)S59 

risk score for 
unfavorable 
outcome of 
surgery for 
cebrebral 
aneurysm 

patient 
outcome at 
discharge 

patients 
undegoingr 

aneurysm surgery 
CVD 703 ND ND 

Adler M, et al. (1997)S60 Erasme score 
1-year liver 

related 
mortality 

patients with 
parenchymal 

cirrhosis 
GI-related 

63 
(development); 
46 (validation) 

0.936 (ND) / 
[Validation: ND] 

ND 



 

 

Paganini EP, et al. 
(1996)S61 

mortality 
prediction 
model for 
patients 

requiring 
hemodialysis in 

ICU 

mortality 
patients with 

acute renal failure 
critical 
illness 

512 
(development); 

88 (validation1); 
35 (valdiation2) 

ND 

Hosmer-
Lemeshow 

goodness-of-fit 
test 

Sarbia M, et al. (1995)S62 

New prognostic 
score of 

histopathologic
al parameters 

survival 

patients who 
underwent 
potentially 

curative resection 
for squamous cell 
carcinoma of the 

esophagus 

malignancies 138 ND ND 

Ménard S, et al. (1994)S63 

New prognostic 
score based on 
primary breast 

carcinoma 

overall survival 
surgically treated 

breast cancer 
patients 

malignancies 467 ND ND 

Moran MR, et al. 
(1992)S64 

DNA ploidy 
based model 

development of 
distant 

metastases 

patients who 
underwent 

surgery for rectal 
cancer 

malignancies 188 ND ND 

Altaca G, et al. (1992)S65 

score to predict 
survival after 

perforated 
duodenal ulcer 

mortality 
patients with 
peptic ulcers 

GI-related 173 ND ND 

Taussig LM, et al. 
(1973)S66 

clinical score to 
predict 

mortality in 
cystic fibrosis 

mortality 
patiets with cystic 

fibrosis 
other 73 ND ND 

 



 

 

* Any validation of the newly proposed model in the same derivation study publication through some unbiased procedure 
(cross-validation, split-sample, bootstrap) on the training set, or in a totally different testing set. 
† AUC was not given by the authors and was estimated as described in the Methods. 
 
AUC area under the curve; CI, confidence interval; CVD, caridovascular disease; ND, no data; GICS, gastrointestinal 
complication score; HIV, human immunodeficiency virus; PEDS, Prince of Wales Emergency Department Score; ICU, 
intensive care unit; ED, emergency department; PCR, polymerase chain reaction; CLL, chronic lymphocytic leukemia; 
SLL, small lymphocytic lymphoma; PCI, percutaneous coronary intervention; GI, gastrointestinal; HTLV-1, human T-cell 
lymphotropic virus type-1; ATLL, adult T-cell leukemia/lymphoma; AML, acute myeloid leukemia; CV, cardiovascular; 
MI, myocardial infarction; CAD, coronary artery disease; CABG, coronary artery bypass graft; UA, unstable angina; 
NSTEMI, non-ST-elevation myocardial infarction; DES, drug-eluting stent; HLA, human leukocyte antigen; DNA, 
deoxyribonucleic acid. 
  



 

 

4.5.3 Supplementary table: Details of the derivation studies of newly introduced risk prediction models that were 

further validated. 

First author (year) Model Outcome(s) 
Study 

population 

Disease/
Clinical 

area 
Sample size 

AUC (95% CI) 
Derivation / 
[Validation*] 

Calibration 
metric 

Zhou K, et al. (2010)218 S index 
significant liver 

fibrosis; advanced 
liver fibrosis; cirrhosis 

patients with 
chronic HBV 

GI-related 
386 

(development); 
416 (validation) 

0.686 (ND); 0.698 
(ND); 0.762 (ND) / 
[Validation: 0.812 
(ND); 0.89 (ND); 

0.89(ND)] 

ND 

Röllig C, et al. 
(2010)219 

novel prognostic 
model in elderly 

patients with 
acute myeloid 

leukemia 

overall survival 

elderly 
patients with 
acute mteloid 

leukemia 

malignanci
es 

909 ND ND 

Pisters R, et al. 
(2010)12 

HAS-BLED major bleeding 
patients with 

atrial 
fibrillation 

CVD 3963 
0.72 

(95% CI, 0.65-0.79) 
ND 

Conti A, et al. 
(2010)220 

Florence 
prediction rule 

6-month composite 
endpoint (CV death, 

nonfatal MI, 
revascularization) 

patients with 
acute chest 

without 
known CAD 

CVD 
1106 

(development); 
1127 (validation)

0.83
(95% CI, 0.77-0.88) / 

[Validation: 0.81 
(ND)] 

ND 

Wishart GC, et al. 
(2010)221 

PREDICT 
all-cause mortality, 

breast-cancer specific 
mortality 

patients with 
invasive 

breast cancer 

malignanci
es 

5694 
(development); 

5468 
(validation) 

0.81 (ND); 0.84 (ND) 
/ [Validation: 0.79 
(ND); 0.82 (ND)] 

Hosmer-
Lemeshow 

goodness-of-
fit test 



 

 

Yuen MF, et al. 
(2009)290 

GAG-HCC score 
(5-year) (‘‘Guide 
with Age, ender, 
HBV DNA, Core 

promoter 
mutations and 

Cirrhosis”) 

Hepatocellular 
carcinoma 

patients with 
chronic HBV 

infection 
GI-related 820 

0.87 (95% CI, 0.82-
0.93) 

ND 

Yau T, et al. (2008)223 

Advanced Liver 
Cancer 

Prognostic 
System (ALCPS) 

3-month survival 

patients with 
advanced 

hepatocellular 
carcinoma 

malignanci
es 

1109 
(development); 
361 (validation) 

/ [ND] 

ND / [Validation: 0.77 
(ND)] 

ND 

Hippisley-Cox J, et al. 
(2007)31 

QRISK 
CVD 

(MI, CHD, stroke, 
TIAs) 

UK primary 
care 

population 
(QRESEARC

H cohort) 

other 

1283174 
(development)(
men: 636753, 

women: 
646421);  
614553 

(validation) 
(men: 305140; 

women: 
309413) 

ND / [Validation: 
0.7674 (ND) (men); 

0.7879 (ND) (women)]

Predicted / 
Observed 

ratio 

Harrison DA, et al. 
(2007)224 

Pancreatitis 
Outcome 

Prediction 
(POP) Score 

mortality 

patients 
admitted to 
ICUs with 

severe acute 
pancreatitis 

GI-related 

2462
(1494 

(development); 
968 

(validation)) 

ND / [Validation: 
0.8381 (ND)] 

Hosmer-
Lemeshow 

goodness-of-
fit test 

Harrison DA, et al. 
(2007)291 

Intensive Care 
National Audit 

& Research 
Centre 

(ICNARC) 
model 

mortality 
critical care 
admissions 

other 

137100 
(development); 

79526 
(validation) 

0.863 (ND) / 
[Validation: 0.874 

(ND)] 

Hosmer-
Lemeshow 

goodness-of-
fit test 



 

 

Colinet B, et al. 
(2005)226 

Simplified 
Comorbidity 
Score (SCS) 

survival 

non-small-
cell lung 
cancer 

patients 

cancer 
735 

(development); 
136 (validation) 

0.67 (ND)† / 
[Validation: ND] 

ND 

Sanchis J, et al. 
(2005)227 

New Risk Score 
for Patients 
With Acute 
Chest Pain, 
Non–ST-
Segment 

Deviation, and 
Normal 

Troponin 
Concentrations 

mortality or MI 
(primary end point); 

mortality, MI, or 
urgent 

revascularization 
(secondary end point) 

patients with 
chest pain, 
non–ST-
segment 
deviation 
ECG, and 

normal 
troponin 

levels 

CVD 646 

0.78 (ND) 
(primary end point); 

0.70 (ND) 
(secondary end point) 

ND 

Tateishi R, et al. 
(2005)228 

Tokyo score death 

patients with 
naïve 

hepatocellular 
carcinoma 
received 
medical 
ablation 

(development
) and 

underwent 
hepatectomy 
(validation) 

cancer 
403 

(development); 
203 (validation)

0.737 (ND) / 
[Validation: 0.733 

(ND)] 
ND 



 

 

Donati A, et al. 
(2004)229 

ASA status-
based model 

death or survival at 
hospital discharge 

patients who 
underwent 
any type of 
elective or 
emergency 

surgical 
procedure 
(excluding 

cardiac 
surgery or 
Caesarean 
delivery) 

other 

1936 
(development); 

1849 
(validation) 

0.881 
(95% CI, 0.833-0.930) 

/ [Validation: 0.888 
(95% CI, 0.838-

0.937)] 

Hosmer-
Lemeshow 

goodness-of-
fit test 

Ho GT, et al. (2004)230 Ho index 

response (no
colectomy) or non-
response to medical 
therapy (colectomy) 

patients with 
severe 

ulcerative 
colitis 

GI-related 167 0.876 (ND) ND 

Olsson T, et al. 
(2004)231 

Rapid 
Emergency 

Medicine score 
(REMS) 

in-hospital mortality 

nonsurgical 
adult entries 

to the 
emergency 
department 

other 11751 

0.852 
(95% CI, 0.838-0.866) 

/ [Validation: 0.85 
(ND)] 

Hosmer-
Lemeshow 

goodness-of-
fit test 

Gallamini A, et al. 
(2004)232 

a new 
prognostic 
model for 

Peripheral T-
cell lymphoma 

unspecified 
(PTCL-U) 

overall survival 

patients with 
peripheral T-

cell non-
Hodgkin 

lymphomas 

cancer 385 0.70 (ND)† ND 

Villella M, et al. 
(2003)233 

GISSI-2 index mortality 
STEMI 
patients 

CVD 6251 0.74 (ND) ND 

Sedrine WB, et al. 
(2002)234 

Osteoporosis 
Index of Risk 

(OSIRIS) 
risk of osteoporosis 

postmenopau
sal women 

other 1303 0.73 (ND)† ND 



 

 

Josting A, et al. 
(2002)235 

German 
Relapsed 
Hodgkin 

Prognostic 
Score (GRHS) 

overall survival 
(primary end point), 
freedom from second 
failure (secondary end 

point) 

patients with 
relapsed 

Hodgkin’s 
disease 

malignanci
es 

422 0.69 (ND)† ND 

LeMaire SA, et al. 
(2001)236 

preoperative 
risk factors to 

predict an 
adverse 

outcome after 
elective 

thoracoabdomin
al aortic 

aneurysm repair 

composite end-point: 
death within 30 days, 

death before discharge 
from the hospital, 

paraplegia, 
paraparesis, stroke, or 

acute renal failure 
requiring dialysis 

patients 
underwent 

elective graft 
repair of 

thoracoabdo
minal 
aortic 

aneurysm 

CVD 1108 ND ND 

Wong DT, et al. 
(1999)237 

Cardiac Risk 
Scores 

(preoperative 
and 

postoperative 
risk factors) 

mortality 

patients 
undergoing 

CABG surgery 
with fast-

track cardiac 
anesthesia 

CVD 
885 

(development); 
885 (validation)

0.725 (ND) (mortality) 
/ [Validation: 0.657 

(ND) (mortality)] 

Predicted / 
Observed 

ratio 

Pirovano M, et al. 
(1999)292 

Palliative 
Prognostic 
Score (PaP 

Score) 

all-cause mortality 

terminally ill 
cancer 

patients with 
advanced 

solid tumors 

malignanci
es 

519 0.80 (ND)† ND 

Hasford J, et al. 
(1998)239 

The Euro Score 
for CML 

survival 
patients with 

early CML 
malignanci

es 

981 
(development); 
322 (validation)

0.63 (ND)† / 
[Validation: ND] 

ND 



 

 

Roberts AB, et al. 
(1985)240 

Prediction 
model using 
ultrasound 

parameters to 
predict fetal 
birth weight 

fetal weight 

fetuses that 
delivered 

within 48h of 
the 

ultrasound 
measurement

s 

other 50 0.64 (ND)† ND 

Lenstrup C, et al. 
(1982)241 

CTG scoring 
system 

intra-uterine growth 

pregnant 
women in the 
35-36th week 
of pregnancy 

other 88 ND ND 

 
* Any validation of the newly proposed model in the same derivation study publication through some unbiased procedure 
(cross-validation, split-sample, bootstrap) on the training set, or in a totally different testing set. 
† AUC was not given by the authors and was estimated as described in the Methods. 
 
 
AUC, area under the curve; CI, confidence interval; CVD, cardiovascular disease; NA, not applicable; ND, no data; HAS-
BLED, Hypertension, Abnormal renal/liver function, Stroke, Bleeding history or predisposition, Labile international 
normalized ratio, Elderly (>65 years), Drugs/alcohol concomitantly; GI, gastrointestinal; ECG, electrocardiogram; STEMI, 
ST-elevation myocardial infarction; CABG, coronary artery bypass graft; CML, chronic myeloid leukemia; CTG, 
cardiotocography; MACCE, major adverse cardiovascular events; MI, myocardial infarction; CHD, coronary heart disease; 
TIA, transient ischemic attack; ICU, intensive care unit. 
  



 

 

4.5.4 Supplementary table: Details of the subsequent validation studies by overlapping and/or different authors. 

Derivation 
studies 

Validation studies by overlapping authors Validation studies by different authors 

First author 
(year); 

[Model] 

First author 
(year) 

Outcome(s) 

Study 
population 
/ [Clinical 
condition] 

Sample size 
AUC 

(95% CI) 
Calibration 

metrics 
First author 

(year) 
Outcome(s) 

Study 
population / 

[Clinical 
condition] 

Sample size 
AUC 

(95% CI) 
Calibration 

metrics 
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* AUC was not given by the authors and was estimated as described in the Methods. 
 
AUC, area under the curve; CI, confidence interval; MI, myocardial infarction; CAD, coronary artery disease; CVD, 
cardiovascular disease; ACS, acute coronary syndrome; TLF, target lesion failure; AML, acute myeloid leukemia; CV, 
cardiovascular; STEMI, ST-elevation myocardial infarction; PCI, percutaneous coronary intervention; CABG, coronary 
artery bypass graft; ND, no data; HAS-BLED, Hypertension, Abnormal renal/liver function, Stroke, Bleeding history or 
predisposition, Labile international normalized ratio, Elderly (>65 years), Drugs/alcohol concomitantly; POP score, 
Pancreatitis Outcome Prediction Score; ICNARC model, Intensive Care National Audit & Research Centre model; SCS, 
Simplified Comorbidity Score; REMS, Rapid Emergency Medicine score; PTCL-U, Peripheral T-cell lymphoma 
unspecified model; GRHS; German Relapsed Hodgkin Prognostic Score; PaP score, Palliative Prognostic Score; POCE, 
patient-oriented composite endpoint; NA, not applicable; CHD, coronary heart disease; TIAs, transient ischemic attack; 
ICU, intensive care unit; AP, acute pancreatitis; HCC, hepatocellular carcinoma; TAAA, thoraco-abdominal aneurysm; 
CML, chronic myeloid leukemia; CTG, cardiotocography. 
  



 

 

4.5.5 Supplementary table: Characteristics of the newly developed risk prediction models. 

Derivation study Model 
Number of 

included variables 
Set of included variables Outcome(s) 

Models without Further Validation 

Hippisley-Cox J, et al. (2010)S1 QRISK 10 

age, area-based index of deprivation, body-
mass index, diabetes, family history, 

hypertension-related medications, sex, 
systolic blood pressure, smoking, total 

cholesterol/HDL ratio 

CVD 

Stamatopoulos B, et al. (2010)S2 
quantitative PCR score 

for CLL 
3 ZAP70, LPL, microRNA-29c 

treatment-free 
survival, 

overall survival 

Campbell HE,et al. (2010)S3 

number of positive 
axillary lymph nodes, 

tumour grade and size, 
age 

4 
number of positive axillary lymph nodes, 
tumour grade, tumour size, patient age 

first recurrent 
event 

Maluenda G, et al. (2010)S4 Novel PCI risk score 8 

TIMI grade  3 flow after PCI, history of 
heart failure, left main coronary artery 
disease, chronic renal failure, diabetes 

mellitus, hematocrit decrease after PCI and 
hematocrit at baseline, age 

1-year mortality 

Chung JW, et al. (2010)S5 
model to predict 

development of severe 
ischemic colitis 

3 
tachycardia, shock within 24 hours, the 

presence of ulcer 
severe ischemic 

colitis 

Drenthen W, et al. (2010)S6 

modified risk score for 
cardiac complications 

during completed 
pregnancies in women 
with congenital heart 

disease 

8 

histoy of arrhythmias, cardiac medication 
before pregnancy, NYHA class prior to 

pregnancy, left heart obstruction, systemic 
atrioventricular valve regurgitation, 

pulmonary atrioventricular regurgitation, 
mechanical valve prosthesis, cyanotic heart 

disease (correcte/uncorrected) 

composite 
cardiac 

complications 



 

 

Phillips AA, et al. (2010)S7 
new prognostic model 

for patients with HTLV-
1-associated ATLL 

ND 

new risk model (International Prognostic 
Index (IPI) and The Prognostic Index for 
peripheral T-cell lymphoma unspecified 

(PTCL-U) (PIT)) 

overall response 
rate, overall 

survival 

Hsu CY, et al. (2010)S8 
Taipei Integrated 
Scoring System 

7 
TTV based model (total tumor volume 

(TTV) – Child–Turcotte–Pugh (CTP) – a-
fetoprotein (AFP) model) 

survival 

Röllig C, et al. (2010)S9 
novel prognostic model 
in elderly patients with 
acute myeloid leukemia 

6 
karyotype, age, NPM1 mutation status, 

white blood cell count, lactate 
dehydrogenase, CD34expression 

disease-free 
survival 

Nowak AK, et al. (2010)S10 
prognostic nomogram 
for malignant pleural 

mesothelioma 
3 

total glycolytic volume on FDG-PET scan, 
weight loss, pleurodesis 

survival 

Elley CR, et al. (2010)S11 
Diabetes Cohort Study 
risk prediction model 

9 

age, sex, duration of known diabetes, 
systolic blood pressure, smoking status, 

total cholesterol/HDL ratio, ethnicity, A1C, 
albumin/creatinine ratio 

first fatal or 
nonfatal 

cardiovascular 
event 

Ananthakrishnan AN, et al. (2010)S12 

simple quantitative risk 
score to measure the 
severity of Crohn’s 

disease hospitalizations 

10 

disease phenotype (inflammatory, 
obstructing, fistulizing), anemia, 
requirement blood transfusion, 

malnutrition, total parenteral nutrition, 
volume depletion, Clostridium diffi cile 

infection, admission to a teaching hospital, 
interhospital transfer 

severe 
hospitalization 

course 

Itoh K, et al. (2010)S13 
simple prognostic 

model for Hodgkin 
Lymphoma 

2 
male, elevated serum  lactate 

dehydrogenase 
overall survival 

Ananthakrishnan AN, et al. (2010)S14 colectomy risk score 6 

anemia, requirement for blood transfusion, 
malnutrition, total parenteral nutrition, 

transfer from outside hospital, admission to 
teaching hospital 

total colectomy 



 

 

Andersson B, et al. (2010)S15 
Gastrointestinal 

Complication Score 
(GICS) 

9 

age>80 y, active smoker, inotropic support, 
NYHA class III-IV, cardiopulmonary bypass 

time>150 min, postoperative atrial 
fibrillation, postoperative heart failure, 

reoperation due to bleeding, postoperative 
vascular complication 

gastrointestinal 
complications 
after cardiac 

surgery; 
postoperative 

myocardial 
infarction; 

neurological 
dysfunction; 

infection 

Hernández D, et al. (2009)S16 
model for 3 year 

mortality in post kidney 
transplant patients 

8 

age, pretransplant diabetes, positive 
hepatits C virus (HCV) antibodies, new 

onset of diabetes after transplantantion at 
the first year, serum creatinine at the first 

year, proteinuria >1g at the first year, use of 
tacrolimus at the first year, use of 

mycophenolate mofetil at the first year 

mortality 

Menza TW, et al. (2009)S17 
Full and simple HIV 

acquisition model for 1- 
and 4-years 

6 and 4 (age and 
race/ethnicity 

excluded) 

age<40 years, non-white and non 
Asian/Pacific Islander race/ethnicity, 

current laboratory diagnosis of a bacterial 
STD (gonorrhea, Chlamydia, or early 

syphilis) or of having ever had a bacterial 
STD, use of methamphetamine or inhaled 

nitrites in the prior 6 months, >10 male sex 
partners in the prior year, and unprotected 
anal intercourse with a partner of unknown 

or positive HIV status (nonconcordant 
unprotected anal intercourse, UAI) in the 

prior year 

HIV acquisition 

Cattermole GN, et al. (2009)S18 
Prince of Wales 

Emergency Department 
Score (PEDS) 

6 
systolic BP, GCS, glucose, HCO3, WBC, 

metastatic cancer history 
30-day mortality 



 

 

Iacob S, et al. (2009)S19 

model to predict death 
on transplant list prior 

to receiving liver 
transplant 

3 
refractory ascites, hepatorenal syndrome, 
Model for End Stage Renal (MELD) score 

death 

Kim HK, et al. (2010)S20 

simple assessment tool 
for better early bedside 

risk stratification for 
both short- and long-

term clinical outcomes 

3 
TIMI risk index, Killip class, serum 

creatinine 
death from any 

cause 

Moore L, et al. (2009)S21 
Trauma Risk 

Adjustment Model 
(TRAM) 

6 

Abbreviated Injury Scale (AIS) code, 
Glasgow coma score (GCS), systolic blood 
pressure, respiratory rate, age, number of 

comorbidities 

hospital 
mortality 

Suh SY, et al. (2010)S22 
Objective Prognostic 

Score (OPS) 
7 

anorexia, resting dyspnea, low performance 
status, leukocytosis, elevated serum 
bilirubin, elevated serum creatinine, 

elevated serum LDH 

survival 

Bria E, et al. (2009)S23 
clinical prognostic score 
in non-small-cell lung 

cancer 
2 

number of resected lymph-nodes, node 
ratio (ratio between thenumber of positive 

nodes andnumber of removed nodes) 

overall survival, 
cancer-specific 

survival, disease-
free survival 

Negassa A, et al. (2009)S24 

tree-structured 
prognostic classification 

for postprocedural 
complications after PCI 

for aMI 

4 
cardiogenic shock, congestive heart failure, 

age, diabetes 

postprocedural 
complications 

(in-hospital 
death, stroke, or 
CABG surgery) 

Capodanno D, et al. (2009)S25 DERIVATION score 5 

baseline left ventricular ejection fraction 
<50%, angioplasty in the setting of acute 

coronary syndromes, bifurcation lesion, left 
anterior descending as target vessel, 

multiple stenting 

stent thrombosis 



 

 

Hernandez DJ, et al. (2009)S26 
logistic-regression 

based model 
8 

African-American race, age, ln(PSA), family 
history, digital rectal examination, number 
of biopsy cores, previous negative biopsy, 

%fPSA 

prostate cancer, 
high-grade 

prostate cancer 
(Gleason 
score≥7) 

Yuen MF, et al. (2009)S27 

GAG-HCC score (5- and 
10-year) (‘‘Guide with 

Age, Gender, HBV 
DNA, Core promoter 

mutations and 
Cirrhosis”) 

5 and 4 (excluding 
core promoter 

mutations) 

age, gender, HBV DNA levels, core 
promoter mutations, cirrhosis 

hepatocellular 
carcinoma 

Nobre SR, et al. (2008)S28 

predictive model for in-
hopsital mortality for 
patient with end-stage 

liver disease 

2 
Model for end-stage liver disease (MELD), 

age 
in-hospital 
mortality 

Kitai S, et al. (2008)S29 

The biomarker 
combined Japan 

Integrated Staging (bm-
JIS) score 

4 
a-fetoprotein (AFP), Lens culinaris 

agglutinin-reactive AFP, des-carboxy 
prothrombin, conventional JIS score 

overall survival 

García-Almagro FJ, et al. (2008)S30 
improved TIMI risk 

score with diabetes and 
EF 

3 
The Thrombolysis inMyocardial Infarction 
(TIMI) risk score, left ventricular ejection 

fraction, diabetes 

cardiac events 
(MI, 

revascularization, 
cardiac death) 

Tice JA, et al. (2008)S31 

Breast Cancer 
Surveillance 

Consortium breast 
density model 

algorithm 

5 
age, race or ethnicity, breast density, history 

of breast cancer in a first-degree relative, 
history of a breast biopsy 

breast cancer 
(invasive cancer 

and ductal 
carcinoma in 

situ) 

Mountzios G, et al. (2008)S32 
prognostic factors in 
RMEC after taxane-
based chemotherapy 

2 
performance status, relapse within the field 

of previous RT 
mortality 



 

 

Tsimberidou AM, et al. (2007)S33 New prognostic score 5 and 6 

Deletion 17p or 6q with or without other 
cytogenetic abnormalities, age >60 years, 
relative, history of a breast bio3.5 g/dL, 
creatinine>1.6 mg/dL, +/- RAI stage OR 

+/- BINET stage 

survival 

Kim SJ, et al. (2007)S34 New prognostic score 2 
Ki-67 expression, the primary site of 

involvement 

overall and 
disease-free 

survival 

Xu X, et al. (2007)S35 post-transplant model 5 
total bilirubin, aspartate aminotransferase, 

international normalized ratio, serum 
creatinine and blood urea nitrogen 

3, 6 months and 1 
year post-

transplantation 
mortality 

Aletti GD, et al. (2007)S36 

risk-adjusted, 
multicenter outcomes 

model for ovarian 
cancer surgery 

7 
age, ASA, albumin, surgical complexity 

score, stage/age, ASA/ASA surgical 
complexity score 

30 days 
morbidity, 3 

months 
mortality, 

chemotherapy 
non-feasible 

Cianchi F, et al. (2007)S37 

model to identify 
patients with high-risk 

Stage IIA colorectal 
cancer 

2 
tumor growth pattern, extent of tumor 

spread beyond muscularis propria 
mortality 

Tischendorf JJ, et al. (2007)S38 
PSC (Primary sclerosing 

cholangitis) score 
7 

age, low albumin, persistent bilirubin 
elevation longer than 3 months, 

hepatomegaly, splenomegaly, dominant bile 
duct stenosis, and intra- and  extrahepatic 

ductal changes at the time of diagnosis 

survival 



 

 

Senni M, et al. (2006)S39 
CardioVascular 

Medicine Heart Failure 
(CVM-HF) index 

13 

age, anemia, hypertension, chronic 
obstructive pulmonary disease, complicated 

diabetes mellitus, moderate to severe 
kidney dysfunction, metastatic cancer, no b-
blockers, no angiotensin-converting enzyme 

inhibitors/ 
angiotensin receptor blockers, New York 

Heart Association class III/IV, left 
ventricular ejection fraction  <20%, severe 

valvular heart disease, atrial fibrillation 

mortality 

Ballesteros MA, et al. (2007)S40 
model for early 
apoptosis rate 

4 
early apoptosis rate induced with regional 
serum, GCS, APACHE II score and pupil 

abnormalities 

6-months 
mortality 

Park YH, et al. (2006)S41 HG-PGL risk model 4 
advanced age, male gender, higher LDH, 

ascites 
overall survival 

Went P, et al (2006)S42 

modified Prognostic 
Index for T-cell 

lymphoma (including 
patient and tumor-

specific factors) 

4 
age (>60 years), high lactate 

dehydrogenase, poor performance status, 
and Ki-67>= 80%) 

disease-specific 
survival 

Williams BA, et al. (2006)S43 
a new simplified 

immediate prognostic 
risk score 

8 

age, sex, systolic blood pressure, admission 
serum creatinine, extent of ST segment 

depression, QRS duration, Killip class, and 
infarct location 

1-month 
mortality 

Tekesin I, et al. (2005)S44 
CLEOPATRA I, 
CLEOPATRA II 

2 
cervical length (≤ 2.5 cm), previous preterm 
delivery/ fetal fibronectin, previous preterm 

delivery 
preterm delivery 

Miyake Y, et al. (2005)S45 
prognostic scoring 

model for liver 
transplantation 

4 

cause of fulminant hepatic failure (hepatitis 
B virus or indeterminate), hepatic coma 
grade (III or IV), systemic inflammatory 

response syndrome (yes) and ratio of total 
to direct bilirubin (>2.0) 

2-weeks survival 
and death 



 

 

Alvares CL, et al. (2005)S46 
multiparametric

risk-adapted model 
2 

response to treatment at baseline and after 
3m 

overall survival 

Meyer S, et al. (2005)S47 

mortality risk score for 
paediatric cancer 

patients admitted to 
ICU 

6 

non-solid tumour, number of organ failures 
(n>2), neutropenia, septic shock, 

mechanical ventila- tion, and inotropic 
medication 

non-survival 

Sadanandan S, et al. (2004)S48 CABG risk score 6 
history of CABG, troponin(+), prior angina, 
ST-segment deviation >0.5 mm, history of 

peripheral arterial disease, male gender 

in-hospital 
coronary artery 

bypass graft 
surgery (CABG) 

Skírnisdóttir I, et al. (2004)S49 
prognostic model for 
early stage epithelial 
ovarian carcinoma 

3 tumor grade, p53 status, and EGFR status 
disease-free 

survival 

Haferlach T, et al. (2004)S50 
cytogenetically based 

risk score 
3 

AML with t(8;21), inv(16), or t(16;16); the 
unfavorable-prognosis group contained 

AML with aberrations of chromosomes 5 or 
7, aberra- tions of 11q23, 12p, or 17p, inv(3), 
t(3;3), or with a complex aberrant karyotype 

(i.e. 3 chromosomes involved) 

complete 
remission, overall 

survival, event-
free survival, 
relapse-free 

survival 

Halonen KI, et al. (2003)S51 
Severe Acute 

Pancreatitis (SAP) score 
4 

age, highest serum creatinine value within 
60-72 h from primary admission, need for 

mechanical ventilation, chronic health 
status 

mortality 

von Eyben FE, et al. (2003)S52 

risk model for survival 
prediction in patients 

with testicular germ cell 
tumor 

2 
International Germ Cell Consensus 

Classification (IGCCC) and isoenzyme 1 
catalytic concentration (S-LD-1) 

survival 

Freedland SJ, et al. (2002)S53 
risk stratification model 

after radical 
prostatectomy 

2 PSA density and biopsy Gleason score 

adverse 
pathological 
features or 

biochemical 
recurrence 



 

 

Castellanos-Ortega A, et al. (2002)S54 New risk score 7 

cyanosis, Glasgow coma scale <8, refractory 
hypotension, oliguria, leukocytes 

<4000/mm3, partial thromboplastin time 
more than 150% of control value, base 

deficit >10 mmol/l 

mortality 

Smith MA, et al. (2002)S55 
novel predictive model 
of outcome in de novo 

AML 
3 

SFM S-phase activity, S-phase activity 
following exposure to G+GM-CSF and 

karyotype 

complete 
remission 

Josting A, et al. (2002)S56 

German Hodgkin’s 
Lymphoma Study 

Group (GHSG) 
database risk score 

3 
time to recurrence, clinical stage at relapse, 

anemia at relapse 
freedom from 
second failure 

Djoulah S, et al. (1999)S57 

model based on the 
characteristics of the 
relevant pockets of 

HLA-DR and 
-DQ molecules 

2 
HLA- DRB1 and -DQB1 – P4 and P9 

pockets 

risk susceptibility 
prediction of 

insulin-
dependent type I 

diabetes 

Wong DT, et al. (1999)S58 

Cardiac Risk Score
(preoperative and 
postoperative risk 

factors) 

3 
time to recurrence, clinical stage at relapse, 

anemia at relapse 

prologned 
intensice care 

unit stay; delayed 
extubation 

Duong DH, et al. (1998)S59 

risk score for 
unfavorable outcome of 

surgery for cebrebral 
aneurysm 

5 
vasospasm, clinical status, age, associated 

medical problems, technical difficulties 
patient outcome 

at discharge 

Adler M, et al. (1997)S60 Erasme score 5 
encephalopathy, alkaline phasphatase, 

bilirubin, cholinesterase, bile acids 
1-year liver 

related mortality 

Paganini EP, et al. (1996)S61 

mortality prediction 
model for patients 

requiring hemodialysis 
in ICU 

8 
male gender, respiratory failure, 

haematologic dysfunction, bilirubin, 
surgery, creatinine, failed organ, BUN 

mortality 

Sarbia M, et al. (1995)S62 New prognostic score 2 pattern of invasion, inflammatory response survival 



 

 

Ménard S, et al. (1994)S63 New prognostic score 4 
tumour size, grading, laminin receptor,

c-erbB-2 overexpression 
overall survival 

Moran MR, et al. (1992)S64 
DNA ploidy based 

model 
3 

>3 positive lymph nodes, invasion of the 
tumor through the wall, percentage of cells 

in 4C peak (GzM phase)-diploid nuclei 

development of 
distant 

metastases 

Altaca G, et al. (1992)S65 
score to predict survival 

after perforated 
duodenal ulcer 

4 
coexisting medical illness, male sex, white 

cell count, acute renal failure 
mortality 

Taussig LM, et al. (1973)S66 
clinical score to predict 

mortality in cystic 
fibrosis 

15 
set of variables divided as pulmonary, 
general, blood gases, gastointestinal, 

miscalleneous 
mortality 

Further Validated Models 

Zhou K, et al.218 S index 3 γ-glutamyltransferase, platelets, albumin 

significant liver 
fibrosis; 

advanced liver 
fibrosis; cirrhosis 

Röllig C, et al. (2010)219 
novel prognostic model 
in elderly patients with 
acute myeloid leukemia 

6 
karyotype, age, NPM1 mutation status, 

white blood cell count, lactate 
dehydrogenase, CD34expression 

overall survival 

Pisters R, et al.12 HAS-BLED 7 

hypertension, abnormal renal/liver 
function, stroke, bleeding history or 
predisposition, Labile international 

normalized ratio, elderly (> 65 years), 
drugs/alcohol concomitantly 

major bleeding 

Conti A, et al. (2010)220 Florence prediction rule 5 
chest pain score >6, metabolic syndrome, 
age >50y, diabetes mellitus, gender (male) 

6-month 
composite 
endpoint 

(CV death, 
nonfatal MI, 

revascularization) 



 

 

Wishart GC, et al.221 PREDICT 6 
number of positive nodes, tumor size, 
tumor grade, detection by screening, 

chemotherapy, hormone therapy 

all-cause 
mortality, breast-

cancer specific 
mortality 

Yuen MF, et al.290 

GAG-HCC score (5-
year) (‘‘Guide with Age, 

Gender, HBV DNA, 
Core promoter 
mutations and 

Cirrhosis”) 

4 age, gender, HBV DNA levels, cirrhosis 
Hepatocellular 

carcinoma 

Yau T, et al. (2008)223 
Advanced Liver Cancer 

Prognostic System 
(ALCPS) 

11 

ascites, abdominal pain, weight loss, Child-
Pugh grade, alkaline phosphatase, total 

bilirubin, alpha-fetal protein, urea, portal 
vein thrombosis, tumor size, presence of 

lung metastases 

3-month survival 

Hippisley-Cox J, et al.31 QRISK 11 

age, area-based index of deprivation, BMI, 
diabetes, family history, HTN-related  

medications, sex, SBP, smoking, TC/HDL 
ratio 

CVD 
(MI, CHD, 

stroke, TIAs) 

Harrison DA, et al.224 
Pancreatitis Outcome 

Prediction (POP) Score 
6 

arterial pH, age, serum urea, mean arterial 
pressure, PaO2/FIO2 ratio, total serum 

calcium 
mortality 

Harrison DA, et al.291 
Intensive Care National 

Audit & Research 
Centre (ICNARC) model

16 

highest heart rate, lowest systolic BP, 
highest temperature, lowest respiratory 

rate, PaO2/FIO2 ratio (ventilation), lowest 
arterial pH, highest serum urea, highest 
serum creatinine, highest serum sodium, 

urine output (24 hrs), lowest WBC, 
sedated/paralyzed or GCS, age, diagnostic 
category coefficients and interactions with 

the physiology score, cardiopulmonary 
resuscitation within 24 hrs before 

admission, source of admission 

mortality 



 

 

Colinet B, et al.226 
Simplified Comorbidity 

Score (SCS) 
7 

tobacco consumption, diabetes mellitus and 
renal insufficiency, respiratory, neoplastic 

and cardiovascular comorbidities, 
alcoholism 

survival 

Sanchis J, et al.227 

New Risk Score for 
Patients With Acute 

Chest Pain, Non–ST-
Segment Deviation, and 

Normal Troponin 
Concentrations 

5 
chest pain score>10 points, >2 chest pain 

episodes in last 24 h, age>67 years, insulin-
dependent diabetes mellitus, prior PTCA 

mortality or MI 
(primary end 

point); mortality, 
MI, or urgent 

revascularization 
(secondary end 

point) 

Tateishi R, et al.228 Tokyo score 4 
serum albumin, bilirubin, size of tumours, 

number of tumours 
death 

Donati A, et al.229 ASA status-based model 4 
ASA status, age, type of surgery (elective, 

urgent, emergency), degree of surgery 
(minor, moderate or major) 

death or survival 
at hospital 
discharge 

Ho GT, et al.230 Ho index 3 
mean stool frequency, colonic dilatation 

within the first 3 days, hypo-albuminaemia 

response (no 
colectomy) or 

non-response to 
medical therapy 

(colectomy) 

Olsson T, et al.231 
Rapid Emergency

Medicine score (REMS) 
6 

coma, respiratory frequency, oxygen 
saturation, blood pressure, pulse rate, age 

in-hospital 
mortality 

Gallamini A, et al.232 

a new prognostic model 
for Peripheral T-cell 

lymphoma unspecified 
(PTCL-U) 

4 
age, performance status equal to or more 

than 2, LDH level, bone marrow 
involvement 

overall survival 

Villella M, et al.233 GISSI-2 index 6 

low work capacity (<100 watts on the 
bicycle ergometer or  <6 minutes on the 

treadmill), exercise-induced symptomatic 
ST-segment depression, low double product 

(product of peak heart rate and SBP  
<=21,700), early left ventricular failure, 

recovery phase left ventricular dysfunction, 
electrical instability 

mortality 



 

 

Sedrine WB, et al.234 
Osteoporosis Index of 

Risk (OSIRIS) 
4 

age, body weight, current hormone 
replacement therapy use, history of 

previous low impact fracture 

risk of 
osteoporosis 

Josting A, et al.235 
German Relapsed

Hodgkin Prognostic 
Score (GRHS) 

3 
time to recurrence, clinical stage at relapse, 

anemia at relapse 
overall survival 

LeMaire SA, et al.236 

preoperative risk factors 
to predict an adverse 
outcome after elective 

thoracoabdominal 
aortic aneurysm repair: 

preoperative renal 
insufficiency, increasing 

age, symptomatic 
aneurysms, extent II 

aneurysms 

4 
preoperative renal insufficiency, increasing 

age, symptomatic aneurysms, extent II 
aneurysms 

composite end-
point: death 

within 30 days, 
death before 

discharge from 
the hospital, 
paraplegia, 
paraparesis, 

stroke, or acute 
renal failure 

requiring dialysis 

Wong DT, et al.237 

Cardiac Risk Score
(preoperative and 
postoperative risk 

factors) 

3 
left ventricle grade 4, emergency surgery, 

female gender 
mortality 

Pirovano M, et al.292 
Palliative Prognostic 

Score (PaP Score) 
6 

Clinical Prediction of Survival (CPS), 
Karnofsky Performance Status (KPS), 

anorexia, dyspnea, total white blood count 
(WBC), lymphocyte percentage 

all-cause 
mortality 

Hasford J, et al.239 The Euro Score for CML 6 
age, spleen size, blast count, platelet count, 

eosinophil count, basophil count 
survival 

Roberts AB, et al.240 

Prediction model using 
ultrasound parameters 

to predict fetal birth 
weight 

3 
head circumference, abdominal 

circumference, femur length 
fetal weight 



 

 

Lenstrup C.241 
CTG scoring system 

(Lenstrup) 
6 

reduced variability, reduced 
variability/silent pattern, bradycardia or 

tachycardia present, early or 
uncharacteristic decelerations present, 

variable declerations present, late 
declerations present 

intra-uterine 
growth 

 

CVD, caridovascular disease; PCR, polymerase chain reaction; CLL, chronic lymphocytic leukemia; PCI, percutaneous 
coronary intervention; GI, gastrointestinal; HTLV-1, human T-cell lymphotropic virus type-1; ATLL, adult T-cell 
leukemia/lymphoma; AML, acute myeloid leukemia;  CV, cardiovascular; MI, myocardial infarction; CAD, coronary artery 
disease; NSTEMI, non-ST-elevation myocardial infarction; CABG, coronary artery bypass graft; DES, drug-eluting stent; 
ICU, intensive care unit; HLA, human leukocyte antigen; MACCE, major adverse cardiac and cerebrovascular event; BMI, 
body mass index; HTN, hypertension; SBP, systolic blood pressure; TC, total cholesterol; HDL, high-density lipoprotein; 
CHD, coronary heart disease; TIAs, transient ischemic attacks; BP, blood pressure; GCS, Glasgow Coma Scale; CML, 
chronic myelogenous leukemia; CTG, cardiotocography. 
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Section 5. 

Summary 

 

Section 5.1 Summary and conclusions 

More people now live with disease and conditions that impair health than at any 

other time in history; prognosis research provides crucial evidence for translating 

findings from the laboratory to humans, and from clinical research to clinical 

practice. Prognosis research seeks to understand and improve future outcomes in 

people with a given disease or health condition.  

Although typically in medical terms prognosis refers to the most likely 

clinical course of a diseased patient, the term is also applied to the prediction of 

future risk in a normal population. Except in rare instances, both of these settings 

include a stochastic element, one that is subject to chance.294 Prognostication and 

prediction involve estimating risk, or the probability of a future event or state. 

The outcome not only is unknown, but does not yet exist, distinguishing this task 

from diagnosis. Therefore, prognostic models, the core-tool of prognostication, 

add the element of time.293 Clinically, prognostic models are often used for risk 

stratification, or for assigning levels of risk, such as high, intermediate, or low, 

which may then form the basis of treatment decisions. 

Models for prognostic risk prediction have been widely used in the 

cardiovascular field to predict risk of future events or to stratify apparently 

healthy individuals into risk categories. Appropriate model assessment is critical 

to the determination of clinical impact and to guideline development. Prediction 

tools are useful only when they are easily accessible at the point of care, which is 

why for most of them there is also designed an online calculator. Such calculators 

are implemented in electronic patient records, electronic order entry systems, or 

smartphone or tablet applications. Overall, prediction models that include age, 

sex, symptoms, and risk factors allow for accurate estimation of the probability of 

coronary artery disease in low prevalence populations. The addition of single 

predictors in previously established models requires specific statistical approach 
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and verification. Implementation of such updated models can improve clinical 

outcomes, but need further evaluation in individual models’ level. 

The country-specific predictions for estimated 10 year cardiovascular 

disease burden are striking, particularly areas with large proportion of high-risk 

individuals. A next step would be to quantify the positive effects on a population 

level if these prediction models and subsequent risk based preventative 

management were used in these countries. By use of so-called population-level 

linked-evidence models, estimates of country-specific 10 year cardiovascular 

disease-risk groups can be combined with known effect sizes from randomised 

trials of various treatments (eg, lipid-lowering and blood-pressure-lowering 

drugs), supplemented with treatment adherence figures, to quantify the expected 

decrease in cardiovascular disease burden per country within 10 years. These 

predictions might further help, and indeed convince, decision-makers across the 

world to decide on wide-scale introduction of risk-based management for 

cardiovascular disease. 

 Prognostic tools should be evaluated in several sequential stages: initial 

model performance (model development), prospective validation in independent 

cohorts (external validation of a model), impact on patient management and 

outcome and cost-effectiveness. However, even for established and widely used 

prognostic tools, many of these steps suffer from methodological limitations and 

in many cases are missing. Moreover, it is imporantant to highlight the paucity of 

evidence around their impact on patient management and clinical outcomes. 

Such important evidence would ideally come from randomized control trials 

(RCTs), which compare the outcomes of patients whose management is guided by 

the proposed prognostic tool with the outcomes of patients who are managed 

without it. However, there are so many prognostic tools, that it is impossible to 

evaluate all of them in RCTs. Efforts should focus around those with most 

promising results. In selecting which models to test in randomized trials, one 

may wish to consider not only satisfactory, validated discriminating ability, but 

also what is the respective change in disease management that can be 

anticipated; how effective are the available preventive or treatment interventions 

for the disease and how much room exists for improvement; what is the expected 
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cost to get the information required for building the model, and to implement it 

in practice; and how likely it is that the model can be used widely by non-expert 

health practitioners. Going through such a checklist is likely to eliminate the large 

majority of proposed prognostic models. Nevertheless, there are currently no 

randomized trials assessing the implementation of any cardiovascular prediction 

models. Such studies should be encouraged. A more through and systematic 

research agenda would be useful to build surrounding late implementation 

issues, including ease of use, and impact on resources in diverse settings.        

 The bottom line is that the best test of a prediction model is not accuracy 

but improved clinical outcomes. Compared with clinician judgment, a prediction 

model might improve diagnostic accuracy, reduce costs and harms, and lead to 

improved health outcomes. Documenting this benefit requires RCTs in which 

providers are randomized to use the proposed prediction model or not, and the 

outcome is improved health. Very few models have been tested in this way.46,98 

Prediction of risk is not enough—we need evidence that prediction can lead to 

actions that reduce risk beyond what would occur without the prediction rule. 
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Section 5.2 Περίληψη 

H Ιατρική αναπτύχθηκε με βάση τη φιλοσοφία και υπέστη τον αυστηρό 

έλεγχο της λογικής, ενώ η θεραπευτική τέχνη εξελίχθηκε με βάση τον ορθολογισμό. 

Η διδασκαλία της Ιατρικής πράξης έδινε ιδιαίτερη έμφαση στην άμεση παρατήρηση 

της φύσης και την επαγωγική λογική. Η διδασκαλία βασιζόταν στη διάγνωση και 

στην εξέταση του ασθενούς, ενώ οι ιατροί ενδιαφέρονταν όχι τόσο για την 

διερεύνηση των αιτιών των νόσων, όσο για την πρόγνωση της νόσου κάθε επιμέρους 

ασθενούς. Για τον ιπποκρατικό γιατρό η πρόγνωση ήταν πολύ σημαντική. Κάθε 

μεταβολή καταγραφόταν προσεκτικά. Για παράδειγμα, το “ιπποκρατικό 

προσωπείο”, όπως εξακολουθεί και σήμερα να ονομάζεται, αποτελούσε βαρύ 

προγνωστικό σημείο. «Τον ιητρόν δοκέει μοι άριστον είναι πρόνοιαν επιτηδεύειν», 

δηλαδή για έναν γιατρό το πιο σημαντικό, κατά τη γνώμη μου είναι να μπορεί να 

κάνει προγνώσεις. Έτσι αρχίζει “το προγνωστικόν” ένα από τα έργα της 

Ιπποκρατικής συλλογής και συνεχίζει: Πρόγνωση είναι κάθε διαδικασία που 

αποσκοπεί στην εκτίμηση της απόλυτης ή σχετικής πιθανότητας ιατρικών ή άλλων 

εκβάσεων στο μέλλον με βάση γνωστές παραμέτρους που αφορούν άτομα ή 

πληθυσμούς.  

 

Η πρόγνωση είναι ακρογωνιαία έννοια στην ιατρική σκέψη και πράξη για την 

υγεία των ατόμων και ακολούθως πληθυσμών. Τα προγνωστικά δεδομένα 

χρησιμοποιούνται για τον προσδιορισμό του κινδύνου συγκεκριμένων ατόμων με ή 

χωρίς θεραπεία, για την κατάταξη των ασθενών σε ομάδες με διαφορετικά επίπεδα 

κινδύνου, για την εκτίμηση ενδείξεων για την έναρξη της θεραπείας (με βάση κάποιο 

οριακό κίνδυνο πάνω από τον οποίο η θεραπεία ενδείκνυται), για την αξιολόγηση 

αλληλεπιδράσεων προγνωστικών παραγόντων με διάφορες θεραπείες (και κατά 

συνέπεια τη χρήση συγκεκριμένων εξατομικευμένων θεραπευτικών σχημάτων για 

διαφορετικούς ασθενείς), καθώς και το σχεδιασμό μελλοντικών μελετών με 

συνεκτίμηση των γνωστών προγνωστικών παραγόντων. Η εκτίμηση της πρόγνωσης 

είναι στην ουσία μια προσπάθεια για τον καλύτερο και πιο αποδοτικό καθορισμό και 

υπολογισμό των σχέσεων μεταξύ παραγόντων κινδύνου και έκβασης σε έναν 

πληθυσμό. 
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Η πρόγνωση είναι ιδιαίτερα σημαντική σε διάφορους τομείς (π.χ. 

περιβαλλοντικές συνθήκες, οικονομία) και σήμερα γίνεται ασφαλέστερα με την 

συμβολή διαφορετικών επιστημών, αξιοποιώντας έναν τεράστιο όγκο πληροφοριών. 

Η ασφαλής πρόγνωση αποδίδει πολυτρόπως θετικά αποτελέσματα, συνεπώς πρέπει 

να γίνεται προσεκτικά αναζητώντας τα ανάλογα τεκμήρια. Τότε η σημασία της δεν 

πρέπει σε καμία περίπτωση να υποτιμάται, αλλά να λαμβάνεται σοβαρά υπόψη. Αν, 

λοιπόν, είναι καθοριστική σε διάφορους τομείς όπως οι περιβαλλοντικές συνθήκες, 

πόσο μάλλον, αν πρόκειται για τον τομέα της υγείας, για την πορεία της ασθένειας, 

για την ποιότητα ζωής του κάθε ασθενούς. Περισσότεροι άνθρωποι ζουν σήμερα ενώ 

ασθενούν ή ζουν σε συνθήκες που επηρεάζουν την υγεία τους περισσότερο από κάθε 

άλλη στιγμή της ιστορίας. Η έρευνα στην οποία βασίζεται η πρόγνωση παρέχει 

σημαντικά τεκμήρια για την μετάβαση των όποιων ευρημάτων από το ερευνητικό 

εργαστήριο στους ανθρώπους, και από την κλινική έρευνα στην κλινική πράξη. Η 

έρευνα στον χώρο της πρόγνωσης στοχεύει στην κατανόηση και βελτίωση των 

μελλοντικών εκβάσεων σε ανθρώπους με συγκεκριμένες νόσους ή ανθρώπους που 

βρίσκονται σε συγκεκριμένη κατάσταση υγείας. 

  

Η πρόγνωση στις περισσότερες περιπτώσεις γίνεται μέσω απλών δεικτών ή 

εργαλείων που ονομάζονται προγνωστικά μοντέλα. Τα προγνωστικά μοντέλα 

συνδυάζουν πολλαπλά χαρακτηριστικά με στόχο τον υπολογισμό της πιθανότητας 

εμφάνισης μίας συγκεκριμένης έκβασης στο μέλλον. Έτσι, τα προγνωστικά μοντέλα 

προσθέτουν το στοιχείο του χρόνου. Η πληροφορία αυτή δίνει την δυνατότητα στους 

κλινικούς ιατρούς να εξατομικεύουν τις θεραπευτικές τους παρεμβάσεις με βάση το 

προφίλ κινδύνου του κάθε ασθενούς. Αν και τυπικά όσο αφορά την πρόγνωση στην 

ιατρική, αυτή αναφέρεται στην κλινική πορεία/έκβαση ενός ασθενούς, ο όρος 

μπορεί ακόμη να χρησιμοποιηθεί για την πρόγνωση του μελλοντικού κινδύνου 

εμφάνισης ασθενειών σε φυσιολογικούς κατα τα άλλα πληθυσμούς - σε άτομα που 

την στιγμή της διερεύνησης με την εφαρμογή του προγνωστικού μοντέλου δεν 

εμφανίζουν κάποιο σύμπτωμα. Με εξαίρεση σπάνιες περιπτώσεις, και οι δύο 

προαναφερθέντες περιπτώσεις περιλαμβάνουν ένα στοχαστικό στοιχείο, το οποίο 

υπόκειται στην τύχη. Η διαδικασία της πρόγνωσης περιλαμβάνει τον υπολογισμό του 

κινδύνου ή της πιθανότητας ενός μελλοντικού συμβάμαντος ή κατάστασης. Επιπλέον 

η έκβαση όχι μόνο δεν είναι γνωστή αλλά ακόμη δεν υπάρχει, κάτι που διαφοροποιεί 
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την πρόγνωση από την διάγνωση. Στην κλινική πράξη ωστόσο, τα προγνωστικά 

μοντέλα χρησιμοποιούνται κυρίως για την ταξινόμηση των ατόμων σε διαφορετικά 

επίπεδα κινδύνου για μια συγκεκριμένη έκβαση (χαμηλού, μέτριου, υψηλού 

κινδύνου), τα οποία μπορεί να καθορισούν την βάση για την μετέπειτα εφαρμογή 

συγκεκριμένων θεραπειών και λήψη ιατρικών αποφάσεων. 

 

Τα προγνωστικά μοντέλα για την πρόγνωση συγκεκριμένων εκβάσεων έχουν 

ευρέως χρησιμοποιηθεί στο πεδίο των καρδιοαγγειακών νοσημάτων για την 

πρόγνωση μελλοντικών εκβάσεων ή για την κατηγοροποπίηση κατά τα άλλα υγειών 

ατόμων την στιγμή της κλινικής εκτίμησης σε συγκεκριμένες ομάδες κινδύνου για 

μελλοντικές εκβάσεις. Ιδιαίτερης σημασίας είναι η κατάλληλη αξιολόγηση των 

μοντέλων για τον προσδιορισμό του αντικύπου τους στην κλινική πράξη και την 

περαιτέρω εξέλιξη τους. Τα προγνωστικά μοντέλα είναι χρήσιμα μόνο όταν μπορούν 

εύκολα να εφαρμοστούν στην κλινική πράξη, γι'αυτό τον λόγο για τα περισσότερα 

από τα διαθέσιμα μοντέλα έχουν αναπτυχθεί εύχρηστες - φιλικές προς τον χρήστη 

υπολογιστικές μηχανές. Συγκεκριμένα προγνωστικά μοντέλα έχουν αναπτυχθεί που 

περιλαμβάνουν την ηλικία, το φύλο, τα συμπτώματα, και παράγοντες κινδύνου, και 

επιτρέπουν την ακριβή εκτίμηση της πιθανότητας για την εμφάνιση στεφανιαίας 

νόσου σε πληθυσμούς που βρίσκονται σε χαμηλο επιπολασμό. Η προσθήκη νέων 

μεταβλητών στα ήδη θεμελιωμένα προγνωστικά μοντέλα για την πρόγνωση 

εμφάνισης καρδιοαγγειακής νόσου απαιτεί συγκεκρίμενη μεθοδολογική προσέγγιση 

και κατάλληλη αξιολόγηση, πριν την εφαρμογή στην κλινική πράξη. Επιπλέον, οι 

εξατομικευμένες για κάθε χώρα προβλέψεις όσο αφορά τον υπολογιζόμενο δεκαετές 

φορτίο καρδιοαγγειακής νοσηρότητας ειναι εντυπωσιακές, ιδιαίτερα όσο αφορά 

γεωγραφικές περιοχές με υψηλό ποσοστό ατόμων υψηλού κινδύνου για 

καρδιοαγγειακή νόσο.  

  

Το επόμενο στάδιο αφορά την ποσοτικοποίηση του όποιου θετικού 

αποτελέσματος σε επίπεδο πληθυσμού, εάν κάποιο προγνωστικό μοντέλο και 

ακολούθως η περαιτέρω διαχείριση του πληθυσμού βασιστεί σε προληπτικές 

παρεμβάσεις ανάλογα με τον προβλεπόμενο κίνδυνο σε αυτόν τον πληθυσμό. Ο 

συνδυασμός της πληροφορίας από προγνωστικά μοντέλα με την αποτελεσματικότητα 
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συγκεκριμένων θεραπευτικών παρεμβάσεων, μπορεί να συμβάλλει σημαντικά στην 

υιοθέτηση αποτελεσματικών παρεμβάσεων σε επίπεδο πληθυσμών για την διαχείριση 

της καρδιοαγγειακής νόσου. 

  

Όμως, ποια προγνωστικά εργαλεία πληρούν τις προϋποθέσεις για ευρεία 

εφαρμογή σε πληθυσμιακό επίπεδο; Τα προγνωστικά μοντέλα θα πρέπει να 

αξιολογηθούν σε διαδοχικά στάδια: η αρχική διακριτική ικανότητα του μοντέλου 

(ανάπτυξη του μοντέλου), προοπτική επικύρωση σε ανεξάρτητες κοόρτες (εξωτερική 

επικύρωση του μοντέλου), αξιολόγηση του αντίκτυπου όσο αφορά τον χειρισμό των 

ασθενών, κλινικές εκβάσεις, και κόστους-αποτελεσματικότητας από την χρήση των 

προγνωστικών μοντέλων. Ωστόσο, ακόμα και για εδραιωμένα και ευρέως 

χρησιμοποιούμενα προγνωστικά μοντέλα, πολλά από τα προαναφερθέντα στάδια 

αξιολόγησης έχουν μεθοδολογικούς περιορισμούς και σε αρκετές περιπτώσεις 

απουσιάζουν.  

  

Ιδιαίτερης σημασίας είναι η έλλειψη ισχυρών τεκμηρίων όσο αφορά την 

αποτελεσματικότητα και τον αντίκτυπο της χρήσης των προγνωστικών μοντέλων 

στον χειρισμό των ασθενών (ή υγιών ατόμων που βρίσκονται σε κίνδυνο για κάποια 

συγκεκριμένη έκβαση με βάση το προγνωστικό μοντέλο) και σε κλινικές εκβάσεις. 

Τέτοια τεκμήρια θα μπορούσαν ιδανικά να προέρχονται από τυχαιοποιημένες 

κλινικές δοκιμές, οι οποίες θα συνέκριναν συγκεκριμένες εκβάσεις μεταξύ ασθενών 

των οποίων η θεραπευτικές παρεμβάσεις καθοδηγήθηκαν με βάση τον 

υπολογιζόμενο κίνδυνο από τη χρήση προγνωστικών μοντέλων, και ασθενών για 

τους οποίους δεν χρησιμοποιήθηκε η πληροφορία από τα προγνωστικά μοντέλα. 

Ωστόσο, υπάρχουν τόσα διαφορετικά προγνωστικά μοντέλα, τα οποία δεν μπορούν 

όλα να αξιολογηθούν μέσω τυχαιοποιημένων κλινικών δοκιμών. Οι προσπάθειες θα 

πρέπει να επικεντρωθούν στα πιο υποσχόμενα μοντέλα. Η διαδικασία επιλογής 

αυτών των μοντέλων που θα πρέπει να αξιολογηθούν σε επίπεδο τυχαιοποιημένων 

κλινικών δοκιμών, δεν πρέπει να βασιστεί μόνο στην διακριτική ικανότητα των 

μοντέλων ανεξαρτήτως επικύρωσης σε διαφορετικές μελέτες επικύρωσης, αλλά 

επιπλέον θα πρέπει κάποιος να συνυπολογίσει εάν υπάρχει η δυνατότητα και ποιες 

θα είναι οι πιθανές αλλαγές στην περαιτέρω θεραπευτική αντιμετώπιση που θα 

επιφέρει η χρήση κάποιου προγνωστικού μοντέλου; πόσο αποτελεσματικές είναι οι 
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παρούσες προληπτικές ή θεραπευτικές παρεμβάσεις και εάν υπάρχουν περιθώρια 

βελτίωσης; ποιο είναι το αναμενόμενο κόστος για την εφαρμογή του μοντέλου στην 

κλινική πράξη; και τέλος πόσο πιθανό είναι το συγκεκριμένο μοντέλο να μπορεί να 

χρησιμοποιηθεί ευρέως από μη-ειδικούς. Εφαρμόζοντας μία σειρά από τέτοια 

ερωτήματα είναι πολύ πιθανό να αποκλειστεί η μεγαλύτερη πλειοψηφία 

προγνωστικών μοντέλων. Παρόλα αυτά, δεν υπάρχουν μέχρι στιγμής 

τυχαιοποιημένες κλινικές δοκιμές που να αξιολογούν συγκεκριμένα την χρήση 

προγνωστικών μοντέλων για την εκτίμηση του καρδιαγγειακού κινδύνου. Εν 

κατακλείδι, το πιο αξιόπιστο μέτρο εκτίμησης ενός προγνωστικού μοντέλου δεν είναι 

η διακριτική ικανότητα του μοντέλου, αλλά η βελτίωση μέσω της εφαρμογής του των 

κλινικών εκβάσεων. Η πρόγνωση του κινδύνου δεν είναι αρκετή, απαιτούνται 

τεκμήρια ότι η πρόγνωση μπορεί να οδηγήσει σε ενέργειες που θα μειώσουν τον 

κίνδυνο σε μεγαλύτερο βαθμό σε σχέση με την μη εφαρμογή του. 
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